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#### Abstract

This thesis is about computational theory in the setting of the mathematics of information. The first goal is to demonstrate that many commonly considered problems in optimisation theory cannot be solved with an algorithm if the input data is only known up to an arbitrarily small error (modelling the fact that most real numbers are not expressible to infinite precision with a floating point based computational device). This includes computing the minimisers to basis pursuit, linear programming, lasso and image deblurring as well as finding an optimal neural network given training data. These results are somewhat paradoxical given the success that existing algorithms exhibit when tackling these problems with real world datasets and a substantial portion of this thesis is dedicated to explaining the apparent disparity, particularly in the context of compressed sensing. To do so requires the introduction of a variety of new concepts, including that of a breakdown epsilon, which may have broader applicability to computational problems outside of the ones central to this thesis. We conclude with a discussion on future research directions opened up by this work.
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## Chapter 1

## Introduction

It is impossible to overstate the importance of data processing techniques in the modern world. To give a few key examples, linear programming allows us to optimise a desired quantity given certain constraints; compressed sensing has changed the effectiveness and speed of various scanning devices; statistical estimation allows us to find relevant features of large datasets; image processing has improved the quality of imaging devices from smartphone cameras to special effects used in films, and machine learning continues to find new uses everyday, ranging through topics as vast as self-driving cars to automated music production. The underlying method used in each of these fields is to solve (using a computational device) a specific mathematical problem dependent on the dataset and the application under consideration. Because of the now ubiquitous nature of these problems and their use in potentially life threatening situations, it is crucial to understand when this approach will see success and conversely, when it will fail.

The bulk of this thesis is dedicated to providing results on this question from a computational standpoint. Namely, we consider the existence of algorithms to solve the mathematical problem associated to each of the techniques listed above. Similar questions on the limitations of computation have been considered by a variety of authors. In particular, Hilbert's question [70] on the existence of algorithms for decision problems led to Turing's work [120], widely considered to be a key paper in the development of modern computer science. A different example taken from scientific computing (and thus more closely related to the work in this thesis) is Smale's question on the existence of purely iterative generally convergent algorithms for polynomial root finding. This was answered in the negative by McMullen 90,91 . In related work that highlights the subtlety of such issues, Doyle and McMullen showed a positive result that the quintic could be solved by purely iterative generally convergent algorithms by using several limits 51.

With the strength of the observed results when the techniques of the opening paragraph are applied to realistic datasets, it would be natural to conjecture that algorithms will exist to solve these problems. Specifically, we ask for an algorithm that computes in finite time the solution to any of these problems up to a prescribed output accuracy. To model the idea that computers cannot store all real numbers
without infinite memory, we assume that the algorithm cannot access the exact input dataset. Instead, it can ask for arbitrarily precise approximations to the dataset, where the precision used is determined at runtime.

Somewhat surprisingly, we show that there is no such algorithm for any of the problems listed above. This begs the following natural question:

Q1: Why are these problems mathematically impossible and yet, in many circumstances, solved on a day to day basis by data scientists?

As an initial answer to this question, one might suggest the following:
A1: The class of inputs for which the algorithm must give an answer with error smaller than the prescribed output accuracy is too large to represent realistic datasets.

This opens up the following question, central to the thesis
Q2: Which criteria on the input datasets allow us to create algorithms that can solve the problem to any given prescribed output accuracy?

It transpires that this question is very subtle. Insisting that inputs are well conditioned can have various effects on the computability of the problem. As a brief demonstration of this phenomena, one of the results of this thesis is that there are input sets which are very poorly conditioned yet computable. In some sense, the example we provide is not pathological in the sense that the inputs with high condition number are in fact very natural for the problem under consideration.

Actually, whilst it will be possible to create algorithms for some of the problems above for realistic datasets, for some of the problems above even with restrictions it will remain impossible. We thus provide the following answer:

A2: Even if it is impossible to create algorithms to solve some of the above problems to a given arbitrary prescribed accuracy $\epsilon$ when sensible restrictions are placed on the inputs, it will be possible to create algorithms that can solve the problems to a tolerable output accuracy.

For example, we may not be able to create an algorithm that can solve the problem with thirty decimal places, but it may be possible to solve the problem with an answer that is correct in its first fifteen decimal places. To quantify exactly what is meant by 'tolerable', we introduce the new concept of a breakdown epsilon. Essentially, the breakdown epsilon represents the best obtainable precision for a given class of inputs. A small non-zero breakdown epsilon can therefore indicate that although a problem is non-computable in the sense that it cannot be computed to arbitrary accuracy, we can still obtain a tolerable approximation to the true solution.

As a final major point of discussion, let us assume that we pay a time penalty to get more accuracy on the input set. For example, if the true input contains $\pi$ or $\sqrt{2}$ then computing a better approximation to the true input requires time. We will find that in some circumstances and with some restrictions on the input set, it will be possible
to create an algorithm that can compute the solution to any desired output accuracy. Even so, it may be the case that there is a collection of valid inputs and a fixed output accuracy for which the algorithm will require increasingly accurate measurements to compute the approximate solutions. In this case, we are in a situation where we are guaranteed that the algorithm will eventually terminate but we have no idea when this will occur. In particular, there will be inputs that take longer than fifty billion years to process. Since this is obviously undesirable, we shall also try to find criteria that guarantee that the required input accuracy is bounded uniformly across all valid inputs.

The main theme of this thesis is to examine various criteria that lead to either existence or non-existence results of algorithms that either solve the problems exactly or give answers that have a small breakdown epsilon. There are of course a myriad of different conditions that could be considered when attempting to answer these questions. Ideally, we want to work with realistic criteria that are observed with the types of dataset that are used in the real world. However, finding such criteria is in itself a very large and difficult problem (this is particularly the case for deep learning [46,52]) and it is out of the scope of this thesis to show results for every possible sensible criteria for each problem. We thus choose compressed sensing as a case study to examine in detail. In this field, we highlight some issues with existing approaches and introduce a collection of new criteria with which we prove positive results from the perspectives of both computation and recovery.

In summary, once we have established the basic non-computability results and generated a sensible input set criteria for compressed sensing algorithms, our task will be to examine the following questions:

Q3: For any $\epsilon>0$, is there an algorithm that executes in finite time and computes an approximate solution no further than $\epsilon$ away from a true solution? The algorithm can choose the input accuracy $\hat{\epsilon}$ to be as small as desired (as a function of $\epsilon$ and the input) to produce the output.

Q4: Can we get a positive answer to the previous question if, for a given $\epsilon>0, \hat{\epsilon}$ is uniformly bounded across all possible inputs?

Q5: Suppose that the answer to the two previous questions is negative. Can we replace the requirement that the algorithm has to exist for each $\epsilon>0$ with one that insists that the algorithm must only work for a 'small' $\epsilon>0$ and get a positive answer?

### 1.1 Outline of the thesis

This thesis is split into six chapters. In the remainder of this one, we will precisely define linear programming, compressed sensing (basis pursuit and basis pursuit denoising), statistical estimation (lasso), neural networks and image processing. In Chapter 2. we will define various models of computation (in particular, the Turing machine and $B S S$ models) and generalise them to the concept of a general algorithm. We shall
add additional generality that allows for random algorithms by defining a probablistic general algorithm. Afterwards, we discuss the idea of breakdown epsilons that allow us to further understand the degree of non-computability that a mathematical problem may have. We then state a key and novel result (proven in Chapter 5) that will prove crucial throughout the remainder of the thesis. Chapter 2 concludes with a discussion on the various forms of condition number and their definitions when adapted to the problems defined in this introduction.

Chapter 3 introduces some new criteria that can be applied to the compressed sensing problem. Specifically, we shall introduce the new concept of the RIP and nullspace properties in levels and justify them as better explanations for the observed success of the methods of compressed sensing. These concepts will also be used later as criteria for computability.

Chapter 4 contains the main results of the thesis. Firstly, we discuss the negative results in the settings mentioned above. This will open up a (large) number of new questions about the computability of the mathematics of information. We shall provide partial answers to these questions for compressed sensing and statistical estimation. Here, we will make use of the results of Chapter 3 to provide guarantees using the nullspace property in levels. The result of this analysis is that we give an explanation not only for why the method of using basis pursuit works well, but also for why algorithms are able to execute the method despite the non-computability results.

In the context of neural networks Chapter 4 also provides a collection of results to supplement the non-computability result for training a neural network. These results have a somewhat perplexing interpretation. Roughly speaking, there are uncountably many problems for which training the neural network (assuming that there is an oracle which can do so) will lead to a neural network that is in some sense unstable. However there will always exist a stable neural network that can solve the problem. The results of this section also open up questions on the very notion of success for a neural network as well as casting doubts on the technique of cross validation. Significantly more detail and precise formulations of the results for neural networks are given in Section 4.4.

Although the proofs of Chapter 3 are provided within that chapter (and thus the methodological issues for compressed sensing are mostly self contained in Chapter 3), we provide the proofs for the computational results in Chapter 5. This includes all the proofs from Chapter 4 as well as the key result stated in Chapter 2,

Finally, we conclude the thesis in Chapter 6. A brief summary of the entire thesis is provided, along with a discussion on a wide variety of possible future directions and open questions that arise from this thesis.

### 1.2 On novelty

In this thesis, unless otherwise stated a theorem, lemma, proposition or corollary is original work. In particular, all the non-computability results, the positive results for basis pursuit and lasso, the results on neural networks (with the exception of the universal approximation theorem stated in the introduction) and all the results on the RIP in levels and nullspace property in levels in Chapter 3 are new to this thesis. Note
however that there is some discussion in [24] on how imprecise initial data can affect the output of linear programming.

Additionally, this thesis introduces several new concepts. The various breakdown epsilons defined in Sections 2.6 and 2.8 are important new concepts first defined here. The idea of a randomised general algorithm used to demonstrate non-computability defined in Section 2.7 is also new to this thesis. The RIP and nullspace properties in levels defined in Chapter 3 and used to explain the methodological and algorithmic success of compressed sensing are novel definitions.

In general, everything that comes after (but not including) Section 2.6 as well as the breakdown epsilons defined in Section 2.6 is novel work unless otherwise stated with the exception of the well known definitions of condition numbers restated in 2.11 . The introduction is novel in exposition only and the ideas of an SCI hierarchy [13], inexact input (and specifically $\Delta_{1}$ information) [13] a Turing machine [120] and a BSS machine 17 are well known to the community.

It should however be noted that the majority of Chapter 3 has appeared in my own work published in SIIMS [9]. This work, which was written with some guidance from Anders Hansen, was recently featured on the front cover of SIAM News [10]. Furthermore, the results on non-computability and the corresponding definitions are the result of a close collaboration between myself and Anders Hansen with additional insight provided by Verner Vlacic.

### 1.3 Condition

We begin this section with an example. We solve the following problem using MATLAB R2016b 88 (an example of a linear programming problem, see Section 1.4):
with

$$
A=\left(\begin{array}{ll}
1 & \epsilon \\
1 & 0
\end{array}\right), \quad y=\binom{1+\epsilon}{1}
$$

It is easy to see that the correct solution to this problem is the vector $(1,1)^{T}$. The matlab code for $\epsilon=10^{-16}$ is as follows:

```
Large = 1e16; Epsilon = 1/Large;
y = [(Epsilon+1) 1].';
A = [1 Epsilon; 1 0];
c = [11 1];
options = optimoptions('linprog','Algorithm','dual-simplex'
    );
options.MaxIterations = 1e100;
options.OptimalityTolerance = 1e-10;
AlglinprogAns = linprog(c,[],[],A,y,[0 0],[],options)
```

With those commands, MATLAB prints the following output messages:

```
Optimal solution found.
```

```
AlglinprogAns =
1.0000
0
```

In mathematical notation, MATLAB produces the vector $(1,0)^{T}$ as a solution. Importantly, this vector is not optimal - in fact, it isn't even feasible. It is easy to see that the true solution to this linear programming problem is instead $\hat{x}$, where $\hat{x}=(1,1)^{T}$. Actually, $\hat{x}$ is the unique solution to $A x=y$. If we enter the matlab command $A \backslash y$ (which solves for $x$ the linear systems problem $A x=y$ ), we get the following output.

```
Warning: Matrix is close to singular or badly scaled.
Results may be inaccurate. RCOND = 1.000000e-16.
ans =
```

1
0
Once again, MATLAB is unable to solve the problem and returns the incorrect vector $(1,0)^{T}$. However, here we observe a subtle but important difference: there is a warning printed by MATLAB about condition. Essentially, MATLAB has informed us that it is unable to solve the problem because the input set is somehow badly suited to the algorithm being used. In the linear programming case no such warning is printed. It transpires that the condition of linear programming is a far more complicated problem than that of linear systems. The importance of condition is highlighted by the recent book by Bürgisser and Cucker [24, who argue that condition is very important for understanding when algorithms will work and when they will fail. We shall adopt this philosophy in this thesis, giving a detailed analysis on how a variety of different notions of condition affect the computability of a problem.

Remark 1.3.1. Note that although the algorithm chosen for linear programming is the 'dual-simplex' algorithm, it is possible to use the same set of commands (with potentially different values of the variable 'Large') to get a similar result for the other algorithms supported by MATLAB R2016b.

Remark 1.3.2. The tolerance parameter $10^{-10}$ is the minimal permitted tolerance for the dual-simplex algorithm.

### 1.4 Linear programming

In many scenarios, we might seek to maximise/minimise some parameter (e.g. profit for a goods manufacturing facility) but we might be constrained by some linear factors
(e.g. stock available to use in constructing goods). A highly celebrated technique for solving such issues is linear programming. This is the collection of problems that can be represented in the following way

$$
\arg \max _{x \in \mathbb{R}^{N}} c^{T} x \text { subject to } A x=y, \quad x \geq 0
$$

with $c \in \mathbb{R}^{N}, A \in \mathbb{R}^{m \times N}$ and $y \in \mathbb{R}^{m}$ and the inequality $x \geq 0$ is evaluated elementwise. For example, if the goods manufactured are chemicals, $x$ might be a vector that represents the (non-negative) amount of each chemical that will be manufactured, $c$ might represent the profit that is obtained by selling each chemical and the restriction that $A x=y$ is set so that there is a limited amount of each element with which to manufacture new chemicals. It is important to note the following:

- The equality constraint can be replaced by an inequality constraint i.e. $A x \leq y$ where the relation $\leq$ is defined element-wise.
- Sometimes a different problem is considered, also termed 'linear programming'. This is the following:

$$
\max _{x \in \mathbb{R}^{N}} c^{T} x \text { subject to } A x=y, \quad x \geq 0
$$

Here, we are not interested in the value of $x$ that maximises the relation but the value of the objective function $c^{T} x$ at such a maximum (this is exactly the difference between argmax and max). Although there may be circumstances where this is useful, it is often crucial to know $x$ itself (for example, in the above example of a chemical production plant it is far more important to know how to obtain the best possible profit than simply knowing what the maximal profit is).

- It is not guaranteed that such a problem has a solution. Since this is uninteresting from the perspective of knowing whether or not we can solve linear programming on a computer, we focus mainly on the case where the problems are indeed feasible.
- At this point there may be some confusion: there is a well known algorithm for computing the minimisers of a linear program, namely the simplex algorithm [43]. However, the simplex algorithm works on exact information. This may not be possible if it is impossible to obtain exact information on $c, A$ or $b$ or if any of these parameters are somehow noisy. Our work will focus on this case.
- Sometimes the problem is done over something other than the real numbers like the integers or rational numbers. This however brings about its own difficulties - if the problem is done over the integers then we are left with integer programming which is a famous NP-complete problem [75. If the problem is done over the rational numbers then using floating point arithmetic can lead to similar imprecision issues.
As a passing remark let us briefly consider the additional problem of semidefinite programming, which has received attention from a number of mathematicians
[55, 56, 122. We note that as linear programming is a special case of semidefinite programming, any non-computability result on linear programming immediately implies a corresponding non-computability result for semidefinite programming.


### 1.5 Compressed sensing

We shall begin by discussing the general ideas of compressed sensing [18, 29, 32, 41, $47,50,53,58,60,60,69,105$ as it is used in linear inverse problems. Consider the problem of recovering information $x \in \mathbb{C}^{n}$ from a scanning device, represented by an invertible matrix $M \in \mathbb{C}^{n \times n}$, given observed measurements $b:=M x$. In general, we require knowledge of every element of $b$ to be able to accurately recover $x$ without additional structure. Indeed, let $\Omega=\left\{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{m}\right\}$ with $1 \leq \alpha_{1}<\alpha_{2}<\alpha_{3}<\cdots<$ $\alpha_{m} \leq n$ and define the projection map $P_{\Omega}: \mathbb{C}^{n} \rightarrow \mathbb{C}^{m}$ so that $P_{\Omega}\left(x_{1}, x_{2}, \ldots, x_{n}\right):=$ $\left(x_{\alpha_{1}}, x_{\alpha_{2}}, \ldots, x_{\alpha_{m}}\right)$. If $m$ is strictly less than $n$ then for a given $y$ there are at least two distinct vectors $x_{1} \in \mathbb{C}^{n}$ and $x_{2} \in \mathbb{C}^{n}$ with $P_{\Omega} b=P_{\Omega} M x_{1}=P_{\Omega} M x_{2}$, so that knowledge of $P_{\Omega} b$ will not allow us to distinguish between multiple candidates for $x$. Ideally though we would like to be able to take $m \ll n$ to reduce either the computational or financial costs associated with using the scanning device $M$.

So far, we have not assumed any additional structure on $x$. However, let us consider the case where the vector $x$ consists mostly of zeros. More precisely, we make the following definition:

Definition 1.5.1 (Sparsity). $A$ vector $x \in \mathbb{C}^{n}$ is said to be $s$-sparse for some natural number $s$ if $|\operatorname{supp}(x)| \leq s$, where $\operatorname{supp}(x)$ denotes the support of $x$.

If $x$ is sufficiently sparse, it is natural to expect that looking for the solution $\hat{x}$ to $P_{\Omega} M \hat{x}=P_{\Omega} b$ with the least number of zeros would be an effective way of recovering $x$. However, this problem is non-convex. Instead, the key to CS is the fact that, under certain conditions, any minimiser of either the Basis Pursuit ( $B P$ ) problem (sometimes known as Basis Pursuit with $\ell^{1}$ regularisation)

$$
\begin{equation*}
z \in \arg \min \|\widehat{x}\|_{1} \text { such that } y=U \widehat{x} \tag{BP}
\end{equation*}
$$

or the Basis Pursuit Denoising (BPDN) problem (defined for fixed $\delta>0$ and again, sometimes known as Basis Pursuit Denoising with $\ell^{1}$ regularisation)

$$
\begin{equation*}
z \in \arg \min \|\widehat{x}\|_{1} \text { such that }\|U \widehat{x}-(y+\eta)\|_{2} \leq \delta . \tag{BPDN}
\end{equation*}
$$

(where $U:=P_{\Omega} M$ is a matrix in $\mathbb{C}^{m \times n}, \eta \in \mathbb{C}^{m}$ is a noise term with $\|\eta\|_{2} \leq \delta$ and $\left.y=P_{\Omega} b=U x\right)$ gives a good approximation to $x$, provided that $x$ has some form of sparsity.

There are two natural questions that arise from the statement of these problems

- Under which circumstances on $x, U$ and $\delta$ does the solution to either ( $\overline{\mathrm{BP}}$ ) or (BPDN) give a good approximation to $x$ ?
- Are (BP) or (BPDN) computable?

Establishing criteria for the first of these questions is non-trivial. For example, if $U$ is a subsampled identity matrix then there will always be $x$ which are sparse but cannot be recovered. We shall further discuss this question in Chapter 3 .

The second question is one of the primary focuses of this thesis. We will see that if we permit arbitrary $y$ and $U$, neither (BP) nor (BPDN) can be computed. This will be discussed in detail in section 4.2,

To give a reference for the types of $U$ that are typically chosen, sometimes we insist that $M=A W^{-1}$ for some measurement operator $A$ and some sparsifying operator $W$. In particular, frequent choices include the case where $A$ is a fourier matrix and $W$ is a a wavelet transform.

A different collection of commonly studied choices for $U$ include the Hadamard and Bernoulli random matrices 60. Since these matrices will be important later, we shall give a precise definition:

Definition 1.5.2 (Hadamard random matrices). The Hadamard random matrices of size $m \times 2^{k}$ is the matrix $P^{m} H_{k}$ where $H_{k}$ is defined by the recurrence relation

$$
H_{j}=H_{1} \otimes H_{j-1}, \quad H_{1}=\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right) \quad H_{0}=1, \quad j \in \mathbb{N}
$$

and $P^{m}$ is a random selection of $m$ rows followed by scaling by a factor of $1 / \sqrt{m}$.
Definition 1.5.3 (Bernoulli random matrices). The Bernoulli random matrices $B$ of size $m \times N$ is a matrix with independent identically distributed entries such that $\mathbb{P}\left(B_{i, j}=1\right)=\mathbb{P}\left(B_{i, j}=-1\right)=1 / 2$.

Let us conclude this section with a simple example taken from [10]. We considered an original image of a pomegranate which used $2048^{2}$ pixels. The aim is to capture this image using a simulated MRI scanner. First, we considered the approach of simply reading the central $256^{2}$ fourier frequencies and then performing a direct matrix inversion on that data. This is the linear recovery method. Next, we compared to an approach using compressed sensing - we took $256^{2}$ measurements in a level based structure (see Chapter 3 and the first sampling pattern in 3.2 for a similar example). We then attempted to compute the minimiser of the basis pursuit procedure (BP) with $U=P_{\Omega} M . \Omega$ was defined to be the sampling pattern and the matrix $M$ was given by a composition of the 2D fourier transform and an inverse curvelet transform. The results are presented in Figure 1.1.


Figure 1.1: An example using compressed sensing. (a) Original image with small synthetic detail added, shown in the red region. (b) Zoomed linear recovery from the central $256^{2}$ (around the 0 Fourier frequency) Fourier measurements. (c) Zoomed compressed sensing with a multilevel random sampling pattern with subsampling using $m=256^{2}$ measurements.

It is clear that with the same number of samples, compressed sensing has shown a vast improvement in image quality. This may be very important if instead of a pomegranate, the object being scanned is a human organ. In that scenario, small artefacts may cause a misdiagnosis of a patient's medical issues.

### 1.6 Statistical estimation

Statistical estimation is the task of finding out which features (and how strongly) can be used to predict observations. Specifically, we are given $m$ observations of a dependent variable $y$ and, for each $y$, corresponding values of $N$ features $A_{i, j}$ for $i=1,2, \ldots, m$ and $j=1,2, \ldots, N$. We wish to establish which of the $N$ features are important and to quantify this to make future predictions based on knowledge of the intensity of each feature. The simplest initial idea for doing this is to solve the equation $A x=y$ for $x$. However, there is no reason to suspect that $A$ is invertible. To expand on this simple initial idea, one could try to solve a least squares problem, namely find $\operatorname{argmin}_{x \in \mathbb{R}^{N}}\|A x-y\|_{2}^{2}$. Unfortunately, this may lead to infinitely many solutions. In particular, this can occur if we only have a small number of observations relative to the number of features, i.e. $m<N$.

If however we know a-priori that few features are likely to be relevant (even if we do not know which ones are the relevant ones), we can instead try to solve some regularised version of least squares. Constrained LASSO 66, 115 does exactly this: for a fixed $t>0$, we solve $\operatorname{argmin}_{x \in \mathbb{R}^{N}}\|A x-y\|_{2}^{2}$ such that $\|x\|_{1} \leq \tau$. By forcing the $\ell^{1}$ norm to be small, we can avoid overfitting noisy data (which may happen if we instead solve the least squares problem) and penalise solutions that have many non-zero features (whilst still maintaining the desirable convex property of the problem).

A related problem is that of Unconstrained LASSO. This is in some sense the dual of constrained lasso and can be written as $\operatorname{argmin}_{x \in \mathbb{R}^{N}}\|A x-y\|_{2}^{2}+\lambda\|x\|_{1}$ where $\lambda \geq 0$
is fixed. In practice, both problems are studied. A consequence of convex analysis is that if for some $t$, the vector $x$ solves constrained lasso with the observations $y$ and predictors $A$ then there is a $\lambda$ (depending on $x$ ) so that $x$ (with the same observations and predictors) also solves unconstrained lasso and vice-versa. The two problems are therefore very similar.

Despite the apparent similarity, the problems are not identical in the sense that if $S$ is the set of all solutions to a constrained lasso problem then it may not be the case that there is a lambda for which $S$ is exactly the solution set to unconstrained lasso. Indeed, consider the following constrained lasso problem:

$$
A=\left(\begin{array}{lll}
1 & 1 / 2 & 1 / 3
\end{array}\right), \quad y=1, \quad \tau=2 .
$$

It is clear that the vectors $x^{1}=(1,0,0)^{T}, x^{2}=(0,2,0)^{T}$ are both solutions (since both have $\ell^{1}$ norm bounded by 2 and $\left.A x^{1}, A x^{2}=y\right)$ but the vector $x^{3}=(0,0,3)^{T}$ is not a solution. For unconstrained lasso however, if $\lambda>0$ and $x^{1}$ is a solution then $\left\|A x^{2}-y\right\|^{2}+\lambda\left\|x^{2}\right\|_{1}>\left\|A x^{1}-y\right\|_{2}^{2}+\lambda\left\|x^{1}\right\|_{1}$ and so $x^{2}$ is not a solution. If instead $\lambda=0$ then $x^{1}, x^{2}$ and $x^{3}$ are all solutions. Thus there is no lambda for which $x^{1}, x^{2}$ are solutions and $x^{3}$ isn't. Because of this observation we shall find that the two problems have different computational properties. We shall elaborate on this in Section 4.3.

### 1.7 Neural networks

Suppose that we are given a collection of images and we wish to determine automatically whether or not a given image contains a dog. Such a problem is a specific example of a more general classification problem. We assume that there is an intrinsic but not known function $f: M \rightarrow\{0,1\}$ that classifies our inputs which exist in a space $M \subseteq \mathbb{R}^{d}$ (in this case we might take $M=[0,1]^{d}$ to be the values of the $d$ pixels of the image and 0,1 represent 'not dog' and 'dog' respectively). Our task is to find from a fixed finite collection of samples $S \subseteq M$ and knowledge of $f(x)$ for each $x \in S$ an approximation to $f$ on the entirety of $M$. Of course, we should not expect any approach to work for all possible $f$ and $M$, but we can still see reasonable success at this problem by using a neural network.

### 1.7.1 Perceptrons

Before explaining neural networks, let us consider a more basic concept: a perceptron [92]. The basic idea is that we can make choices based on weighing up different inputs. The perceptron takes input $x$, applies weights to it, and then applies a simple activation function to determine whether $f(x)=0$ or $f(x)=1$. Mathematically, a perceptron works in the following way: there are $w \in \mathbb{R}^{1 \times d}, b \in \mathbb{R}$ and $g: \mathbb{R} \rightarrow\{0,1\}$ such that for a given $x$, the output of the perceptron is $g\left(w^{T} x+b\right)$. The activation function here is taken to be $g(x)=1$ if $x>0$ and $g(x)=0$ if $x \leq 0$. $w$ represents the weights of the network and $b$ is a bias that either pushes the perceptron towards or away from 0 or 1. This is demonstrated in Figure 1.2.


Figure 1.2: A simple perceptron model.
We then 'train' the perceptron by attempting to find suitable $w$ and $b$ so that $g(x) \approx f(x)$ whenever $x \in S$. This model will see success with some patterns $f$. However, let us consider the exclusive or pattern i.e. $M=\{(0,0),(1,0),(0,1),(1,1)\}$ and

$$
f(a, b)=\left\{\begin{array}{l}
1 \text { if exactly one of } a, b=1 \\
0 . \text { otherwise }
\end{array}\right.
$$

It is easy to see that no perceptron can exactly capture $f$, even though $f$ is in some sense relatively simple (such a result was demonstrated in [92]). Indeed to capture $f$ exactly, we require $g\left(w_{1}+b\right)=1, g\left(w_{2}+b\right)=1$ and $g(b)=0$. Thus $w_{1}+w_{2}+b \geq w_{1}+w_{2}+2 b \geq$ $\left(w_{1}+b\right)+\left(w_{2}+b\right)>0$. But this immediately implies that $g\left(w_{1}+w_{2}+b\right)=1$ and thus $g \neq f$. We therefore take a different approach.

### 1.7.2 Feed forward neural networks

To move from perceptrons to neural networks (see 82 and references within), we make two changes. Firstly, we allow for a different class of activation functions than the simple function $g$ that we described earlier. Instead, we deal with a fixed $\rho: \mathbb{R} \rightarrow \mathbb{R}$. This has computational consequences: the $g$ defined above is clearly discontinuous, whereas here we can work with $\rho$ that are continuous. We call this now modified perceptron a neuron. Our second change will be to use multiple neurons. Indeed, we shall arrange the neurons in layers. The input information will be termed the input layer and the output neurons the output layer. Any other layers will be termed hidden layers.

To demonstrate this, let us consider a one hidden layer network. In the hidden layer, we set up a collection of $N_{1}$ neurons which each with their own weights and biases. For reasons that will become clear later, we label the weights from the $i$ th neuron as $W_{i, 1}^{1}, W_{i, 2}^{1}, \ldots W_{i, d}^{1}$ and the bias as $b_{i}^{1}$. For a given input $x \in \mathbb{R}^{d}$, each neuron computes $\sum_{j=1}^{d} W_{i, j}^{1} x+b_{i}^{1}$ and then applies the function $\rho$ to it. We then have an
output neuron, which takes the results of the $N_{1}$ neurons and applies it's own weights $W_{1,1}^{2}, W_{1,2}^{2}, \ldots, W_{1, N_{1}}^{2}$ and a bias $b^{2}$. This is demonstrated in the top part of Figure 1.3 with $N_{1}=2$


Figure 1.3: Top half: A diagram of a neural network with a two neuron single hidden layer. Bottom half: A simplified version using matrix arithmetic.

It is easy to see that for inputs $x$, with this model, we are computing $A^{2} \rho A^{1}(x)$ where $A^{1}, A^{2}$ are the operators $A^{1}=W^{1}+b^{1}, A^{2}=W^{2}+b^{2}$ with the matrices $W^{1}$ and $W^{2}$ are formed by the entries $W_{i, j}^{1}, W_{1, j}^{2}$ respectively. The function $\rho$ is applied componentwise. This is summarised in the bottom half of Figure 1.3, As a natural generalisation, we can introduce multiple hidden layers and even attempt to work with $f$ that map to a multidimensional output space. With $L$ layers including the output layer, such a network would be of the form

$$
A^{L} \rho A^{L-1} \rho \cdots A^{2} \rho A^{1}, \quad A^{l}=W^{l}+b^{l} \text { with } W^{l} \in \mathbb{R}^{N_{l} \times N_{l-1}}, b^{l} \in \mathbb{R}^{N_{l}}
$$

for fixed parameters $\mathbf{N}=\left(N_{0}, N_{1}, N_{2}, \ldots, N_{L}\right)$ with $N_{0}=d$. We denote the class of all such neural networks by $\mathcal{N} \mathcal{N}_{\mathbf{N}, L}$.

A natural question is that of expressibility. Namely, which $f$ can be approximated by such neural networks? It transpires that provided $\rho$ is not a polynomial, every continuous $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ can be approximated arbitrarily by neural networks. Precisely, we have the following variant of the universal approximation theorem 95 .

Theorem 1.7.1. Let $\mathcal{N} \mathcal{N}_{\infty, 2}$ denote $\cup_{N_{1}=1}^{\infty} \mathcal{N} \mathcal{N}_{\mathbf{N}, 2}$ with $\mathbf{N}=\left(d, N_{1}, 1\right)$. Then $\mathcal{N} \mathcal{N}_{\infty, 2}$ is dense (in the topology of uniform convergence on compact sets) in the space of continuous functions on $\mathbb{R}^{d}$ provided that $\rho$ is a continuous function that is non-polynomial.

The $\rho$ that we shall examine in this thesis is the rectified linear unit. Specifically, we set $\rho(x)=0$ if $x<0$ and $\rho(x)=x$ if $x \geq 0$ 72, 93.

### 1.7.3 Training a neural network

So far, we have been able to define neural networks. However, it is not obvious how we should go from a set of examples to finding the correct neural network to approximate $f$. We therefore need to discuss training the neural network. At the very least, we should hope to match $f$ closely on $S$. Thus we introduce a cost function $C \in \mathcal{C} \mathcal{F}$

$$
\begin{equation*}
\mathcal{C \mathcal { F }}=\left\{C: \mathbb{R}^{|S|} \times \mathbb{R}^{|S|} \rightarrow \mathbb{R}_{+} \mid C(v, w)=0 \text { iff } v=w\right\} \tag{1.7.1}
\end{equation*}
$$

which penalises incorrectly classified training examples. We thus attempt to solve

$$
\min _{\varphi \in \mathcal{\mathcal { N } \mathcal { N }} \mathbf{N}, L} C\left[\left(\phi\left(x_{1}\right), \phi\left(x_{2}\right), \ldots, \phi\left(x_{|S|}\right)\right),\left(f\left(x_{1}\right), f\left(x_{2}\right), f\left(x_{3}\right), \ldots, f\left(x_{|S|}\right)\right]\right.
$$

Typically, $C$ can be written as a sum of identical cost functions acting from $\mathbb{R} \times \mathbb{R}$ to $\mathbb{R}^{+}$. We write

$$
C\left[\left(\phi\left(x_{1}\right), \phi\left(x_{2}\right), \ldots, \phi\left(x_{|S|}\right)\right),\left(f\left(x_{1}\right), f\left(x_{2}\right), f\left(x_{3}\right), \ldots, f\left(x_{|S|}\right)\right]=\sum_{x \in S} C^{\prime}(\phi(x), f(x))\right.
$$

Example choices of $C^{\prime}$ include $C^{\prime}(a, b)=\|a-b\|_{p}^{p}$ (most commonly when $p=2$, termed the quadratic cost function) or the cross entropy cost function, $C^{\prime}(a, b)=$ $b \log (a)+(1-b) \log (1-a)$ for $a \notin\{0,1\}$ and $C^{\prime}(a, b)=0$ otherwise.

This minimisation problem can be expressed in terms of the weights and bias. If $\rho$ is differentiable, we can attack this minimisation problem using a form of gradient descent, assuming that we can find the derivative with respect to changes in weights and bias. This is done using backpropagation [107], which we shall not discuss here. Of course, the method may get stuck in a local minimum and we are trying to apply it to a function $\rho$ that has one point of non-differentiability, but these issues are ignored in practice.

Therefore one attempts to find weights $w^{i}$ such that

$$
w^{i}=w^{i-1}-\gamma \sum_{x \in S} \nabla_{w} C^{\prime}(\phi(x), f(x))
$$

for some step size (known within the machine learning community as the learning rate) $\gamma>0$ and where $\nabla_{w}$ represents the gradient with respect to the weights and biases. However, computing $\nabla_{w} C^{\prime}(\phi(x), f(x))$ is generally prohibitively expensive. Thus an algorithm termed stochastic gradient descent 19,113 is used in place of gradient descent. Instead of each update $w^{i}$ requiring $|S|$ gradient computations, we calculate $\nabla_{w} C^{\prime}(\phi(x), f(x))$ for a randomly chosen $x \in S$ (note that this randomness can be with or without replacement, but this is not important for the purposes of this thesis). We then immediately update $w^{i}$ by $w^{i}=w^{i-1}-\gamma \nabla_{w} C^{\prime}(\phi(x), f(x))$. This yields a random method; applying this method twice to the same set $S$ and $f$, there is
no guarantee that the weights will converge to the same value. Thus, we must enhance our discussion of the limitation of algorithms to include randomised algorithms. This is done in section 2.7 .

### 1.8 Image processing

Image processing is a vast field. Topics are as varied as denoising images taken with noise artefacts [106] to automatically 'filling in' a portion of the image using image inpainting [15,38]. Since there are so many topics to choose from, we focus on inverse problems in a similar way to Section 1.5 and image deblurring. Both use the total variation norm (TV), which measures the amount of variation between neighbouring pixels of an image. Mathematically, an image is a matrix in $\mathbb{R}^{m_{1} \times m_{2}}$, with each entry of the matrix representing a pixel. We can now define the gradient of an image.

Definition 1.8.1. For $x \in \mathbb{R}^{m_{1} \times m_{2}}$, the gradient of $x$, denoted by $\nabla(x)$,

$$
[\nabla(x)]_{i, j}= \begin{cases}\left(\left|x_{i+1, j}-x_{i, j}\right|,\left|x_{i, j+1}-x_{i, j}\right|\right) & \text { if } 0 \leq i \leq m_{1}-1 \text { and } 0 \leq j \leq m_{2}-1 \\ \left(\left|x_{i+1, j}-x_{i, j}\right|, 0\right) & \text { if } 0 \leq i \leq m_{1}-1 \text { and } j=m_{2} \\ \left(0,\left|x_{i, j+1}-x_{i, j}\right|\right) & \text { if } i=m_{1} \text { and } 0 \leq j \leq m_{2}-1 \\ (0,0) & \text { otherwise. }\end{cases}
$$

In some sense, 'natural images' have a small gradient. The general idea behind both image deblurring and inverse problems in this setting will be to try to find images that have a small gradient. This is captured by defining the total variation norm, which can be done in either an anisotropic way or an isotropic (invariant to rotations of the gradient operator) way as follows.

Definition 1.8.2. 37, 54, 84 Let $x \in \mathbb{R}^{m_{1} \times m_{2}}$. The anisotropic TV norm of $x$, denoted by $\|x\|_{T V}$ aniso, is given by

$$
\|x\|_{T V \text { aniso }}:=\sum_{i=1}^{m_{1}} \sum_{j=1}^{m_{2}}\left\|[\nabla(x)]_{i, j}\right\|_{1} .
$$

The isotropic TV norm of $x$, denoted by $\|x\|_{T V}$ iso

$$
\|x\|_{T V} \text { iso }:=\sum_{i=1}^{m_{1}} \sum_{j=1}^{m_{2}}\left\|[\nabla(x)]_{i, j}\right\|_{2} .
$$

Since our results apply to either of these norms, we shall simply avoid the distinction and refer to the $T V$ norm $\|\cdot\|_{\mathrm{TV}}$. We will now discuss inverse problems and image deblurring in this context.

### 1.8.1 Total variation inverse problems

The idea that 'natural' images must somehow have a small gradient allows us to solve inverse problems in a different way to the one proposed in section 1.5. There, we were
presented with a matrix $U \in \mathbb{R}^{m \times N}$ (with $m<N$ ) and data $y=U x$ for some $x$, and our task was to find $x$ from the many potential candidates. To do this, we selected based on a small $\ell^{1}$ norm after transforming to a domain in which we expect $x$ to be sparse. If we know however that $x$ represents an image, an alternative strategy would be ask for a small total variation norm. Specifically, we can adapt the basis pursuit problem $\overline{B P}$ to a basis pursuit with TV regularisation problem [96] , defined as follows:

$$
z \in \arg \min \|\widehat{x}\|_{\mathrm{TV}} \text { such that } y=U \widehat{x}
$$

(BPTV)
Although we could ask similar questions related to understanding when solving (BPTV) exactly will yield a sensible solution to $x$, this is outside of the scope of this thesis. Instead we shall focus on the computational aspect, namely, can we compute (BPTV)?

### 1.8.2 Image deblurring

The process of image deblurring [36] is similar to working with TV inverse problems. Let us suppose that we are given an image that has been blurred by some non invertible operator $U \in \mathbb{R}^{m \times N}$ and some noise term $\eta \in \mathbb{R}^{m}$. Thus we are told the value of $y=U x+\eta$. We want to deblur the image, subject to knowing how the image was blurred (there is a concept of blind deblurring 80] where the operator $U$ is not known a-priori, but we shall not discuss this further here). To do so we can look for an image which, when blurred, will be roughly the same as $y$. Since many such images may exist, we can also ask for an image which does not feature a large total variation. Mathematically, we can adapt the lasso defined in section 1.6 to try to find $z$ such that

$$
\begin{equation*}
z \in \arg \min \|\widehat{x}\|_{\mathrm{TV}}+\lambda\|y-U \widehat{x}\|^{2} \tag{DeblurTV}
\end{equation*}
$$

Again, we focus only on the computational properties of such a problem.

## Chapter 2

## Computational frameworks and the SCI hierarchy

In this chapter we discuss and generalise various models of computation and formulate the problems introduced in Chapter 1 as computational problems.

### 2.1 A new model for computation

There are a variety of existing approaches used to understand computability theory. Two important examples are turing machines and BSS machines. Although it would be possible to prove many of the results in this thesis with these models, we shall not do so. Instead we work with a newly introduced model known as a general algorithm. There are a number of reasons for doing this:

- Generality - BSS and turing machines form examples of general algorithms. Thus proving a result that says something cannot be computed with a general algorithm will immediately imply that it cannot be computed with either BSS machines or turing machines. By introducing this more general model for computation we are able to abstract away from specific details and thus prove results that are independent of the precise model of computation under consideration.
- Focus - A general algorithm does not describe the operations that a machine is permitted to use to perform computations. Instead, the focus is on the $i n$ formation that the algorithm is allowed to access. The results that are proven in this thesis all rely on the limited information that the algorithms are allowed to access to solve their problems. We therefore believe that a proof of a weaker negative result that suggests that many of these problems are non-computable with a turing machine/a BSS machine would also need to implicitly work with a general algorithm.
- Power - We illustrate this idea with an example. Consider the problem of training a neural network. Since the optimisation problem is non-convex, it is entirely possible for an algorithm to get 'stuck' in a local minimum. As a general algorithm does not limit the computational operations available, a general
algorithm could make use of an oracle that guarantees that the procedure avoids local minima. Therefore a result that proves that training a neural network with a given cost function is non-computable is far stronger if the result is proven with a general algorithm than with, say, a turing machine.

For these reasons, we structure this chapter as follows: firstly, we introduce the well known turing and BSS models of computation. Secondly, we describe general algorithms. Next, we discuss some famous non-computable problems. Up until this point all the material presented is not novel to this thesis. The novel material begins in Section 2.6 when we introduce the idea of an algorithm having access to only limited precision approximations of the true inputs. We also precisely define the breakdown epsilons to model the limited output accuracy that may be attainable. After that, we further generalise the work to randomised algorithms and then prove a key novel proposition on how inexact information can affect computability. With this in hand, we formulate the problems discussed in Chapter 1 in our new framework so that we are ready to prove results about them. Finally, Section 2.11 is a discussion of (well established) concepts used to understand how 'bad' a problem is from a computational perspective, known as condition numbers.

### 2.2 Turing machines

One of the most well studied and discussed models of computation is that of a turing machine. Informally, a turing machine consists of an (infinitely long) tape which are used to write and read information (one character at a time, specified by the current location of the head), a list of states which the machine can be in at any moment and a finite table of transitions which dictate how the machine writes information and also how it transitions between various states. Included in the list of possible states is a start state, an accept state and a reject state. For a given input $\iota$, the turing machine is said to accept $\iota$ if it reaches the accept state with finitely many transitions and reject $\iota$ if either it reaches the reject state or it fails to terminate after finitely many operations.

There are many (equivalent) ways of defining a turing machine formally. We follow 87.

Definition 2.2.1. A turing machine is a 7-tuple $\left(\Sigma, \alpha, Q, q_{0}, q_{\text {accept }}, q_{\mathrm{reject}}, \delta\right)$ where

- $\Sigma$ is some finite set called the input alphabet. The tape is initialised with some finite combination of elements of $\Sigma$
- $\alpha$ is a finite set called the tape alphabet. This includes a blank character. Moreover, $\Sigma \subseteq \alpha$.
- $Q$ is a finite list of states that the machine can occupy at any given stage.
- $q_{0} \in Q$ is the initial state that the machine occupies at the start.
- $q_{\text {accept }} \in Q$ is the accept state that allows the machine to accept a given input.
- $q_{\mathrm{reject}} \in Q$ is the reject state that allows the machine to reject a given input.
- $\delta: \alpha \times Q \rightarrow \alpha \times Q \times\{L, R, N\}$ is the transition function.

The transition function takes input from the tape and a state and tells the machine what the new state is, a replacement character (which can be the same) to insert at the current location on the tape and a movement instruction to move the head left, right or not move at all.

Typically, turing machines are defined so that the tape has finitely many non-blank characters each in $\Sigma$ when initialised. This allows us to do computations with rational inputs, so that we can (for example) add or subtract two rational numbers using a turing machine. However, in scientific computing, it is important to be able to discuss the computability of problems with real numbers. As a simple example, let us consider the problem of adding two real numbers. There are two obvious barriers to using a turing machine in this way - firstly, since the tape alphabet has to be finite it will be impossible (in general) to add two real numbers using a turing machine. Indeed, to represent every real number we would need either an infinite tape alphabet or an infinitely long tape. Accessing each entry of this tape will prevent the algorithm from halting and thus we cannot add two real numbers together. Secondly, since the tape of the turing machine has to be initialised with only finitely many non-blank characters, it will be impossible to input our two real numbers to the machine. To address these concerns we turn to the BSS (Blum-Smale-Shub) 17 model of computation.

### 2.3 BSS machines

As in the previous section, BSS machines are designed to be more amenable to problems in numerical analysis. In particular, BSS machines can be set up so that they allow computations on real numbers. The definition begins with a ring (or a field) $R$. Informally, the BSS machine takes values from an input space and moves through finitely many states (in a state space) and instruction nodes to a value in an output space. Each instruction node in the state space either tells the machine to perform some operation on the state or to branch based on the current values of the state. More precisely, we have the following definition

Definition 2.3.1. For $l, m, n \in \mathbb{N}$, a BSS machine $M$ over $R$ is a four tuple consisting of

1. An input space $\bar{I} \subseteq R^{l}$.
2. An output space $\bar{O} \subseteq R^{n}$.
3. $A$ state space $\bar{S} \subseteq R^{m}$.
4. A finite directed graph of instruction nodes. Each instruction node is one of the following:
(a) An input node (of which there is only one). The input node has exactly one output edge to another node. The input node also contains a linear and injective map that takes the input to the state space.
(b) An output node which contains a linear map from the state space to the output space. Such a node must have no outgoing edges.
(c) A computational node which contains a polynomial map from the state space to the state space. Each computational node has exactly one outgoing edge.
(d) A branch node which has two outgoing edges labelled $\beta^{+}$and $\beta^{-}$. Attached to the branch node is a polynomial from the state space to $R$.

The machine works as follows: at the beginning, the machine starts with input $\iota$ at the input node. It then applies the linear map to $\iota$ to get a value in the state space (that it stores as the current state) and moves along its only edge to the next node. The machine now acts depending on what the next node is.

- If the next node is an output node, then the machine applies the linear map attached to this output node to the value of the current state and outputs this new value.
- If the next node is a computational node, the machine applies the polynomial map to the current state and stores this value as the new current state. It then moves to the next node on its outgoing edge.
- If the next node is a branch node, the machine will apply the attached polynomial to the current state. If this polynomial is less than or equal to 0 , it goes along the edge labelled $\beta^{-}$. If the polynomial is greater than 0 then it will go along the edge labelled $\beta^{+}$.

The machine then repeats this process until it reaches a suitable output node.
Remark 2.3.2. It is also possible to define a BSS machine for $l, m, n=\infty$, but since this adds complexity and we shall not use this in the work that follows, we do not do this here and only note that our results will hold even for such BSS machines.

Remark 2.3.3. For our purposes, we consider $R$ to be a field. Here, we replace the word 'polynomial' in our definition with 'rational function'. In this case it is possible that the denominator of such a function is 0 . To deal with this issue, we introduce the halting set of inputs which is the set of inputs for which the machine halts and never divides by 0 . We then consider the machine to only be operating on such inputs.

### 2.4 General algorithms and the SCI hierarchy

As we have seen, there are many different models of computation each with their own limitations and strengths. If we want to prove general results about computability theory, it would be useful to abstract away from the model. We thus make a definition for an computational problem.

Definition 2.4.1 (Computational problem). A computational problem $\{\Xi, \Omega, \mathcal{M}, \Lambda\}$ is comprised of the following objects:

- $\Omega$ is some set, which we call the primary or input set
- $\Lambda$ is a set of complex valued functions on $\Omega$, called the evaluation set
- $\mathcal{M}$ is a metric space which we call the output set
- $\Xi: \Omega \rightarrow \mathcal{M}$ is a function which we call the problem function

When it is clear what $\mathcal{M}$ and $\Lambda$ are we will sometimes write $\{\Xi, \Omega\}$ for brevity.
In essence, $\Omega$ is the set of inputs that the problem can work with. $\Xi$ is some function that maps an input to an output (which we only require belongs to a metric space $\mathcal{M}$ ). This is the function that we are trying to compute with some machine (e.g. a BSS or turing machine). The set $\Lambda$ acts as the set of information that is accessible to the machine.

At first glance, it may seem strange to include $\Lambda$ as part of the definition of the problem. To show how important this is, we consider the following simple example:

Example 2.4.2. Let $P^{1}(\mathbb{Z})$ be the space of all non-constant linear polynomials from $\mathbb{R} \rightarrow \mathbb{R}$ with integer coefficients. Our task is to find the root of these polynomials. We can write this computational problem in the following way: $\{\Xi, \Omega, \mathcal{M}, \Lambda\}$ with $\Omega=P^{1}(\mathbb{Z}), \Xi(p)=-b / a$ for $p \in P^{1}(\mathbb{Z})$ such that $p(x)=a x+b$ and $\mathcal{M}$ is the space of rational numbers endowed with the euclidean norm. It is clear that

- If $\Lambda=\left\{\lambda^{1}, \lambda^{2}\right\}$ with $\lambda^{1}(p)=a, \lambda^{2}(p)=b$ (in other words, we have access to both coefficients of the linear polynomial) then the problem is computable with a turing machine.
- If $\Lambda=\left\{\lambda_{n}\right.$ such that $\left.n \in \mathbb{Z}\right\}$ with $\lambda_{n}(p)=p(n)$ (in other words, we can access evaluations of the polynomial at integer values) then the problem is computable with a turing machine.
- If $\Lambda=\left\{\lambda^{1}\right\}$ with $\lambda^{1}$ defined as above (in other words, we can access just the first coefficient) then the problem is not computable with a turing machine.
- If $\Lambda=\left\{\lambda_{0}\right\}$ with $\lambda_{0}$ defined as above (in other words, we can access the polynomial evaluated at 0 ) the problem is not computable with a turing machine.

This example highlights how the information that the machine has access to as well as the operations the machine is allowed to perform completely changes the nature of what is and what isn't computable. Thus it is essential to include $\Lambda$ in the definition of a computational problem. Similarly, the input set $\Omega$ is also critical. Suppose that instead of $\Omega=P^{1}(\mathbb{Z})$ in the example above, we took $\Omega=\left\{p^{0}\right\}$ where $p^{0}(x)=x$. In this case, even if $\Lambda=\left\{\lambda^{1}\right\}$ or $\Lambda=\left\{\lambda^{0}\right\}$, the problem would become computable since a turing machine could simply output the answer 0 without considering the input. This is an example of a more general idea: suppose that $\Omega$ is some set with a subset $\Omega^{\prime}$ and
that $\Xi: \Omega \rightarrow \mathcal{M}$ and $\Lambda$ are such that the problem $\{\Xi, \Omega, \mathcal{M}, \Lambda\}$ is computable (in the sense of e.g. BSS or Turing). Then $\left\{\Xi, \Omega^{\prime}, \mathcal{M}, \Lambda\right\}$ is also computable.

We now make a natural generalisation of BSS and Turing machines for a computational problem:

Definition 2.4.3 (General Algorithm). Given a computational problem $\{\Xi, \Omega, \mathcal{M}, \Lambda\}$, $a$ general algorithm is a mapping $\Gamma: \Omega \rightarrow \mathcal{M}$ such that for each $\iota \in \Omega$
(i) there exists a finite subset of evaluations $\Lambda_{\Gamma}(\iota) \subset \Lambda$,
(ii) $\Gamma(\iota)$ only depends on $\left\{\iota_{f}\right\}_{f \in \Lambda_{\Gamma}(\iota)}$ where $\iota_{f}:=f(\iota)$,
(iii) for every $\tilde{\imath} \in \Omega$ such that $\tilde{\iota}_{f}=\iota_{f}$ for every $f \in \Lambda_{\Gamma}(\iota)$, it holds that $\Lambda_{\Gamma}(\tilde{\iota})=\Lambda_{\Gamma}(\iota)$.

The three properties of the algorithm are very natural principles that we would expect any computational device to obey. Essentially, the first one says that an algorithm cannot ask for infinite information about an input (note that a single real number does not count as infinite information for the purpose of this definition, so a BSS machine is still a valid general algorithm). The second property says that the output of an algorithm can only rely on the information that it has accessed - this prevents an algorithm from bypassing $\Lambda$ and automatically outputting the value $\Xi(\iota)$ for a given input $\iota$ without first accessing functions in $\Lambda$. The third property says that an algorithm must access information in a consistent way - if it sees the same information for two different inputs, then it cannot behave differently for those inputs.

General algorithms are far more powerful than the standard BSS or Turing machines. In particular, a general algorithm is not restricted to arithmetic or rational operations on the information it can see. This does not stop a general algorithm from being a useful concept. If one can show a lower bound with a general algorithm (that is, a result that says a computational problem is not computable using a general algorithm) then automatically that same lower bound must apply to BSS machines and Turing machines. Essentially any non-computability result shown using a general algorithm suggests that the problem is inherently non-computable not because there are not enough operations to give the correct answer, but because the information about each input available to the algorithm is insufficient to solve the problem. Thus a lower bound for a general algorithm also tells us something about the problem that a similar result for a Turing machine or a BSS machine would be unable to do.

Of primary importance are two classes $\Delta_{0}^{G}$ and $\Delta_{1}^{G}$ that represent problems that can be considered 'computable'. The most obvious of these two is the class $\Delta_{0}^{G}$ of problems which can be computed exactly with a general algorithm. More precisely:

Definition 2.4.4. A computational problem $\{\Xi, \Omega, \mathcal{M}, \Lambda\}$ is said to be in $\Delta_{0}$ if there exists a general algorithm $\Gamma$ such that $\Gamma(\iota)=\Xi(\iota)$ for every $\iota \in \Omega$. In this case, we write $\{\Xi, \Omega, \mathcal{M}, \Lambda\} \in \Delta_{0}^{G}$

Later we shall work with computational problems for which the input is inexact. Thus an expectation that the algorithm should be able to get the exact answer from inexact readings may be too strong. We thus consider the slightly expanded class $\Delta_{1}$
of problems which can be computed up to a fixed, predefined (but arbitrarily small) error. This can be expressed formally in the following way:

Definition 2.4.5. A computational problem $\{\Xi, \Omega, \mathcal{M}, \Lambda\}$ is said to be in $\Delta_{1}$ if there exists a sequence of general algorithms $\left\{\Gamma^{n}\right\}_{n=1}^{\infty}$ such that

$$
\begin{equation*}
d\left(\Gamma^{n}(\iota), \Xi(\iota)\right) \leq 2^{-n} \text { for every } \iota \in \Omega \tag{2.4.1}
\end{equation*}
$$

In this case, we write $\{\Xi, \Omega, \mathcal{M}, \Lambda\} \in \Delta_{1}^{G}$
Note trivially that all problems in $\Delta_{0}^{G}$ are also in $\Delta_{1}^{G}$.
Before continuing, let us consider an example of finding the infimum of a sequence with varying input sets to show how these definitions apply to computational problems.

Example 2.4.6. Define $\mathcal{M}=\mathbb{R}, \Xi(\iota)=\inf _{n \in \mathbb{N}} \iota_{n}$ where $\iota=\left(\iota_{1}, \iota_{2}, \ldots\right)$ is a bounded below sequence of real numbers. For such $\iota$, we also define $f_{n}(\iota)=\iota_{n}$ and set $\Lambda=$ $\left\{f_{n} \mid n \in \mathbb{N}\right\}$. We then define:

1. $\left\{\Xi_{1}, \Omega_{1}, \mathcal{M}_{1}, \Lambda_{1}\right\}$ so that $\mathcal{M}_{1}=\mathcal{M}, \Omega_{1}$ is the space of all bounded below sequences of real numbers, $\Xi_{1}=\Xi$, and $\Lambda_{1}=\Lambda$.
2. $\left\{\Xi_{2}, \Omega_{2}, \mathcal{M}_{2}, \Lambda_{2}\right\}$ so that $\mathcal{M}_{2}=\mathcal{M}, \Omega_{2}$ is instead the space of all decreasing bounded below sequences $\iota$ such that if $\iota=\left(\iota_{1}, \iota_{2}, \ldots\right)$ then $\left|\iota_{n}-\lim _{k \rightarrow \infty} \iota_{k}\right| \leq$ $2^{-n}, \Xi_{2}$ is the restriction of $\Xi$ to $\Omega_{2}$ and $\Lambda_{2}$ is the restriction of $\Lambda$ to $\Omega_{2}$.
3. $\left\{\Xi_{3}, \Omega_{3}, \mathcal{M}_{3}, \Lambda_{3}\right\}$ so that $\mathcal{M}_{3}=\mathcal{M}, \Omega_{3}$ is instead the space of all constant sequences, $\Xi_{3}$ is the restriction of $\Xi$ to $\Omega_{3}$ and $\Lambda_{3}$ is the restriction of $\Lambda$ to $\Omega_{3}$.

Then $\left\{\Xi_{1}, \Omega_{1}, \mathcal{M}_{1}, \Lambda_{1}\right\} \notin \Delta_{1},\left\{\Xi_{2}, \Omega_{2}, \mathcal{M}_{2}, \Lambda_{2}\right\} \in \Delta_{1} \backslash \Delta_{0}$ and $\left\{\Xi_{3}, \Omega_{3}, \mathcal{M}_{3}, \Lambda_{3}\right\} \in \Delta_{0}$. Roughly speaking, these inclusions hold for the following reasons:

1. $\left\{\Xi_{1}, \Omega_{1}, \mathcal{M}_{1}, \Lambda_{1}\right\} \notin \Delta_{1}$ because any general algorithm acting on an input $\iota$ must terminate after accessing finitely many of the elements $\left\{f(\iota) \mid f \in \Lambda_{1}\right\}$ which corresponds directly to accessing finitely many elements of the sequence $\iota$. Since it is impossible to access finitely many elements of a sequence and find a neighbourhood for the infimum, the problem cannot be in $\Delta_{1}$.
2. By contrast, $\left\{\Xi_{2}, \Omega_{2}, \mathcal{M}_{2}, \Lambda_{2}\right\} \in \Delta_{1}$ because for every $\iota \in \Omega_{2}$, $\inf \iota=\lim _{k \rightarrow \infty} \iota_{k}$ and we know that the $n$th element of $\iota$ is at most $2^{-n}$ from this limit. Hence setting $\Gamma^{n}(\iota)=f_{n}(\iota)=\iota_{n}$ satisfies 2.4.1. However, this problem is still not in $\Delta_{0}$ since it is once again impossible to tell the exact limit of such a sequence just from finitely many evaluations.
3. Finally, it is obvious from the definitions that $\left\{\Xi_{3}, \Omega_{3}, \mathcal{M}_{3}, \Lambda_{3}\right\} \in \Delta_{0}$ : we simply choose $\Gamma$ so that $\Gamma(\iota)=f_{1}(\iota)=\iota_{1}$.

Although it is not important for the thesis, it is worth noting that the there is a generalisation of these two classes to an entire hierarchy of problems. This is known as the SCI hierarchy $\sqrt[12, ~ 13, ~ 64 ~ a n d ~ c a n ~ b e ~ u s e d ~ t o ~ c l a s s i f y ~ t h e ~ l e v e l ~ o f ~ d i f f i c u l t y ~ f o r ~]{\text { a }}$
a problem that is not in $\Delta_{1}^{G}$. Roughly speaking, the definitions above correspond to exact computation $\left(\Delta_{0}^{G}\right)$ and computation that can be done exactly with one limit of a sequence algorithms with additional access to error control - that is, we have an upper bound for the maximum error across all inputs if we run just a finite subset of the sequence of algorithms $\left(\Delta_{1}^{G}\right)$. Informally, for $k \geq 2$ a problem is in $\Delta_{k}^{G}$ if it can be done with $k-1$ nested limits of algorithms with no necessity for error control. In many circumstances it is important to be able to classify where a problem lies in the hierarchy, but for our purposes it suffices to classify a problem as in $\Delta_{0}$, in $\Delta_{1}$ or outside of those two classes.

In fact, these definitions and the general SCI hierarchy are a direct continuation of the program initiated by S. Smale to establish the foundations of computational mathematics $17,23,24,109-112$.

An important consequence of the definition of the SCI hierarchy and its reliance on general algorithms is that, for a fixed $k \in\{1,2\}$, if a problem is not in $\Delta_{k}^{G}$ then a similar result is also true for BSS or Turing machines. Thus any lower bound obtained is independent of the computational model. However, a positive result that a problem is in $\Delta_{k}^{G}$ does not necessarily imply something about its status on a BSS or a Turing machine.

Once again, we note that the purpose of a general algorithm is to show lower bounds. For the positive results in this thesis, we produce explicit algorithms that rely only on arithmetic operations, in the sense that the algorithms can easily be implemented on a Turing machine if each $f \in \Lambda$ has $f(\iota) \in \mathbb{Q}$ and the algorithms can be easily implemented on a BSS machine if instead each $f \in \Lambda$ has $f(\iota) \in \mathbb{R}$.

We therefore make definitions for the purpose of stating positive results. We say that $\{\Xi, \Omega, \mathcal{M}, \Lambda\} \in \Delta_{1}^{A}$ if every $f \in \Lambda$ has $f(\iota) \in \mathbb{Q}$ whenever $\iota \in \Omega$ and there exist algorithms $\Gamma^{n}$ satisfying (2.4.1) that can be implemented using a turing machine. We also say $\{\Xi, \Omega, \mathcal{M}, \Lambda\} \in \Delta_{1}^{A}$ if every $f \in \Lambda$ has $f(\iota) \in \mathbb{R}$ whenever $\iota \in \Omega$ and there exists algorithms $\Gamma^{n}$ satisfying (2.4.1) that can be implemented using a BSS machine. Note that in the rational case we assume that rationals that define $\Omega$ and are independent of the specific input are accessible to the algorithm. Similarly in the real case we assume that real constants that define $\Omega$ and are independent of the specific input are accessible to the algorithm. This will prove to be important for the positive results on the nullspace property. Finally, we can make analogous definitions for $\Delta_{0}^{A}$.

Remark 2.4.7. Although here $\Xi$ is defined for single valued computational problems, we do allow for $\Xi$ to be multivalued in the following way: if $\Xi$ is multivalued we consider the computational task to find an algorithm $\Gamma$ for which $\Gamma(\iota) \in \Xi(\iota)$ for every $\iota \in \Omega$. There will be further discussion on this later in Section 2.10.

### 2.5 LPO and LLPO - basic non-computable problems

This thesis makes use of the constructive philosophy of mathematics. In this section we outline briefly the basic principles of constructive mathematics and discuss three re-
lated problems: the limited principle of omniscience (LPO), the lesser limited principle of omniscience (LLPO) (we follow the work in [22) and the halting problem.

In classical mathematics, to prove the existence or non-existence of an object it suffices to show the opposite result. Specifically, classical mathematics makes great use of the law of the excluded middle i.e. for a proposition $P$, either $P$ or $\neg P$. In constructive mathematics a proof is only valid if one can specifically construct a sequence of computations that can be performed in finite time to construct all relevant objects. In particular, the law of the excluded middle is rejected in constructive mathematics.

As a very simple example, consider the following classical proof that there exist $a, b$ irrational with $a^{b}$ rational. We set $a=\sqrt{2}$ and $c=\sqrt{2}^{\sqrt{2}}$. If $c$ is irrational then $c^{a}=\sqrt{2}^{\sqrt{2} * \sqrt{2}}=2$ is rational and the theorem is proven with $b=c$. Otherwise, $b$ is rational and thus $a^{a}$ is rational, so the theorem is proven with $b=a$. Although most would consider this proof to be acceptable, in constructive analysis it is not valid. The reason for this is that this proof does not give us an explicit example - to know which of $(a, c)$ or $(a, a)$ is acceptable as an example we first have to know whether or not $c$ is irrational.

To understand the degree of non-constructivity of a problem, constructive mathematicians consider two key computability problems. The first of which is LPO:

Definition 2.5.1 (LPO). Given a sequence $\left\{x_{i}\right\}_{i=1}^{\infty}$ with each $x_{i} \in\{0,1\}$, can we determine if $x_{i}=0$ for every $i$ or if there is an $i$ such that $x_{i}=1$ ?

Of course, if one accepts the law of the excluded middle then one also accepts LPO. Indeed, for any sequence of binary digits, one can set $P$ to be the proposition that $\exists i \mid x_{i}=1$. The negation of $P$ is that $\forall i x_{i}=0$. Thus if one accepts that $P$ or $\neg P$ then one also accepts LPO.

It is fair to say that LPO is viewed with considerable scepticism amongst constructivists. Indeed, it is easy to show that if one can decide LPO then one can also decide the following problem, known as the halting problem 57. To state this theorem accurately, first let $C_{q}$ for $q \in \mathbb{N}$ be an enumeration of all possible Turing machines (noting that by the definition of a Turing machine the set of all Turing machines is countable).

Definition 2.5.2 (Halting problem). The halting problem asks if there is a Turing machine $H$ which takes inputs $a, b \in \mathbb{N}$ that halts if and only if $C_{a}(b)$ halts.

Famously, Turing 120 showed that such a Turing machine $H$ does not exist.
A slight weakening of LPO that we will consider is LLPO.
Definition 2.5.3 (LLPO). Given a sequence $\left\{x_{i}\right\}_{i=1}^{\infty}$ with each $x_{i} \in\{0,1\}$ such that at most one $x_{i}$ is non-zero, can we determine if either $x_{2 i}=0$ for all $i$ or $x_{2 i-1}=0$ for all $i$ ?

To gain a heuristic understanding of why LLPO and LPO are suspicious from a constructive viewpoint, consider that an algorithm that can solve either problem would need to read infinite input to determine if a given sequence is composed entirely of zeros. This means that expecting a finite time algorithm to solve either problem is unlikely.

### 2.6 Inexact input and breakdown epsilons

At present, the definition of an SCI hierarchy is idealised in the sense that $\Lambda$ could be defined so that any algorithm has access to infinite precision real numbers. Even though this is convenient for analysing problems in numerical analysis, this is not a realistic assumption about how real world machines behave. Specifically, obtaining $f(\iota)$ for a given input $\iota$ and $f \in \Lambda$ may be a computational task in itself, for example if $f(\iota)=\pi$.

In such circumstances, we can also discuss an SCI hierarchy for obtaining $\Lambda$. Following from the ideas established in Section 2.4, we may then need several limits to get the precise values of $f(\iota)$. Thus we discuss the concept of inexact input by making the functions in $\Lambda$ computational problems in their own right, for which we build a similar computational hierarchy.

As with Section 2.4, we focus on $\Delta_{1}$ information. Here, instead of accessing $f(\iota)$ where $f \in \Lambda$, a general algorithm is permitted only to access mappings $f_{n}: \Omega \rightarrow \mathbb{F}$ for $n \in \mathbb{N}$ where $f_{n}$ satisfies

$$
\begin{equation*}
\left|f_{n}(\iota)-f(\iota)\right| \leq 2^{-n} \quad \forall \iota \in \Omega \tag{2.6.1}
\end{equation*}
$$

More specifically, we can define $\Delta_{1}$ information to be
Definition 2.6.1 ( $\Delta_{1}$-information). Let $\{\Xi, \Omega, \mathcal{M}, \Lambda\}$ be a computational problem. We say that $\Lambda$ has $\Delta_{1, \mathbb{F}}$-information if each $f \in \Lambda$ is not available, however, there are mappings $f_{n}: \Omega \rightarrow \mathbb{F}+i \mathbb{F}$ such that 2.6.1) holds. Finally, if $\hat{\Lambda}$ is a collection of such functions from $\Omega$ to $\mathbb{F}+i \mathbb{F}$ described above satisfying (2.6.1), we say that $\hat{\Lambda}$ provides $\Delta_{1, \mathbb{F}}$ information for $\Lambda$. Moreover, we denote the family of all such $\hat{\Lambda}$ by $\mathcal{L}^{k, \mathbb{F}}(\Lambda)$.

Of particular interest are the case $\mathbb{F}=\mathbb{Q}$, representing inexact rational approximations to the true values or the case $\mathbb{F}=\mathbb{R}$ representing inexact real approximations to the true values. Now that we have established the notion of $\Delta_{1, \mathbb{F}}$ information, we can now define what we mean by a computational problem with $\Delta_{1, \mathbb{F}}$ information.
Definition 2.6.2 (Computational problem with $\Delta_{1, \mathbb{F}}$ information). Given $1 \in \mathbb{N}$ and a field $\mathbb{F}$, a computational problem where $\Lambda$ has $\Delta_{1, \mathbb{F}}$-information is denoted by $\{\Xi, \Omega, \mathcal{M}, \Lambda\}^{\Delta_{1, \mathbb{F}}}$ and denotes the family of computational problems $\{\Xi, \Omega, \mathcal{M}, \hat{\Lambda}\}$ where $\hat{\Lambda} \in \mathcal{L}^{1, \mathbb{F}}(\Lambda)$.

This allows us to mathematically discuss computational problems that have input that can be accessed by the algorithm to arbitrary but finite precision. We now discuss $\Delta_{1}$ in this new setting.

Definition 2.6.3 (Inexact algorithms in $\Delta_{1}$ ). We say the computational problem $\{\Xi, \Omega, \mathcal{M}, \Lambda\}^{\Delta_{1, \mathbb{F}}}$ is in $\Delta_{1}$ if there exists a sequence of general algorithms $\Gamma^{n}$ such that $d\left(\Gamma^{n}(\iota), \Xi(\iota)\right) \leq 2^{-n}$ for every $\iota \in \Omega$ and, crucially, for every choice of $\hat{\Lambda} \in \mathcal{L}^{m, \mathbb{F}}(\Lambda)$ providing $\Delta_{1}$ information for $\Lambda$. Furthermore, to simplify exposition we abuse notation slightly by letting, for a general algorithm $\Gamma$,

$$
d(\Gamma(\iota), \Xi(\iota)), \quad \iota \in \Omega
$$

denote the supremum of $d(\Gamma(\iota), \Xi(\iota))$ over all computational problems in $\{\Xi, \Omega, \mathcal{M}, \Lambda\}^{\Delta_{1, \mathbb{F}}}$.

We will use the notation

$$
\{\Xi, \Omega, \mathcal{M}, \Lambda\}^{\Delta_{1, \mathbb{F}}} \in \Delta_{k}^{\alpha}
$$

(with $k=0$ or $k=1$ and $\alpha=G$ for general algorithms or $\alpha=A$ for BSS/Turing machine algorithms) to denote that the computational problem is in $\Delta_{k}^{\alpha}$ with respect to towers of algorithms with $\Delta_{1, \mathbb{F}}$-information. Since $\{\Xi, \Omega, \mathcal{M}, \Lambda\}^{\Delta_{m, \mathbb{F}}}$ is the collection of all computational problems with $\Lambda$ replaced by $\hat{\Lambda} \in \mathcal{L}^{1, \mathbb{F}}(\Lambda)$, we note that the use of $\in$ is a slight abuse of notation. When $\mathcal{M}$ and $\Lambda$ are obvious then we will write $\{\Xi, \Omega\}^{\Delta_{1, \mathbb{F}}} \in \Delta_{k}^{\alpha}$ for short.

Remark 2.6.4. Any result concerning $\{\Xi, \Omega, \mathcal{M}, \Lambda\}^{\Delta_{1}}$ (so that the underlying field $\mathbb{F}$ is not mentioned) should be interpreted as correct in both the case $\mathbb{F}=\mathbb{R}$ and the case $\mathbb{F}=\mathbb{Q}$.

One of the main questions discussed in this thesis is then the following:

$$
\text { For which } k \text { is }\{\Xi, \Omega, \mathcal{M}, \Lambda\}^{\Delta_{1}} \in \Delta_{k}^{\alpha} \text { ? }
$$

It is clear that we cannot always expect the problems discussed in the introduction with inexact input to be in $\Delta_{0}$ - to do so would mean that we can take inexact input and somehow get an exact answer. Therefore the best that we should hope for is that the problems are in $\Delta_{1}$. In what remains, we will talk about whether or not a problem is in $\Delta_{1}$ rather than whether or not it is computable: if a problem is not in $\Delta_{1}$, then there is some $\epsilon>0$ such that for any given algorithm there must be some input for which the algorithm is unable to get within $\epsilon$ of the correct answer. We call the largest such value of $\epsilon$ the strong breakdown epsilon. More precisely,

Definition 2.6.5 (Strong breakdown epsilon). We define the Strong Breakdownepsilon $\epsilon_{\mathrm{B}} \geq 0$ as follows:

$$
\epsilon_{\mathrm{B}}^{\mathrm{s}}=\sup \left\{\epsilon \geq 0 \mid \forall \text { general algorithms } \Gamma, \exists \iota \in \Omega \text { such that } d_{\mathcal{M}}(\Gamma(\iota), \Xi(\iota))>\epsilon\right\},
$$

If, for a given computational problem, $\epsilon_{\mathrm{B}}^{\mathrm{S}}$ is large, then this can mean that results obtained in practice are very different from the true solution (see for example the numerical example at the end of Section 4.2.1). If instead $\epsilon_{\mathrm{B}}^{\mathrm{s}}$ is sufficiently small, it will be possible to produce an algorithm that gives reasonably accurate results. An immediate practical consequence of a non-zero breakdown epsilon is that the algorithm should halt when it obtains a precision equal to the breakdown epsilon - any further computations may or may not do better, but the algorithm itself will be unable to tell for all inputs if this is possible. We shall see later that basis pursuit denoising acting on 'nice' (in a sense made precise in Theorem 4.2.15) is an example of a problem for which there is a non-zero breakdown epsilon (and thus traditional computability theory would suggest is impossible) but which can be computed with a high level of accuracy in practice - a fact explained by the small breakdown epsilon.

Even though a small breakdown epsilon implies the existence of an algorithm that can compute the problem to a high degree of accuracy, it is possible that such an algorithm can take arbitrarily long to compute if there is a time cost associated to more accurate approximations to functions in $\Lambda$. To characterise this, we introduce the concepts of minimum runtime, runtime breakdown epsilon and weak breakdown epsilon.

Definition 2.6.6 (Minimum runtime). Given $\{\Xi, \Omega, \mathcal{M}, \Lambda\}^{\Delta_{1}, \mathbb{F}}$ and a general algorithm $\Gamma$, we define the minimum runtime $T_{\Gamma}^{\mathbb{F}}(\iota)$ for $\Gamma$ and $\iota \in \Omega$ as

$$
T_{\Gamma}^{\mathbb{F}}(\iota):=\sup \left\{m \in \mathbb{N} \mid \hat{f}_{m} \in \hat{\Lambda}_{\Gamma}(\iota), f \in \Lambda \text { and } \hat{\Lambda} \in \mathcal{L}^{1}(\Lambda)\right\},
$$

where $\mathcal{L}^{1, \mathbb{F}}(\Lambda)$ is defined in Definition 2.6.1. Moreover, given a general algorithm $\Gamma$ and $\epsilon>0$ we define

$$
T^{\mathbb{F}}(\Gamma, \epsilon):= \begin{cases}\sup \left\{T_{\Gamma}^{\mathbb{F}}(\iota) \mid \iota \in \Omega\right\}, & \text { if } \forall \iota \in \Omega \quad d_{\mathcal{M}}(\Gamma(\iota), \Xi(\iota)) \leq \epsilon \\ \infty & \text { otherwise } .\end{cases}
$$

Definition 2.6.7 (Limited-runtime breakdown epsilon). Given $\{\Xi, \Omega, \mathcal{M}, \Lambda\}^{\Delta_{1}, \mathbb{F}}$, we define the runtime breakdown epsilon $\epsilon_{B}^{\operatorname{lr}, \mathbb{F}}(M)$ for each $M \in \mathbb{N}$ to be the number in $\mathbb{R} \cup\{\infty\}$ such that

$$
\epsilon_{B}^{\mathrm{rr}, \mathbb{F}}(M):=\inf \left\{\epsilon \geq 0 \text { such that there exists an algorithm } \Gamma \text { with } T^{\mathbb{F}}(\Gamma, \epsilon) \leq M\right\}
$$

where we recall that $\inf (\emptyset)=\infty$
Definition 2.6.8 (Weak breakdown epsilon). The weak breakdown epsilon $\epsilon_{\mathrm{B}}^{\mathrm{W}}$ is defined by

$$
\begin{aligned}
\epsilon_{B}^{w, \mathbb{F}}= & \sup \{\epsilon \geq 0 \mid \forall \text { general algorithms } \Gamma \text { and } M \in \mathbb{N} \exists \iota \in \Omega \text { such that } \\
& \left.d_{\mathcal{M}}(\Gamma(\iota), \Xi(\iota))>\epsilon \text { or } T_{\Gamma}^{\mathbb{F}}(\iota)>M\right\} .
\end{aligned}
$$

Roughly speaking, for a given algorithm $\Gamma$ and $\epsilon \geq 0$, the minimum runtime explains how much information on $\Lambda$ is required to get a guaranteed accuracy $\epsilon$ on all inputs. If the minimum runtime is large then the algorithm is unable to guarantee $\epsilon$ accuracy without taking a long time. The runtime breakdown epsilon $\epsilon_{\mathrm{B}}^{\operatorname{lr}}(M)$ is the best $\epsilon$ attainable with a fixed precision $2^{-M}$ on functions in $\Lambda$.

The weak breakdown epsilon is the largest epsilon such that no algorithm can guarantee an accuracy smaller than or equal to epsilon and still have a finite minimum runtime. We shall see later (for example, the example presented in the proof of Theorem 4.3.4 that this can differ greatly from the strong breakdown epsilon. If a problem has a large weak breakdown epsilon and a small breakdown epsilon then there will be an algorithm that can compute the solution to a high degree of accuracy, but for any such algorithm, there will exist inputs for which it takes a very large time (for example, five hundred billion years) to get accurate results.

Remark 2.6.9. Again, whenever we discuss $\epsilon_{\mathrm{B}}^{\mathrm{lr}}(M), \epsilon_{\mathrm{B}}^{\mathrm{w}}, T(\Gamma, \epsilon), T_{\Gamma}(\iota)$ with no mention
of the underlying field $\mathbb{F}$ then the result holds for both $\mathbb{F}=\mathbb{Q}$ and $\mathbb{F}=\mathbb{R}$

### 2.7 Randomised general algorithms

The theory explained above discusses deterministic algorithms. Whilst in some areas of the mathematics of information (e.g. compressed sensing [11, 121]) the algorithms typically used are deterministic, in others (e.g. deep learning) the algorithms are probabilistic in the sense that running the algorithm on the same input twice can yield different results due to randomness inherent in the algorithm. We thus discuss the existing concept of a probabilistic turing machine and build a theory of randomised general algorithms that allows us to discuss the computability of various problems with probabilistic algorithms.

We first state the mathematical definition of a randomised general algorithm and then explain it informally.

Definition 2.7.1 (Randomised General Algorithm). Given a computational problem $\{\Xi, \Omega, \mathcal{M}, \Lambda\}$, a randomised general algorithm (RGA) is a set $X$ of general algorithms $\Gamma: \Omega \rightarrow \mathcal{M}$, a sigma-algebra $\mathcal{F}$ on $X$ and a family of probability measure $\{\mathbb{P}\}_{\iota \in \Omega}$ such that the following conditions hold:
(Pi) For each $\iota$, the mapping $\Gamma_{\iota}^{\mathrm{ran}}: X \rightarrow \mathcal{M}$ defined by $\Gamma_{\iota}^{\mathrm{ran}}(\Gamma)=\Gamma(\iota)$ is measurable from $(X, \mathcal{F})$ to $(\mathcal{M}, \mathcal{B})$ where $\mathcal{B}$ is the borel-sigma algebra on $\mathcal{M}$.
(Pii) Suppose that $\iota_{1}, \iota_{2} \in \Omega$ and $X^{\prime} \in \mathcal{F}$ is a set such that for every $\Gamma \in X^{\prime}$, we have that if $\lambda \in \Lambda_{\Gamma}\left(\iota_{1}\right)$ then $\lambda\left(\iota_{1}\right)=\lambda\left(\iota_{2}\right)$. Then $\mathbb{P}_{\iota_{1}}\left(X^{\prime}\right)=\mathbb{P}_{\iota_{2}}\left(X^{\prime}\right)$.
(Piii) For each $n \in \mathbb{N}$ and $\iota \in \Omega$, the sets $T^{n}(\iota):=\left\{\Gamma \in X \mid T_{\Gamma}(\iota) \leq n\right\}$ are $\mathcal{F}$ measurable (i.e. $T^{n}(\iota) \in \mathcal{F}$ ).

Roughly speaking, a randomised general algorithm takes an input, randomly picks a general algorithm and executes it on that input. This is a similar idea to randomly choosing a path at each step of the program, but it does not require specifying any ordering of the execution (in the same way that a turing machine is defined by discussing how it proceeds given that the machine is in a certain position whereas a general algorithm does not require this to be specified). The idea of having a family of probability measures is to allow for a certain level of bias in the way it executes on a given input. To explain where this idea comes from, imagine that we want to generalise the BSS machine to a randomised BSS machine. The difference between the BSS machine and the random BSS machine would be that each branch node connects to a family of instruction nodes and executes such a branch node by picking its next instruction node according to some random distribution. To accurately model what is possible on a real computer, the random distribution would be a function of the current state (in particular, we have lost no generality by switching to a random BSS machine from a BSS machine). Since the current state is somehow a function of the input, for a randomised general algorithm we allow the underlying distribution to depend on the input.

We then have the three conditions (Pi), (Pii) and (Piii), (Pi) is simple to explain: we would somehow like to measure the distribution in $\mathcal{M}$ of the algorithm's execution on input $\iota$. In particular, without condition (Pi), we cannot ask for the probability that the output of the algorithm with input $\iota$ has a certain error, or even ask for the probability of the algorithm executing $\iota$ and getting the correct answer. Since this is a crucial question, we define it as the first condition.

The second condition, (Pii), places a limitation on how the general algorithm is randomly selected for a given input $\iota$. In some sense it establishes some level of consistency: if we have a measurable set $X^{\prime}$ of general algorithms which all see matching information when executed on $\iota_{1}$ and $\iota_{2}$ then we should select $X^{\prime}$ with the same probability for input $\iota_{1}$ and $\iota_{2}$. This reflects the idea that for any model of computation with a list of execution steps, the distribution of the next step should only depend on the information that the computer has observed so far (i.e. the state space) and not directly on the input itself. Thus if two inputs yield the same observations then the computer should choose its next step in the same way for both inputs. We shall see shortly that without this condition, it is possible to design a randomised general algorithm that can solve the LPO problem with probability 1.

Finally, the third condition (Piii) allows us to ask, for a fixed input, about the distribution of the runtime for that input. This is an important quantity that we would very much like to be able to measure. Without it, we cannot ask what for the probability of the algorithm taking longer than, say, fifty million years, to execute on input $\iota$. Actually and perhaps surprisingly, the third condition is even more important than that: without it, it is again possible to design a randomised general algorithm that can solve the LPO problem with probability 1.

### 2.7.1 Solving LPO with relaxed conditions

In this section we shall show how losing either (Pii) or (Piii) from the list of requirements would allow us to create a randomised general algorithm that can solve the LPO problem. Let us start by considering an alternative definition of randomised general algorithms that only satisfy (Pi) and (Piii), Set $\left\{\Xi_{3}, \Omega_{3}, \mathcal{M}_{3}, \Lambda_{3}\right\}$ to be the LPO problem as discussed in Section 2.5. We set $A^{1}$ to be an algorithm that immediately outputs the value 1 and $A^{0}$ to be an algorithm that immediately outputs 0 . We set $X=\left\{A^{0}, A^{1}\right\}$ and the sigma algebra $\mathcal{F}$ to be $\mathcal{F}=\left(\left\{A^{0}\right\},\left\{A^{1}\right\},\left\{A^{0}, A^{1}\right\}, \emptyset\right)$. For $\iota \in \Omega$, if $\iota$ has no entries with a 1 , we set $\mathbb{P}_{\iota}\left(A^{0}\right)=1$ and $\mathbb{P}_{\iota}\left(A^{1}\right)=0$. If instead $\iota$ has an entry with a 1 , we set $\mathbb{P}_{\iota}\left(A^{0}\right)=0$ and $\mathbb{P}_{\iota}\left(A^{1}\right)=1$. It is clear then that (Pi) is satisfied and moreover $\mathbb{P}_{\iota}\left(\Gamma_{\iota}^{\mathrm{ran}}=\Xi(\iota)\right)=1$. Furthermore, for each $n \in \mathbb{N}$ and $\iota \in \Omega$, $T^{n}(\iota)=X \in \mathcal{F}$. This construction therefore satisfies (Pi) and (Piii) and solves LPO with probability 1 .

Showing that dropping condition (Piii) can lead to a randomised general algorithm that can solve LPO is more involved. We define the following family of algorithms: for $n \in \mathbb{N}$, we set $A_{n}^{1}$ to be an algorithm that reads the first $n$ entries of the infinite input vector $\iota$, and then outputs 1 and we set $A_{n}^{0}$ to be an algorithm that reads the first $n$ entries of $\iota$ and then outputs 0 . Let $A^{0}=\cup_{n=1}^{\infty} A_{n}^{0}$. We define $\mathcal{F}$ to be the sigma
algebra generated by $A^{0}$ and each set $\left\{A_{n}^{1}\right\}$ for $n \in \mathbb{N}$. Crucially, sets of the form $\left\{A_{n}^{0}\right\}$ are not $\mathcal{F}$ measurable. If every entry of the input $\iota$ is 0 then we set $\mathbb{P}_{\iota}(S)=1$ for any set $S \in \mathcal{F}$ such that $A^{0} \subseteq S$ and $\mathbb{P}_{\iota}(S)=0$ if $A^{0} \nsubseteq S$. If instead $\iota$ has a 1 somewhere in its entries, we let $n$ be the first entry of $\iota$ that is equal to 1 . If $A_{n}^{1} \subseteq S$, we set $\mathbb{P}_{\iota}(S)=1$ and if instead $A_{n}^{1} \nsubseteq S$ then we set $\mathbb{P}_{\iota}(S)=0$. It is clear that $\Gamma_{\iota}^{\text {ran }}$ is $\mathcal{F}, \mathcal{B}$ measurable: $\Gamma^{\text {ran }}(\iota)=1$ is exactly $\cup_{n=1}^{\infty} A_{n}^{1}$ and $\Gamma^{\text {ran }}(\iota)=0$ is exactly $\cup_{n=1}^{\infty} A_{n}^{0}$ which are both measurable. Moreover, for $\iota$ with all entries set to 0 we have $\mathbb{P}_{\iota}\left(\Gamma^{\mathrm{ran}}(\iota)=0\right)=1$ and for $\iota$ with an entry set to 1 we have $\mathbb{P}_{\iota}\left(\Gamma^{\mathrm{ran}}(\iota)=1\right)=1$. Thus this randomised general algorithm solves LPO with probability 1.

Finally, we check the consistency condition (Pii), Let $\iota_{1}, \iota_{2}$ be distinct inputs in $\Omega$. There are two cases for $\iota_{1}$ and $\iota_{2}$ : either exactly one of $\iota_{1}, \iota_{2}$ is a sequence consisting entirely of 0 entries, or both $\iota_{1}$ and $\iota_{2}$ have at least one 1 somewhere. Let $S$ be a set such that for all algorithms $\Gamma \in S$ and $\lambda \in \Lambda_{\Gamma}(\iota)_{1}$, we have $\lambda\left(\iota_{1}\right)=\lambda\left(\iota_{2}\right)$.

In the first case, we first suppose that $A^{0} \subseteq S$. Then since $A_{n}^{0}$ is in $S$ for all $n$, the first $n$ entries of $\iota_{1}$ are equal to the first $n$ entries of $\iota_{2}$. Thus $\iota_{1}=\iota_{2}$, contradicting $\iota_{1}, \iota_{2}$ distinct. If instead $A^{0} \nsubseteq S$ then $S$ consists only of unions of sets of the form $\left\{A_{n}^{1}\right\}$. We therefore have $\mathbb{P}_{\iota_{1}}(S)=0$. Let the first non-zero entry of $\iota_{2}$ be the $n$th entry (such an $n$ exists because $\iota_{2} \neq \iota_{1}$ ). If $A_{n}^{1} \notin S$ then $\mathbb{P}_{\iota_{2}}(S)=0$. If instead $A_{n}^{1} \in S$ then by the definition of $A_{n}^{1}$ (specifically that $A_{n}^{1}$ always reads the first $n$ entries of its input), $\lambda_{n} \in \Lambda_{A_{n}^{1}}\left(\iota_{1}\right)$. But then by the definition of $S$ and the fact that $\iota_{1}$ is comprised entirely of 0 s, we have $0=\lambda_{n}\left(\iota_{1}\right)=\lambda_{n}\left(\iota_{2}\right)$. Hence the $n$th entry of $\iota_{2}$ is 0 , contradicting the assumption that the $n$th entry of $\iota_{2}$ is 1 .

In the second case, both $\iota_{1}$ and $\iota_{2}$ are non-zero in at least one entry. Let $n_{1}$ (respectively $n_{2}$ ) be the first entry of $\iota_{1}$ (respectively $\iota_{2}$ ) which is non-zero. If $A_{n_{1}}^{1}, A_{n_{2}}^{1} \notin S$ then $\mathbb{P}_{\iota_{1}}(S)=\mathbb{P}_{\iota_{2}}(S)=0$. If instead $A_{n_{1}}^{1} \in S$ then (by the definition of $A_{n_{1}}^{1}$ ), $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n_{1}} \in \Lambda_{A_{n_{1}}^{1}}\left(\iota_{1}\right)$. Thus $\lambda_{i}\left(\iota_{1}\right)=\lambda_{i}\left(\iota_{2}\right)$ for all $i \leq n_{1}$. Thus $\iota_{2}$ has zeros as its first $n_{1}-1$ entries and the $n_{1}$ th entry of $\iota_{2}$ is 1 . Therefore $n_{1}=n_{2}$ and so $\mathbb{P}_{\iota_{1}}(S)=\mathbb{P}_{\iota_{2}}(S)=1$. Finally, if $A_{n_{2}}^{1} \in S$ then $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n_{2}} \in \Lambda_{A_{n_{2}}^{1}}\left(\iota_{1}\right)$ by the definition of $A_{n_{2}}^{1}$. Hence $\lambda_{i}\left(\iota_{1}\right)=\lambda_{i}\left(\iota_{2}\right)$ for all $i \leq n_{2}$ and thus once again $n_{1}=n_{2}$. Thus $\mathbb{P}_{\iota_{1}}(S)=\mathbb{P}_{\iota_{2}}(S)=1$. This completes the proof that the algorithm obeys (Pii).

### 2.8 Probabilistic breakdown epsilons

In the same way that we can define a collection of breakdown epsilons for deterministic algorithms, we can define the probabilistic breakdown epsilons.

Definition 2.8.1 (Probabilistic Strong Breakdown-epsilon). We define the probabilistic Strong Breakdown-epsilon $\epsilon_{\mathbb{P B}}^{\mathrm{S}}:[0,1) \rightarrow \mathbb{R}$ as follows:

$$
\epsilon_{\mathbb{P B}}^{\mathrm{s}}(p)=\sup \left\{\epsilon \geq 0, \mid \forall \Gamma^{\mathrm{ran}} \in \operatorname{RGA} \exists \iota \in \Omega \text { such that } \mathbb{P}_{\iota}\left(d_{\mathcal{M}}\left(\Gamma_{\iota}^{\mathrm{ran}}, \Xi(\iota)\right)>\epsilon\right)>p\right\}
$$

where $\Gamma_{\iota}^{\mathrm{ran}}$ is defined in (Pi) in Definition 2.7.1.
To simplify the exposition, there is a slight abuse of notation as $\mathbb{P}_{\iota}\left(d_{\mathcal{M}}\left(\Gamma_{\iota}^{\text {ran }}, \Xi(\iota)\right)\right)$ here obviously refers to the the pushforward measure from $\left(X, \mathcal{F}, \mathbb{P}_{\iota}\right)$ to the real Borel
sigma algebra. However, the exact meaning will be obvious from the context. We will also do the same on other occasions without specifically commenting on the pushforward measure. Note that the probabilistic Strong Breakdown-epsilon of $p$ is the largest $\epsilon$ so that the probability of failure with at least $\epsilon$-error is greater than $p$.

To construct the probabilistic version of the weak breakdown epsilon (where the same abuse of notation is employed), we first need to construct the probabilistic runtime. In particular, given $\iota \in \Omega$, we denote the random variable $T_{\Gamma}$ ran $(\iota)$ by

$$
T_{\Gamma^{\mathrm{ran}}(\cdot)}(\iota): X \rightarrow \mathbb{N} \cup\{\infty\} \text { by } T_{\Gamma^{\mathrm{ran}}(\Gamma)}(\iota)=T_{\Gamma}(\iota)
$$

By assumption (Piii), this random variable is measurable. We can thus define the probabilistic weak breakdown epsilon:
Definition 2.8.2 (Probabilistic Weak Breakdown epsilon). We define the probabilistic weak breakdown epsilon $\epsilon_{\mathbb{P B}}^{\mathrm{W}}:[0,1) \rightarrow \mathbb{R}$ as follows:

$$
\begin{gathered}
\epsilon_{\mathbb{P B}}^{\mathrm{w}}(p)=\sup \left\{\epsilon \geq 0 \mid \forall \Gamma^{\mathrm{ran}} \in \mathrm{RGA} \text { and } M \in \mathbb{N} \exists \iota \in \Omega\right. \text { such that } \\
\mathbb{P}_{\iota}\left(d_{\mathcal{M}}\left(\Gamma_{\iota}^{\mathrm{ran}}, \Xi(\iota)\right)>\epsilon \text { or } T_{\left.\left.\Gamma^{\mathrm{ran}}(\iota)>M\right)>p\right\},}\right.
\end{gathered}
$$

where $\Gamma_{\iota}^{\mathrm{ran}}$ is defined in (Pi) in Definition 2.7.1.
The probabilistic Weak Breakdown-epsilon describes a weaker form of failure than the probabilistic Strong Breakdown-epsilon. In particular, the Weak Breakdownepsilon of $p$ is the largest $\epsilon$ so that for any randomised algorithm and $M \in \mathbb{N}$, the probability of either getting an error at least of size $\epsilon$, or having spent runtime longer than $M$, is greater than $p$. Finally, just as the Strong and Weak Breakdown-epsilons have probabilistic versions, so has the Limited-runtime Breakdown-epsilon.

Note that $T(\Gamma, \epsilon)$ can be written as

$$
T(\Gamma, \epsilon)= \begin{cases}\inf \left\{m \mid d_{\mathcal{M}}(\Gamma(\iota), \Xi(\iota)) \leq \epsilon \text { and } T_{\Gamma}(\iota) \leq m \forall \iota \in \Omega\right\} & \text { if such an } m \\ \infty & \text { exists } \\ \text { otherwise }\end{cases}
$$

That is to say, $T(\Gamma, \epsilon)$ is the worst-case (over possible inputs) runtime for $\Gamma$ to obtain $\epsilon$ accuracy. This allows us to make a probabilistic Limited-runtime Breakdown-epsilon. In particular, for any randomised general algorithm $\Gamma^{\text {ran }}$ we can define

$$
T_{\mathbb{P}}\left(\Gamma^{\mathrm{ran}}, \epsilon, p\right):= \begin{cases}\inf M & \text { if } M \neq \emptyset  \tag{2.8.1}\\ \infty & \text { otherwise }\end{cases}
$$

where $M:=\left\{m \mid \mathbb{P}_{\iota}\left(d_{\mathcal{M}}\left(\Gamma_{\iota}^{\mathrm{ran}}, \Xi(\iota)\right) \leq \epsilon\right.\right.$ and $\left.\left.T_{\Gamma^{\mathrm{ran}}}(\iota) \leq m\right)>p \forall \iota \in \Omega\right\}$.
We remark in passing that the definitions are well defined as the sets considered are clearly measurable by the continuity of the metric $d_{\mathcal{M}}$ as well as (Pi) and (Piii) in Definition 2.7.1 of an RGA.

Definition 2.8.3 (Probabilistic Limited-runtime Breakdown-epsilon). Given the computational problem $\{\Xi, \Omega, \mathcal{M}, \Lambda\}^{\Delta_{1}}$, we define the probabilistic limited-runtime break-
down epsilon $\epsilon_{\mathbb{P} \mathrm{B}}^{\mathrm{lr}}(M, p)$ for each $M \in \mathbb{N}$ as

$$
\epsilon_{\mathbb{P B}}^{\operatorname{lr}}(M, p):=\inf \left\{\epsilon \geq 0 \text { such that } \exists \Gamma^{\mathrm{ran}} \in \mathrm{RGA} \text { with } T_{\mathbb{P}}\left(\Gamma^{\mathrm{ran}}, \epsilon, p\right) \leq M\right\}
$$

where we recall that $\inf (\emptyset)=\infty$
The connection between the different Breakdown-epsilons can be summarised in the following simple proposition which we prove in Chapter 5 .

Proposition 2.8.4. Given $\{\Xi, \Omega, \mathcal{M}, \Lambda\}^{\Delta_{1}}, M \in \mathbb{N}$ and $p, q \in(0,1)$ with $p \leq q$ we have

$$
\begin{align*}
& \epsilon_{\mathbb{P B}}^{\mathrm{s}}(q) \leq \epsilon_{\mathbb{P B}}^{\mathrm{s}}(p) \leq \epsilon_{\mathrm{B}}^{\mathrm{s}}  \tag{2.8.2}\\
& \epsilon_{\mathbb{P B}}^{\mathrm{w}}(q) \leq \epsilon_{\mathbb{P B}}^{\mathrm{w}}(p) \leq \epsilon_{\mathrm{B}}^{\mathrm{w}}  \tag{2.8.3}\\
& \epsilon_{\mathbb{P B}}^{\operatorname{lr}}(M, p) \leq \epsilon_{\mathbb{P B}}^{\operatorname{lr}}(M, q) \leq \epsilon_{\mathrm{B}}^{\mathrm{lr}}(M),  \tag{2.8.4}\\
& \epsilon_{\mathbb{P B}}^{\mathrm{s}}(p) \leq \epsilon_{\mathbb{P B}}^{\mathrm{w}}(p),  \tag{2.8.5}\\
& \epsilon_{\mathbb{P B}}^{\mathrm{w}}(p) \leq \epsilon_{\mathbb{P B}}^{\mathrm{lr}}(M, p), \quad p=[1 / 2,1),  \tag{2.8.6}\\
& \epsilon_{\mathrm{B}}^{\mathrm{s}} \leq \epsilon_{\mathrm{B}}^{\mathrm{w}} \leq \epsilon_{\mathrm{B}}^{\mathrm{lr}}(M) . \tag{2.8.7}
\end{align*}
$$

Moreover,

$$
\lim _{M \rightarrow \infty} \epsilon_{\mathrm{B}}^{\operatorname{lr}}(M)=\epsilon_{\mathrm{B}}^{\mathrm{w}}, \quad \lim _{M \rightarrow \infty} \epsilon_{\mathbb{P B}}^{\operatorname{lr}}(M, p) \begin{cases}=\epsilon_{\mathbb{P B}}^{\mathrm{w}}(p) & p=1 / 2  \tag{2.8.8}\\ \leq \epsilon_{\mathbb{P B}}^{\mathrm{w}}(p) & p \in(0,1 / 2)\end{cases}
$$

### 2.9 A key result

The following major result allows us to show that a variety of problems have non-zero breakdown epsilons.

Theorem 2.9.1. Let $\{\Xi, \Omega, \mathcal{M}, \Lambda\}$ be an arbitrary computational problem. Fix $N \in$ $\mathbb{N} \cup\{\infty\}$ with $N \geq 3$, and suppose that there are two sequences $\left\{\iota_{n}^{1}\right\}_{n=1}^{N},\left\{\iota_{n}^{2}\right\}_{n=1}^{N} \subset \Omega$ satisfying the following conditions:
(a) There are sets $S^{1}, S^{2} \subset \mathcal{M}$ and $\kappa>0$ such that $\inf _{x_{1} \in S^{1}, x_{2} \in S^{2}} d_{\mathcal{M}}\left(x_{1}, x_{2}\right) \geq \kappa$ and $\Xi\left(\iota_{n}^{j}\right) \subset S^{j}$ for $j=1,2$.
(b) For every $f \in \Lambda$ there is a $c_{f} \in \mathbb{C}$ such that $\left|f\left(\iota_{n}^{j}\right)-c_{f}\right| \leq 1 / 4^{n}$ for all $n \leq N$ and $j=1,2$.

Then, if we consider $\{\Xi, \Omega, \mathcal{M}, \Lambda\}^{\Delta_{1}}$, we have the following:
(i) For all $M \leq N-2$ and $p \geq 1 / 2$ then $\epsilon_{\mathrm{B}}^{\operatorname{lr}}(M) \geq \epsilon_{\mathbb{P B}}^{\mathrm{lr}}(M, p) \geq \kappa / 2$.
(ii) For $N=\infty$ and $p \in(0,1 / 2)$ then $\epsilon_{\mathrm{B}}^{\mathrm{w}} \geq \epsilon_{\mathbb{P B}}^{\mathrm{w}}(p) \geq \kappa / 2$.
(iii) If there is an $\iota^{0} \in \Omega$ such that for every $f \in \Lambda$ we have that (b) is satisfied with $c_{f}=f\left(\iota^{0}\right)$ then $\{\Xi, \Omega, \mathcal{M}, \Lambda\}^{\Delta_{1}} \notin \Delta_{1}^{G}$. Moreover, $\epsilon_{\mathrm{B}}^{\mathrm{s}} \geq \epsilon_{\mathbb{P B}}^{\mathrm{S}}(p) \geq \kappa / 2$ for $p \in(0,1 / 2)$.
(iv) If (iii) is satisfied, $\mathcal{M}=\left(\mathbb{R}^{d},\|\cdot\|_{r}\right)$ for some $r \in \mathbb{N} \cup\{\infty\}$, $\Lambda$ is finite, $S^{1}$ and $S^{2}$ in (a) are singletons, and

$$
\begin{equation*}
\forall \iota_{n}^{1}, \iota_{k}^{2} \in \Omega \text { where } \iota_{n}^{1} \neq \iota_{k}^{2} \exists f \in \Lambda \text { such that } f\left(\iota_{n}^{1}\right) \neq f\left(\iota_{k}^{2}\right) \text {, } \tag{2.9.1}
\end{equation*}
$$

then $\{\Xi, \Omega, \mathcal{M}, \Lambda\}^{\Delta_{1, \mathbb{R}}} \in \Delta_{1}^{A}$ implies decidability of the LLPO (Lesser Limited Principle of Omniscience), and if in addition $\Xi\left(\iota^{0}\right)=S^{2}$ in (iii) then $\{\Xi, \Omega, \mathcal{M}, \Lambda\}^{\Delta_{1, \mathbb{R}}} \in \Delta_{1}^{A}$ implies decidability of the Halting problem. Furthermore, if $f\left(\iota_{n}^{1}\right), f\left(\iota_{n}^{2}\right)$ are both rational for each $f \in \Lambda$ and $S^{1}, S^{2} \in \mathbb{Q}^{d}$ then each reference to $\Delta_{1, \mathbb{R}}$ also holds for $\Delta_{1, \mathbb{Q}}$.

To show non-computability results, it will suffice to generate examples satisfying (a) and (b). We can then obtain more precise results using (i) to (iv) depending on the situation.

The proof of Theorem 2.9.1 is highly technical. We shall delay this proof until Chapter 5. However, we shall provide here a rough justification of the valdiity of 2.9 .1 for establishing that deterministic functions that satisfy (a) and (b) are not computable on a BSS machine in the case where $c_{f}=f\left(\iota^{0}\right)$ as in part (iii).

1. Set $\iota_{2 n}=\iota_{n}^{1}, \iota_{2 n-1}=\iota_{n}^{2}$. Roughly speaking, we choose $\Delta_{1}$ information for $\Lambda$ in the following way: for $f \in \Lambda$ we have $f_{m}\left(\iota_{n}\right)=f\left(\iota_{n}\right)$ if $n \leq m$ and $f_{m}\left(\iota_{n}\right)=c_{f}$ otherwise.
2. The algorithm terminates in finite time for $\iota_{0}$ and hence $M:=T_{\Gamma}(\iota)$ is finite.
3. For $m \leq M$ we have $f_{m}\left(\iota_{0}\right)=f_{m}\left(\iota_{M+1}\right)=f_{m}\left(\iota_{M+2}\right)$. Thus the algorithm 'sees' the same values on $\iota_{0}, \iota_{M+1}$ and $\iota_{M+2}$.
4. Since the algorithm is guaranteed to behave in the same way if it sees the same input, we must have $\Gamma\left(\iota_{0}\right)=\Gamma\left(\iota_{M+1}\right)=\Gamma\left(\iota_{M+2}\right)$. But then either $\Gamma\left(\iota_{M+1}\right)$ is far from $\Xi\left(\iota_{M+1}\right)$ or $\Gamma\left(\iota_{M+2}\right)$ is far from $\Xi\left(\iota_{M+2}\right)$, otherwise there are members of $\Xi\left(\iota_{M+1}\right)$ and $\Xi\left(\iota_{M+2}\right)$ which are 'close', contradicting (a). Thus $\Gamma$ either gives a value far away from the true solution at $\iota_{M+1}$ or at $\iota_{M+2}$.

Remark 2.9.2. Of course, this is an oversimplification. There are additional technicalities when working with Turing machines since $c_{f}$ needs to be rational in the Turing case for this approach to produce valid $\Delta_{1}$ information. Moreover, we have not shown anything about the breakdown epsilon and we have not discussed the additional difficulty of working with probabilistic algorithms. If we were to take these issues into account the proof becomes vastly more complicated and interested readers looking for the full details are advised to see Chapter 5.

### 2.9.1 A comparison to existing work

Theorem 2.9.1 is somewhat similar in appearance to some earlier work on computable functions for type two turing machines and similar models (for example 77, 126). In both of these two references, continuity is shown to be a necessary condition for
computability with machines similar to type two turing machines. At first glance these results may appear to be very similar to Theorem 2.9.1. However, there are some important differences:

1. The results proven in both 77,126 do not directly apply to models that are substantially different from a turing machine. This is important since the BSS model is crucial for analysing algorithms used in numerical analysis.
2. Theorem 2.9.1 also applies if the function $\Xi$ is multivalued. As the problems we analyse are potentially multivalued this additional feature of Theorem 2.9.1 is absolutely necessary.
3. Standard techniques in neural networks are probabilistic, in the sense that the algorithm can adaptively change its behaviour depending on the input that it has read and its own choice of randomisation. This adaptive (i.e. depending on the input) randomisation is not covered by a theorem solely addressing deterministic computation.
4. Perhaps most importantly, since a substantial part of this thesis is to demonstrate that a collection of practical methods are non-computable but nonetheless effective, a theory that only distinguishes between computable and non-computable functions is insufficiently fine to explain the success of techniques like basis pursuit denoising observed in practice. The concept of a breakdown epsilon is used throughout the thesis to address this issue and is a key component of Theorem 2.9.1

It is worth expanding our discussion on 2. There is a well established notion of continuity for multivalued functions known as hemicontinuity and defined by first explaining the concepts of upper and lower hemicontinuity (we present here a version of 6 adapted from topological spaces to metric spaces). Specifically, hemicontinuity is defined in the following way:

Definition 2.9.3. Assume that both $\Omega$ and $\mathcal{M}$ are metric spaces and let $\Xi$ be a multivalued mapping from $\Omega$ to $\mathcal{M}$. We say that $\Xi$ is upper hemicontinuous at the point $\iota \in \Omega$ if for every sequence $\left\{\iota_{n}\right\}_{n=1}^{\infty}$ such that $\iota_{n} \rightarrow \iota$ then if $b_{n} \in \Xi\left(\iota_{n}\right)$ is such that $b_{n} \rightarrow b$ for some $b$ then $b \in \Xi(\iota)$.

Remark 2.9.4. Note that the definition used here for upper hemicontinuity is slightly stronger than the standard definition. However, for our problems $\Xi(\iota)$ is compact for each $\iota \in \Omega$ and under this condition the definition above coincides with the standard topological definition.

Definition 2.9.5. With the same setup as in the previous definition for $\Omega, \mathcal{M}$ and $\Xi$, we say that $\Xi$ is lower hemicontinuous at $\iota \in \Omega$ if for any $b \in \Xi(\iota)$ and any sequence $\left\{\iota_{n}\right\}_{n=1}^{\infty}$ such that $\iota_{n} \rightarrow \iota$, we have a subsequence $\left\{\iota_{n_{k}}\right\}_{k=1}^{\infty}$ of $\left\{\iota_{n}\right\}_{n=1}^{\infty}$ such that there are $b_{n_{k}} \in \Xi\left(\iota_{n_{k}}\right)$ with $b_{n_{k}} \rightarrow b$ as $k \rightarrow \infty$.

To explain the two definitions, let us present now an example of a function which is upper but not lower hemicontinuous and an example of a function which is lower but not upper hemicontinuous

Example 2.9.6 (Upper but not lower hemicontinuous). Let $\Omega=\mathcal{M}=[0,1]$. We set $\Xi(\iota)=[0,1]$ if $\iota=1$ and $\Xi(\iota)=0$ for $\iota \in[0,1)$. At 1 it is easy to see that $\Xi$ is upper hemicontinuous: indeed, if $\iota_{n} \in[0,1]$ is not eventually identically 1 and $b_{n} \in \Xi\left(\iota_{n}\right)$ is convergent then $b_{n}=0$ and hence the limit $b=0 \in \Xi(1)$. If instead $\iota_{n}$ is eventually identically 1 then it is clear that eventually $\Xi\left(\iota_{n}\right)=\Xi(1)$ and so $\Xi$ is upper hemicontinuous at 1 . However, $\Xi$ is not lower hemicontinuous: for the sequence $\iota_{n}=1-1 / n$ we have $\Xi\left(\iota_{n}\right)=0$ and hence no subsequence of $\Xi\left(\iota_{n}\right)$ can converge to $b=1$.

Example 2.9.7 (Lower but not upper hemicontinuous). Again, we take $\Omega=\mathcal{M}=$ $[0,1]$. This time, set $\Xi(\iota)=0$ if $\iota=1$ and $\Xi(\iota)=[0,1]$ for $\iota \in[0,1)$. It is clear that $\Xi$ is lower hemicontinuous at 1 : if $\iota_{n} \rightarrow 1$ then any subsequence of $\iota_{n}$ has $0 \in \Xi\left(\iota_{n}\right)$ and therefore there exists a $b_{n}:=0$ with $b_{n} \in \Xi\left(\iota_{n}\right)$ convergent to the single element of $\Xi(1)$. However, $\Xi$ is not upper hemicontinuous: let $\iota_{n}=1-1 / n$ so that $1 \in \Xi\left(\iota_{n}\right)$. We can then set $b_{n}=1$ and observe that $b_{n}$ is constant (and so $b_{n}$ is convergent to 1 ). Thus for $\Xi$ to be upper hemicontinuous we require $1 \in \Xi(1)$. However, $\Xi(1)=0$ and we conclude that $\Xi$ is not upper hemicontinuous at 1 .

Continuity is then defined in the following way: a multivalued function is hemicontinuous iff it is both upper and lower hemicontinuous. Natural analogues of the work in 77,126 would be to consider hemicontinuity as a necessity for computability, and failing that, replace the word 'hemicontinuity' with either 'upper hemicontinuity' or 'lower hemicontinuity'. However, the two examples above are both computable and thus counterexamples to such a theorem: in either case, we choose $\Gamma(\iota) \equiv 0$ thus giving $\Gamma(\iota) \in \Xi(\iota)$ for each $\iota \in[0,1]$. Therefore continuity alone is insufficient for our multivalued problems and thus we require a theorem closer in nature to that of Theorem 2.9.1.

### 2.10 Optimisation as a computational problem

To prove results about the computability of optimisation problems using (probabilistic) general algorithms, the SCI hierarchy, imprecise information and breakdown epsilons, we must first cast the problems discussed in Chapter 1 as computational problems defined as in Section 2.4. We write $\|\cdot\|_{*}$ for $\|\cdot\|_{1}$ or $\|\cdot\|_{\mathrm{TV}}$ (see Definition 1.8.2 the definition of TV-norm) depending on the context. Note that all the statements in our theorems are true regardless of isotropic or anisotropic TV norm. In the TV case we let $V^{1}=\mathbb{C}^{m_{1} \times m_{2}}$ and $V^{2}=\mathbb{C}^{m_{1} m_{2} \times N_{1} N_{2}}$ to be the set of bounded linear operators between $\mathbb{C}^{N_{1} \times N_{2}}$ to $V^{1}$, whereas in the $l^{1}$ case we let $m_{1}=m, m_{2}=1, N_{1}=N$, $N_{2}=1$ for some fixed integers $m, N$.

In all the problems, except for neural networks, $(\mathcal{M}, d)$ is either $\left(\mathbb{F}^{d} \cup\{\infty\},\|\cdot\|\right)$ or $\left(\mathbb{F}^{m \times n} \cup\{\infty\},\|\cdot\|\right)$, where $\mathbb{F}$ is either $\mathbb{R}$ or $\mathbb{C}$ and the dimensions $d, m, n$ and the norm
$\|\cdot\|$ is the frobenius norm. The metric space for the neural network case is described below. In all cases, the primary set $\Omega$ will always contain vectors and/or matrices, thus $\Lambda$ will always be the collection of coordinate functions. In particular, if $\iota \in \Omega$ is always of the form $\iota=(y, U)$ where $y \in \mathbb{C}^{m}$ and $U \in \mathbb{C}^{m \times n}$ then

$$
\Lambda=\left\{f_{j}, f_{i, j} \mid f_{i, j}=U_{i j}, f_{j}(y)=y_{j}\right\} .
$$

Note that $\Omega$ will change depending on the classes of $U \mathrm{~s}$ and $y \mathrm{~s}$, where these classes can be described by a finite string of rational numbers. Also, $\Omega$ could be the set of pairs $(y, U)$, where $y$ is fixed and only $U$ is allowed to vary. Note that lower bounds become stronger if one or more of the elements in the $k$-tuple inputs are fixed. The rest of the elements in the computational problems are defined below.

Definition 2.10.1 (Computational problems). We define the following for the problems listed in the introduction:
(i) Linear Programming: $\iota \in \Omega$ is always of the form $\iota=(y, A)$, where $A \in \mathbb{R}^{m \times N}$ and $y \in \mathbb{R}^{m}$, and

$$
\Xi_{\mathrm{LP}}(\iota)=\underset{x \in \mathbb{R}^{N}}{\operatorname{argmin}} c^{T} x \text { such that } A x=y, \quad x \geq 0
$$

with $c$ a fixed vector in $\mathbb{Q}^{N}$.
(ii) Basis Pursuit and basis pursuit denoising: $\iota \in \Omega$ is always of the form $\iota=(y, U)$ where $y \in V^{1}$ and $U \in V^{2}$. Moreover, the parameter $\delta \geq 0$ is a fixed rational number (with $\delta>0$ representing basis pursuit denoising and $\delta=0$ representing basis pursuit) and

$$
\Xi_{\mathrm{BP}}(\iota)= \begin{cases}\operatorname{argmin}_{x \in V^{1}}\|x\|_{1} \text { such that }\|U x-y\|_{2} \leq \delta, & \text { if } \iota \text { is feasible } \\ \infty & \text { otherwise } .\end{cases}
$$

(iii) Constrained Lasso: For CL, $\Omega$ is as in the BP case. Also, the parameter $\tau>0$ is a fixed rational number and

$$
\Xi_{\mathrm{CL}}(\iota)=\underset{x \in V^{1}}{\operatorname{argmin}}\|A x-y\|_{2} \text { such that }\|x\|_{1} \leq \tau .
$$

(iv) Unconstrained Lasso: For UL, $\Omega$ is as in the BP case. Moreover, the parameter $\lambda>0$ is a fixed rational number and

$$
\Xi_{\mathrm{UL}}(\iota)=\underset{x \in V^{1}}{\operatorname{argmin}}\|A x-y\|_{2}^{2}+\lambda\|x\|_{1} .
$$

(v) Basis pursuit total variation: $\iota \in \Omega$ is always of the form $\iota=(y, A)$ where $y \in V^{1}$
and $A \in V^{2} . \Xi_{\mathrm{BPTV}}$ is defined as follows

$$
\Xi_{\mathrm{BPTV}}(\iota)= \begin{cases}\operatorname{argmin}_{x \in V^{1}}\|x\|_{\mathrm{TV}} \text { such that } A x=y, & \text { if } \iota \text { is feasible } \\ \infty & \text { otherwise } .\end{cases}
$$

(vi) Image deblurring: For image deblurring, $\Omega$ is as in the BPTV case. Moreover, the parameter $\lambda>0$ is a fixed rational number and

$$
\Xi_{\text {DeblurTV }}(\iota)=\underset{x \in V^{1}}{\operatorname{argmin}}\|A x-y\|_{2}^{2}+\lambda\|x\|_{\mathrm{TV}}
$$

(vii) Neural Networks (Deep Learning): We only consider lower bounds and thus concentrate on the simplest classification functions $f: \mathbb{R}^{d} \rightarrow\{0,1\}$. Given such $f$ and a training set $\mathcal{T}=\left\{x^{1}, \ldots, x^{r}\right\} \subset \mathbb{R}^{d}$, the task is to compute a neural network $\phi \in \mathcal{N N}_{\mathbf{N}, L, d}$ and evaluate it on a classification set $\mathcal{C}=\left\{y^{1}, \ldots, y^{s}\right\}$ We let $(\mathcal{M}, d)=\left(\mathbb{R}^{s},\|\cdot\|_{\infty}\right)$. For a given $\delta>0$ we let $\Omega$ be the collection of

$$
\iota=\left\{\left\{\left(\hat{x}^{j}, f\left(\hat{x}^{j}\right)\right)\right\}_{j=1}^{r},\left\{\hat{y}^{j}\right\}_{j=1}^{s}\right\}
$$

where $\hat{x}^{j} \in \mathcal{B}_{\delta}^{\infty}\left(x^{j}\right), x^{j} \in \mathcal{T}, \hat{y}^{j} \in \mathcal{B}_{\delta}^{\infty}\left(y^{j}\right)$ and $y^{j} \in \mathcal{C}$. Finally, for a given cost function $C \in \mathcal{C F}$, where $\mathcal{C F}$ is defined in (1.7.1),

$$
\Xi_{\mathrm{NN}}^{C}(\iota)=\left\{\phi\left(\hat{y}^{j}\right)\right\}_{j=1}^{s}, \quad \phi \in \underset{\hat{\phi} \in \mathcal{N} \mathcal{N}_{\mathbf{N}, L, d}}{\operatorname{argmin}} C(v, w),
$$

with $v=\left\{\tilde{\phi}\left(\hat{x}^{j}\right)\right\}_{j=1}^{r}, w=\left\{f\left(\hat{x}^{j}\right)\right\}_{j=1}^{r}$.
Remark 2.10.2. For the neural network case, we note that the $\Xi_{\mathrm{NN}}$ is the (potentially multivalued if there is more than one minimising $\phi$ ) map to all possible sets of the form $\left\{\phi\left(\hat{y}^{j}\right)\right\}_{j=1}^{s}$ for each $\phi$ that minimises the cost function. Importantly, this is different from all possible sets of the form

$$
\left\{\phi_{1}\left(\hat{y}^{1}\right), \phi_{2}\left(\hat{y}^{2}\right), \ldots, \phi_{s}\left(\hat{y}^{s}\right) \mid \phi_{1}, \phi_{2}, \ldots, \phi_{s} \in \underset{\hat{\phi} \in \mathcal{N} \mathcal{N}_{\mathbf{N}, L, d}}{\operatorname{argmin}} C(v, w)\right\} .
$$

We emphasise the fact that the computational problem is to train a neural network and then run that fixed neural network on each of the elements in the classification set, as opposed to considering the possible outputs of all neural networks for each element in the classification set.

Remark 2.10.3. As noted earlier, since there is no reason for $\Xi(\iota)$ to have a single solution for each of the minimisation problems above, we need to account for multivalued computational problems. Thus we consider our task to find either $\Gamma(\iota) \in \Xi(\iota)$ in the $\Delta_{0}$ case or to find a sequence $\Gamma_{n}(\iota)$ with $\inf _{\xi \in \Xi(\iota)} d\left(\Gamma_{n}(\iota), \xi\right) \leq 2^{-n}$ in the $\Delta_{1}$ case.

As an example of how the concepts and theorems developed in this section can be used to produce computability results, let us consider linear programming on $1 \times 1$
matrices with the class $\Omega=\left\{\iota^{n} \mid n \geq 1\right\} \cup\left\{\iota^{0}\right\}$ where $\iota^{0}=\left(y^{0}, A^{0}\right)$ and $\iota^{n}=\left(y^{n}, A^{n}\right)$ with $y^{n}=1 / 4^{n}, A^{n}=1 / 4^{n}$ and $y^{0}=A^{0}=0$. A simple application of Theorem 2.9.1 shows that the problem is not in $\Delta_{1}^{G}$ (so not computable with a BSS or Turing machine). We get with no additional work that the strong breakdown epsilon must be at least $1 / 2$ : this applies for both probabilistic and deterministic algorithms. Moreover, if one could design an algorithm that can solve the problem to accuracy better than $1 / 2$ then one can also decide the halting problem. We will use a similar approach (sometimes with significantly more complicated example choices of $\iota$ ) to prove each of the non-computability results in Chapter 4.

### 2.11 Conditioning

Given that many of the problems discussed earlier are non-computable, it is natural to try to ask if there is a criteria that can be used to 'rule out' certain problematic inputs. An initial approach might be to use condition numbers. Let us take for example the problem of solving a linear system of equations. Specifically, we are given $y \in \mathbb{C}^{n}$ and $U \in \mathbb{C}^{n \times n}$ and wish to find $x$ such that $U x=y$. Of course, such a problem is ill-defined if $U^{-1}$ does not exist. Moreover, it is easy to see that even if $U^{-1}$ exists, if $\|U\|_{2}$ or $\left\|U^{-1}\right\|_{2}$ is large then slight perturbations in $y$ can cause large perturbations in the output solution $x$. Thus one can consider the condition number of a matrix defined in the following way:

Definition 2.11.1 (Condition number of a matrix). The classical condition number of a matrix $A$ is given by $\operatorname{Cond}(A)=\|A\|\left\|A^{-1}\right\|$.

One might hope that we can use a similar form of condition number to rule out problematic inputs and thus create problems that are computable. However, the situation is far more subtle. There are a myriad of different definitions of condition, see for example the pioneering work by Renegar (102, 103) and the book by Burgisser and Cucker [23], see also (42]. In this section we shall recall some of the standard definitions of condition which depend on the computational problem at hand.

Before doing so, let us consider a simple example that we will use to inform the precise definitions of condition number in the sense of a computational problem defined in Section 2.4. Suppose that $\{\Xi, \Omega, \mathcal{M}, \Lambda\}$ is such that $\Omega$ is the set of all lower triangular matrices of dimension $2 \times 2$ and $\Xi: \mathbb{R}^{2 \times 2} \rightarrow \mathbb{R}$ finds the spectrum of a matrix. We set

$$
\Lambda=\left\{f_{i, j} \mid f_{i, j}(\iota)=\iota_{i, j} \text { for } i, j \in\{1,2\}\right\}, \quad \mathcal{M}=\left(\mathbb{R}^{2},\|\cdot\|_{\infty}\right) .
$$

In some sense, many of the upcoming definitions of condition number are designed to capture how small perturbations affect the output of $\Xi$. However, any algorithm designed to solve the problem above would be uninterested in the value of $f_{1,2}$ : these values would be the constant 0 whenever $\iota \in \Omega$. Thus any reasonable definition of condition number would ignore small perturbations in that direction.

We therefore define the active coordinates of $\Omega$ (for $\Omega=\mathbb{R}^{d}$ for some dimension $d$ )
to be $\mathcal{A}(\Omega)=\left\{j \mid \exists x, y \in \Omega, x_{j} \neq y_{j}\right\}$. Moreover, for $\nu>0$ we define

$$
\tilde{\Omega}_{\nu}=\left\{x \mid \exists y \in \Omega \text { such that }\|x-y\|_{\infty} \leq \nu, x_{\mathcal{A}^{c}}=y_{\mathcal{A}^{c}}\right\}
$$

(noting that here and throughout the remainder of this thesis, for index sets $I$ and vectors $x$ the notation $x_{I}$ corresponds to the vector $x$ with all entries outside of $I$ set to $0)$. In other words, $\tilde{\Omega}_{\nu}$ is the set of $\nu$-perturbations along the non-constant coordinates of elements in $\Omega$. We can now recall some of the classical condition numbers.

Definition 2.11.2. Condition numbers
(i) (Condition of a mapping) Let $\Xi: \Omega \subset \mathbb{C}^{n} \rightarrow \mathbb{C}^{m}$ be a linear or non-linear mapping, and suppose that $\Xi$ is also defined on $\tilde{\Omega}_{\nu}$ for some $\nu>0$. Then,

$$
\begin{equation*}
\operatorname{Cond}(\Xi)=\sup _{x \in \Omega} \lim _{\epsilon \rightarrow 0^{+}} \sup _{\substack{x+z \in \tilde{\Omega}_{\nu} \\ 0<\|z\| \leq \epsilon}}\left\{\frac{\operatorname{dist}(\Xi(x+z), \Xi(x))}{\|z\|}\right\} \tag{2.11.1}
\end{equation*}
$$

where we allow for multivalued functions by defining

$$
\operatorname{dist}(\Xi(x), \Xi(z))=\min _{\tilde{x} \in \Xi(x), \tilde{z} \in \Xi(z)}\|\tilde{x}-\tilde{z}\|
$$

(ii) (Distance to infeasibility) If $\Xi$ denotes the solution map to any of the problems in Definition 2.10.1 (i), (ii), (v) with domain $\Omega$, we define, for $(y, A) \in \Omega$

$$
\begin{array}{r}
\rho(A, y)=\sup \left\{\delta \mid\|\hat{A}\|,\|\hat{y}\| \leq \delta,(A+\hat{A}, y+\hat{y}) \in \tilde{\Omega}_{\infty}\right. \\
\quad \Rightarrow(A+\hat{A}, y+\hat{y}) \text { are feasible inputs }\}
\end{array}
$$

and this yields the Feasibility Primal (FP) condition number

$$
\begin{equation*}
C_{\mathrm{FP}}(A, y):=\frac{\|A\| \vee\|y\|}{\rho(A, y)} \tag{2.11.2}
\end{equation*}
$$

where the active set is defined by identifying $(y, A)$ with $\mathbb{R}^{d}$.
(iii) (Distance to solution with several minimisers) If $\Xi$ denotes the solution map to any of the problems in Definition 2.10.1 (except (vii) with domain $\Omega$ then we define, for $(y, A) \in \Omega$,

$$
\begin{aligned}
& \varrho(A, y)=\sup \left\{\delta:\|\hat{A}\|,\|\hat{y}\| \leq \delta,(A+\hat{A}, y+\hat{y}) \in \tilde{\Omega}_{\infty}\right. \\
& \quad \Rightarrow(A+\hat{A}, y+\hat{y}) \text { yields at most one solution }\}
\end{aligned}
$$

and this yields the $R C C$ condition number

$$
\begin{equation*}
C_{\mathrm{RCC}}(A, y):=\frac{\|A\|_{2} \vee\|y\|_{2}}{\varrho(A, y)} \tag{2.11.3}
\end{equation*}
$$

where again the active set is defined by identifying $(y, A)$ with $\mathbb{R}^{d}$.

Finally, for any of the problems in Definition 2.10.1 (except (vii)), we define $\|\iota\|=$ $\max \left(\|A\|_{2},\|y\|_{2}\right)$. We usually insist that $\|\iota\|$ is bounded for each $\iota \in \Omega$ to force the input data to be bounded.

We will see that there are limitations to how much condition can help us. In particular, if we force all the inputs to be well conditioned in the sense that $C_{\mathrm{RCC}}$ is small, we can still end up in a situation where our problems are not in $\Delta_{1}$. If instead we insist that all the inputs $(y, A) \in \Omega$ for say, basis pursuit satisfy $\operatorname{Cond}\left(A A^{*}\right), C_{\mathrm{FP}}(A, y), \operatorname{Cond}(\Xi) \leq$ 2 , then we are still unable to get $\Delta_{1}$ results. Moreover, for Basis Pursuit there are important classes of inputs $(y, A)$ such that we can get a $\Delta_{1}$ result, however, there are inputs in the class such that $C_{\mathrm{RCC}}(A, y)=\infty$.

## Chapter 3

## Compressed sensing: the RIP and NSP in levels

Let us consider compressed sensing as in Section 1.5. The general idea is therefore to recover $x$ from observations $y=U x$ where $U \in \mathbb{R}^{m \times N}$ and $m \ll N$. Under certain conditions on the matrix $U$, every ' $s$-sparse' vector $x$ (i.e. any vector $x$ with at most $s$ non-zero entries) can be recovered by observing $y$ and solving the basis pursuit problem with $\ell^{1}$. Namely, one solves $\operatorname{argmin}_{x^{\prime}}\left\|x^{\prime}\right\|_{1} U x^{\prime}=y$ and hopes that $x=x^{\prime}$ provided that $x$ has $s$-non-zero entries.

If any $s$-sparse vectors $x$ can be perfectly recovered in this way with the same choice of $U$, we say that uniform recovery of order $s$ is possible. More generally if $x$ is close to an $s$-sparse vector then we might expect solutions to the $\ell^{1}$ basis pursuit problem (BP) to be close to $x$. We can encapsulate this statement mathematically by making the following definition:

Definition 3.0.1 (Uniform recovery of order s). Let s be a positive integer. We say that uniform recovery of order $s$ is possible for the matrix $U$ if solutions $\tilde{x}$ to $\overline{\mathrm{BP}}$ satisfy

$$
\begin{equation*}
\|x-\tilde{x}\|_{1} \leq C \sigma_{s}(x)_{1}, \quad \sigma_{s}(x)_{1}:=\min \left\{\left\|x-\widehat{x}_{2}\right\|_{1} \text { such that } \widehat{x}_{2} \text { is } s \text {-sparse }\right\} . \tag{3.0.1}
\end{equation*}
$$

for some constant $C$ independent of $x$. Note that (3.0.1 implies that all $s$-sparse $x$ are recovered exactly by solving $\left(\overline{\mathrm{BP}}\right.$, since if $x$ is $s$-sparse then $\sigma_{s}(x)_{1}=0$.

Proving that uniform recovery of order $s$ is possible for the matrix $U$ is an inherently complicated task. To simplify this task, the nullspace property and Restricted Isometry Property (RIP) have been introduced (see [33] and [60] for more information). More specifically, the nullspace property is defined as follows:
Definition 3.0.2 ( $\ell^{2}$ RNSP of order $s$ ). A matrix $U \in \mathbb{C}^{m \times n}$ is said to satisfy the $\ell^{2}$ robust nullspace property ( $\ell^{2} R N S P$ ) of order $s$ if there is a $\rho \in(0,1)$ and a $\tau>0$ such that for all vectors $v \in \mathbb{C}^{n}$ and all $S$ which are subsets of $\{1,2,3, \ldots, n\}$ with $|S| \leq s$, we have $\left\|v_{S}\right\|_{2} \leq \rho\left\|v_{S^{c}}\right\|_{1} / \sqrt{s}+\tau\|U v\|_{2}$.

The Restricted Isometry Property (RIP) is defined in terms of the Restricted Isometry Constant $\delta_{s}$. A matrix is said to have the RIP if $\delta_{s}<1$.

Definition 3.0.3 (Restricted Isometry Property). The Restricted Isometry Constant (RIC) of order $s$ for a matrix $U \in \mathbb{C}^{m \times n}$, denoted by $\delta_{s}$, is the minimal $\delta \geq 0$ such that

$$
\begin{equation*}
(1-\delta)\|x\|_{2}^{2} \leq\|U x\|_{2}^{2} \leq(1+\delta)\|x\|_{2}^{2} \tag{3.0.2}
\end{equation*}
$$

for all $s$-sparse vectors $x \in \mathbb{C}^{n}$.
It is well known (e.g. 77 and 60 ) that if $U$ satisfies the $\ell^{2}$ RNSP or the RIC of order $s$ is sufficiently small, then equation (3.0.1) is satisfied when finding minimisers $\tilde{x}$ of the basis pursuit problem ( $\overline{\mathrm{BP}}$ ).
Remark 3.0.4. In fact, the RIP and RNSP both imply a stronger result - suppose that instead of seeing $U x$, we see a noisy version $v:=U x+\nu$ for some noise vector $\nu$ with $\|\nu\|_{2} \leq \epsilon$. Instead of finding minimisers of ( $\overline{\mathrm{BP}}$, we can try to recover $x$ by finding minimisers to the basis pursuit denoising problem (BPDN) (so that $x$ itself is a feasible solution). Then any minimiser $\tilde{x}$ to BPDN will satisfy both

$$
\begin{align*}
& \|x-\widetilde{x}\|_{1} \leq C \sigma_{s}(x)_{1}+D \epsilon \sqrt{s}  \tag{3.0.3}\\
& \|x-\widetilde{x}\|_{2} \leq \frac{C \sigma_{s}(x)_{1}}{\sqrt{s}}+D \epsilon \tag{3.0.4}
\end{align*}
$$

for some universal constants $C$ and $D$ provided that $U$ satisfies the $\ell^{2}$ RNSP (e.g. 60], Theorem 4.22) or $\delta_{s}$ is sufficiently small (e.g. $26,27,30,59$ and $28,48,119$ for optimal conditions). In later chapters we shall introduce the $\ell^{2}$ RNSP in levels and the RIP in levels which will also have a similar resilience to noise.

Given the recent substantial interest in uniform recovery it is natural to ask whether this intriguing mathematical concept is actually observed in many of the applications where CS is applied. Certain conditions on $U$, like the Restricted Isometry Property (RIP) (see Definition 3.0.2) and the nullspace property of order $s$ (see Definition 3.0.2) imply uniform recovery of order $s$. However, for general matrices $U$ it is difficult to check that these properties hold. Indeed, it is shown in 117 that verifying that the RIP holds (and thus order $s$ uniform recovery is possible) for general $U$ is an NP hard problem. However, there is a simple test that can be used to show that certain matrices cannot achieve uniform recovery of order $s$ for reasonable values of $s$. This is called the flip test. As this test reveals, there are a significant number of practical applications where uniform recovery is not the correct model for compressed sensing. This list of applications includes Magnetic Resonance Imaging (MRI) [62, 86], other areas of medical imaging such as Computerised Tomography (CT) 40, 65, Nuclear Magnetic Resonance (NMR) [71], Electron Tomography [61,81, as well as other fields such as Fluorescence microscopy [104, 114], Surface scattering such as Helium Atom Scattering (HAS) [73] and Radio interferometry 89].

We will thoroughly document the lack of uniform recovery of order $s$ in this paper, and explain why it does not hold for reasonable $s$ in many applications. It is then natural to ask whether there might be an alternative to uniform recovery of order $s$ that may be more suitable for the actual real world CS applications. With this in mind, we shall generalise uniform recovery of order $s$ to a level based uniform recovery, which
we term uniform recovery of order ( $\mathbf{s}, \mathbf{M}$ ). Numerical experiments will suggest that uniform recovery of order ( $\mathbf{s}, \mathbf{M}$ ) is better suited to many of the applications where CS is used than uniform recovery of order $s$. We will extend the concepts of the RIP and the nullspace property to this setting with the introduction of the RIP in levels and the $\ell^{2}$ robust nullspace property of order $(\mathbf{s}, \mathbf{M})$.

### 3.1 The absence of the uniform recovery and the flip test

### 3.1.1 The flip test



Figure 3.1: A graphical demonstration of the flip test for matrices which exhibit the uniform recovery where $x^{1}$ is a vector exactly recovered by minimisers of ( BP ). Darker colours denote larger values. If uniform recovery of a sufficiently high order holds, then $Q_{\text {reverse }}^{-1} \widetilde{x}^{2}=\widetilde{x}^{1}$.

Although uniform recovery seems convenient, it is in general very difficult to verify that uniform recovery of order $s$ is possible for a matrix $U$. In fact, showing that the RIC of an arbitrary matrix is below a certain value is an NP hard problem 117]. However, some special cases for $U$ do exhibit uniform recovery of order $s$ (e.g. with high probability, Gaussian and Bernoulli matrices can achieve uniform recovery 34 ). Even though it is hard to show that uniform recovery is possible for a general matrix $U$, there is a simple test (the 'flip test', introduced in [2]) that shows that there are a variety of matrices used in practical applications for which uniform recovery grossly underestimates the effectiveness of compressed sensing.

## Flip test (sparse vectors):

Suppose we are given $U \in \mathbb{C}^{m \times n}, s_{1} \in \mathbb{N}$ and an $s_{1}$-sparse vector $x^{1}$ that is perfectly recovered by finding minimisers of the BP problem (BP) using $U$ and $x=x^{1}$. We now want to test if this recovery is uniform.

1. Let $Q$ be an operator that permutes the entries of $x^{1}$ and let $x^{2}=Q x^{1}$. Run the BP problem $\left(\overline{\mathrm{BP}}\right.$ with $x=x^{2}$ to try to recover $x^{2}$ from $U x^{2}$ and obtain
a minimiser $\tilde{x}^{2}$. Compare $x^{1}$ and $Q^{-1} \tilde{x}^{2}$. If $x^{1} \neq Q^{-1} \tilde{x}^{2}$ then we do not have uniform recovery of order $s_{1}$.
2. If the test in the first step failed, we want to test how far we were from uniform recovery of order $s_{1}$. We want to see how many coefficients $s_{2}$ of $x^{2}$ one could hope to recover uniformly. Select a nonzero coefficient of $x^{2}$ and set it to zero and call this new vector $h^{1}$. If we recover $h^{1}$ by using BP with $x=h^{1}$ in ( $\overline{\mathrm{BP}}$ ), then set $s_{2}=s_{1}-1$. If not set $n$ non-zero coefficients of $x^{2}$ to zero to obtain $h^{n}$ and repeat until $h^{n}$ is recovered exactly by using BP with $x=h^{n}$ in (BP). Let

$$
s_{2}=s_{1}-n .
$$

3. If the first step succeeds, retry it with many different permutation matrices $Q$. If this succeeds for a large variety of such $Q$ then this is an indicator (but not a mathematical proof) that we may have uniform recovery.

The particular choice of $Q$ that was given in [2] was the permutation $Q_{\text {reverse }}$ that reverses order - namely, if $x \in \mathbb{C}^{n}$ then

$$
Q_{\text {reverse }}\left(x_{1}, x_{2}, \ldots, x_{n-1}, x_{n}\right)=\left(x_{n}, x_{n-1}, \ldots, x_{2}, x_{1}\right) .
$$

A graphical demonstration and summary of the expected results of the flip test with a matrix $U$ that exhibits uniform recovery is given in Figure 3.1.

We have performed the flip test on Fourier and Hadamard matrices in combinations with wavelet transforms. In particular, the $U$ used in the test is of the form

$$
U=P_{\Omega} \mathrm{DFT} \cdot \mathrm{DWT}_{N}^{-1} \quad \text { or } \quad U=P_{\Omega} \mathrm{HAD} \cdot \mathrm{DWT}_{N}^{-1}
$$

for different successful sampling patterns $\Omega$. The notation DFT, HAD and $\mathrm{DWT}_{N}$ is used throughout this chapter to represent the Discrete Fourier Transform, the Hadamard Transform and the Discrete Wavelet Transform (with Daubechies wavelets with $N$ vanishing moments) respectively. These different types of matrices are represented in a variety of applications including (but not limited to) MRI [62, 86], Radio Interferometry [89], Helium Atom Scattering [73], Electron Tomography [61, 81], CT 40, 65], Fluorescence Microscopy [104, 114, and NMR [71.

| Image | Operator | $s_{1}$ | $s_{2}$ |
| :---: | :---: | :---: | :---: |
| College 1 | DFT•DWT ${ }_{3}^{-1}$ | 121,923 | 329 |
| College 2 | DFT•DWT | $\mathrm{DW}_{4}^{-1}$ | $1,850,917$ |
| College 3 | $\mathrm{HAD}^{2} \cdot \mathrm{DWT}_{2}^{-1}$ | 167,772 | 4 |

Table 3.1: A table displaying the number of non-zeros that are recovered exactly by various operators. $s_{1}$ represents the number of non-zeros that can be recovered from a standard image, whereas $s_{2}$ represents the non-zeros recoverable after flipping.


Figure 3.2: Results of the flip test for different compressed sensing matrices frequently used in applications.

In Figure 3.2 and Table 3.1 we have displayed the results of the flip test. Note the failure of uniform recovery displayed visually in Figure 3.2. More quantitatively, observe the substantial differences between $s_{1}$ and $s_{2}$ in Table 3.1. It is worth noting that even with $97 \%$ sampling as in the second row of Figure 3.2 , there is still a vast difference between $\tilde{x}^{1}$ and $Q^{-1} x^{2}$. Although this may seem surprising at first, this is a consequence the near block diagonal structure of the matrix DFT $\cdot \mathrm{DWT}^{-1}$ (see Figure 3.3 and Remark 3.1.2). The high Fourier frequencies (which, due to the block diagonality, correspond to the finer detail wavelet coefficients) are heavily subsampled since the finer detail coefficients are highly sparse. However, when the wavelet coefficients are flipped, we are now subsampling the Fourier frequencies corresponding to the non-sparse coarse wavelet coefficients. Thus the recovery is poor and we get the results of Figure 3.2 . Note that the flip test will fail in a similar manner if we replace wavelets with other popular frames such as curvelets, contourlets or shearlets $31,49,79$. We thus need to consider more structure than just sparsity to explain the success of compressed sensing in these applications.


Figure 3.3: First row: an image and its wavelet coefficients, where a brighter colour corresponds to a larger value. Second row: absolute values of a variety of compressive sensing matrices. The block diagonal structure allows us to fully sample rows that correspond to the coarser wavelet levels and subsample the rows that correspond to the finer wavelet levels.

Remark 3.1.1 (Sparsity cannot be the right model). The flip test reveals that sparsity cannot be the correct model for these examples in compressed sensing. When the values of $s_{1}$ and $s_{2}$ are (for example)

$$
s_{1}=121,923, \quad s_{2}=329
$$

it is hard to argue that one recovers $s$-sparse vectors for a representative $s$ when the location of the non-zero coefficients is arbitrary. On the contrary, as the flip test reveals, the location of the non-zero coefficients is highly important. If sparsity is not the correct model one needs to revise the model in order to find a more realistic description. Moreover, the concepts of the nullspace property of order $s$ and the RIP no longer apply if sparsity is not the correct model for compressed sensing. Of course, it could be the case that the RIC of order 329 is sufficiently small to allow uniform recovery of order 329 , however, that has nothing to do with the successful recovery of the image with $s=121,923$ non-zero wavelet coefficients.

Remark 3.1.2 (Large coherence and almost block diagonality). One can understand
the lack of uniform recovery from simply looking at Figure 3.3. The blocks in the matrices correspond to the different scales in the wavelet expansion that give a level structure. The wavelet coefficients get relatively sparser in the finer levels and this corresponds to the blocks in the matrices where the absolute values (coherence, see Definition 3.2.8) decrease. The coherence is not uniformly small. In fact, it is very big in the upper left corner and then decreases with the levels. As is well known [60], it is the uniform small coherence that is the key property to prove uniform recovery. It should be noted that there have been attempts in applications to change the measurements in for example MRI and Radio interferometry, in order to make the coherence smaller in the first levels. This is called the spread spectrum technique 98,99 .

### 3.1.2 Weighted sparsity

Consideration of a different explanation for the success of compressed sensing that includes more structure than just plain sparsity is not a novel idea. Indeed, weighted sparsity and the weighted RIP was described in [101] as a structured alternative to sparsity and the RIP. To describe this approach, we shall begin by defining weighted sparsity. More specifically, given a collection of weights $\omega:=\left(\omega_{1}, \omega_{2}, \ldots, \omega_{n}\right) \in \mathbb{R}^{n}$ with $\omega_{j} \geq 1$ for each $j$, a vector $x \in \mathbb{C}^{n}$ is said to be $(\omega, s)$-weighted sparse if the weighted $\ell^{0}$ norm, $\|x\|_{\omega, 0}:=\sum_{j \in \operatorname{supp}(x)} \omega_{j}^{2}$, satisfies $\|x\|_{\omega, 0}<s$. We can similarly extend the $\ell^{1}$ norm to a weighted $\ell^{1}$ norm by defining $\|x\|_{\omega, 1}:=\sum_{j=1}^{n} \omega_{j} x_{j}$ and then examine weighted $\ell^{1}$ minimisation in the same way that we can discuss $\ell^{1}$ minimisation. A preliminary idea to deal with the difficulties raised in Section 3.1.1 is to argue that instead of expecting uniform recovery of order $s$ as in equation (3.0.1) to hold whenever $\tilde{x}$ is a minimiser of $(\widehat{\mathrm{BP}})$, we should hope for uniform recovery of order $(\omega, s)$ to hold. More specifically,

$$
\begin{equation*}
\|\tilde{x}-x\|_{1} \leq C \sigma_{\omega, s}(x)_{1} \tag{3.1.1}
\end{equation*}
$$

where $\sigma_{\omega, s}(x)_{1}:=\min \left\{\left\|x-\widehat{x}_{2}\right\|_{1}\right.$ such that $\widehat{x}_{2}$ is $(\omega, s)$-weighted sparse $\}$ and $C$ is a fixed constant. This is further motivated by the success of such an approach to the recovery of smooth functions from undersampled measurements [101] and the improvements seen by applying weighted $\ell^{1}$ techniques to random Gaussian matrices 76 .

### 3.1.2.1 The insufficiency of uniform recovery of weighted sparse vectors through $\ell^{1}$ minimisation with wavelets

Unfortunately, there are issues with this method when applied to problems involving a level based construction basis such as wavelets like in Section 3.1.1. These are more thoroughly documented in [1], but we shall provide a brief outline here. Just as the flip test demonstrates that in many examples relevant to practical applications the class of $s$-sparse vectors is too big and contains objects that cannot be recovered by $\ell^{1}$ minimisation, we have the same phenomenon for weighted sparsity. We find that for problems involving a level based reconstruction basis, and for any choice of weights $\omega$, the class of $(\omega, s)$-sparse vectors is too large and contains vectors that cannot be recovered by either weighted- $\ell^{1}$ or $\ell^{1}$ minimisation.

In our specific setting above, this means that we have a 'natural' image with wavelet coefficients $w$ that is recovered exactly and a vector $w^{\prime}$ with $\left\|w^{\prime}\right\|_{(\omega, 0)} \leq\|w\|_{(\omega, 0)}$ which is not recovered. Therefore, either $\|w\|_{(\omega, 0)}>s$ and $w$ is not ( $\omega, s$ )-sparse (so a theory based on weighted sparsity does not explain why $w$ is recovered) or $w^{\prime}$ is ( $\omega, s$ )-sparse (but not recovered, so that the class of $(\omega, s)$-sparse vectors is too large and inequality (3.1.1) does not hold).

We can show these results by expanding the 'flip test' from Section 3.1.1. The result is the flip test for weighted sparse vectors:
Flip test (weighted sparse vectors):
Suppose we are given $U \in \mathbb{C}^{m \times n}$, a collection of weights $\omega \in \mathbb{C}^{n}$ and a vector $x^{1} \in \mathbb{C}^{n}$ that is perfectly recovered by finding a minimiser of the BP problem (BP) using $U$ and $x=x^{1}$. Set $s$ to be the minimal value so that $x^{1}$ is $(\omega, s)$-sparse. We now want to test if this recovery is uniform across all $(\omega, s)$-weighted sparse vectors.

1. Let $Q$ be an operator that permutes the entries of $x^{1}$ and let $v=Q x^{1}$. Repeatedly set individual coefficients of $v$ to be 0 until $v$ is also $(\omega, s)$-sparse. Call this new vector $x^{2}$.
 a minimiser $\tilde{x}^{2}$.
2. If $\tilde{x}^{2}$ is not recovered exactly with this method, we do not have uniform recovery of $(\omega, s)$-weighted sparse vectors.
3. Retry steps 1 to 3 with many different permutation matrices $Q$. If this succeeds over for a large variety of such $Q$ then this is an indicator (but not a mathematical proof) that we may have uniform recovery. A single failure, however, demonstrates that we do not have uniform recovery of $(\omega, s)$-weighted sparse vectors.

Figure 3.4 displays some examples where the flip test implies a lack of uniform recovery of weighted sparse vectors (either because $s$ is too small to explain the perfect recovery observed or $s$ is too large and there are too many vectors that are ( $\omega, s$ )weighted sparse as in the previous discussion). Thus, weighted sparsity is insufficient to explain the success of compressed sensing when using wavelets and other X-lets. In Figure 3.4 we have only displayed the result of using $\ell^{1}$ recovery, however, the results are the same when using weighted $\ell^{1}$. See [1] for a thorough discussion of this phenomenon. We shall provide additional insight as to why weighted sparsity is insufficient in Section 3.2.1.4,

Remark 3.1.3. It must be emphasised that weighted sparsity and the weighted RIP were developed in 101 for the purpose of recovering smooth functions with polynomials. Thus, one should not expect the weighted RIP to hold for wavelets. Conversely, the RIP in levels may not work for polynomials, as unlike wavelets there is no level structure present. Moreover, in [76] the weighted approach is used in combination with random Gaussian measurements, which is very different from the setup in this paper. These facts demonstrates the finesses of compressed sensing theory and that we are


Figure 3.4: The figure displays the flip test for weighted sparse vectors with the function $f(x)=\sin (x) \mathbb{1}_{[0,0.3]}-10 \cos (x) \mathbb{1}_{(0.3,0.8]}+9 \mathbb{1}_{(0.8,1]}$ after its wavelet coefficients are thresholded so that perfect recovery is possible. Recovery was done using a subsampled 1D fourier to wavelet matrix, with Daubechies 3 wavelets and $\ell^{1}$ minimisation. The weights on the coefficients in level $i$ were given by $2^{i}$. Similar results follow for other weights and also for recovery with weighted $\ell^{1}$ minimisation.
in need for a collection of much more specific theorems using different sparsity models that depend on the problem.

Remark 3.1.4. The matrices discussed in Section 3.1.1 and Section 3.1.2.1 focused on matrices that can be used to solve finite dimensional models of the real world compressive sensing applications. In some circumstances, it has been shown that this does not match the original infinite dimensional problem and a different finite dimensional approximation is needed $[3,4,20,62,63,97$. It should be noted that the preceding flip tests could easily be adapted to this infinite dimensional setting, and thus uniform recovery of either $s$-sparse vectors or $(\omega, s)$-weighted sparse vectors will still be unattainable for descriptive values of $s$.

### 3.2 An extended theory for compressed sensing

The current mathematical theory for compressive sensing revolves around a few key ideas. These are the concepts of sparsity, incoherence, uniform subsampling and uni-
form recovery of order $s$. In [4] and [104], it was shown that these concepts are absent for a large class of compressed sensing problems. To solve this problem, the extended concepts of asymptotic sparsity, asymptotic incoherence and multi-level sampling were introduced. We now introduce the fourth extended concept in the new theory of compressive sensing: uniform recovery of order ( $\mathbf{s}, \mathbf{M}$ ). To accomplish this, we shall extend the definitions of nullspace property and restricted isometry property of order $s$ to a pair of new concepts - the RIP in levels and the nullspace property of order ( $\mathbf{s}, \mathbf{M}$ ).

### 3.2.1 A level based alternative to sparsity: (s, M)-sparsity

The examples given in Figure 3.2 all involve reconstructing in a basis that is divided into various levels. It is this level based structure that prevents us from observing uniform recovery of order $s$ and necessitates a new theory based on a different kind of sparsity. We shall demonstrate this new theory with wavelets, which we give a brief description of in the following section. Despite our focus on wavelets in the next few pages, it should be noted that our work applies equally to all level based reconstruction bases.

### 3.2.1.1 Wavelets

A multiresolution analysis (as defined in 44, 45, 85]) for $L^{2}(X)$ (where $X$ is an interval or a square) is formed by constructing increasing linear spaces $\left(V_{j}\right)_{j=0}^{\infty}$ (known as the scaling spaces) and linear spaces $\left(W_{j}\right)_{j=0}^{\infty}$ (known as the wavelet spaces) with $V_{j}, W_{j} \subset L^{2}(X)$ so that

1. If $f(\cdot) \in V_{j}$ then $f(2 \cdot) \in V_{j+1}$, and vice-versa.
2. $\overline{\bigcup_{j=0}^{\infty} V_{j}}=L^{2}(X)$ and $\bigcap_{j=0}^{\infty} V_{j}=V_{0}$ is the space of all constant functions on $X$.
3. $W_{j}$ is the orthogonal complement of $V_{j}$ in $V_{j+1}$.

The wavelet expansion of a function $f$ is an expansion in terms of basis elements of $V_{0}$ (the scaling level) and $W_{j}$ for $j \geq 0$ (the wavelet levels, said to be increasingly fine as $j$ increases). For natural images $f$, the largest coefficients in the wavelet expansion of $f$ appear in the levels corresponding to smaller $j$ (the coarser levels). Closer examination of the relative sparsity in each level also reveals a pattern: let $w$ be the collection of wavelet coefficients of $f$ and for a given level $k$ let $S^{k}$ be the indices of all wavelet coefficients of $f$ in the $k$ th level. Additionally, let $\mathcal{M}_{n}$ be the largest (in absolute value) $n$ wavelet coefficients of $f$. Given $\epsilon \in[0,1]$, we define the functions $s(\epsilon)$ and $s_{k}(\epsilon)$ (as in [4]) by

$$
\begin{gathered}
s(\epsilon):=\min \left\{n:\left\|w_{M_{n}}\right\|_{2}=\sqrt{\sum_{i \in \mathcal{M}_{n}}\left|w_{i}\right|^{2}} \geq \epsilon \sqrt{\sum_{k \in \mathbb{N}} \sum_{i \in S^{k}}\left|w_{i}\right|^{2}}=\epsilon\|w\|_{2}\right\}, \\
s_{k}(\epsilon):=\left|\mathcal{M}_{s(\epsilon)} \cap S^{k}\right| .
\end{gathered}
$$



Figure 3.5: The relative sparsity of Haar wavelet coefficients of two image. The leftmost column displays the image in question. The middle and final columns display the values of $s_{k}(\epsilon)$ for $\epsilon \in[0.5,1]$ and $\epsilon \in[0.85,1]$ respectively, where $k$ represents a wavelet level. Of particular importance is the rapid decay of $s_{k}(\epsilon)$ as $k$ grows larger. 'Scaling level' denotes the case where $k$ corresponds to the scaling level.

More succinctly, $s_{k}(\epsilon)$ represents the relative sparsity of the wavelet coefficients of $f$ at the $k$ th scale. If an image is very well represented by wavelets, we would like $s_{k}(\epsilon)$ to be as small as possible for $\epsilon$ close to 1 . However, one can make the following observation: then the ratios $s_{k}(\epsilon) /\left|S^{k}\right|$ decay very rapidly for a fixed $\epsilon$. Numerical examples showing this phenomenon with Haar Wavelets are displayed in Figure 3.5. Summarising, we observe that images taken from the real world are sparse with a structure which the traditional RIP ignores.

### 3.2.1.2 ( $\mathrm{s}, \mathrm{M}$ )-sparsity and uniform recovery of order ( $\mathrm{s}, \mathrm{M}$ )

Uniform recovery of order $s$ suggests that we are able to recover all $s$-sparse vectors exactly, independent of which levels the $s$-sparse vectors are primarily supported on. Instead of such a stringent requirement, we can take advantage of the structure of our problem, a concept that is already popular from the recovery point of view [8,67,68, 118. We have observed that, for wavelets, $s_{k}(\epsilon) /\left|S^{k}\right|$ decays rapidly as $k \rightarrow \infty$ (see Figure 3.5). To further understand this phenomenon, in (4] the concept of (s, M)sparsity was introduced.

Definition 3.2.1 ((s, M)-sparsity). Let $\mathbf{M}=\left(M_{0}, M_{1}, \ldots, M_{l}\right) \in \mathbb{N}^{l+1}$ with $1 \leq M_{1}<$ $M_{2}<\cdots<M_{l}$ and $M_{0}=0$, where the natural number $l$ is called the number of levels. Additionally, let $\mathbf{s}=\left(s_{1}, s_{2}, \ldots, s_{l}\right) \in \mathbb{N}^{l}$ with $s_{i} \leq M_{i}-M_{i-1}$. We call ( $\mathbf{s}, \mathbf{M}$ ) a sparsity pattern.

A set $\Lambda$ of integers is said to be ( $\mathbf{s}, \mathbf{M}$ )-sparse if $\Lambda \subset\left\{M_{0}+1, M_{0}+2, \ldots, M_{l}\right\}$ and for each $i \in\{1,2, \ldots, l\}$, we have $\left|\Lambda \cap\left\{M_{i-1}+1, M_{i-1}+2, \ldots, M_{i}\right\}\right| \leq s_{i}$. $A$ vector is said to be $(\mathbf{s}, \mathbf{M})$-sparse if its support is an $(\mathbf{s}, \mathbf{M})$-sparse set. The collection of $(\mathbf{s}, \mathbf{M})$-sparse vectors is denoted by $\Sigma_{\mathbf{s}, \mathbf{M}}$. We can also define $\sigma_{\mathbf{s}, \mathbf{M}}(x)_{1}$ as a natural extension of $\sigma_{s}(x)_{1}$. Namely, $\sigma_{\mathbf{s}, \mathbf{M}}(x)_{1}:=\min _{\widehat{x} \in \Sigma_{\mathbf{s}, \mathbf{M}}}\|x-\widehat{x}\|_{1}$.

Remark 3.2.2. If ( $\mathbf{s}, \mathbf{M}$ ) is a sparsity pattern, we will sometimes refer to ( $\mathbf{a s}, \mathbf{M}$ )sparse sets for some natural number $a$ even though $a s_{i}$ may be larger than $M_{i}-M_{i-1}$. To make sense of such a statement, we define (in this context)

$$
a \mathbf{s}:=\left(\min \left(a s_{1}, M_{1}-M_{0}\right), \min \left(a s_{2}, M_{2}-M_{1}\right), \ldots, \min \left(a s_{l}, M_{l}-M_{l-1}\right)\right) .
$$

Let us now look at a specific case where ( $\mathbf{s}, \mathbf{M}$ ) represent wavelet levels (again, we emphasise that wavelets are simply one example of a level based system and that our work is more general). Roughly speaking, we can choose $\mathbf{s}$ and $\mathbf{M}$ (we set $\mathbf{M}$ so that $M_{i-1}+1$ is the first index for the $i$-th wavelet level)such that $x$ is ( $\mathbf{s}, \mathbf{M}$ )-sparse if it has fewer non-zero coefficients in the finer wavelet levels. As with uniform recovery of order $s$, we ask for minimisers $\tilde{x}$ to (BP). Instead of asking for (3.0.1), we might expect

$$
\begin{equation*}
\|x-\tilde{x}\|_{1} \leq C \sigma_{\mathbf{s}, \mathbf{M}}(x)_{1} \tag{3.2.1}
\end{equation*}
$$

for some $C$ independent of $x$. If these conditions are satisfied then we say that uniform recovery of order $(\mathbf{s}, \mathbf{M})$ is possible for the matrix $U$.

### 3.2.1.3 The flip test in levels

In Section 3.1.1, we saw that there was a simple test that uniform recovery of order $s$ is not an accurate explanation for why compressed sensing is effective with some matrices $U$. However, the argument in Section 3.1.1 does not apply if we expect uniform recovery of order ( $\mathbf{s}, \mathbf{M}$ ) instead of uniform recovery of order $s$ (since equation (3.0.1) will no longer hold for minimisers $\tilde{x}$ of ( $\overline{\mathrm{BP}}$ ).

Flip test in levels ((s, M)-sparse vectors):
Suppose we are given $U \in \mathbb{C}^{m \times n}$, a sparsity pattern ( $\mathbf{s}, \mathbf{M}$ ) and an ( $\mathbf{s}, \mathbf{M}$ )-sparse vector $x^{1}$ that is perfectly recovered by finding a minimiser of the BP problem (BP) using $U$ and $x=x^{1}$. We now want to test if this recovery is uniform.

1. Let $Q$ be a randomly chosen permutation with $Q\left(\Sigma_{\mathbf{s}, \mathbf{M}}\right)=\Sigma_{\mathbf{s}, \mathrm{M}}$ and let $x^{2}=$ $Q x^{1}$. Run the BP problem ( $\overline{\mathrm{BP}}$ ) with $x=x^{2}$ to try to recover $x^{2}$ from $U x^{2}$ and obtain a minimiser $\tilde{x}^{2}$. Compare $x^{1}$ and $Q^{-1} \tilde{x}^{2}$. If $x^{1} \neq Q^{-1} \tilde{x}^{2}$ then we do not have uniform recovery of order ( $\mathbf{s}, \mathbf{M}$ ) (since $x^{2}$ is ( $\mathbf{s}, \mathbf{M}$ )-sparse).
2. If the first step succeeds, retry it with many different permutation matrices $Q$ satisfying $Q\left(\Sigma_{\mathbf{s}, \mathbf{M}}\right)=\Sigma_{\mathbf{s}, \mathbf{M}}$. If this succeeds over for a large variety of such $Q$ then this is an indicator (but not a mathematical proof) that we may have uniform recovery.
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Figure 3.6: Results of the flip test when the flipping preserves the sparsity within the levels.

The requirement that $Q\left(\Sigma_{\mathbf{s}, \mathbf{M}}\right)=\Sigma_{\mathbf{s}, \mathbf{M}}$ now requires us to consider different permutations than a simple reverse permutation as in Section 3.1.1. A natural adaptation of $Q_{\text {reverse }}$ to this new 'flip test in levels' is a permutation that just reverses coefficients within each wavelet level. Figure 3.6 displays what happens when we attempt to do the flip test with this permutation. In this case, we see that the performance of CS reconstruction under flipping and the performance of standard CS reconstruction are very similar. This suggests that uniform recovery within the class of ( $\mathbf{s}, \mathbf{M}$ )-sparse vectors (as in 3.2.1) is possible with a variety of practical compressive sensing matrices. Indeed, in Table 3.2 we also consider a collection of randomly generated $Q$ with $Q\left(\Sigma_{\mathbf{s}, \mathbf{M}}\right)=\Sigma_{\mathbf{s}, \mathbf{M}}$. We see that perfect recovery of $Q x^{1}$ is possible for a wide variety of permutation matrices $Q$.

Remark 3.2.3. Throughout this chapter we have used a variety of numerical tests to demonstrate that in a collection of compressive imaging applications the concepts of

Table 3.2: Flip test in levels with randomly generated permutations

| Image | Subsampling <br> percentage | Matrix | Permutations <br> where $x^{2}$ was <br> was perfectly <br> recovered | Permutations <br> where $x^{2}$ was <br> was not perfectly <br> recovered |
| :---: | :---: | :---: | :---: | :---: |
| College 1 | $12.48 \%$ | $\mathrm{DFT} \cdot \mathrm{DWT}_{3}^{-1}$ | 1000 | 0 |
| College 2 | $97.17 \%$ | $\mathrm{DFT} \cdot \mathrm{DWT}_{4}^{-1}$ | 1000 | 0 |
| College 3 | $15.54 \%$ | $\mathrm{HAD} \cdot \mathrm{DWT}_{2}^{-1}$ | 1000 | 0 |

A table displaying the flip test in levels for various images $x^{1}$ as in Figure 3.6 permuted using $Q$ to form $x^{2}=Q x^{1}$. Each image was processed with a fixed subsampling pattern and 1000 randomly generated permutations as described in Section 3.2.1.3.
uniform recovery of sparse vectors or uniform recovery of weighted sparse vectors are not appropriate to explain the success of compressed sensing. By contrast, there is evidence (like the flip test in levels) to suggest that uniform recovery of ( $\mathbf{s}, \mathbf{M}$ )-sparse vectors is the right model to explain why compressive imaging works with applications using matrices such as DFT • IWT or HAD • IWT. Further detail on this claim is provided in (1).

### 3.2.1.4 Relating ( $\mathrm{s}, \mathrm{M}$ )-sparsity and weighted sparsity

The 'flip test in levels' suggests that for many compressed sensing problems, there are s and $\mathbf{M}$ such that all ( $\mathbf{s}, \mathbf{M}$ )-sparse vectors are recovered equally well by $\ell^{1}$ minimisation. With this in mind, we are now in a position to provide additional details on why the same is not the case for weighted sparsity. Indeed, one can easily state and prove the following theorem (see [1] for details):

Theorem 3.2.4 (The relationship between weighted sparsity and ( $\mathbf{s}, \mathbf{M}$ )-sparsity). Let $(\mathbf{s}, \mathbf{M})$ have $l$ levels (with $l>2$ ) and fix $r<l$. Suppose that the collection of $(\mathbf{s}, \mathbf{M})$-sparse vectors are all $(\omega, X)$-weighted sparse for some $X$. Then there is an $l_{0}$ with $r<l_{0}<l$ such that the collection of ( $\left.\tilde{\mathbf{s}}, \mathbf{M}\right)$-sparse are also $(\omega, X)$-weighted sparse, where

$$
\tilde{\mathbf{s}}=(\underbrace{s_{1}, s_{2}, \ldots, s_{r}}_{r}, \underbrace{0,0, \ldots, 0}_{l_{0}-1-r},(l-r) s_{l_{0}}, 0, \ldots, 0) .
$$

In particular, the set of $(\mathbf{s}, \mathbf{M})$-sparse and $(\omega, X)$-weighted sparse vectors are not the same.

The use of this theorem becomes apparent if we consider Figure 3.4. As in the second row of Figure 3.3, the Fourier to Wavelet matrix in Figure 3.4 is well approximated by block diagonal matrices. This block diagonality structure means that we can design our sampling pattern so that information corresponding to coarser wavelet levels is more readily captured than the information corresponding to the finer wavelet
levels. Since the finer wavelet levels are relatively more sparse (see the first row of Figure 3.3 and Figure 3.5) we can design a sampling pattern to effectively capture images (note however that this variable density/multilevel sampling schemes have been discussed in [4, 16, 39, 78, 86, 100, 125 and structured sampling in [35, 124]). To utilise these ideas we choose a sampling pattern so that the first $r$ levels will be fully sampled, but after that subsampling occurs and this is where we run into difficulties with weighted sparsity. If we suppose that recovering all vectors with $s_{k}$ non zero coefficients in the indices corresponding to the $k$ th wavelet level takes $\Omega_{k}$ measurements in that level, then recovering all weighted sparse vectors requires $(l-r) \Omega_{k}$ measurements for some $k$. Unfortunately, this leads to weighted sparsity overestimating the number of measurements required to recover all vectors of interest. Unless we substantially oversample the finer wavelet levels then we are unable to see uniform recovery of weighted sparse vectors.

### 3.2.1.5 The $\ell^{2}$ robust nullspace property of order ( $\mathrm{s}, \mathrm{M}$ ) and the RIP in levels

Given the success of the 'flip test in levels', let us now try to find a sufficient condition on a matrix $U \in \mathbb{C}^{m \times n}$ that allows us to conclude that uniform recovery of order ( $\mathbf{s}, \mathbf{M}$ ) is possible for $U$. If the RIP implies uniform recovery of order $s$ then the obvious idea is to extend the RIP to a so-called 'RIP in levels', defined as follows:

Definition 3.2.5 (RIP in levels). For a given sparsity pattern (s, M) and matrix $U \in \mathbb{C}^{m \times n}$, the RIP in levels $\left(\operatorname{RIP}_{L}\right)$ constant of order $(\mathbf{s}, \mathbf{M})\left(\operatorname{RIC}_{L}\right)$, denoted by $\delta_{\mathbf{s}, \mathrm{M}}$, is the smallest $\delta>0$ such that

$$
(1-\delta)\|x\|_{2}^{2} \leq\|U x\|_{2}^{2} \leq(1+\delta)\|x\|_{2}^{2}
$$

for all $x \in \Sigma_{\mathbf{s}, \mathbf{M}}$.
We will see that the RIP in levels allows us to obtain error estimates on $\|x-\widetilde{x}\|_{1}$ and $\|x-\widetilde{x}\|_{2}$ with $\widetilde{x}$ set to be a minimiser of (BP). Similar error estimates can be obtained if $U$ satisfies the $\ell^{2}$ robust nullspace property of order ( $\mathbf{s}, \mathbf{M}$ ), a natural generalisation of the nullspace property of order $s$.

Definition 3.2.6 (The order ( $\mathbf{s}, \mathbf{M}) \ell^{2}$ RNSP). A matrix $U \in \mathbb{C}^{m \times n}$ satisfies the $\ell^{2}$ robust nullspace property of order $(\mathbf{s}, \mathbf{M})$ if there is a $\rho \in(0,1)$ and $a \tau>0$ such that

$$
\begin{equation*}
\left\|v_{S}\right\|_{2} \leq \frac{\rho}{\sqrt{\tilde{s}}}\left\|v_{S^{c}}\right\|_{1}+\tau\|U v\|_{2} \tag{3.2.2}
\end{equation*}
$$

for all $(\mathbf{s}, \mathbf{M})$-sparse sets $S$ and vectors $v \in \mathbb{C}^{n}$.

### 3.2.2 Matrices with a small RIP $_{L}$ constant

To see how matrices similar to the ones in Figure 3.6 have a small $\mathrm{RIC}_{L}$, we will first explain how the sampling patterns in Figure 3.6 were obtained. Earlier work on compressive sensing suggested that sampling should be done uniformly at random
(see 60]). Because of the near block diagonality of the matrices DFT • IWT and HAD • IWT for a variety of wavelets, instead of sampling uniformly at random, it is better to sample using a multilevel structure, where the percentage subsampling of each block depends on the relative importance of the corresponding wavelet coefficients (as done in [4], among others). More precisely, we can make the following definition:

Definition 3.2.7 (Multilevel sampling). Let $N$ be the dimension of the ambient measurement space. We set $\mathbf{N}:=\left(N_{0}, N_{1}, \ldots, N_{l}\right)$ and $\mathbf{m}:=\left(m_{1}, m_{2}, \ldots, m_{l}\right)$ so that $0=N_{0}<N_{1}<N_{2} \cdots<N_{l}=N$ and $m_{k} \leq N_{k}-N_{k-1}$ for every $k=1, \ldots, l$. For each such $k$, set $\Omega_{k}=\left\{t_{k, 1}, \ldots t_{k, m_{k}}\right\}$ where the $t_{k, j}$ for $j=1, \ldots m_{k}$ are selected independently and uniformly at random from $\left\{N_{k-1}+1, \ldots, N_{k}\right\}$. We call $\Omega=\Omega_{\mathbf{N}, \mathbf{m}}=\Omega_{1} \cup \Omega_{2} \cdots \cup \Omega_{l} a(\mathbf{N}, \mathbf{m})$-multilevel subsampling scheme

We define the coherence of $U$ to determine how effective recovery is with equation (BP) for matrices $U=P_{\Omega} M$ where $M$ is an isometry and where $\Omega$ is taken uniformly at random.

Definition 3.2.8 (Coherence). The coherence of a matrix $M \in \mathbb{C}^{N \times N}$, denoted by $\mu(M)$, is the quantity

$$
\mu(M):=\max _{i, j=1, \ldots, N}\left|M_{i, j}\right|^{2} .
$$

If $\mu(M)$ is sufficiently small and $\Omega$ is a sufficiently large set taken uniformly at random from $1,2, \ldots, N$ then with high probability $P_{\Omega} M$ will satisfy the RIP (and therefore exhibit uniform recovery). The related quantity with uniform multilevel subsampling is coherence in levels.

Definition 3.2.9 (Local Coherence). Given a sparsity pattern (s, M) and a uniform $(\mathbf{m}, \mathbf{N})$-multilevel subsampling scheme, we define the $(j, k)$ coherence in levels of the matrix $M$ with respect to $(\mathbf{s}, \mathbf{M})$ and $(\mathbf{m}, \mathbf{N})$ to be the value $\mu_{j, k}(\mathbf{N}, \mathbf{M})$ where

$$
\begin{equation*}
\mu_{j, k}(M)=\max \left\{\left|M_{s, t}\right|^{2} \text { such that } s \in\left\{N_{j-1}+1, \ldots, N_{j}\right\}, t \in\left\{M_{k-1}+1, \ldots M_{k}\right\}\right\} \tag{3.2.3}
\end{equation*}
$$

If the coherence in levels of a matrix is sufficiently small and $\Omega$ is a sufficiently dense uniform multilevel subsampling scheme then we can show that $P_{\Omega} M$ satisfies the $\mathrm{RIP}_{L}$. Indeed in 83 the following result was shown

Theorem 3.2.10 (The existence of $\operatorname{RIP}_{L}$ matrices). There exists a constant $C>0$ with the following property: let $M \in \mathbb{C}^{N \times N}$ be an isometry, $l \in \mathbb{N}$ and $\epsilon, \delta$ real numbers such that $0<\epsilon, \delta<1$. Let $l_{0}$ be a natural number with $0 \leq l_{0} \leq l$ and $\Omega_{\mathbf{N}, \mathrm{m}}$ be an ( $\mathbf{N}, \mathbf{m}$ )-multilevel subsampling scheme and $(\mathbf{s}, \mathbf{M})$ be a sparsity pattern. Suppose that $m_{k}=N_{k}-N_{k-1}$ for $k=1,2 \ldots, l_{0}$ and that

$$
\begin{equation*}
m_{k} \geq C \delta^{-2}\left(N_{k}-N_{k-1}\right)\left(\sum_{r=1}^{l} \mu_{k, r} s_{r}\right)\left(l \log (2 \tilde{m}) \log (2 N) \log ^{2}(2 s)+\log \left(\epsilon^{-1}\right)\right) \tag{3.2.4}
\end{equation*}
$$

$k>l_{0}$ where $\tilde{m}=m_{l_{0}+1}+\cdots m_{r}$. Then with probability at least $1-\epsilon$, the matrix $U=P_{\Omega} M$ satisfies the $\operatorname{RIP}_{L}$ of order $(\mathbf{s}, \mathbf{M})$ with constant $\delta_{\mathbf{s}, \mathbf{M}} \leq \delta$.

In particular, it is possible to use results from [5] to obtain a condition on the number of measurements taken that guarantees that matrices of the form $P_{\Omega} \mathrm{DFT}$. Haar $^{-1}$ satisfy the $\operatorname{RIP}_{L}$ where $\Omega$ is a uniform multilevel subsampling scheme and DFT and Haar ${ }^{-1}$ are the 1D Discrete Fourier Transform and 1D Inverse Haar Wavelet Transform respectively. More precisely, Corollary 3.3 from [83] says the following.

Theorem 3.2.11 (The RIP $_{L}$ of the DFT $\cdot$ Haar $^{-1}$ matrix). There exists a constant $C>0$ with the following property: let $N=2^{l}$ for some $l \in \mathbb{N}$, where $l$ is the number of wavelet levels and $\epsilon, \delta$ real numbers such that $0<\epsilon, \delta<1$. Set $S^{k}=2^{\max (k-1,1)}$ to be the number of wavelet coefficients in the $k$ th level. Suppose that $m_{k}$ satisfies

$$
\begin{equation*}
m_{k} \geq C \delta^{-2}\left(s_{k}+\sum_{r=l_{0}+1}^{l} 2^{-|k-r|} s_{r}\right)\left(\log (2 m) \log ^{2}(2 N) \log ^{2}(2 s)+\log \left(\epsilon^{-1}\right)\right) \tag{3.2.5}
\end{equation*}
$$

for $k=1,2, \ldots, l$ and where $s=\sum_{i=1}^{l} s_{i}$. Then if $\Omega$ is a $(\mathbf{N}, \mathbf{m})$-multilevel sampling scheme with $\mathbf{N}=\left(0, S^{1}, S^{1}+S^{2}, \ldots, \sum_{r=1}^{l} S^{k}\right)$ and $\mathbf{m}=\left(m_{1}, m_{2}, \ldots, m_{l}\right)$ then the matrix $P_{\Omega}$ DFT $\cdot$ Haar $^{-1}$ satisfies $\delta_{\mathbf{s}, \mathbf{M}}<\delta$ for $\mathbf{M}:=\mathbf{N}$ and $\mathbf{s}:=\left(s_{1}, s_{2}, \ldots, s_{l}\right)$ with probability exceeding $1-\epsilon$.

It is possible to give further examples of matrices with a small $\mathrm{RIP}_{L}$ constant by examining their coherence in levels and employing Theorem 3.2.10. Bounds on the coherence in levels for a variety of matrices can be examined by using tools developed in papers such as [74. Moreover, one can obtain a version of Theorem 3.2.11 for Hadamard matrices combined with Haar wavelets as the resulting matrix $U=$ HAD . $\mathrm{DWT}_{\text {Haar }}^{-1}$ is completely block diagonal (see Figure 3.3), however, this is beyond the scope of this paper.

### 3.3 Main results

If a matrix $U \in \mathbb{C}^{m \times n}$ satisfies the RIP then $\left(1-\delta_{s}\right)<\left\|u_{i}\right\|_{2}^{2}<\left(1+\delta_{s}\right)$ for each column $u_{i}$ of $U$. To ensure that we have similar control over $\left\|u_{i}\right\|_{2}$ with the $\operatorname{RIP}_{L}$ we make the following two definitions:

Definition 3.3.1 (Ratio constant). The ratio constant of a sparsity pattern (s, M), which we denote by $\eta_{\mathbf{s}, \mathrm{M}}$, is given by $\eta_{\mathbf{s}, \mathrm{M}}:=\max _{i, j} s_{i} / s_{j}$.

If the sparsity pattern $(\mathbf{s}, \mathbf{M})$ has $l$ levels and there is a $j \in\{1,2, \ldots, l\}$ for which $s_{j}=0$ then we write $\eta_{\mathrm{s}, \mathrm{M}}=\infty$.

Definition 3.3.2 (Covering a matrix). A sparsity pattern (s, M) is said to cover $a$ matrix $U \in \mathbb{C}^{m \times n}$ if

1. $\eta_{\mathrm{s}, \mathrm{M}}<\infty$
2. $M_{l} \geq n$ where $l$ is the number of levels for $(\mathbf{s}, \mathbf{M})$.

If a sparsity pattern does not cover $U$ because it fails to satisfy either 1 or 2 from the definition of a sparsity pattern covering a matrix $U$ then we cannot guarantee
recovery of ( $\mathbf{s}, \mathbf{M}$ )-sparse vectors, even in the case that $\delta_{\mathbf{s}, \mathbf{M}}=0$. We shall justify the necessity of both conditions using two counterexamples. Firstly, we shall provide a matrix $U$, a sparsity pattern ( $\mathbf{s}, \mathbf{M}$ ) and an ( $\mathbf{s}, \mathbf{M}$ )-sparse vector $x_{1} \in \mathbb{C}^{n}$ such that $\eta_{\mathrm{s}, \mathrm{M}}=\infty, \delta_{\mathbf{s}, \mathrm{M}}=0$ and $x_{1}$ is not recovered by standard $\ell^{1}$ minimisation. Indeed, consider the following

$$
U=\left(\begin{array}{ll}
1 & 2 \\
0 & 0
\end{array}\right), \quad \mathbf{s}=(1,0), \quad \mathbf{M}=(0,1,2), \quad x_{1}=\binom{1}{0} .
$$

By the definition of $\eta_{\mathrm{s}, \mathrm{M}}$, we have $\eta_{\mathrm{s}, \mathrm{M}}=\infty$ and it is obvious that $\delta_{\mathrm{s}, \mathrm{M}}=$ 0 . Furthermore, even without noise, $x_{1}$ does not solve the minimisation problem $\min \|\tilde{x}\|_{1}$ such that $U x_{1}=U \tilde{x}$. This can easily be seen by observing that $U x_{1}=U x_{2}$ with $\left\|x_{2}\right\|_{1}=\frac{1}{2}$ where $x_{2}:=(0,1 / 2)^{T}$. It is therefore clear that Assumption 1 is necessary. We shall now provide an explanation for why Assumption 2 is also a requirement if we wish for the $\operatorname{RIP}_{L}$ to be a sufficient condition for the recovery of ( $\mathbf{s}, \mathbf{M}$ )-sparse vectors. This time, consider the following combination of $U,(\mathbf{s}, \mathbf{M})$ and $x_{1}$ :

$$
U=\left(\begin{array}{lll}
1 & 0 & 2 \\
0 & 1 & 0
\end{array}\right), \quad \mathbf{s}=(1), \quad \mathbf{M}=(0,1), \quad x_{1}=(1,0,0)^{T} .
$$

and again, even though $\delta_{\mathbf{s}, \mathrm{M}}=0$, recovery is not possible because $U x_{1}=U x_{2}$ with $\left\|x_{2}\right\|_{1}=1 / 2$ where $x_{2}:=(0,0,1 / 2)^{T}$.

We shall therefore try to prove that uniform recovery of order $(\mathbf{s}, \mathbf{M})$ is possible with the $\operatorname{RIP}_{L}$ under the assumption that $(\mathbf{s}, \mathbf{M})$ covers $U$. To do this, we need one further definition. In equation (3.0.4) the bound on $\|x-\widetilde{x}\|_{2}$ involves $\sqrt{s}$. This arises because $s$ is the maximum number of non-zero values that could be in an $s$-sparse vector. The equivalent for ( $\mathbf{s}, \mathbf{M}$ )-sparse vectors is the following:

Definition 3.3.3 (Number of elements of a sparsity pattern). The number of elements of a sparsity pattern ( $\mathbf{s}, \mathbf{M}$ ), which we denote by $\widetilde{s}$, is given by $\tilde{s}:=s_{1}+s_{2}+\cdots+s_{l}$.

To prove that a sufficiently small RIP in levels constant implies uniform recovery of order ( $\mathbf{s}, \mathbf{M}$ ), it is natural to adapt the steps used in $[7$ to prove that the RIP implies uniform recovery of order $s$. This adaptation yields a sufficient condition for recovery even in the noisy case.

Theorem 3.3.4 ( $\operatorname{RIP}_{L}$ Recovery Theorem). Let ( $\mathbf{s}, \mathbf{M}$ ) be a sparsity pattern with $l$ levels and ratio constant $\eta_{\mathbf{s}, \mathrm{M}}$. Suppose that the matrix $U \in \mathbb{C}^{m \times n}$ is covered by ( $\mathbf{s}, \mathbf{M}$ ) and has a $\operatorname{RIP}_{L}$ constant $\delta_{2 \mathbf{s}, \mathrm{M}}$ satisfying

$$
\begin{equation*}
\delta_{2 \mathrm{~s}, \mathrm{M}}<\frac{1}{\sqrt{l\left(\sqrt{\eta_{\mathrm{s}, \mathbf{M}}}+\frac{1}{4}\right)^{2}+1}} . \tag{3.3.1}
\end{equation*}
$$

Furthermore, suppose that $x \in \mathbb{C}^{n}$ and $v=U x+\nu$ where $\|\nu\|_{2} \leq \epsilon$. Then any $\widetilde{x} \in \mathbb{C}^{n}$
which are minimisers of the noisy $\ell^{1}$ minimisation problem (BPDN) also satisfy

$$
\begin{align*}
& \|x-\widetilde{x}\|_{1} \leq C_{1} \sigma_{\mathbf{s}, \mathbf{M}}(x)_{1}+D_{1} \sqrt{\tilde{s}} \epsilon \text { and }  \tag{3.3.2}\\
& \|x-\widetilde{x}\|_{2} \leq \frac{\sigma_{\mathbf{s}, \mathbf{M}}(x)_{1}}{\sqrt{\tilde{s}}}\left(C_{2}+C_{2}^{\prime} \sqrt[4]{l \eta_{\mathbf{s}, \mathbf{M}}}\right)+\epsilon\left(D_{2}+D_{2}^{\prime} \sqrt[4]{l \eta_{\mathbf{s}, \mathbf{M}}}\right) \tag{3.3.3}
\end{align*}
$$

where $C_{1}, C_{2}, C_{2}^{\prime}, D_{1}, D_{2}$ and $D_{2}^{\prime}$ depend only on $\delta_{2 \mathrm{~s}, \mathrm{M}}$. Note that the noiseless case $\epsilon=0$, equation (3.3.2) reduces to uniform recovery of order (s, M) and (BPDN) reduces to $(\overline{\mathrm{BP}}$.

This result allows uniform recovery within the class of ( $\mathbf{s}, \mathbf{M}$ )-sparse vectors but the requirement on $\delta_{2 \mathrm{~s}, \mathrm{M}}$ depends on $l$ and $\eta_{\mathrm{s}, \mathrm{M}}$. We make the following observations:

1. If we pick a sparsity pattern that uses lots of levels then we will require a smaller $\mathrm{RIP}_{L}$ constant (note however that if we work with wavelets and $\mathbf{M}$ corresponds to wavelet levels then the number of levels $l$ is approximately $\log _{2}(N)$, so that the $\operatorname{RIP}_{L}$ constant only has to shrink like $1 / \sqrt{\log _{2}(N)}$.
2. If we pick a sparsity pattern with fewer levels then to explain the excellent observed recovery in applications we shall have choose $s_{i}$ so that $s_{i} / s_{j}$ is correspondingly larger for distinct $i$ and $j$.
3. If the $\mathrm{RIP}_{L}$ constant $\delta_{2 \mathrm{~s}, \mathrm{M}}$ is sufficiently small so that the conclusion of Theorem 3.3.4 holds, the bound on $\|x-\tilde{x}\|_{2}$ is weaker than the bound (3.0.4) obtained using the RIP.

As a consequence of these observations, at first glance it may appear that the results we have obtained with the $\operatorname{RIP}_{L}$ are weaker than those given using the standard RIP. However, Theorem 3.3 .4 is stronger than any theorem based around uniform recovery in two senses. Firstly, if one considers a sparsity pattern with one level then the bounds (3.3.2) and (3.3.3) reduce to (3.0.3) and (3.0.4) respectively. Secondly, neither equation (3.0.1) nor (3.0.3) applies at all if we do not have uniform recovery. Therefore, for the examples given in Figure $3.2,(3.0 .1)$ and $(3.0 .3)$ are not applicable.

Ideally, it would be possible to find a constant $C$ such that if the $\mathrm{RIP}_{L}$ constant is smaller than $C$ then recovery of all ( $\mathbf{s}, \mathbf{M}$ )-sparse vectors would be possible. Unfortunately, we shall demonstrate that this is impossible in Theorems 3.3.5 and 3.3.6 Indeed, in some sense Theorem 3.3 .4 is optimal in $l$ and $\eta_{\mathbf{s}, \mathbf{M}}$, as the following results confirm.

Theorem 3.3.5 ( $\operatorname{RIP}_{L}$ dependence on the ratio constant). Fix $a \in \mathbb{N}$ and $f: \mathbb{R} \rightarrow \mathbb{R}$ such that $f\left(\eta_{\mathbf{s}, \mathbf{M}}\right)=o\left(\eta_{\mathbf{s}, \mathbf{M}}^{\frac{1}{2}}\right)$. Then there are $m, n \in \mathbb{N}$, a matrix $U^{\prime} \in \mathbb{C}^{m \times n}$ and a sparsity pattern ( $\mathbf{s}, \mathbf{M}$ ) with two levels that covers $U^{\prime}$ such that the $\operatorname{RIP}_{L}$ constant $\delta_{a \mathrm{~s}, \mathrm{M}}$ and ratio constant $\eta_{\mathrm{s}, \mathrm{M}}$ satisfy

$$
\begin{equation*}
\delta_{a s, \mathrm{M}} \leq \frac{1}{\left|f\left(\eta_{\mathbf{s}, \mathbf{M}}\right)\right|} \tag{3.3.4}
\end{equation*}
$$

but there is an ( $\mathbf{s}, \mathbf{M}$ )-sparse $z^{1}$ such that

$$
z^{1} \notin \arg \min \|z\|_{1} \text { such that } U^{\prime} z=U^{\prime} z^{1} .
$$

Roughly speaking, Theorem 3.3.5 says that if we fix the number of levels and try to replace the condition

$$
\delta_{2 \mathbf{s}, \mathbf{M}}<\frac{1}{\sqrt{l\left(\sqrt{\eta_{\mathbf{s}, \mathbf{M}}}+\frac{1}{4}\right)^{2}+1}}
$$

with a condition of the form $\delta_{2 \mathbf{s}, \mathbf{M}}<\left(\eta_{\mathbf{s}, \mathbf{M}}\right)^{-\alpha / 2} /(C \sqrt{l})$ for some constant $C$ and some $\alpha<1$ then the conclusion of Theorem 3.3.4 ceases to hold. In particular, the requirement on $\delta_{2 \mathbf{s}, \mathbf{M}}$ cannot be independent of $\eta_{\mathbf{s}, \mathbf{M}}$. The parameter $a$ in the statement of Theorem 3.3.5 says that we cannot simply fix the issue by changing $\delta_{2 \mathrm{~s}, \mathrm{M}}$ to $\delta_{3 \mathrm{~s}, \mathrm{M}}$ or any further multiple of $\mathbf{s}$.

Similarly, we can state and prove a similar theorem that shows that the dependence on the number of levels, $l$, cannot be ignored.

Theorem 3.3.6 ( $\operatorname{RIP}_{L}$ dependence on the number of levels). Fix $a \in \mathbb{N}$ and $f: \mathbb{R} \rightarrow \mathbb{R}$ such that $f(l)=o\left(l^{\frac{1}{2}}\right)$. Then there are $m, n \in \mathbb{N}$, a matrix $U^{\prime} \in \mathbb{C}^{m \times n}$ and a sparsity pattern $(\mathbf{s}, \mathbf{M})$ that covers $U^{\prime}$ with ratio constant $\eta_{\mathbf{s}, \mathrm{M}}=1$ and $l$ levels such that the $\mathrm{RIP}_{L}$ constant $\delta_{a s, \mathrm{M}}$ corresponding to $U^{\prime}$ satisfies $\delta_{a \mathrm{~s}, \mathrm{M}} \leq 1 /|f(l)|$ but there is an ( $\mathbf{s}, \mathbf{M}$ )-sparse $z^{1}$ such that

$$
z^{1} \notin \arg \min \|z\|_{1} \text { such that } U^{\prime} z=U^{\prime} z^{1} .
$$

Furthermore, Theorem 3.3 .7 shows that the $\ell^{2}$ error estimate on $\|x-\widetilde{x}\|_{2}$ is optimal up to constant terms.

Theorem 3.3.7 ( $\mathrm{RIP}_{L} \ell^{2}$ error optimality). The $\ell^{2}$ result (3.3.3) in Theorem 3.3.4 is sharp in the following sense:

1. For a fixed $a \in \mathbb{N}$ and any functions $f, g: \mathbb{R} \rightarrow \mathbb{R}$ such that $f(\eta)=o\left(\eta^{\frac{1}{4}}\right)$ and $g(\eta)=O(\sqrt{\eta})$, there are natural numbers $m$ and $n$, a matrix $U^{\prime} \in \mathbb{C}^{m \times n}$ and $a$ sparsity pattern ( $\mathbf{s}, \mathbf{M}$ ) with two levels that such that

- ( $\mathbf{s}, \mathbf{M})$ covers $U^{\prime}$
- The $\operatorname{RIP}_{L}$ constant corresponding to the sparsity pattern (as, M), denoted by $\delta_{a \mathrm{~s}, \mathrm{M}}$, satisfies $\delta_{a \mathrm{~s}, \mathrm{M}} \leq 1 /\left|g\left(\eta_{\mathbf{s}, \mathbf{M}}\right)\right|$.
- There exist vectors $z$ and $z^{1}$ such that $U^{\prime}\left(z-z^{1}\right)=0$ and $\|z\|_{1} \leq\left\|z^{1}\right\|_{1}$ but

$$
\left\|z-z^{1}\right\|_{2}>\frac{f\left(\eta_{\mathbf{s}, \mathbf{M}}\right)}{\sqrt{\tilde{s}}} \sigma_{\mathbf{s}, \mathbf{M}}\left(z^{1}\right)_{1} .
$$

2. For a fixed $a \in \mathbb{N}$ and any functions $f, g: \mathbb{R} \rightarrow \mathbb{R}$ such that $f(l)=o\left(l^{\frac{1}{4}}\right)$ and $g(l)=O(\sqrt{l})$, there are natural numbers $m$ and $n$, a matrix $U^{\prime} \in \mathbb{C}^{m \times n}$ and a sparsity pattern $(\mathbf{s}, \mathbf{M})$ with $\eta_{\mathbf{s}, \mathbf{M}}=1$ such that

- $(\mathbf{s}, \mathbf{M})$ covers $U^{\prime}$
- The $\operatorname{RIP}_{L}$ constant corresponding to the sparsity pattern $(a \mathbf{s}, \mathbf{M})$, denoted by $\delta_{a \mathbf{s}, \mathbf{M}}$, satisfies $\delta_{a \mathbf{s}, \mathbf{M}} \leq 1 /|g(l)|$.
- There exist vectors $z$ and $z^{1}$ such that $U^{\prime}\left(z-z^{1}\right)=0$ and $\|z\|_{1} \leq\left\|z^{1}\right\|_{1}$ but

$$
\left\|z-z^{1}\right\|_{2}>\frac{f(l)}{\sqrt{\tilde{s}}} \sigma_{\mathbf{s}, \mathbf{M}}\left(z^{1}\right)_{1}
$$

As with the RIP in levels, we can obtain results on recovery using the $\ell^{2}$ robust nullspace property of order ( $\mathbf{s}, \mathbf{M}$ )

Theorem 3.3.8 ( $\ell^{2}$ RNSP of order ( $\mathbf{s}, \mathbf{M}$ ) recovery theorem). Suppose that a matrix $U \in \mathbb{C}^{m \times n}$ satisfies the $\ell^{2}$ robust nullspace property of order $(\mathbf{s}, \mathbf{M})$ with constants $\rho \in(0,1)$ and $\tau>0$. Let $x \in \mathbb{C}^{n}$ and $y \in \mathbb{C}^{m}$ satisfy $\|U x-y\|_{2}<\epsilon$. Then any solutions $\widetilde{x}$ of the $\ell^{1}$ minimisation problem

$$
\min _{\widehat{x} \in \mathbb{C}^{n}}\|\widehat{x}\|_{1} \text { subject to }\|U \widehat{x}-y\|_{2} \leq \epsilon
$$

satisfy

$$
\begin{align*}
\|\widetilde{x}-x\|_{1} & \leq A_{1} \sigma_{\mathbf{s}, \mathbf{M}}(x)_{1}+C_{1} \epsilon \sqrt{\tilde{s}}  \tag{3.3.5}\\
\|\widetilde{x}-x\|_{2} & \leq \frac{\sigma_{\mathbf{s}, \mathbf{M}}(x)_{1}}{\sqrt{\tilde{s}}}\left(A_{2}+B_{2} \sqrt[4]{l \eta_{\mathbf{s}, \mathbf{M}}}\right)+2 \epsilon\left(C_{2}+D_{2} \sqrt[4]{l \eta_{\mathbf{s}, \mathbf{M}}}\right) \tag{3.3.6}
\end{align*}
$$

where

$$
\begin{gathered}
A_{1}:=\frac{2+2 \rho}{1-\rho}, \quad C_{1}:=\frac{4 \tau}{1-\rho}, \quad A_{2}:=\frac{2 \rho+2 \rho^{2}}{1-\rho} \\
B_{2}:=\frac{(2 \sqrt{\rho}+1)(1+\rho)}{1-\rho}, \quad C_{2}:=\frac{\rho \tau+\tau}{1-\rho} \quad \text { and } \quad D_{2}:=\frac{4 \sqrt{\rho} \tau+3 \tau-\rho \tau}{2-2 \rho} .
\end{gathered}
$$

This Theorem explains where the dependence on $\eta_{\mathbf{s}, \mathbf{M}}$ and $l$ in 3.3.3 emerges from. One technique for showing that the RIP implies uniform recovery of order $s$ is to prove that a sufficiently small RIC implies the nullspace property (for example, this method is used in 60$]$ ). In a similar way, we prove the $\ell^{2}$ error estimate in Theorem 3.3.4 by showing that a sufficiently small RIP $_{L}$ constant implies the robust $\ell^{2}$ nullspace property of order $(\mathbf{s}, \mathbf{M})$. The $\ell^{2}$ error estimate $(3.3 .6$ follows and we are left with a dependence on $\sqrt[4]{l \eta_{\mathbf{s}, \mathrm{M}}}$ in the right hand side of (3.3.3). As before, we can show that this is optimal. We do this in Theorem 3.3.9.

Theorem 3.3.9 ( $\ell^{2}$ RNSP of order ( $\mathbf{s}, \mathbf{M}$ ) optimality). The result in Theorem 3.3.8 is sharp, in the sense that

1. For any $f: \mathbb{R}^{3} \rightarrow \mathbb{R}$ satisfying $f(\rho, \tau, \eta)=o\left(\eta^{\frac{1}{4}}\right)$ for fixed $\rho \in(0,1)$ and $\tau>0$, there are natural numbers $m$ and $n$, a matrix $U^{\prime} \in \mathbb{C}^{m \times n}$ and a sparsity pattern $(\mathbf{s}, \mathbf{M})$ with ratio constant $\eta_{\mathbf{s}, \mathbf{M}}$ and two levels such that

- $(\mathbf{s}, \mathbf{M})$ covers $U^{\prime}$
- $U^{\prime}$ satisfies the $\ell^{2}$ robust nullspace property of order ( $\mathbf{s}, \mathbf{M}$ ) with constants $\rho \in(0,1)$ and $\tau>0$
- There exist vectors $z$ and $z^{1}$ such that $U^{\prime}\left(z-z^{1}\right)=0$ and $\|z\|_{1} \leq\left\|z^{1}\right\|_{1}$ but

$$
\left\|z-z^{1}\right\|_{2}>\frac{f\left(\rho, \tau, \eta_{\mathbf{s}, \mathbf{M}}\right)}{\sqrt{\tilde{s}}} \sigma_{\mathbf{s}, \mathbf{M}}\left(z^{1}\right)_{1} .
$$

2. For any $f: \mathbb{R}^{3} \rightarrow \mathbb{R}$ satisfying $f(\rho, \tau, l)=o\left(l^{\frac{1}{4}}\right)$ for fixed $\rho \in(0,1)$ and $\tau>0$, there are natural numbers $m$ and $n$, a matrix $U^{\prime} \in \mathbb{C}^{m \times n}$ and a sparsity pattern $(\mathbf{s}, \mathbf{M})$ with ratio constant $\eta_{\mathbf{s}, \mathbf{M}}=1$ and $l$ levels such that

- ( $\mathbf{s}, \mathbf{M}$ ) covers $U^{\prime}$
- $U^{\prime}$ satisfies the $\ell^{2}$ robust nullspace property of order ( $\mathbf{s}, \mathbf{M}$ ) with constants $\rho \in(0,1)$ and $\tau>0$
- There exist vectors $z$ and $z^{1}$ such that $U^{\prime}\left(z-z^{1}\right)=0$ and $\|z\|_{1} \leq\left\|z^{1}\right\|_{1}$ but

$$
\left\|z-z^{1}\right\|_{2}>\frac{f(\rho, \tau, l)}{\sqrt{\tilde{s}}} \sigma_{\mathbf{s}, \mathbf{M}}\left(z^{1}\right)_{1} .
$$

The conclusions that we can draw from the above theorems are the following:

1. The $\operatorname{RIP}_{L}$ will guarantee uniform recovery of order $(\mathbf{s}, \mathbf{M})$, provided that the RIP $_{L}$ constant is sufficiently small (Theorem 3.3.4).
2. The requirement on the $\operatorname{RIP}_{L}$ constant to achieve uniform recovery of order (s,M) is dependent on $\sqrt{\eta_{\mathbf{s}, \mathbf{M}}}$ and $\sqrt{l}$. This is optimal up to constants (Theorem 3.3 .5 and Theorem 3.3.6).
3. When compared to the error estimates obtained using the RIP, the $\ell^{2}$ error when using the $\operatorname{RIP}_{L}$ has additional factors of the form $\sqrt[4]{l}$ and $\sqrt[4]{\eta_{\mathbf{s}, \mathbf{M}}}$. Again, these are optimal up to constants (Theorem 3.3.7).
4. The same additional factors of the form $\sqrt[4]{l}$ and $\sqrt[4]{\eta_{\mathrm{s}, \mathrm{M}}}$ on the $\ell^{2}$ error estimate (Theorem 3.3.8) are also present with the robust $\ell^{2}$ nullspace property of order ( $\mathbf{s}, \mathbf{M}$ ).
5. These factors are optimal up to constants, so that even if we ignore the $\operatorname{RIP}_{L}$ and still try to prove results using the $\ell^{2}$ robust nullspace property of order ( $\mathbf{s}, \mathbf{M}$ ) then we would be unable to improve the $\ell^{2}$ error (Theorem 3.3.9).

With these results, we have demonstrated that the RIP in levels may be able to explain why permutations within levels are possible and why more general permutations are impossible with compressed sensing for the matrices in 3.2 (similar numerical arguments can be used whenever the matrix is nearly block diagonal). The results that we have obtained give a sufficient condition on the RIP in levels constant that guarantees ( $\mathbf{s}, \mathbf{M}$ )-sparse recovery. Furthermore, we have managed to demonstrate that this condition and the conclusions that follow from it are optimal up to constants.

### 3.4 Proofs

We shall present the proofs in a different arrangement to the order in which their statements were presented. The first proof that we shall present is that of Theorem 3.3.8

### 3.4.1 Proof of Theorem 3.3.8

We begin with the following lemma:
Lemma 3.4.1. Suppose that $U \in \mathbb{C}^{m \times n}$ satisfies the $\ell^{2}$ robust nullspace property of order $(\mathbf{s}, \mathbf{M})$ with constants $\rho \in(0,1)$ and $\tau>0$. Fix $v \in \mathbb{C}^{n}$, and let $S$ be an $(\mathbf{s}, \mathbf{M})$ sparse set such that $|S|=\tilde{s}$ and the property that if $T$ is an $(\mathbf{s}, \mathbf{M})$-sparse set, we have $\left\|v_{S}\right\|_{1} \geq\left\|v_{T}\right\|_{1}$. Then

$$
\|v\|_{2} \leq \frac{\left\|v_{S^{c}}\right\|_{1}}{\sqrt{\tilde{s}}}\left[\rho+\left(\sqrt{\rho}+\frac{1}{2}\right) \sqrt[4]{l \eta_{\mathbf{s}, \mathbf{M}}}\right]+\tau\|U v\|_{2}\left[\frac{\sqrt[4]{l \eta_{\mathbf{s}, \mathbf{M}}}}{2}+1\right] .
$$

Proof. For $i=1,2, \ldots, l$, we define $S_{0}^{i}$ to be $S_{0}^{i}=S \cap\left\{M_{i-1}+1, M_{i-1}+2, \ldots, M_{i}\right\}$ (i.e. $S_{0}^{i}$ is the elements of $S$ that are in the $i$ th level). Let $m=\max _{i=1,2, \ldots, l} \min _{j \in S_{0}^{i}}\left|v_{j}\right|$. Since $\left|S_{0}^{i}\right|=s_{i}$ (otherwise $|S|<\tilde{s}$ ), we can see that given any $i=1,2, \ldots, l$

$$
\left\|v_{S}\right\|_{2}=\sqrt{\sum_{n \in S}\left|v_{n}\right|^{2}} \geq \sqrt{\sum_{j \in S_{0}^{i}}\left|v_{j}\right|^{2}} \geq \sqrt{s_{i}} \min _{j \in S_{0}^{i}}\left|v_{j}\right| \geq \min _{k=1,2, \ldots, l} \sqrt{s_{k}} \min _{j \in S_{0}^{i}}\left|v_{j}\right|
$$

so that $\left\|v_{S}\right\|_{2} \geq m \min _{k=1,2, \ldots, l} \sqrt{s_{k}}$. Furthermore, $\left|v_{j}\right| \leq m$ for each $j \in S^{c}$ otherwise there is an (s, M)-sparse $T$ with $\left\|v_{T}\right\|_{1}>\left\|v_{S}\right\|_{1}$. Therefore $\left\|v_{S^{c}}\right\|_{2}^{2}=\sum_{j \in S^{c}}\left|v_{j}\right|^{2} \leq$ $\sum_{j \in S^{c}} m\left|v_{j}\right| \leq \frac{\left\|v_{s^{c}}\right\|_{1} \| v_{v_{S} \|_{2}}^{\min }}{k=1,2, \ldots l} \sqrt{\sqrt{s_{k}}}$. By $\ell^{2}$ robust nullspace property of order ( $\mathbf{s}, \mathbf{M}$ ), $\left\|v_{S^{c}}\right\|_{1}\left\|v_{S}\right\|_{2} \leq \frac{\rho}{\sqrt{s}}\left\|v_{S^{c}}\right\|_{1}^{2}+\tau\|U v\|_{2}\left\|v_{S^{c}}\right\|_{1}$. Since $\sqrt{a+b} \leq \sqrt{a}+\sqrt{b}$ whenever $a, b>0$,

$$
\begin{equation*}
\left\|v_{S^{c}}\right\|_{2} \leq \frac{1}{\min \sqrt[4]{\sqrt[s]{i}}}\left(\frac{\sqrt{\rho}}{\sqrt[4]{\tilde{s}}}\left\|v_{S^{c}}\right\|_{1}+\sqrt{\tau\|U v\|_{2}\left\|v_{S^{c}}\right\|_{1}}\right) \tag{3.4.1}
\end{equation*}
$$

Using the arithmetic-geometric mean inequality,

$$
\sqrt{\tau\|U v\|_{2}\left\|v_{S^{c}}\right\|_{1}}=\sqrt{\tau\|U v\|_{2} \sqrt[4]{\tilde{s}} \frac{\left\|v_{S^{c}}\right\|_{1}}{\sqrt[4]{\tilde{s}}}} \leq \frac{\tau\|U v\|_{2} \sqrt[4]{\tilde{s}}}{2}+\frac{\left\|v_{S^{c}}\right\|_{1}}{2 \sqrt[4]{\tilde{s}}}
$$

Therefore, (3.4.1) yields

$$
\begin{aligned}
\left\|v_{S^{c}}\right\|_{2} & \leq \frac{1}{\min \sqrt[4]{s_{i}}}\left(\frac{\sqrt{\rho}}{\sqrt[4]{\tilde{s}}}\left\|v_{S^{c}}\right\|_{1}+\frac{\left\|v_{S^{c}}\right\|_{1}}{2 \sqrt[4]{\tilde{s}}}+\frac{\tau\|U v\|_{2} \sqrt[4]{\tilde{s}}}{2}\right) \\
& \leq \frac{\left\|v_{S^{c}}\right\|_{1}}{\sqrt[4]{\tilde{s}} \min \sqrt[4]{s_{i}}}\left(\sqrt{\rho}+\frac{1}{2}\right)+\frac{\tau\|U v\|_{2} \sqrt[4]{l_{\mathbf{s}, \mathbf{M}}}}{2}
\end{aligned}
$$

because $\frac{\tilde{s}}{\min s_{i}} \leq l \eta_{\mathbf{s}, \mathbf{M}}$. Once again, employing the $\ell^{2}$ nullspace property gives

$$
\begin{aligned}
\|v\|_{2} \leq\left\|v_{S}\right\|_{2}+\left\|v_{S^{c}}\right\|_{2} & \leq \frac{\rho}{\sqrt{\tilde{s}}}\left\|v_{S^{c}}\right\|_{1}+\tau\|U v\|_{2}+\frac{\left\|v_{S^{c}}\right\|_{1}}{\sqrt[4]{\tilde{s}} \min \sqrt[4]{s_{i}}}\left(\sqrt{\rho}+\frac{1}{2}\right) \\
& +\frac{\tau\|U v\|_{2} \sqrt[4]{l \eta_{\mathbf{s}, \mathbf{M}}}}{2} \\
& \leq \frac{\left\|v_{S^{c}}\right\|_{1}}{\sqrt{\tilde{s}}}\left[\rho+\left(\sqrt{\rho}+\frac{1}{2}\right) \frac{\sqrt[4]{\tilde{s}}}{\min \sqrt[4]{s_{i}}}\right]+\tau\|U v\|_{2}\left[\frac{\sqrt[4]{l \eta_{\mathbf{s}, \mathbf{M}}}}{2}+1\right] \\
& \leq \frac{\left\|v_{S^{c}}\right\|_{1}}{\sqrt{\tilde{s}}}\left[\rho+\left(\sqrt{\rho}+\frac{1}{2}\right) \sqrt[4]{l \eta_{\mathbf{s}, \mathbf{M}}}\right]+\tau\|U v\|_{2}\left[\frac{\sqrt[4]{l \eta_{\mathbf{s}, \mathbf{M}}}}{2}+1\right]
\end{aligned}
$$

The remaining error estimates will follow from various properties related to the $\ell^{1}$ robust nullspace property (see [60], definition 4.17) holds. To be precise,

Definition 3.4.2. A matrix $U \in \mathbb{C}^{m \times n}$ satisfies the $\ell^{1}$ robust nullspace property relative to $S$ with constants $\rho \in(0,1)$ and $\tau^{\prime}>0$ if

$$
\begin{equation*}
\left\|v_{S}\right\|_{1} \leq \rho\left\|v_{S^{c}}\right\|_{1}+\tau^{\prime}\|U v\|_{2} \tag{3.4.2}
\end{equation*}
$$

for any $v \in \mathbb{C}^{n}$. We say that $U$ satisfies the $\ell^{1}$ robust nullspace property of order $(\mathbf{s}, \mathbf{M})$ if (3.4.2 holds for any ( $\mathbf{s}, \mathbf{M}$ )-sparse sets $S$.

It is easy to see that if $U$ satisfies the $\ell^{2}$ robust nullspace property of order ( $\mathbf{s}, \mathbf{M}$ ) with constants $\rho$ and $\tau$ then, for any ( $\mathbf{s}, \mathbf{M}$ )-sparse set $S, U$ also satisfies the $\ell^{1}$ robust nullspace property relative to $S$ with constants $\rho$ and $\tau \sqrt{\tilde{s}}$. Indeed, assume that $U$ satisfies the $\ell^{2}$ robust nullspace property of order ( $\mathbf{s}, \mathbf{M}$ ) with constants $\rho$ and $\tau$. Then (by the Cauchy-Schwarz inequality) $\left\|v_{S}\right\|_{1} \leq \sqrt{\tilde{s}}\left\|v_{S}\right\|_{2} \leq \rho\left\|v_{S^{c}}\right\|_{1}+\tau \sqrt{\tilde{s}}\|U v\|_{2}$.

An immediate conclusion of the robust nullspace property is the following, proven in 60 as Theorem 4.20.

Lemma 3.4.3. Suppose that $U \in \mathbb{C}^{m \times n}$ satisfies the $\ell^{1}$ robust null space property with constants $\rho \in(0,1)$ and $\tau^{\prime}$ relative to a set $S$. Then for any complex vectors $x, z \in \mathbb{C}^{n}$, we have

$$
\|z-x\|_{1} \leq \frac{1+\rho}{1-\rho}\left(\|z\|_{1}-\|x\|_{1}+2\left\|x_{S^{c}}\right\|_{1}\right)+\frac{2 \tau^{\prime}}{1-\rho}\|U(z-x)\|_{2}
$$

We can use this lemma to show the following important result, which is similar both in proof and statement to Theorem 4.19 in 60.

Lemma 3.4.4. Suppose that a matrix $U \in \mathbb{C}^{m \times n}$ satisfies the $\ell^{1}$ robust nullspace property of order $(\mathbf{s}, \mathbf{M})$ with constants $\rho \in(0,1)$ and $\tau^{\prime}>0$. Furthermore, suppose that $\|U x-y\|_{2} \leq \epsilon$. Then any solutions $\widetilde{x}$ to the $\ell^{1}$ minimisation problem

$$
\min _{\widehat{x} \in \mathbb{C}^{n}}\|\widehat{x}\|_{1} \text { subject to }\|U \widehat{x}-y\|_{2} \leq \epsilon
$$

satisfy

$$
\|x-\widetilde{x}\|_{1} \leq \frac{2+2 \rho}{1-\rho} \sigma_{\mathbf{s}, \mathbf{M}}(x)_{1}+\frac{4 \tau^{\prime} \epsilon}{1-\rho} .
$$

Proof. By Lemma 3.4.3, for any ( $\mathbf{s}, \mathbf{M}$ )-sparse set $S$

$$
\|\widetilde{x}-x\|_{1} \leq \frac{1+\rho}{1-\rho}\left(\|\widetilde{x}\|_{1}-\|x\|_{1}+2\left\|x_{S^{c}}\right\|_{1}\right)+\frac{2 \tau^{\prime}}{1-\rho}\|U(\widetilde{x}-x)\|_{2}
$$

Because both $\|U x-y\|_{2}$ and $\|U \widetilde{x}-y\|_{2}$ are smaller than or equal to $\epsilon,\|U x-U \widetilde{x}\| \leq 2 \epsilon$. Furthermore, because $\widetilde{x}$ has minimal $\ell^{1}$ norm, $\|\widetilde{x}\|_{1}-\|x\|_{1} \leq 0$.

Thus $\|x-\widetilde{x}\|_{1} \leq \frac{2+2 \rho}{1-\rho}\left\|x_{S^{c}}\right\|_{1}+\frac{4 \tau^{\prime} \epsilon}{1-\rho}$. If we take $S$ to be the ( $\mathbf{s}, \mathbf{M}$ )-sparse set which maximizes $\left\|x_{S}\right\|_{1}$, then

$$
\|x-\widetilde{x}\|_{1} \leq \frac{2+2 \rho}{1-\rho} \sigma_{\mathbf{s}, \mathbf{M}}(x)_{1}+\frac{4 \tau^{\prime} \epsilon}{1-\rho} .
$$

We can combine these results to complete the proof of Theorem 3.3.8. Indeed, (3.3.5) follows immediately from Lemma 3.4 .4 and the fact that $U$ satisfies the $\ell^{1}$ robust nullspace property with constants $\rho$ and $\tau \sqrt{\tilde{s}}$. To prove (3.3.6), we can simply set $v=x-\widetilde{x}$ in Lemma 3.4.1 to see that

$$
\begin{aligned}
\|x-\widetilde{x}\|_{2} & \leq \frac{\left\|(x-\widetilde{x})_{S^{c}}\right\|_{1}}{\sqrt{\tilde{s}}}\left[\rho+\left(\sqrt{\rho}+\frac{1}{2}\right) \sqrt[4]{l \eta_{\mathbf{s}, \mathbf{M}}}\right]+\tau\|U(x-\widetilde{x})\|_{2}\left[\frac{\sqrt[4]{l \eta_{\mathbf{s}, \mathbf{M}}}}{2}+1\right] \\
& \leq \frac{\|x-\widetilde{x}\|_{1}}{\sqrt{\tilde{s}}}\left[\rho+\left(\sqrt{\rho}+\frac{1}{2}\right) \sqrt[4]{l \eta_{\mathbf{s}, \mathbf{M}}}\right]+2 \tau \epsilon\left[\frac{\sqrt[4]{l \eta_{\mathbf{s}, \mathbf{M}}}}{2}+1\right]
\end{aligned}
$$

and the result follows from (3.3.5).

### 3.4.2 Proof of Theorem 3.3.4

It will suffice to prove that the conditions on $\delta_{\mathbf{s}, \mathbf{M}}$ and $(\mathbf{s}, \mathbf{M})$ in Theorem 3.3.4 imply the $\ell^{2}$ robust nullspace property. To show this, we begin by stating the following inequality, proven in [25]:

Lemma 3.4.5 (The norm inequality for $\ell^{1}$ and $\left.\ell^{2}\right)$. Let $v=\left(v_{1}, v_{2}, \ldots, v_{s}\right)$ where $v_{1} \geq v_{2} \geq v_{3} \geq \cdots \geq v_{s}$. Then

$$
\|v\|_{2} \leq \frac{1}{\sqrt{s}}\|v\|_{1}+\frac{\sqrt{s}}{4}\left(v_{1}-v_{s}\right)
$$

We will now prove the following additional lemma which is almost identical in statement and proof to that of Lemma 6.1 in (7).

Lemma 3.4.6. Suppose that $x, y \in \Sigma_{\mathbf{s}, \mathrm{M}}$ and that

$$
\begin{equation*}
\|U x\|_{2}^{2}-\|x\|_{2}^{2}=t\|x\|_{2}^{2} . \tag{3.4.3}
\end{equation*}
$$

Additionally, suppose that $x$ and $y$ are orthogonal. Then $|\langle U x, U y\rangle| \leq$ $\sqrt{\delta_{2 \mathbf{s}, \mathbf{M}}^{2}-t^{2}}\|x\|_{2}\|y\|_{2}$ where $\delta_{2 \mathbf{s}, \mathrm{M}}$ is the restricted isometry constant corresponding to the sparsity pattern $(2 \mathbf{s}, \mathbf{M})$ and the matrix $U$.
Proof. Without loss of generality, we can assume that $\|x\|_{2}=\|y\|_{2}=1$. Note that for $\alpha, \beta \in \mathbb{R}$ and $\gamma \in \mathbb{C}$, the vectors $\alpha x+\gamma y$ and $\beta x-\gamma y$ are contained in $\Sigma_{2 \mathbf{s}, \mathbf{M}}$. Therefore,

$$
\begin{equation*}
\|U(\alpha x+\gamma y)\|_{2}^{2} \leq\left(1+\delta_{2 \mathbf{s}, \mathbf{M}}\right)\|\alpha x+\gamma y\|_{2}^{2}=\left(1+\delta_{2 \mathbf{s}, \mathbf{M}}\right)\left(\alpha^{2}+|\gamma|^{2}\right) . \tag{3.4.4}
\end{equation*}
$$

where the last line follows because $\langle x, y\rangle=0$ (from the orthogonality of $x$ and $y$ ). Similarly,

$$
\begin{equation*}
-\|U(\beta x-\gamma y)\|_{2}^{2} \leq-\left(1-\delta_{2 \mathbf{s}, \mathrm{M}}\right)\left(\beta^{2}+|\gamma|^{2}\right) \tag{3.4.5}
\end{equation*}
$$

We will now add these two inequalities. On the one hand (by using the assumption in (3.4.3) and the fact that $\alpha, \beta$ are real), we have

$$
\begin{aligned}
\|U(\alpha x+\gamma y)\|_{2}^{2}-\|U(\beta x-\gamma y)\|_{2}^{2} & =\alpha^{2}\|U x\|_{2}^{2}+2 \operatorname{Re}(\alpha \bar{\gamma}\langle U x, U y\rangle)+|\gamma|^{2}\|U y\|_{2}^{2} \\
& -\left(\beta^{2}\|U x\|_{2}^{2}-2 \operatorname{Re}(\beta \bar{\gamma}\langle U x, U y\rangle)+|\gamma|^{2}\|U y\|_{2}^{2}\right) \\
& =(1+t)\left(\alpha^{2}-\beta^{2}\right)+2(\alpha+\beta) \operatorname{Re}(\bar{\gamma}\langle U x, U y\rangle)
\end{aligned}
$$

and on the other hand (from (3.4.4) and (3.4.5)

$$
\|U(\alpha x+\gamma y)\|_{2}^{2}-\|U(\beta x-\gamma y)\|_{2}^{2} \leq \delta_{2 \mathbf{s}, \mathbf{M}}\left(\alpha^{2}+\beta^{2}+2|\gamma|^{2}\right)+\alpha^{2}-\beta^{2} .
$$

Therefore,

$$
(1+t)\left(\alpha^{2}-\beta^{2}\right)+2(\alpha+\beta) \operatorname{Re}(\bar{\gamma}\langle U x, U y\rangle) \leq \delta_{2 \mathrm{~s}, \mathbf{M}}\left(\alpha^{2}+\beta^{2}+2|\gamma|^{2}\right)+\alpha^{2}-\beta^{2}
$$

After choosing $\gamma$ so that $\operatorname{Re}(\bar{\gamma}\langle U x, U y\rangle)=|\langle U x, U y\rangle|$ we obtain

$$
\begin{equation*}
|\langle U x, U y\rangle| \leq \frac{1}{2 \alpha+2 \beta}\left[\left(\delta_{2 \mathbf{s}, \mathbf{M}}-t\right) \alpha^{2}+\left(\delta_{2 \mathbf{s}, \mathbf{M}}+t\right) \beta^{2}+2 \delta_{2 \mathbf{s}, \mathbf{M}}\right] \tag{3.4.6}
\end{equation*}
$$

because $|\gamma|=1$. By the definition of the RIP in levels constant, $\delta_{2 \mathbf{s}, \mathbf{M}} \geq \delta_{\mathbf{s}, \mathbf{M}}$ and so

$$
\begin{equation*}
|t|=\left|\|U x\|_{2}^{2}-\|x\|_{2}^{2}\right| \leq \delta_{\mathbf{s}, \mathbf{M}} \leq \delta_{2 \mathbf{s}, \mathbf{M}} \tag{3.4.7}
\end{equation*}
$$

If equality holds in (3.4.7), then we can set $\beta=0$ and send $\alpha \rightarrow \infty$ in (3.4.6) to obtain the required result. Otherwise, equation (3.4.7) implies that $\sqrt{\frac{\delta_{2 s, \mathrm{M}}+t}{\delta_{2 \mathrm{~s}, \mathrm{M}}-t}} \in \mathbb{R}$ and so we can set $\alpha=\sqrt{\frac{\delta_{2 s, \mathrm{M}}+t}{\delta_{2 s, \mathrm{M}}-t}}$ and $\beta=\frac{1}{\alpha}$ in equation (3.4.6). With these values, we obtain

$$
\begin{aligned}
|\langle U x, U y\rangle| & \leq \frac{\alpha}{2 \alpha^{2}+2}\left(\delta_{2 \mathbf{s}, \mathbf{M}}+t+\delta_{2 \mathbf{s}, \mathbf{M}}-t+2 \delta_{2 \mathbf{s}, \mathbf{M}}\right) \\
& \leq \frac{4 \delta_{2 \mathbf{s}, \mathbf{M}} \alpha\left(\delta_{2 \mathbf{s}, \mathbf{M}}-t\right)}{4 \delta_{2 \mathbf{s}, \mathbf{M}}} \leq \sqrt{\delta_{2 \mathbf{s}, \mathbf{M}}^{2}-t^{2}} .
\end{aligned}
$$

Proof of Theorem 3.3.4. Let $x \in \mathbb{C}^{m}$ be an arbitrary $m$ dimensional complex vector, and let

$$
x^{i}:=x_{\left\{M_{i-1}+1, M_{i-1}+2, \ldots, M_{i}\right\}}
$$

denote the $i$ th level of $x$. For an arbitrary vector $v=\left(v_{1}, v_{2}, \ldots, v_{n}\right)$, we define $|v|$ to be the vector $\left(\left|v_{1}\right|,\left|v_{2}\right|, \ldots,\left|v_{n}\right|\right)$. Let $S_{0}^{i}$ denote the indexes of the $s_{i}$ th largest elements of $\left|x^{i}\right|$, and $S_{0}:=\bigcup_{i=1}^{l} S_{0}^{i}$. We then define $S_{1}^{i}$ to be the indexes of the $s_{i}$ th largest elements of $\left|x^{i}\right|$ that are not contained in $S_{0}^{i}$ (if there are fewer that $s_{i}$ elements remaining, we simply take the indexes of any remaining elements of $\left.\left|x^{i}\right|\right)$ and define $S_{1}:=\bigcup_{i=1}^{l} S_{1}^{i}$. In general, we can make a similar definition to form a collection of index sets labelled $\left(S_{j}^{i}\right)_{i=1,2 \ldots, \ldots, j=1,2 \ldots \ldots}$ and corresponding (s, M)-sparse $S_{j}$.

These definitions and the fact that ( $\mathbf{s}, \mathbf{M}$ ) covers $U$ implies that if $\Omega=\bigcup_{j \geq 0} S_{j}$ then $x_{\Omega}=x$. By the definition of $S_{0},\left\|x_{\Lambda}\right\|_{2} \leq\left\|x_{S_{0}}\right\|_{2}$ and $\left\|x_{S_{0}^{c}}\right\|_{1} \leq\left\|x_{\Lambda^{c}}\right\|_{1}$ whenever $\Lambda$ is ( $\mathbf{s}, \mathbf{M}$ )-sparse. It will suffice to verify that

$$
\begin{equation*}
\sqrt{\tilde{s}}\left\|x_{S_{0}}\right\|_{2} \leq \rho\left\|x_{S_{0}^{c}}\right\|_{1}+\tau \sqrt{\tilde{s}}\|U x\|_{2} \tag{3.4.8}
\end{equation*}
$$

holds for some $\rho \in(0,1)$ and $\tau>0$. Indeed, if (3.4.8) holds then for ( $\mathbf{s}, \mathbf{M}$ )-sparse sets $\Lambda$,

$$
\begin{aligned}
\sqrt{\tilde{s}}\left\|x_{\Lambda}\right\|_{2} \leq \sqrt{\tilde{s}}\left\|x_{S_{0}}\right\|_{2} & \leq \rho\left\|x_{S_{0}^{c}}\right\|_{1}+\tau \sqrt{\tilde{s}}\|U x\|_{2} \\
& \leq \rho\left\|x_{\Lambda^{c}}\right\|_{1}+\tau \sqrt{\tilde{s}}\|U x\|_{2}
\end{aligned}
$$

as required in Theorem 3.3 .8 . Set

$$
\begin{equation*}
\left\|U x_{S_{0}}\right\|_{2}^{2}=(1+t)\left\|x_{S_{0}}\right\|_{2}^{2} . \tag{3.4.9}
\end{equation*}
$$

Clearly, $|t| \leq \delta_{\mathbf{s}, \mathbf{M}}$. Then

$$
\begin{equation*}
\left\|U x_{S_{0}}\right\|_{2}^{2}=\left\langle U x_{S_{0}}, U x_{S_{0}}\right\rangle=\left\langle U x_{S_{0}}, U x\right\rangle-\sum_{j \geq 1}\left\langle U x_{S_{0}}, U x_{S_{j}}\right\rangle \tag{3.4.10}
\end{equation*}
$$

where we have used $x_{\Omega}=x$. Using the Cauchy-Schwarz inequality and (3.4.9) yields

$$
\begin{equation*}
\left|\left\langle U x_{S_{0}}, U x\right\rangle\right| \leq\left\|U x_{S_{0}}\right\|_{2}\|U x\|_{2} \leq \sqrt{1+t}\left\|x_{S_{0}}\right\|_{2}\|U x\|_{2} . \tag{3.4.11}
\end{equation*}
$$

Furthermore, we can use Lemma 3.4 .6 to see that

$$
\begin{align*}
\left|\sum_{j \geq 1}\left\langle U x_{S_{0}}, U x_{S_{j}}\right\rangle\right| & \leq \sqrt{\delta_{2 \mathbf{s}, \mathbf{M}}^{2}-t^{2}} \sum_{j \geq 1}\left\|x_{S_{0}}\right\|_{2}\left\|x_{S_{j}}\right\|_{2} \\
& \leq\left\|x_{S_{0}}\right\|_{2} \sqrt{\delta_{2 \mathbf{s}, \mathbf{M}}^{2}-t^{2}} \sum_{i=1}^{l} \sum_{j \geq 1}\left\|x_{S_{j}^{i}}\right\|_{2} . \tag{3.4.12}
\end{align*}
$$

Combining (3.4.9), (3.4.10), (3.4.11) and (3.4.12) yields

$$
\begin{equation*}
(1+t)\left\|x_{S_{0}}\right\|_{2}^{2} \leq \sqrt{1+t}\left\|x_{S_{0}}\right\|_{2}\|U x\|_{2}+\left\|x_{S_{0}}\right\|_{2} \sqrt{\delta_{2 \mathbf{s}, \mathbf{M}}^{2}-t^{2}} \sum_{i=1}^{l} \sum_{j \geq 1}\left\|x_{S_{j}^{i}}\right\|_{2} . \tag{3.4.13}
\end{equation*}
$$

If $\left|S_{j}^{i}\right|=s_{i}$ then let $x_{i, j}^{+}$(correspondingly $x_{i, j}^{-}$) be the largest element of $\left|x_{S_{j}^{i}}\right|$ (correspondingly the smallest element of $\left|x_{S_{j}^{i}}\right|$. If $S_{j}^{i}$ is non-empty with fewer than $s_{i}$ elements then we set $x_{i, j}^{+}$to be the largest element of $\left|x_{S_{j}^{i}}\right|$ and $x_{i, j}^{-}=0$. Finally, when $S_{j}^{i}=\emptyset$, we let $x_{i, j}^{+}=x_{i, j}^{-}=0$. It is clear then that $x_{i, j+1}^{+} \leq x_{i, j}^{-}$.

Since $x_{S^{i}}$ contains at most $s_{i}$ non-zero elements, we can apply the norm inequality for $\ell^{1}$ and $\ell^{2}$ (Lemma 3.4.5) to obtain

$$
\left\|x_{S_{j}^{i}}\right\|_{2} \leq \frac{1}{\sqrt{s_{i}}}\left\|x_{S_{j}^{i}}\right\|_{1}+\frac{\sqrt{s_{i}}}{4}\left(x_{i, j}^{+}-x_{i, j}^{-}\right)
$$

for any $i=1,2, \ldots, l$ and $j \in \mathbb{N}$. Therefore

$$
\begin{aligned}
\sum_{j \geq 1}\left\|x_{S_{j}^{i}}\right\|_{2} & \leq \sum_{j \geq 1}\left(\frac{1}{\sqrt{s_{i}}}\left\|x_{S_{j}^{i}}\right\|_{1}\right)+\frac{\sqrt{s_{i}}}{4} \sum_{j \geq 1}\left(x_{i, j}^{+}-x_{i, j}^{-}\right) \\
& =\sum_{j \geq 1}\left(\frac{1}{\sqrt{s_{i}}}\left\|x_{S_{j}^{i}}\right\|_{1}\right)+\frac{\sqrt{s_{i}}}{4}\left(x_{i, 1}^{+}+\sum_{j \geq 2} x_{i, j}^{+}-\sum_{j \geq 1} x_{i, j}^{+}\right) \\
& =\sum_{j \geq 1}\left(\frac{1}{\sqrt{s_{i}}}\left\|x_{S_{j}^{i}}\right\|_{1}\right)+\frac{\sqrt{s_{i}}}{4}\left(x_{i, 1}^{+}+\sum_{j \geq 1}\left(x_{i, j+1}^{+}-x_{i, j}^{-}\right)\right) \\
& \leq \sum_{j \geq 1}\left(\frac{1}{\sqrt{s_{i}}}\left\|x_{S_{j}^{i}}\right\|_{1}\right)+\frac{\sqrt{s_{i}}}{4} x_{i, 1}^{+}
\end{aligned}
$$

where the last inequality follows because $x_{i, j+1}^{+}-x_{i, j}^{-} \leq 0$. Additionally, $\sqrt{s_{i}} x_{i, 1}^{+}=$ $\sqrt{s_{i}}\left\|x_{S_{1}^{i}}\right\|_{\infty} \leq\left\|x_{S_{0}^{i}}\right\|_{2}$ because each element of $\left|x_{S_{0}^{i}}\right|$ is larger than $x_{i, 1}^{+}$. We conclude that

$$
\begin{aligned}
\sum_{i=1}^{l} \sum_{j \geq 1}\left\|x_{S_{j}^{i}}\right\|_{2} & \leq \sum_{j \geq 1} \sum_{i=1}^{l} \frac{1}{\sqrt{s_{i}}}\left\|x_{S_{j}^{i}}\right\|_{1}+\sum_{i=1}^{l} \frac{1}{4}\left\|x_{S_{0}^{i}}\right\|_{2} \\
& \leq \frac{1}{\min \sqrt{s_{i}}} \sum_{j \geq 1} \sum_{i=1}^{l}\left\|x_{S_{j}^{i}}\right\|_{1}+\frac{1}{4} \sqrt{l}\left\|x_{S_{0}}\right\|_{2} \\
& \leq \frac{1}{\min \sqrt{s_{i}}} \sum_{j \geq 1}\left\|x_{S_{j}}\right\|_{1}+\frac{1}{4} \sqrt{l}\left\|x_{S_{0}}\right\|_{2} \leq \frac{1}{\min \sqrt{s_{i}}}\left\|x_{j \geq 1} S_{j}\right\|_{1}+\frac{1}{4} \sqrt{l}\left\|x_{S_{0}}\right\|_{2}
\end{aligned}
$$

where the second inequality follows from the Cauchy-Schwarz inequality applied to
$(\underbrace{1,1, \ldots, 1}_{l})$ and $\left(\left\|x_{S_{0}^{1}}\right\|_{2},\left\|x_{S_{0}^{2}}\right\|_{2}, \ldots,\left\|x_{S_{0}^{l}}\right\|_{2}\right)$ and the third and fourth inequalities follow from the disjoint supports of the vectors $x_{S_{j}^{i}}$ and $x_{S_{i^{\prime}}^{\prime}}$ whenever $i \neq i^{\prime}$ or $j \neq j^{\prime}$. By $x_{\Omega}=x$ and the disjointedness of $S_{i}, S_{j}$ for $i \neq j, \bigcup_{j \geq 1} S_{j}=S_{0}^{c}$ so

$$
\begin{equation*}
\sum_{i=1}^{l} \sum_{j \geq 1}\left\|x_{S_{j}^{i}}\right\|_{2} \leq \frac{1}{\min \sqrt{s_{i}}}\left\|x_{S_{0}^{c}}\right\|_{1}+\frac{1}{4} \sqrt{l}\left\|x_{S_{0}}\right\|_{2} . \tag{3.4.14}
\end{equation*}
$$

Dividing (3.4.13) by $\left\|x_{S_{0}}\right\|_{2}$ and employing (3.4.14) yields

$$
\begin{equation*}
(1+t)\left\|x_{S_{0}}\right\|_{2} \leq \sqrt{1+t}\|U x\|_{2}+\sqrt{\delta_{2 \mathrm{~s}, \mathrm{M}}^{2}-t^{2}}\left(\frac{1}{\min \sqrt{s_{i}}}\left\|x_{S_{0}^{c}}\right\|_{1}+\frac{1}{4} \sqrt{l}\left\|x_{S_{0}}\right\|_{2}\right) . \tag{3.4.15}
\end{equation*}
$$

Let $g(t):=\frac{\delta_{2 \mathbf{s}, \mathbf{M}}^{2}-t^{2}}{(1+t)^{2}}$ for $|t| \leq \delta_{2 \mathbf{s}, \mathbf{M}}$. It is clear that $g\left(\delta_{2 \mathbf{s}, \mathbf{M}}\right)=g\left(-\delta_{2 \mathbf{s}, \mathbf{M}}\right)=0$. Furthermore, $g$ is differentiable. Therefore $g$ attains its maximum at $t_{\text {max }}$, where $g^{\prime}\left(t_{\max }\right)=0$. A simple calculation shows us that $t_{\max }=-\delta_{2 \mathrm{~s}, \mathrm{M}}^{2}$ (note that by the assumption (3.3.1), $\delta_{2 \mathbf{s}, \mathbf{M}}^{2} \leq \delta_{2 \mathbf{s}, \mathrm{M}}$ ). Thus $g(t) \leq g\left(-\delta_{2 \mathbf{s}, \mathbf{M}}^{2}\right)=\frac{\delta_{2 \mathbf{s}, \mathrm{M}}^{2}}{1-\delta_{2 \mathrm{~s}, \mathrm{M}}}$. Additionally, $\frac{1}{\sqrt{1+t}} \leq \frac{1}{\sqrt{1-\delta_{2 s, \mathrm{M}}}}$. Combining this with (3.4.15) yields

$$
\begin{aligned}
\left\|x_{S_{0}}\right\|_{2} & \leq \frac{1}{\sqrt{1+t}}\|U x\|_{2}+\sqrt{g(t)}\left(\frac{1}{\min \sqrt{s_{i}}}\left\|x_{S_{0}^{c}}\right\|_{1}+\frac{1}{4} \sqrt{l}\left\|x_{S_{0}}\right\|_{2}\right) \\
& \leq \frac{1}{\sqrt{1-\delta_{2 \mathbf{s}, \mathbf{M}}}}\|U x\|_{2}+\frac{\delta_{2 \mathbf{s}, \mathbf{M}}}{\sqrt{1-\delta_{2 \mathbf{s}, \mathbf{M}}^{2}}}\left(\frac{1}{\min \sqrt{s_{i}}}\left\|x_{S_{0}^{c}}\right\|_{1}+\frac{1}{4} \sqrt{l}\left\|x_{S_{0}}\right\|_{2}\right) .
\end{aligned}
$$

A simple rearrangement gives

$$
\begin{equation*}
\left\|x_{S_{0}}\right\|_{2} \leq \frac{\sqrt{1+\delta_{2 \mathbf{s}, \mathbf{M}}}}{\sqrt{1-\delta_{2 \mathbf{s}, \mathbf{M}}^{2}}-\delta_{2 \mathbf{s}, \mathbf{M}} \sqrt{l} / 4}\|U x\|_{2}+\frac{\delta_{2 \mathbf{s}, \mathbf{M}}}{\min \sqrt{s_{i}}\left(\sqrt{1-\delta_{2 \mathbf{s}, \mathbf{M}}^{2}}-\delta_{2 \mathbf{s}, \mathbf{M}} \sqrt{l} / 4\right)}\left\|x_{S_{0}^{c}}\right\|_{1} \tag{3.4.16}
\end{equation*}
$$

provided

$$
\begin{equation*}
\sqrt{1-\delta_{2 \mathrm{~s}, \mathrm{M}}^{2}}-\delta_{2 \mathrm{~s}, \mathrm{M}} \sqrt{l} / 4>0 . \tag{3.4.17}
\end{equation*}
$$

Multiplying (3.4.16) by $\sqrt{\tilde{s}}$ yields

$$
\begin{aligned}
\sqrt{\tilde{s}}\left\|x_{S_{0}}\right\| & \leq \sqrt{\tilde{s}} \frac{\sqrt{1+\delta_{2 \mathbf{s}, \mathbf{M}}}}{\sqrt{1-\delta_{2 \mathbf{s}, \mathbf{M}}^{2}}-\delta_{2 \mathbf{s}, \mathbf{M}} \sqrt{l} / 4}\|U x\|_{2} \\
& +\frac{\delta_{\mathbf{s}, \mathbf{M}} \sqrt{\tilde{s}}}{\min \sqrt{s_{i}}\left(\sqrt{1-\delta_{2 \mathbf{s}, \mathrm{M}}^{2}}-\delta_{2 \mathbf{s}, \mathbf{M}} \sqrt{l} / 4\right)}\left\|x_{S_{0}^{c}}\right\|_{1} \\
& \leq \tau \sqrt{\tilde{s}}\|U x\|_{2}+\frac{\delta_{2 \mathbf{s}, \mathbf{M}}}{\sqrt{1-\delta_{2 \mathbf{s}, \mathbf{M}}^{2}}-\delta_{2 \mathbf{s}, \mathbf{M}} \sqrt{l} / 4} \sqrt{\sum_{k=1}^{l} \frac{s_{k}}{\min s_{i}}}\left\|x_{S_{0}^{c}}\right\|_{1} \\
& \leq \tau \sqrt{\tilde{s}}\|U x\|_{2}+\frac{\delta_{2 \mathbf{s}, \mathbf{M}} \sqrt{l \eta_{\mathbf{s}, \mathbf{M}}}}{\sqrt{1-\delta_{2 \mathbf{s}, \mathbf{M}}^{2}}-\delta_{2 \mathbf{s}, \mathbf{M}} \sqrt{l} / 4}\left\|x_{S_{0}^{c}}\right\|_{1}
\end{aligned}
$$

where $\tau=\frac{\sqrt{1+\delta_{2 \mathrm{~s}, \mathrm{M}}}}{\sqrt{1-\delta_{2 \mathrm{~s}, \mathrm{M}}^{2}-\delta_{\mathrm{s}, \mathrm{M}} \sqrt{l} / 4}}$. It is clear that (3.4.8) is satisfied if condition (3.4.17) holds and

$$
\begin{equation*}
\frac{\delta_{2 \mathrm{~s}, \mathrm{M}} \sqrt{l \eta_{\mathbf{s}, \mathbf{M}}}}{\sqrt{1-\delta_{2 \mathbf{s}, \mathbf{M}}^{2}}-\delta_{2 \mathrm{~s}, \mathrm{M}} \sqrt{l} / 4}<1 \quad \text { or equivalently } \quad \delta_{2 \mathrm{~s}, \mathrm{M}}<\frac{1}{\sqrt{l\left(\sqrt{\left.\eta_{\mathrm{s}, \mathbf{M}}+\frac{1}{4}\right)^{2}+1}\right.}} \tag{3.4.18}
\end{equation*}
$$

whilst (3.4.17) is equivalent to $\delta_{2 \mathrm{~s}, \mathrm{M}}<\frac{1}{\sqrt{\frac{1}{16}+1}}$. Since

$$
\frac{1}{\sqrt{l\left(\sqrt{\eta_{\mathrm{s}, \mathrm{M}}}+\frac{1}{4}\right)^{2}+1}} \leq \frac{1}{\sqrt{\frac{l}{16}+1}}
$$

it will suffice for (3.4.18) to hold, completing the proof.

### 3.4.3 Proof of Theorem 3.3.5 and 3.3 .6

Proof of Theorem 3.3.5. The ideas behind the counterexample in this proof are similar to those in Theorem 3.2 in [27]. We prove this theorem in three stages. First we shall construct the matrix $U$. Next we shall show that our construction does indeed have a RIP in levels constant satisfying (3.3.4). Finally, we shall explain why $z^{1}$ exists.

Step I: Set $n=C+C^{2}$, where the non-negative integer $C$ is much greater than $a$ (we shall give a precise choice of $C$ later). Let $x^{1} \in \mathbb{C}^{n}$ be the vector

$$
x^{1}:=\lambda(\underbrace{C, C, \ldots, C}_{C}, \underbrace{1,1, \ldots, 1}_{C^{2}}) .
$$

With this definition, the first $C$ elements of $x^{1}$ have value $C \lambda$ and the next $C^{2}$ elements have value $\lambda$. Our ( $\mathbf{s}, \mathbf{M}$ ) sparsity pattern is given by $\mathbf{s}=\left(1, C^{2}\right)$ and $\mathbf{M}=(0, C, C+$ $C^{2}$ ). Clearly, by the definition of the ratio constant, $\eta_{\mathrm{s}, \mathrm{M}}=C^{2}$ (in particular, $\eta_{\mathrm{s}, \mathrm{M}}$ is finite). Choose $\lambda=\frac{1}{\sqrt{C^{3}+C^{2}}}$ so that $\left\|x^{1}\right\|_{2}=1$. By using this fact, we can form an orthonormal basis of $\mathbb{C}^{C+C^{2}}$ that includes $x^{1}$. We can write this basis as $\left(x^{i}\right)_{i=1}^{C+C^{2}}$.

Finally, for a vector $v \in \mathbb{C}^{C+C^{2}}$, we define the linear map $U$ by

$$
U^{\prime} v:=\sum_{i=2}^{C+C^{2}} v^{i} x^{i} \text { where } v=\sum_{i=1}^{C+C^{2}} v^{i} x^{i}
$$

In particular, notice that the nullspace of $U$ is precisely the space spanned by $x^{1}$, and that $v^{i}=\left\langle v, x^{i}\right\rangle$.

Step II: Let $\gamma$ be an ( $a \mathbf{s}, \mathbf{M}$ ) sparse vector. Our aim will be to estimate $\left|\|U \gamma\|_{2}^{2}-\|\gamma\|_{2}^{2}\right|$. Clearly, $\|U \gamma\|_{2}^{2}-\|\gamma\|_{2}^{2}=-\left|\gamma^{1}\right|^{2}$, where $\gamma^{1}$ is the coefficient of $x^{1}$ in the expansion of $\gamma$ in the basis $\left(x^{i}\right)$. Therefore, to show that $U$ satisfies the $\operatorname{RIP}_{L}$ we will only need to bound $\left|\gamma^{1}\right|=\left|\left\langle\gamma, x^{1}\right\rangle\right|$. Let $S$ be the support of $\gamma$. Then

$$
\left|\left\langle\gamma, x^{1}\right\rangle\right|=\left|\left\langle\gamma_{S}, x^{1}\right\rangle\right|=\left|\left\langle\gamma, x_{S}^{1}\right\rangle\right| \leq\|\gamma\|_{2}\left\|x_{S}^{1}\right\|_{2} \leq \lambda\|\gamma\|_{2} \sqrt{a C^{2}+C^{2}}
$$

where we have used Cauchy-Schwarz in the first inequality and in the second inequality we have used the fact that $x_{S}^{1}$ has at most $a$ elements of size $\lambda C$ and at most $C^{2}$ elements of size $\lambda$. From the definition of $\lambda$ we get $\left|\left\langle\gamma, x^{1}\right\rangle\right| \leq \sqrt{\frac{a+1}{C+1}}\|\gamma\|_{2}$. Therefore,

$$
\left|\|U \gamma\|_{2}^{2}-\|\gamma\|_{2}^{2}\right|=\left|\left\langle\gamma, x^{1}\right\rangle\right|^{2} \leq \frac{a+1}{C+1}\|\gamma\|_{2}^{2}
$$

By the assumption that $f(x)=o\left(x^{\frac{1}{2}}\right)$, we can find a $C \in \mathbb{N}$ sufficiently large so that $\frac{a+1}{C+1} \leq \frac{1}{\left|f\left(C^{2}\right)\right|}$. Then $\delta_{a s, \mathrm{M}} \leq \frac{1}{\mid f\left(\eta_{\mathrm{s}, \mathrm{M})}\right)}$ as claimed.

Step III: Let

$$
z^{1}:=(C, \underbrace{0,0, \ldots, 0,0}_{C-1}, \underbrace{1,1, \ldots, 1}_{C^{2}}), \quad z^{2}:=(0, \underbrace{C, C, \ldots, C, C}_{C-1}, \underbrace{0,0, \ldots, 0}_{C^{2}}) .
$$

It is clear that $z^{1}$ is ( $\mathbf{s}, \mathbf{M}$ )-sparse. Additionally, $\left\|z^{1}\right\|_{1}=C^{2}+C$ and $\left\|-z^{2}\right\|_{1}=$ $(C-1) C=C^{2}-C$. Because $U\left(z^{1}+z^{2}\right)=U\left(x^{1}\right) / \lambda=0$, we have $U\left(-z^{2}\right)=U\left(z^{1}\right)$. Since the kernel of $U$ is of dimension 1 , the only vectors $z$ which satisfy $U(z)=U\left(z^{1}\right)$ are $z=z^{1}$ and $z=-z^{2}$. Moreover, $\left\|z^{1}\right\|_{1}>\left\|-z^{2}\right\|_{1}$. Consequently

$$
z^{1} \notin \arg \min \|z\|_{1} \text { such that } U z=U z^{1} .
$$

Proof of Theorem 3.3.6. The proof of this theorem is almost identical to that of Theorem 3.3.5, so we shall omit details here. Again, we set $x^{1}$ so that

$$
x^{1}:=\lambda(\underbrace{C, C, \ldots, C}_{C}, \underbrace{1,1, \ldots, 1}_{C^{2}})
$$

where $C \gg a$. We choose $\lambda$ so that $\left\|x^{1}\right\|_{2}=1$. In contrast to the proof of Theorem
3.3.5, we take

$$
\mathbf{s}=(\underbrace{1,1,1, \ldots, 1}_{C^{2}+1}), \quad \mathbf{M}=\left(0, C, C+1, \ldots, C+C^{2}-1, C+C^{2}\right) \text {. }
$$

This time, there are $C^{2}+1$ levels and the ratio constant $\eta_{\mathbf{s}, \mathrm{M}}$ is equal to 1 . Once again, we produce an orthonormal basis of $\mathbb{C}^{C+C^{2}}$ that includes $x^{1}$, which we label $\left(x^{i}\right)_{i=1}^{C+C^{2}}$ and we define the linear map $U$ by

$$
U^{\prime} v:=\sum_{i=2}^{C+C^{2}} v^{i} x^{i} \text { where } v=\sum_{i=1}^{C+C^{2}} v^{i} x^{i} .
$$

The same argument as before proves that for any (as, M)-sparse $\gamma$,

$$
\left|\left\|U^{\prime} \gamma\right\|_{2}^{2}-\|\gamma\|_{2}^{2}\right| \leq \frac{a+1}{C+1}\|\gamma\|_{2}^{2}
$$

and again, taking $C$ sufficiently large so that $\frac{a+1}{C+1} \leq \frac{1}{\left|f\left(C^{2}+1\right)\right|}$ yields $\delta_{a s, \mathrm{M}} \leq \frac{1}{\mid f(l))}$. The proof of the existence of $z^{1}$ is the identical to Step III in the proof of Theorem 3.3.5

### 3.4.4 Proof of Theorem 3.3.7

Proof. Once again, we prove this theorem in three stages. First we shall construct the matrix $U^{\prime}$. Next, we shall show that the matrix $U^{\prime}$ has a sufficiently small $\operatorname{RIP}_{L}$ constant. Finally, we shall explain why both $z^{1}$ and $z$ exist.

Step I: Let $x^{1}$ be the vector

$$
x^{1}:=\lambda(\underbrace{0,0, \ldots, 0}_{C^{2}}, \underbrace{1,1, \ldots, 1}_{\omega(\rho, C)+1})
$$

where $\omega(\rho, C)=\operatorname{ceil}\left(\frac{2 C}{\rho}\right)$ for a fixed $\rho \in(0,1)$ which we will specify later, $\operatorname{ceil}(a)$ denotes the smallest integer greater than or equal to $a$ and $C$ is an integer greater than 1. In other words, the first $C^{2}$ elements of $x^{1}$ have value 0 and the next $\omega(\rho, C)+1$ elements have value $\lambda$. We choose $\lambda$ so that $\left\|x^{1}\right\|_{2}=1$ and $C$ so that $C^{2}>\omega(\rho, C)$ and choose our ( $\mathbf{s}, \mathbf{M}$ ) sparsity pattern so that $\mathbf{s}=\left(C^{2}, 1\right)$ and $\mathbf{M}=\left(0, C^{2}, C^{2}+\omega(\rho, C)+1\right)$. By the definition of the ratio constant, $\eta_{\mathrm{s}, \mathrm{M}}=C^{2}$ (in particular, $\eta_{\mathrm{s}, \mathrm{M}}$ is finite). Because $\left\|x^{1}\right\|_{2}=1$, we can form an orthonormal basis of $\mathbb{C}^{C^{2}+\omega(\rho, C)+1}$ that includes $x^{1}$ which we can write as $\left(x^{i}\right)_{i=1}^{C^{2}+\omega(\rho, C)+1}$. Finally, for a vector $v \in \mathbb{C}^{C^{2}+\omega(\rho, C)+1}$, we define the linear map $U^{\prime}$ by

$$
U^{\prime} v:=\frac{\sqrt{2} w}{\tau} \text { where } w=\sum_{i=2}^{C^{2}+\omega(\rho, C)+1} v^{i} x^{i} \text { and } v=v^{1} x^{1}+w
$$

In particular, notice that the nullspace of $U^{\prime}$ is precisely the space spanned by $x^{1}$, and that $v^{i}=\left\langle v, x^{i}\right\rangle$.

Step II: Let $\gamma$ be an ( $a \mathbf{s}, \mathbf{M}$ ) sparse vector. For the purposes of proving Theorem 3.3.7, it will suffice to take $\tau=\sqrt{2}$. Then

$$
\left\|U^{\prime} \gamma\right\|_{2}^{2}-\|\gamma\|_{2}^{2}=-\left|\gamma^{1}\right|^{2}
$$

where $\gamma^{1}$ is the coefficient corresponding to $x^{1}$ in the expansion of $\gamma$ in the basis $\left(x^{i}\right)$. As in the proof of Theorem 3.3.5, $\left|\gamma^{1}\right|=\left|\left\langle\gamma, x^{1}\right\rangle\right|$. Let $S$ be the support of $\gamma$. Then

$$
\left|\left\langle\gamma_{S}, x^{1}\right\rangle\right|=\left|\left\langle\gamma, x_{S}^{1}\right\rangle\right| \leq\|\gamma\|_{2}\left\|x_{S}^{1}\right\|_{2} \leq \lambda\|\gamma\|_{2} \sqrt{a}
$$

where we have used Cauchy-Scharwz in the first inequality and in the second inequality we have used the fact that $x_{S}^{1}$ has at most $a$ elements of size $\lambda$. It is easy to see that $\lambda=\frac{1}{\sqrt{\omega(\rho, C)+1}}$. Therefore,

$$
\left|\left\|U^{\prime} \gamma\right\|_{2}^{2}-\|\gamma\|_{2}^{2}\right|=\left|\left\langle\gamma, x^{1}\right\rangle\right|^{2} \leq \frac{a}{\omega(\rho, C)+1}\|\gamma\|_{2}^{2} \leq \frac{\rho a}{2 C}
$$

because $\omega(\rho, C) \geq \frac{2 C}{\rho}$. By the assumption that $g\left(\eta_{\mathbf{s}, \mathbf{M}}\right) \leq \frac{1}{A} \sqrt{\eta_{\mathbf{s}, \mathbf{M}}}$ for some $A>0$ and $\eta_{\mathbf{s}, \mathrm{M}}$ sufficiently large, and the fact that $\eta_{\mathbf{s}, \mathrm{M}}=C^{2}$, we must have $\frac{A}{C} \leq \frac{1}{g\left(\eta_{\mathbf{s}, \mathrm{M}}\right)}$. If we take $\rho$ sufficiently small and $C$ sufficiently large, then

$$
\delta_{a \mathrm{~s}, \mathrm{M}}<\frac{\rho a}{2 C} \leq \frac{A}{C} \leq \frac{1}{g\left(\eta_{\mathrm{s}, \mathrm{M}}\right)} .
$$

as claimed.
Step III: Let $z^{1}:=x^{1}$ and set $z$ to be the 0 vector in $\mathbb{C}^{C^{2}+\omega(\rho, C)+1}$. Because $x^{1}$ is in the kernel of $U^{\prime}, U^{\prime}\left(z-z^{1}\right)=0$. Furthermore, it is obvious that $\|z\|_{1} \leq\left\|z^{1}\right\|_{1}$. Additionally, $\left\|z^{1}\right\|_{2}=1$ and

$$
\frac{\sigma_{\mathbf{s}, \mathbf{M}}\left(z^{1}\right)_{1}}{\sqrt{\tilde{s}}}=\lambda \frac{\omega(\rho, C)}{\sqrt{C^{2}+1}} \leq \frac{\omega(\rho, C)}{\sqrt{\omega(\rho, C)\left(C^{2}+1\right)}} \leq \sqrt{\frac{2 C+1}{\rho\left(C^{2}+1\right)}} \leq \sqrt{\frac{3}{\rho \sqrt{\eta_{\mathbf{s}, \mathbf{M}}}}}
$$

since $\eta_{\mathbf{s}, \mathbf{M}}=C^{2}$ and $\omega(\rho, C) \leq 2 C / \rho+1 \leq(2 C+1) / \rho$. Because $f\left(\eta_{\mathbf{s}, \mathbf{M}}\right)=o\left(\eta_{\mathbf{s}, \mathbf{M}}^{\frac{1}{4}}\right)$,

$$
\frac{\sigma_{\mathbf{s}, \mathbf{M}}\left(z^{1}\right)_{1}}{\sqrt{\tilde{s}}} f\left(\eta_{\mathbf{s}, \mathbf{M}}\right) \rightarrow 0, \quad \eta_{\mathbf{s}, \mathrm{M}} \rightarrow \infty
$$

The desired result follows by taking $\eta_{\mathrm{s}, \mathrm{M}}$ sufficiently large so that

$$
\left\|z-z^{1}\right\|_{2}=1>\frac{\sigma_{\mathbf{s}, \mathbf{M}}\left(z^{1}\right)_{1}}{\sqrt{\widetilde{s}}} f\left(\eta_{\mathbf{s}, \mathbf{M}}\right) .
$$

Proof of part 2. The proof of part 2 follows with a few alterations to the previous case.

We now use the sparsity pattern

$$
\mathbf{s}=(\underbrace{1,1,1, \ldots, 1}_{C^{2}}, 1) \text { and } \mathbf{M}=\left(0,1,2, \ldots, C^{2}, C^{2}+\omega(\rho, C)+1\right) \text {. }
$$

In this case, $\eta_{\mathrm{s}, \mathrm{M}}=1$ and $l=C^{2}+1$. The result follows by simply employing the same matrix $U^{\prime}$ with this new sparsity pattern.

### 3.4.5 Proofs of Theorem 3.3 .9

The counterexample for Theorem 3.3.9 is the same as the one used in the proof of Theorem 3.3.7. In that case, the matrix depended on three parameters: $C, \tau$ and $\rho$. We show that $U^{\prime}$ satisfies the $\ell^{2}$ robust nullspace property of order ( $\mathbf{s}, \mathbf{M}$ ) with parameters $\rho$ and $\tau$. The existence of $z^{1}$ and $z$ is identical to Step III in the proof of Theorem 3.3.7.

Proof of part 1. Firstly, if $T \subset S$ then for any $v \in \mathbb{C}^{C^{2}+\omega(\rho, C)+1}$, we have

$$
\left\|v_{T}\right\|_{2} \leq\left\|v_{S}\right\|_{2} \text { and } \frac{\rho}{\sqrt{\tilde{s}}}\left\|v_{T^{c}}\right\|_{1}+\tau\left\|U^{\prime} v\right\|_{2} \geq \frac{\rho}{\sqrt{\tilde{s}}}\left\|v_{S^{c}}\right\|_{1}+\tau\left\|U^{\prime} v\right\|_{2}
$$

so it will suffice to prove that $U^{\prime}$ satisfies (3.2.2) for ( $\mathbf{s}, \mathbf{M}$ )-sparse sets $S$ with $|S|=\tilde{s}$. As before, we set $U^{\prime} v:=\sqrt{2} w / \tau$ where $w$ is defined as in the proof of Theorem 3.3.7. Let us consider a set $S$ such that $|S|=\tilde{s}$. Because $w_{S}$ and $w_{S^{c}}$ have disjoint support, by the Cauchy-Schwarz inequality applied to the vectors $(1,1)$ and $\left(\left\|w_{S}\right\|_{2},\left\|w_{S^{c}}\right\|_{2}\right)$ we get $\sqrt{2}\|w\|_{2} \geq\left\|w_{S}\right\|_{2}+\left\|w_{S^{c}}\right\|_{2}$. Therefore,

$$
\begin{equation*}
\tau\left\|U^{\prime} v\right\|_{2} \geq \sqrt{2}\|w\|_{2} \geq\left\|w_{S}\right\|_{2}+\left\|w_{S^{c}}\right\|_{2} . \tag{3.4.19}
\end{equation*}
$$

Furthermore, because $|S|=\tilde{s} \geq\left|S^{c}\right|$ (recall that $|S|=C^{2}+1$ and that $C$ was chosen so that $\left.C^{2}>\omega(\rho, C)=\left|S^{c}\right|\right)$ and $\rho \in(0,1)$

$$
\begin{equation*}
\left\|w_{S^{c}}\right\|_{2} \geq \frac{1}{\sqrt{\left|S^{c}\right|}}\left\|w_{S^{c}}\right\|_{1} \geq \frac{1}{\sqrt{\tilde{s}}}\left\|w_{S^{c}}\right\|_{1} \geq \frac{\rho}{\sqrt{\tilde{s}}}\left\|w_{S^{c}}\right\|_{1} \tag{3.4.20}
\end{equation*}
$$

Combining 3.4.19 and 3.4.20 gives

$$
\begin{align*}
\tau\left\|U^{\prime} v\right\|_{2}+\frac{\rho}{\sqrt{\tilde{s}}}\left\|v_{S^{c}}\right\|_{1} \geq\left\|w_{S}\right\|_{2}+\frac{\rho}{\sqrt{\tilde{s}}}\left\|w_{S^{c}}\right\|_{1}+\frac{\rho}{\sqrt{\tilde{s}}}\left\|v_{S^{c}}\right\|_{1} & \geq\left\|w_{S}\right\|_{2}+\frac{\rho}{\sqrt{\tilde{s}}}\left\|v_{S^{c}}-w_{S^{c}}\right\|_{1} \\
& \geq\left\|w_{S}\right\|_{2}+\frac{\rho}{\sqrt{\tilde{s}}}\left\|v^{1} x_{S^{c}}^{1}\right\|_{1} \tag{3.4.21}
\end{align*}
$$

We shall now aim to bound $\left\|v^{1} x_{S}^{1}\right\|_{2}$ in terms of $\left\|v^{1} x_{S^{c}}^{1}\right\|_{1}$. We have

$$
\begin{equation*}
\left\|v^{1} x_{S}^{1}\right\|_{2} \leq \lambda\left|v^{1}\right| \tag{3.4.22}
\end{equation*}
$$

since at most one element of $x_{S}^{1}$ is non-zero and its value will be at most $\lambda$. Additionally,
since each element of $x_{S^{c}}^{1}$ has value $\lambda$ and there are at least $\frac{2 C}{\rho}$ of them

$$
\rho\left\|v^{1} x_{S^{c}}^{1}\right\|_{1}=\rho\left|v^{1}\right|\left\|x_{S^{c}}^{1}\right\|_{1} \geq \frac{2 \lambda C}{\rho} \rho\left|v^{1}\right| \geq 2 \lambda C\left|v^{1}\right| .
$$

Therefore,

$$
\begin{equation*}
\frac{\rho}{\sqrt{\tilde{s}}}\left\|v^{1} x_{S^{c}}^{1}\right\|_{1} \geq \frac{2 \lambda C}{\sqrt{C^{2}+1}}\left|v^{1}\right| \geq \lambda\left|v^{1}\right| . \tag{3.4.23}
\end{equation*}
$$

Using (3.4.22) and (3.4.23), we have $\left\|v^{1} x_{S}^{1}\right\|_{2} \leq \frac{\rho}{\sqrt{\tilde{s}}}\left\|v^{1} x_{S^{c}}^{1}\right\|_{1}$. We can conclude the proof that $U^{\prime}$ satisfies the $\ell^{2}$ robust nullspace property by combining this result with (3.4.21) as follows:

$$
\left\|v_{S}\right\|_{2} \leq\left\|v^{1} x_{S}^{1}\right\|_{2}+\left\|w_{S}\right\|_{2} \leq \frac{\rho}{\sqrt{\tilde{s}}}\left\|v^{1} x_{S^{c}}^{1}\right\|_{1}+\left\|w_{S}\right\|_{2} \leq \tau\left\|U^{\prime} v\right\|_{2}+\frac{\rho}{\sqrt{\tilde{s}}}\left\|v_{S^{c}}\right\|_{1} .
$$

Proof of part 2. The proof of part 2 is identical. We simply adapt the sparsity pattern so that

$$
\mathbf{s}=(\underbrace{1,1,1, \ldots, 1}_{C^{2}}, 1) \text { and } \mathbf{M}=\left(0,1,2, \ldots, C^{2}, C^{2}+\omega(\rho, C)+1\right) \text {. }
$$

We can apply the proceeding argument with this new sparsity pattern to obtain the required result.

## Chapter 4

## Computational barriers in information theory

Recall from chapter 1 that we are interested in the following questions:
Q3: For any $\epsilon>0$, is there an algorithm that executes in finite time and computes an approximate solution no further than $\epsilon$ away from a true solution? The algorithm can choose the input accuracy $\hat{\epsilon}$ to be as small as desired (as a function of $\epsilon$ and the input) to produce the output.

Q4: Can we get a positive answer to the previous question if, for a given $\epsilon>0, \hat{\epsilon}$ is uniformly bounded across all possible inputs?

Q5: Suppose that the answer to the two previous questions is negative. Can we replace the requirement that the algorithm has to exist for each $\epsilon>0$ with one that insists that the algorithm must only work for a 'small' $\epsilon>0$ and get a positive answer?
which when phrased in the language of chapter 2 read as follows
Q3': Is $\{\Xi, \Omega, \mathcal{M}, \Lambda\}^{\Delta_{1}} \in \Delta_{1}^{G}$ ?
Q4': If the answer to the previous question is positive, can we form an algorithm $\Gamma$ that solves $\{\Xi, \Omega, \mathcal{M}, \Lambda\}$ to output accuracy $\epsilon$ with runtime $T(\Gamma, \epsilon)<\infty$ ?

Q5': If either of the previous questions are answered in the negative, what are the breakdown epsilons?

### 4.1 Linear programming and linear systems

The linear programming problem is stated as (for fixed c) $\operatorname{argmin}_{x \in \mathbb{R}^{N}} c^{T} x$ such that $A x=y, x \geq 0$, whereas the linear systems problem is to find an $x$ such that $A x=y$. One of the purposes of the results in this chapter is to demonstrate and explain the general non-computability issues that can occur if there are few restrictions on the primary set and contrast them with linear systems.

Let $\Xi_{\mathrm{LP}}(\iota)$ denote the solution set, with input $\iota \in \Omega$ where $\iota=(y, A)$, of the linear programming problem and let $\Xi_{\mathrm{LS}}(\iota)$ denote the solution set, with input $\iota \in \Omega$ where $\iota=(y, A)$ of the linear systems problem.

Theorem 4.1.1. We have contrasting results for linear programming and linear systems:

1. For any dimensions $m, N$, there exists a set of inputs $\Omega$ such that for any $\iota \in \Omega$, $\iota=(y, A)$ for some vector $y \in \mathbb{R}^{m}, A \in \mathbb{R}^{m \times N}, \Xi_{\mathrm{LP}}(\iota)$ has a unique minimiser and $\|\iota\| \leq 1$, yet

$$
\left\{\Xi_{\mathrm{LP}}, \Omega\right\}^{\Delta_{1}} \notin \Delta_{1}^{G}, \quad \epsilon_{\mathrm{B}}^{\mathrm{s}}, \epsilon_{\mathbb{P B}}^{\mathrm{s}}(p) \geq 1 / 2,
$$

for $p \in(0,1 / 2)$. Moreover, $\left\{\Xi_{\mathrm{LP}}, \Omega\right\}^{\Delta_{1}} \in \Delta_{1}^{A}$ implies decidability of the Halting Problem.
2. For any dimensions $m, N$ let $\Omega$ be the set of $y \in \mathbb{R}^{m}, A \in \mathbb{R}^{m \times N}$ such that the linear systems problem with input $y$ and $A$ has a unique solution. Then $\left\{\Xi_{\mathrm{LS}}, \Omega\right\}^{\Delta_{1}} \in \Delta_{1}^{A}$.
Remark 4.1.2. We should note at this point that we do not claim novelty on Theorem 4.1.1 part 2 Indeed, such a result was already shown in the computational analysis setting in [128. We do provide proof of this variant in Chapter 5. however, our proof strategy is substantially similar to this existing work.

As the first non-computability result of this paper, it is worth examining Theorem 4.1.1 part 1 in closer detail. Firstly, we have a bounded input set which we guarantee has exactly one minimiser for every problem. The conclusion of the theorem implies that the linear programming problem is non-computable, and computability with a turing machine would imply that the halting problem is decidable. The statement about the breakdown epsilons describes the degree of noncomputability - firstly, the strong breakdown epsilon alludes to the fact that any algorithm will perform at least as badly as committing an error of $1 / 2$ for some inputs in the dataset.

For the probabilistic breakdown epsilon, the result says that a probabilistic algorithm will do no better than a deterministic one unless we are willing to accept a high probability of failing. To understand the relevance of the constant $1 / 2$, let us imagine a computational problem $\{\Xi, \Omega, \mathcal{M}, \Lambda\}$ for which $\cup_{\iota \in \Omega} \Xi(\iota)$ has cardinality 2 . It is easy to achieve a probabilistic algorithm that outputs the correct answer with probability a half by choosing uniformly at random from the two possible values of $\Xi(\iota)$. Such an algorithm would clearly be of no practical interest - the result would be independent of the input.

Let us contrast this result with that of Theorem 4.1.1 part 2. We make the same assumptions on the input set as in part 1, but now by changing from the linear programming problem to the linear systems problem we change the computational problem from being outside of $\Delta_{1}^{G}$ to being inside $\Delta_{1}^{A}$ and thus computable. At first glance, the change from linear programming to linear systems may seem completely innocuous from a computability perspective. This result demonstrates that this intuition is wrong and shows just how subtle this theory can be.

The final result on linear programming shows that even with quite strong restrictions on the primary set, finding the minimiser of linear programming can still be a non-computable problem. By contrast, with the same set of inputs it will be perfectly possible to compute the objective function.

Theorem 4.1.3. There exists a set of inputs $\Omega$ such that for all $\iota \in \Omega$ we can write $\iota=(y, A)$ for some vector $y \in \mathbb{R}^{m}$ and matrix $A \in \mathbb{R}^{m \times N}$ with bounded condition numbers in the following sense: $\operatorname{Cond}\left(A A^{*}\right), C_{F P}(y, A), \operatorname{Cond}(\Xi) \leq 2,\|\iota\| \leq \sqrt{2}$, yet

$$
\left\{\Xi_{\mathrm{LP}}, \Omega\right\}^{\Delta_{1}} \notin \Delta_{1}^{G}, \quad \epsilon_{\mathrm{B}}^{\mathrm{s}} \geq \frac{1}{\sqrt{2}}
$$

Furthermore, $\left\{\Xi_{\mathrm{LP}}, \Omega\right\}^{\Delta_{1}} \in \Delta_{1}^{A}$ implies decidability of LLPO. By contrast, let $\Xi_{\mathrm{LP}}^{\mathrm{Obj}}$ be defined on the same set $\Omega$ to be

$$
\Xi_{\mathrm{LP}}^{\mathrm{Obj}}(\iota):=\min _{x \in \mathbb{R}^{N}} c^{T} x \text { such that } y=A x, \quad \text { where } \quad=(y, A)
$$

We have $\left\{\Xi_{\mathrm{LP}}^{\mathrm{Obj}}, \Omega\right\}^{\Delta_{1}} \in \Delta_{0}^{A}$.
This serves to highlight the important difference between finding the minimiser and computing the objective function. We stress at this point that in many applications one is more interested in the former than the latter. Thus a computability theory revolving around finding minimisers becomes of great importance.

Remark 4.1.4. Note that for most of the remaining results in this thesis, we shall discuss only the deterministic breakdown epsilons even though our techniques are easily able to show bounds on the probabilistic breakdown epsilons. This is because the typical algorithms used to solve all but the neural network problem are deterministic in nature.

### 4.2 Compressed sensing

As we shall see that basis pursuit and basis pursuit denoising have different computational properties, we will split our work here into two sections.

### 4.2.1 Basis pursuit

Firstly, recall that the basis pursuit problem is to find a solution to $\operatorname{argmin}_{x \in \mathbb{R}^{N}}\|x\|_{1}$ such that $U x=y$.

We begin by discussing the basic non-computability results on basis pursuit. Firstly, basis pursuit is not a $\Delta_{1}$ problem even when restricted to single minimiser problems and bounded input. Secondly, basis pursuit is still not a $\Delta_{1}$ problem even under reasonable assumptions on all but the RCC condition number. More precisely:

Theorem 4.2.1 (Basis Pursuit). Let $\Xi(\iota)$ denote the solution set, with input $\iota \in \Omega$, of basis pursuit with $l^{1}$ norm.
(i) For any dimensions $m, N \in \mathbb{N}$, there exists a set of inputs $\Omega$ such that for any $\iota \in \Omega, \iota=(y, U)$ for some vector $y \in \mathbb{R}^{m}$ and matrix $U \in \mathbb{R}^{m \times N}, \Xi(\iota)$ has a unique minimiser and $\|\iota\| \leq 1$ for all $\iota \in \Omega$, yet

$$
\{\Xi, \Omega\}^{\Delta_{1}} \notin \Delta_{1}^{G}, \quad \epsilon_{\mathrm{B}}^{\mathrm{s}} \geq \frac{1}{2}
$$

Moreover, $\{\Xi, \Omega\}^{\Delta_{1}} \in \Delta_{1}^{A}$ implies decidability of the Halting Problem.
(ii) For any dimensions $m, N \in \mathbb{N}$ with $m<N$, there exists a set of inputs $\Omega$ such that for all $\iota \in \Omega$ we can write $\iota=(y, U)$ for some vector $y \in \mathbb{R}^{m}$ and matrix $U \in \mathbb{R}^{m \times N}$ with bounded condition numbers in the following sense: $\operatorname{Cond}\left(U U^{*}\right), C_{F P}(y, U), \operatorname{Cond}(\Xi) \leq 2,\|\iota\| \leq \sqrt{2}$, yet

$$
\{\Xi, \Omega\}^{\Delta_{1}} \notin \Delta_{1}^{G}, \quad \epsilon_{\mathrm{B}}^{\mathrm{s}} \geq \frac{1}{\sqrt{2}}
$$

Furthermore, $\{\Xi, \Omega\}^{\Delta_{1}} \in \Delta_{1}^{A}$ implies decidability of LLPO.
As a counterpart to this theorem, it is natural to ask for conditions on the input set that ensure that the problem is indeed in $\Delta_{1}^{A}$. An initial attempt might be to show that we can establish a positive result if we assume that $\operatorname{Cond}\left(U U^{*}\right), C_{\mathrm{FP}}(y, U), \operatorname{Cond}(\Xi)$ and additionally $C_{\mathrm{RCC}}$ are all bounded.

We shall not argue whether or not such conditions lead to a computability result here. Instead, let us suppose that these conditions were able to prove a computability result. Our aim would then be to show that compressed sensing problems have these conditions and thus conclude that even though basis pursuit is not in $\Delta_{1}$, if we only work with compressed sensing problems we can compute to arbitrary precision.

Thus a natural question is whether or not 'standard' compressed sensing problems have a small RCC condition number. Our next theorem shows that this is not the case, and thus a computability result that requires a small RCC would be inapplicable in explaining why compressed sensing techniques seem to perform well in practice. Moreover, we do in fact show that these 'standard' compressed sensing problems are in $\Delta_{1}$, meaning that a small RCC is not necessary to guarantee computability for these important compressed sensing problems.

Theorem 4.2.2. There exists a set of inputs $\Omega$ such that

1. If $y=U x$ for some $x$ is such that $(y, U)$ is in $\Omega$ then the set of $U \in \mathbb{R}^{m \times N}$ so that $(U x, U) \in \Omega$ is an open set.
2. There is an input $\iota=(\tilde{y}, \tilde{U}) \in \Omega$ such that $\tilde{U}$ is a Hadamard matrix and $C_{R C C}(\iota)=\infty$.

However, despite the infinite RCC condition of the problem, we have

$$
\{\Xi, \Omega\}^{\Delta_{1}} \in \Delta_{1}^{A} .
$$

Moreover, there exists an algorithm $\Gamma$ such that for any $\epsilon>0$ the algorithm has bounded minimum runtime i.e.

$$
T(\Gamma, \epsilon)<\infty .
$$

Finally, the same result holds if we replace the word 'Hadamard' with 'Bernoulli'.
The issue of input sets with two minimisers is very subtle and the subject of much of the discussion in this thesis. On the one hand, 4.2 .2 shows that if the inputs are arbitrarily close to two minimisers we may still be able to build an algorithm to solve the problem. On the other hand, we have the following result.

Theorem 4.2.3. Let $\{\Xi, \Omega\}$ denote the computational problem of Basis Pursuit (BP). Suppose that there is input data $\iota=(y, U) \in \Omega$ for which there are at least two distinct elements in $\Xi(\iota)$. Suppose also that there is an $\epsilon>0$ such that for every negative semidefinite diagonal matrix $D$ with $\|D\|_{\max }<\epsilon$ we have $(y, U+U D) \in \Omega$. Then $\{\Xi, \Omega\}^{\Delta_{1}} \notin \Delta_{1}^{G}$. Moreover, if $x^{1}, x^{2} \in M_{\min }^{B P}(\iota)$ then $\epsilon_{\mathrm{B}}^{\mathrm{s}} \geq\left\|x^{1}-x^{2}\right\|_{2} / 2$.

The set $M_{\text {min }}^{\mathrm{BP}}(\iota)$ are the set of minimisers with minimal support. This key concept is used in several of the arguments to get lower bounds on the strong breakdown epsilon. More precisely, we define the following:

Definition 4.2.4 (Minimisers with minimal support). For feasible input $y \in \mathbb{C}^{m}$, $U \in \mathbb{C}^{m \times N}$ and parameters $\delta \geq 0, \lambda>0$, we consider the set $M_{\text {min }}^{\mathrm{BP}}$ of basis pursuit denoising minimisers with minimal support $M_{\text {min }}^{\mathrm{BP}}$ (respectively the set $M_{\text {min }}^{\mathrm{UL}}$ of lasso minimisers with minimal support), defined by

$$
\begin{aligned}
& M_{m i n}^{\mathrm{BP}}(y, U, \delta):=\left\{x \in \Xi^{\mathrm{BP}}(y, U, \delta) \mid x^{\prime} \in \Xi^{\mathrm{BP}}(y, U, \delta), \operatorname{supp}\left(x^{\prime}\right) \subseteq \operatorname{supp}(x) \Rightarrow x=x^{\prime}\right\} \\
& M_{m i n}^{\mathrm{UL}}(y, U, \lambda):=\left\{x \in \Xi^{\mathrm{UL}}(y, U, \lambda) \mid x^{\prime} \in \Xi^{\mathrm{UL}}(y, U, \lambda), \operatorname{supp}\left(x^{\prime}\right) \subseteq \operatorname{supp}(x) \Rightarrow x=x^{\prime}\right\}
\end{aligned}
$$

Note that since we permit $\delta=0$ in the definition for basis pursuit denoising, so that basis pursuit is a special case.

To give a condition that ensures that the problem is in $\Delta_{1}^{A}$, we therefore take a different approach. We would like to guarantee that the same properties that were good for recovery are also good for computation (i.e. the RIP and nullspace property in levels from Chapter 3) We show that this is indeed the case subject to the existence of an primal convergent tower of algorithms:

Definition 4.2.5. A primal convergent tower of algorithms for basis pursuit (denoising) is an arithmetic tower of algorithms $\left\{\Gamma_{n}\right\}$ of height one so that for given $\epsilon>0$, $\tilde{U} \in \mathbb{C}^{m \times N}$ and $\tilde{y} \in \mathbb{C}^{m}$ we have

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left\|\tilde{U} x_{n}-\tilde{y}\right\|_{2} \leq \epsilon, \quad \lim _{n \rightarrow \infty}\left\|x_{n}\right\|_{1}=B P_{\epsilon}(\tilde{y}, \tilde{U}) \tag{4.2.1}
\end{equation*}
$$

provided that there exists $x^{0}$ with $\left\|\tilde{U} x^{0}-\tilde{y}\right\|_{2}<\epsilon$, where $x_{n}$ is the nth iteration of the algorithm with input $(\tilde{y}, \tilde{U}, \epsilon)$ and $B P_{\epsilon}(\tilde{y}, \tilde{U})$ is the real value given by

$$
\min \left\|x^{\prime}\right\|_{1} \text { such that }\left\|\tilde{U} x^{\prime}-\tilde{y}\right\| \leq \epsilon .
$$

Remark 4.2.6. Note that the existence of such an algorithm does not contradict the previous theorem on the non-computability of basis pursuit as here we assume that the algorithm is fed exact information on the inputs (as opposed to $\Delta_{1}$ information).

Theorem 4.2.7. Fix natural numbers $l_{1}$ and $\eta_{1}$ and real constants $\tau_{1}>0, \rho_{1}<1$. Assume that $(\mathbf{s}, \mathbf{M})$ is a sparsity pattern satisfying the following conditions:

1. The number of levels in the sparsity pattern ( $\mathbf{s}, \mathbf{M}$ ), denoted by $l$, satisfies $l<l_{1}$ with $l_{1}^{1 / 4} \in \mathbb{Q}$.
2. The ratio constant of the sparsity pattern $(\mathbf{s}, \mathbf{M})$, denoted by $\eta_{\mathbf{s}, \mathbf{M}}$, satisfies $\eta_{\mathbf{s}, \mathbf{M}}<\eta_{1}$ with $\eta_{1}^{1 / 4} \in \mathbb{Q}$.

Let $\left\{\Xi_{\mathrm{BP}}, \Omega\right\}$ denote the Basis Pursuit problem with $\Omega$ being some (not necessarily proper) subset of possible $\iota$ with $\iota=(y, U)$ such that $U$ satisfies the $\ell^{2}$ robust nullspace property of order $(\mathbf{s}, \mathbf{M})$ with parameters $\rho<\rho_{1}$ with $\rho_{1}^{1 / 2} \in \mathbb{Q}, \tau<\tau_{1}$ and such that $y=U x$ for some ( $\mathbf{s}, \mathbf{M}$ )-sparse $x$.

Then, subject to the existence of a primal convergent tower of algorithms, there exists a collection of arithmetic algorithms $\left\{\Gamma_{n}\right\}_{n=1}^{\infty}$ on $\Omega$ for which $d\left(\Gamma_{n}(\iota), \Xi_{\mathrm{BP}}(\iota)\right) \leq$ $2^{-n}$. Thus $\left\{\Xi_{\mathrm{BP}}, \Omega\right\} \in \Delta_{1}^{A}$. Moreover, for any $\epsilon>0, T\left(\Gamma_{n}, \epsilon\right)<\infty$ provided that there exists a $C \in \mathbb{R}$ such that for each $\iota \in \Omega,\|y\|_{1}<C$.

Remark 4.2.8. The condition that $l_{1}^{1 / 4}, \eta_{1}^{1 / 4}$ and $\rho_{1}^{1 / 2}$ are all rational is merely a technical requirement and does not significantly weaken Theorem 4.2 .7 because the set of $x \in \mathbb{R}$ such that $\sqrt[4]{x} \in \mathbb{Q}$ is dense in $\mathbb{R}_{+}$.

Remark 4.2.9. Because of the argument in the proof of Theorem 3.3.4, we get a similar $\Delta_{1}^{A}$ result as in Theorem 4.2 .7 if we replace the assumptions on the nullspace property with an assumption that the input matrices have a sufficiently small $\operatorname{RIP}_{L}$ constant.

Remark 4.2.10. The strategy to proving Theorem 4.2 .7 involves taking sufficiently close approximations $(\tilde{y}, \tilde{U})$ to $(y, U)$ and then applying a primal convergent algorithm with $\epsilon$ taken to be small.

As a counterpart, we show that if the conditions given in the theorem above are slightly relaxed then we return to the territory of being outside of $\Delta_{1}$.

Theorem 4.2.11. We set $\{\Xi, \Omega\}$ to be the $\ell^{1}$ basis pursuit problem. Fix natural numbers $m, N$ with $N \geq 2$ and $m \geq 1$. Suppose that there is a real constant $\rho>1$ and $a$ set $K \subset\{1,2, \ldots, N\}$ with $1 \leq|K| \leq(m \wedge(N-1))$ such that if a matrix $U \in \mathbb{R}^{m \times N}$ satisfies

$$
\begin{equation*}
\left\|x_{K}\right\|_{1}<\rho\left\|x_{K^{c}}\right\|_{1} \quad \text { whenever } U x=0 \text { and } x \neq 0 \tag{4.2.2}
\end{equation*}
$$

then $(y, U) \in \Omega$ for all $y$ such that $y=U v$ for some $v$ with support $K$. For such computational problems $\{\Xi, \Omega\}$, we have $\{\Xi, \Omega\} \notin \Delta_{1}^{G}$.

The requirement $1 \leq|K| \leq(m \wedge(N-1))$ is necessary for the conclusion of the theorem to hold. If this condition is omitted, then note that if $|K|>m$ then there are
no matrices satisfying (4.2.2): any such $U$ would have $U_{K} \in \mathbb{C}^{m \times|K|}$ and thus $U_{K}$ has a non-trivial nullspace, contradicting 4.2.2. If instead $K=\emptyset$ then the primary set $\Omega$ would consist of all pairs $\left(0_{m}, U\right)$ where $U$ is a matrix and $0_{m}$ is the 0 vector, and trivially this problem is in $\Delta_{0}$. Finally, if $|K|=N$ then any matrix satisfying 4.2.2) must have a trivial nullspace and therefore the basis pursuit problem is reduced to gaussian elimination.

We can prove a similar result for inputs that have a RIP in levels constant that is in some sense slightly too large:

Theorem 4.2.12. Fix $\gamma>1$ and $f: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$such that $f(x)=o\left(x^{1 / 2}\right)$. For parameters $p:=(\delta, m, N, \mathbf{s}, \mathbf{M})$ with $\delta^{\prime}>0, m, N \in \mathbb{N}$ and $(\mathbf{s}, \mathbf{M})$ a valid sparsity pattern, we denote by $\Omega_{p}$ the set of $(y, U)$ such that

- $U \in \mathbb{R}^{m \times N}$ and $y=U x$ for some $(\mathbf{s}, \mathbf{M})$-sparse $x \in \mathbb{R}^{N}$.
- $\operatorname{cond}\left(U U^{*}\right)<\gamma$ and the $\operatorname{RIP}_{L}$ constant of order $(\mathbf{s}, \mathbf{M})$ for $U$ satisfies $\delta_{\mathbf{s}, \mathbf{M}}<\delta^{\prime}$.

Then there exist valid parameters $p$ such that
(A) $(\mathbf{s}, \mathbf{M})$ has two levels and $\delta^{\prime} \leq \frac{1}{f\left(\eta_{\mathbf{s}, \mathbf{M}}\right)}$
but $\left\{\Xi, \Omega_{p}\right\}^{\Delta_{1}} \notin \Delta_{1}^{G}$. Similarly, there exist valid parameters $p$ such that if condition (A) is replaced by
(B) $\eta_{\mathrm{s}, \mathrm{M}}=1$ and $\delta^{\prime} \leq \frac{1}{f(l)}$
then we still have $\left\{\Xi, \Omega_{p}\right\}^{\Delta_{1}} \notin \Delta_{1}^{G}$.

### 4.2.2 Basis pursuit denoising

As with basis pursuit, there are some basic non-computability results for basis pursuit denoising (defined as $\operatorname{argmin}_{x \in \mathbb{R}^{N}}\|x\|_{1}$ such that $\|U x-y\|_{2} \leq \delta$ ).
Theorem 4.2.13 (Basis Pursuit Denoising). Let $\Xi(\iota)$ denote the solution set, with input $\iota \in \Omega$, of basis pursuit with $l^{1}$ norm.
(i) For any dimensions $m, N \in \mathbb{N}$ with $m<N$ and $\delta>0$, there exists a set of inputs $\Omega$ such that for all $\iota \in \Omega$ we can write $\iota=(y, U, \delta)$ for some vector $y \in \mathbb{R}^{m}$ and matrix $U \in \mathbb{R}^{m \times N}, \Xi(\iota)$ has a unique minimiser and $\|\iota\| \leq 1$ for all $\iota \in \Omega$, yet

$$
\{\Xi, \Omega\}^{\Delta_{1}} \notin \Delta_{1}^{G}, \quad \epsilon_{\mathrm{B}}^{\mathrm{s}} \geq \frac{1}{2}
$$

Moreover, $\{\Xi, \Omega\}^{\Delta_{1}} \in \Delta_{1}^{A}$ implies decidability of the Halting Problem.
(ii) For any dimensions $m, N \in \mathbb{N}$ with $m<N$ and denoising parameter $\delta \in(0,1)$, there exists a set of inputs $\Omega$ such that for all $\iota \in \Omega$ we can write $\iota=(y, U, \delta)$ for some vector $y \in \mathbb{R}^{m}$ and matrix $U \in \mathbb{R}^{m \times N}$ with bounded condition numbers in the following sense: $\operatorname{Cond}\left(U U^{*}\right), C_{F P}(U, y, \delta), \operatorname{Cond}(\Xi) \leq 2,\|\iota\| \leq 1$ yet

$$
\{\Xi, \Omega\}^{\Delta_{1}} \notin \Delta_{1}^{G}, \quad \epsilon_{\mathrm{B}}^{\mathrm{s}} \geq \frac{1-\delta}{\sqrt{2}}
$$

Furthermore, $\{\Xi, \Omega\}^{\Delta_{1}} \in \Delta_{1}^{A}$ implies decidability of LLPO.
We also get a similar non-computability result on two minimiser problems:
Theorem 4.2.14. Let $\{\Xi, \Omega\}$ denote the computational problem of Basis Pursuit denoising for some $\delta>0$ with $l^{1}$ regularisation and with some set $\Omega$ of valid inputs. Suppose that there is input data $\iota=(y, U, \delta) \in \Omega$ for which there are at least two distinct elements in $\Xi(\iota)$. Suppose also that there is an $\epsilon>0$ such that for every negative semidefinite diagonal matrix $D$ with $\|D\|<\epsilon$ we have $(y, U+U D, \delta) \in \Omega$. Then $\left\{\Xi_{3}, \Omega_{3}, \mathcal{M}_{3}, \Lambda_{3}\right\}^{\Delta_{1}} \notin \Delta_{1}^{G}$. Moreover, if $x^{1}, x^{2} \in M_{\text {min }}^{B P}(\iota)$ then $\epsilon_{\mathrm{B}}^{\mathrm{s}} \geq\left\|x^{1}-x^{2}\right\|_{2} / 2$.

Thus, to get a positive result, we turn to the robust nullspace property as before. Unfortunately, this will still not be enough to give us a result in $\Delta_{1}^{A}$, as the following statement shows.
Theorem 4.2.15. Fix $s \in \mathbb{N}$ and $\delta \in(0,1]$ and let $\Omega$ denote the set of all $\iota$ satisfying the following requirements:

1. $U$ obeys the robust nullspace property with parameters $\rho \leq \rho^{\prime}=\frac{s+1}{2^{\left[\log _{2}(s)\right]+2}-s}<1$ and $\tau \leq 7 \sqrt{1+\rho^{\prime}}$.
2. $\|U\| \leq 6$ and $\operatorname{cond}\left(U U^{*}\right) \leq 36$.
3. $y=U x$ for some $s$-sparse $x$ and $y \leq 2$.

Then $\left\{\Xi_{3}, \Omega_{3}, \mathcal{M}_{3}, \Lambda_{3}\right\}^{\Delta_{1}} \notin \Delta_{1}^{G}$. Moreover, $\epsilon_{\mathrm{B}}^{\mathrm{s}} \geq \delta / 2$.
However, we can also use a primal convergent algorithm to provide an upper bound for the breakdown epsilon as a counterpart to Theorem 4.2.7.
Theorem 4.2.16. Fix natural numbers $l_{1}$ and $\eta_{1}$ and real constants $\delta \geq 0, \tau_{1}>0, \rho_{1}<$ 1. Assume that $(\mathbf{s}, \mathbf{M})$ is a sparsity pattern satisfying the following conditions:

1. The number of levels in the sparsity pattern ( $\mathbf{s}, \mathbf{M}$ ), denoted by $l$, satisfies $l<l_{1}$ with $l_{1}^{1 / 4} \in \mathbb{Q}$.
2. The ratio constant of the sparsity pattern ( $\mathbf{s}, \mathbf{M}$ ), denoted by $\eta_{\mathbf{s}, \mathbf{M}}$, satisfies $\eta_{\mathbf{s}, \mathrm{M}}<\eta_{1}$ with $\eta_{1}^{1 / 4} \in \mathbb{Q}$.
Let $\left\{\Xi_{\mathrm{BPDN}}, \Omega\right\}$ denote the Basis Pursuit problem with $\Omega$ being some (not necessarily proper) subset of possible $\iota$ with $\iota=(y, U)$ such that $U \in \mathbb{R}^{m \times N}$ satisfies the $\ell^{2}$ robust nullspace property of order $(\mathbf{s}, \mathbf{M})$ with parameters $\rho<\rho_{1}$ with $\rho_{1}^{1 / 2} \in \mathbb{Q}, \tau<\tau_{1}$ and such that $\|y-U x\| \leq \delta$ for some ( $\mathbf{s}, \mathbf{M}$ )-sparse $x$.

Then, subject to the existence of a primal convergent tower of algorithms, there exists a collection of arithmetic algorithms $\left\{\Gamma_{n}\right\}_{n=1}^{\infty}$ on $\Omega$ for which $d\left(\Gamma_{n}(\iota), \Xi_{\mathrm{BP}}(\iota)\right) \leq$ $2^{-n}+\epsilon^{\prime}$ where

$$
\begin{aligned}
\epsilon^{\prime} & :=2 N \delta \alpha_{3} /(N-1)+2 \delta\left(C+D \sqrt[4]{l_{1} \eta_{1}}\right) \\
\alpha_{3} & :=\tau_{1}\left(\sqrt[4]{l_{1} \eta_{1}} / 2+1+2\left(\rho_{1}+C_{0}\left(\rho_{1}\right) \sqrt[4]{l_{1} \eta_{1}}\right)\right) /\left(1-\rho_{1}\right) \\
C & :=\frac{\rho_{1} \tau_{1}+\tau_{1}}{1-\rho_{1}} \text { and } D:=\frac{4 \sqrt{\rho_{1}} \tau_{1}+3 \tau_{1}-\rho_{1} \tau_{1}}{2-2 \rho_{1}} .
\end{aligned}
$$

Moreover, for any $\epsilon>\epsilon^{\prime}, T\left(\Gamma_{n}, \epsilon\right)<\infty$ provided that there exists a $C \in \mathbb{R}$ such that for each $\iota \in \Omega,\|y\|_{1}<C$.

These two results - one showing that the breakdown epsilon is non-zero even assuming that all inputs have the nullspace property (Theorem 4.2.15) and one showing that the breakdown epsilon is bounded above in that circumstance (Theorem 4.2.16) are important to this thesis. Firstly, they show that there are problems with a very natural input set which are not computable. Secondly, they demonstrate that even though such problems are in a sense not computable, we can compute them up to a tolerably small error.

To conclude this section, let us demonstrate a simple numerical example of an incorrect computation for basis pursuit using SPGL1. We run the following program to solve

$$
\min _{x \in \mathbb{R}^{2}}\|x\|_{1} \text { such that } U x=y
$$

where $U=\left(\begin{array}{ll}1-\epsilon \quad 1\end{array}\right), y=1$ for some small $\epsilon>0$. This can be expressed in the following code:

```
Large = 1e9; Epsilon = 1/Large;
y = 1;
U = [1-Epsilon, 1];
options = spgSetParms('optTol',1e-50,'bpTol',1e-50,'decTol'
    ,1e-50);
AlgBPAns = spgl1(U,y,[],[],[],opts)
```

The true solution is $x=(0,1)^{T}$. Instead, MATLAB prints the following output.

| SPGL1 v.1.9 (29 Apr 2015) |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |
| No. rows | 1 | No. | olumns | : | 2 |  |  |
| Initial tau | $: 0.00 \mathrm{e}+00$ | Two- | orm of b | : | $1.00 \mathrm{e}+00$ |  |  |
| Optimality tol | : $1.00 \mathrm{e}-50$ | Targ | t objective | : | $0.00 \mathrm{e}+00$ |  |  |
| Basis pursuit tol | : 1.00e-50 | Maxin | um iterations | : | 10 |  |  |
| Iter Objective | Relative Gap | Rel Error | gNorm | stepG | $n n z X$ | nnzG | tau |
| $0 \quad 1.0000000 \mathrm{e}+00$ | $0.0000000 \mathrm{e}+00$ | $1.00 \mathrm{e}+00$ | $1.000 \mathrm{e}+00$ | 0.0 | 0 | 0 | $1.0000000 \mathrm{e}+00$ |
| $17.5000000 \mathrm{e}-01$ | $5.6250000 \mathrm{e}-01$ | $7.50 \mathrm{e}-01$ | $7.500 \mathrm{e}-01$ | -0.6 | 2 | 1 |  |
| $24.9999993 \mathrm{e}-10$ | $2.4999993 \mathrm{e}-19$ | $5.00 \mathrm{e}-10$ | $5.000 \mathrm{e}-10$ | 0.0 | 2 | 1 |  |
| $35.0000004 \mathrm{e}-10$ | $2.5000004 \mathrm{e}-19$ | $5.00 \mathrm{e}-10$ | $5.000 \mathrm{e}-10$ | 0.0 | 2 | 1 |  |
| $45.0000004 \mathrm{e}-10$ | $2.5000004 \mathrm{e}-19$ | $5.00 \mathrm{e}-10$ | $5.000 \mathrm{e}-10$ | 0.0 | 2 | 1 |  |
| $53.7500003 \mathrm{e}-10$ | $3.2812507 \mathrm{e}-19$ | $3.75 \mathrm{e}-10$ | $3.750 \mathrm{e}-10$ | -0.6 | 2 | 1 |  |
| $6 \quad 0.0000000 \mathrm{e}+00$ | $0.0000000 \mathrm{e}+00$ | $0.00 \mathrm{e}+00$ | $0.000 \mathrm{e}+00$ | 0.0 | 2 | 2 |  |
| EXIT -- Found a BP solution |  |  |  |  |  |  |  |
| Products with A | 13 | Total | time (secs) | : | 0.0 |  |  |
| Products with A' | 7 | Projec | t time (secs) | : | 0.0 |  |  |
| Newton iterations | $: 2$ | Mat-ve | c time (secs) | : | 0.0 |  |  |
| Line search its | 4 | Subspa | ce iterations | : | 0 |  |  |

```
AlgBPAns =
0.5000
0.5000
```

The value of $x=(0.5,0.5)^{T}$ is very different to the true solution.

### 4.3 Statistical estimation

Recall that constrained lasso is to find a minimiser of $\operatorname{argmin}_{x \in \mathbb{R}^{N}} \| A x-$ $y \|_{2}$ such that $\|x\|_{1} \leq \tau$. Similarly unconstrained lasso is to find a minimiser of $\operatorname{argmin}_{x \in \mathbb{R}^{N}}\|A x-y\|_{2}^{2}+\lambda\|x\|_{1}$. Once again, we start by proving a general noncomputability result for both constrained and unconstrained lasso. However, this time we will be unable to prove a result similar to the basis pursuit/basis pursuit denoising case for single minimiser problems

Theorem 4.3.1 (Lasso). Let $\Xi_{U L}(\iota)$ (respectively $\Xi_{C L}$ ) denote the solution sets, with input $\iota \in \Omega$, of unconstrained (respectively constrained) lasso with $l^{1}$ norm. We have the following:
(i) There exists a set of inputs $\Omega$ such that $\operatorname{Cond}\left(A A^{*}\right), \operatorname{Cond}(\Xi) \leq 2,\|\iota\| \leq 1$ for $\iota=(y, A) \in \Omega$, yet

$$
\{\Xi, \Omega\}^{\Delta_{1}} \notin \Delta_{1}^{G}, \quad \epsilon_{\mathrm{B}}^{\mathrm{s}} \geq \frac{2-\lambda}{2 \sqrt{2}}
$$

Furthermore, $\{\Xi, \Omega\}^{\Delta_{1}} \in \Delta_{1}^{A}$ implies decidability of LLPO.
(ii) For any dimensions $m, N \in \mathbb{N}$ with $m<N$ and any constraint parameter $\tau$ such that $\tau \in(0,1)$, there exists a set of inputs $\Omega$ such that for all $\iota \in \Omega$ we can write $\iota=(y, A, \tau)$ for some vector $y \in \mathbb{R}^{m}$ and matrix $A \in \mathbb{R}^{m \times N}$ with bounded condition numbers in the following sense: $\operatorname{Cond}\left(A A^{*}\right), C_{F P}(A, y, \tau), \operatorname{Cond}(\Xi) \leq$ $2,\|\iota\| \leq 1$ yet

$$
\{\Xi, \Omega\}^{\Delta_{1}} \notin \Delta_{1}^{G}, \quad \epsilon_{\mathrm{B}}^{\mathrm{s}} \geq \frac{\tau}{\sqrt{2}}
$$

Furthermore, $\{\Xi, \Omega\}^{\Delta_{1}} \in \Delta_{1}^{A}$ implies decidability of LLPO.
In the previous discussion on basis pursuit and basis pursuit denoising we saw that if the input set contained an input with two minimisers and all small perturbations on that input were also in the input set then the problem is not in $\Delta_{1}$. This is indeed the case for unconstrained lasso. For constrained lasso however we do not get this result. This is summarised in the following theorem:

Theorem 4.3.2. 1. Let $\{\Xi, \Omega\}$ denote the computational problem of unconstrained Lasso with $l^{1}$ regularisation. Suppose that there is input data $\iota=(y, A) \in \Omega$ for which there are at least two distinct elements in $\Xi(I)$. Suppose also that there is an $\epsilon>0$ such that for every negative semidefinite diagonal matrix $D$ with $\|D\|_{\max }<\epsilon$ we have $(y, A+A D) \in \Omega$. Then $\left\{\Xi_{3}, \Omega_{3}, \mathcal{M}_{3}, \Lambda_{3}\right\}^{\Delta_{1}} \notin \Delta_{1}^{G}$. Moreover, if $x^{1}, x^{2} \in M_{\text {min }}^{U L}(\iota)$ then $\epsilon_{\mathrm{B}}^{\mathrm{s}} \geq\left\|x^{1}-x^{2}\right\|_{2} / 2$.
2. Let $\left\{\Xi_{4}, \Omega_{4}, \mathcal{M}_{4}, \Lambda_{4}\right\}$ be the constrained lasso problem with $\ell^{1}$ regularisation as defined in section 2.10. There exists an input set $\Omega$ and $\iota \in \Omega$ such that if $\iota=(y, A, \tau)$.
(a) There are at least two distinct vectors in $\Xi_{4}(\iota)$.
(b) For any matrix $D$ with $\|D\|<1 / 2,(y, A+A D, \tau) \in \Omega_{4}$.
(c) $\left\{\Xi_{4}, \Omega_{4}, \mathcal{M}_{4}, \Lambda_{4}\right\} \in \Delta_{1}^{A}$ with bounded minimum runtime so that there exist $\Gamma^{n}$ such that $d\left(\Gamma_{n}(\iota), \Xi(\iota)\right) \leq 2^{-n}$ and $T\left(\Gamma_{n}, \epsilon\right)<\infty$.

Despite the result on the non-computability of unconstrained lasso above, in some sense two minimiser unconstrained lasso problems are 'rare' when the matrix elements have some underlying random distribution. Indeed, the following lemma is proven in 116 as Lemma 4.

Theorem 4.3.3 (Tibshirani 2012). Suppose $X \in \mathbb{R}^{m \times N}$ is a random matrix with distribution absolutely continuous with respect to the lebesgue measure on $\mathbb{R}^{m \times N}$. Then for any $y$ and $\lambda>0$, the unconstrained lasso problem has exactly one minimiser.

Thus it may appear that despite the results of Theorem 4.3.2, it is unlikely that one will draw an input set with two minimiser problems. Even though this is the case, it is possible to create a probability distribution so that it takes an arbitrarily long time to solve the problems with probability greater than a half.

To state a precise theorem about this, we introduce some notation: for a subset $S$ of $\mathbb{R}^{m \times N}$, we denote the set of lebesgue measurable sets on $S$ by $\mathcal{L}(S)$. Let $\mathbb{R}_{\|\cdot\|_{\text {max }} \leq 2}^{1 \times 2}$
be the measurable space of all matrices with entries bounded (in absolute value) by 2 . We denote by $\mathcal{X}$ the measure space $\mathcal{X}=\left(\mathbb{R}_{\|\cdot\|_{\max } \leq 2}^{1 \times 2}, \mathcal{L}\left(\mathbb{R}_{\|\cdot\|_{\max } \leq 2}^{1 \times 2}\right)\right)$.

Theorem 4.3.4. For any $M \in \mathbb{N}$, there exists a probability measure $\mathbb{P}_{M}$ on $\mathcal{X}$ absolutely continuous with respect to the lebesgue measure and a vector $y \in \mathbb{R}$ with $|y| \leq 1$ such that for every fixed $\lambda \in(0,2)$ and set $\Omega$ comprised of three tuples $(y, A, \lambda)$ at least one of the following two things occur

1. For the unconstrained lasso problem $\{\Xi, \Omega\}, \epsilon_{\mathrm{B}}^{\mathrm{lr}}(M)>(2-\lambda) /(2 \sqrt{2})$.
2. If it is measurable, the set of all $A \in \mathbb{R}_{\|\cdot\|_{\max } \leq 2}^{1 \times 2}$ such that $(y, A, \lambda) \in \Omega$ has $\mathbb{P}_{M}$ probability less than or equal to $1 / 2$.

An initial attempt to get a positive result with lasso might use the robust nullspace property as in the section on basis pursuit. However, this will not be enough to guarantee that we are in $\Delta_{1}^{A}$ :

Theorem 4.3.5. Fix $s \in \mathbb{N}$ and $\lambda \in(0,1 / \sqrt{k}]$ where $k=2^{\left\lfloor\log _{2}(s)\right\rfloor+1}$. Let $\Omega$ denote the set of all $\iota$ satisfying the following requirements:

1. A obeys the robust nullspace property with parameters $\rho \leq \rho^{\prime}=\frac{s+1}{2^{\left[\log _{2}(s)\right\rfloor+2}-s}<1$ and $\tau \leq 7 \sqrt{1+\rho^{\prime}}$.
2. $\|A\| \leq 6$ and $\operatorname{cond}\left(A A^{*}\right) \leq 36$.
3. $y=A x$ for some $s$-sparse $x$ and $y \leq 2$.

Then $\left\{\Xi_{4}, \Omega_{4}, \mathcal{M}_{4}, \Lambda_{4}\right\}^{\Delta_{1}} \notin \Delta_{1}^{G}$. Moreover, $\epsilon_{\mathrm{B}}^{\mathrm{S}} \geq \frac{4 \lambda \sqrt{k}}{5 \sqrt{2}}$.
In the basis pursuit denoising case, we showed that we can attain close to the breakdown epsilon with an algorithm provided that we have the robust nullspace property (Theorem 4.2.16). For lasso, the robust nullspace property is mainly of importance in inverse problems and not for statistical estimation. We will thus pick a different well studied criteria - specifically, we shall work with the dual certificate criteria. To get a positive result with a limited runtime, we once again need the idea of a primal convergent algorithm for lasso.

Definition 4.3.6. A primal convergent tower of algorithms for lasso is an arithmetic tower of algorithms $\left\{\Gamma_{n}\right\}$ of height one such that for given $\lambda>0, \tilde{A} \in \mathbb{C}^{m \times N}$ and $\tilde{y} \in \mathbb{C}^{m}$ and $x_{n}=\Gamma_{n}(\tilde{y}, \tilde{A}, \lambda)$ then

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|x_{n}\right\|_{1}=\operatorname{LASSO}_{\lambda}(\tilde{A}, \tilde{y}) \tag{4.3.1}
\end{equation*}
$$

where $\operatorname{LASSO}_{\lambda}(\tilde{A}, \tilde{y})$ is the real value given by $\min _{x^{\prime}}\left\|\tilde{A} x^{\prime}-\tilde{y}\right\|+\lambda\left\|x^{\prime}\right\|_{1}$.
Once again, the existence of such an algorithm does not contradict any theorem on the non-computability of lasso as we assume that the primal convergent algorithm is fed exact information on the inputs (as opposed to $\Delta_{1}$ information). With this in mind, we can now prove a positive result for unconstrained lasso:

Theorem 4.3.7. Fix natural numbers $m, N$, positive numbers $\lambda, \alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}$ and a set $S \subseteq\{1,2, \ldots, N\}$. Let $\Omega$ be the set of all $(y, A)$ such that $y \in \mathbb{R}^{m}, A \in \mathbb{R}^{m \times N}$ and the following conditions hold:
(i) $y=A \eta$ for some $\eta \in \mathbb{R}^{N}$ with support contained in $S$.
(ii) $\left\|A_{S^{c}}^{*} A_{S}\left(A_{S}^{*} A_{S}\right)^{-1}\right\|_{\infty}<1-\alpha_{1}$.
(iii) $\min \left\{\rho \in \operatorname{Spec}\left(A_{S}^{*} A_{S}\right)\right\} \geq \alpha_{2}$ where Spec denotes the spectrum of a matrix.
(iv) $\|A\|_{2} \leq \alpha_{3}$ and $\|\eta\|_{1} \leq \alpha_{4}$.

If $\left\{\Xi_{4}, \Omega_{4}, \mathcal{M}_{4}, \Lambda_{4}\right\}$ represents unconstrained lasso, then $\left\{\Xi_{4}, \Omega_{4}, \mathcal{M}_{4}, \Lambda_{4}\right\}^{\Delta_{1}} \in \Delta_{1}^{A}$.
Items (i) to (iv) in Theorem 4.3.7 are the dual certificate criteria studied in 123 and references therein.

### 4.4 Neural networks - the paradoxes of deep learning

In the other sections, we began with a non-computability result and then augmented it with a collection of either positive or negative results depending on how the input set is further restricted. However, as highlighted in the introduction, there is currently very little existing work that explains when a neural network will succeed and when it will fail 46,52 .

We thus instead choose to present three separate issues with neural networks. To exclude pathological examples with training and classification sets that have elements that are arbitrary close to each other, that could make the classification function jump subject to a small perturbation, or become arbitrary large, we introduce the idea of well separated and stable sets. Specifically, for a given classification function $f: \mathbb{R}^{d} \rightarrow\{0,1\}$, we define the family of well separated and stable sets $\mathcal{S}_{\delta}^{f}$ with separation at least $\delta$ :

$$
\mathcal{S}_{\delta}^{f}=\left\{\left\{x_{1}, \ldots, x_{r}\right\} \mid\left\|x_{j}\right\| \leq 1, \min _{i \neq j}\left\|x_{i}-x_{j}\right\|_{\infty} \geq \delta, f\left(x_{j}+y\right)=f\left(x_{j}\right) \text { for }\|y\|_{\infty}<\delta\right\}
$$

Roughly speaking, the first issue with neural networks is a non-computability result showing that there are uncountably many classification functions, training sets and classification sets for which (provided small perturbations are still valid inputs to the algorithm) it will be impossible to make an algorithm that automatically finds and applies the optimal neural network to the classification sets. This is stated accurately in the following theorem.

Theorem 4.4.1. For $n \in \mathbb{N}$, we write $\varepsilon(n):=((4 n+3)(2 n+2))^{-1}$. Additionally, for any $\nu>0$ and fixed training set $\mathcal{T}$ of size $K$ with $K \in \mathbb{N}$, let $\Omega_{\nu}^{\mathcal{T}}$ be the collection of $\iota=\left\{\left\{\left(\hat{x}^{j}, f\left(\hat{x}^{j}\right)\right)\right\}_{j=1}^{K},\left\{\hat{x}^{j}\right\}_{j=1}^{K}\right\}$, with $\hat{x}^{j} \in \mathcal{B}_{\nu}^{\infty}\left(x^{j}\right), x^{j} \in \mathcal{T}$ and where $\mathcal{B}_{\nu}^{\infty}\left(x^{j}\right)$ is the open ball of radius $\nu$ about $x^{j}$ in the $\ell^{\infty}$ norm.

There are an uncountable family of classification functions $f: \mathbb{R}^{N_{0}} \rightarrow\{0,1\}$ such that for any neural network dimensions $\mathbf{N}=\left(N_{L}, N_{L-1}, \ldots, N_{1}, N_{0}\right)$ with $N_{0}, L \geq 2$
and any $K \geq 3\left(N_{1}+1\right) \cdots\left(N_{L-1}+1\right)$ there exist uncountably many training sets $\mathcal{T} \in$ $\mathcal{S}_{\varepsilon(K)}^{f}$ of size $K$ such that for any cost function $C \in \mathcal{C F}$ and $\nu<\varepsilon(K),\left\{\Xi_{\mathrm{NN}}^{C}, \Omega_{\nu}^{\mathcal{T}}\right\} \notin$ $\Delta_{1}^{G}$. Moreover, $\epsilon_{\mathrm{B}}^{\mathrm{s}} \geq \epsilon_{\mathrm{PB}}^{\mathrm{s}}(p) \geq 1 / 4$ for $p<1 / 2$.

Note that Theorem 4.4.1 applies with a very general class of cost functions. Additionally, since we have a non-zero probabilistic breakdown epsilon, the issue cannot be resolved by working with a probabilistic algorithm (so in particular, stochastic gradient descent will be unable to solve this particular problem).

Finally, we note that the optimisation problem for neural networks is typically non-convex, and at first glance it may seem that we are providing a problem for which any algorithm will get 'stuck' in a local minima. Here we highlight specifically that the result says that $\{\Xi, \Omega\} \notin \Delta_{1}^{G}$ as opposed to $\{\Xi, \Omega\} \notin \Delta_{1}^{A}$. The immediate and important implication is that no such algorithm to perform the computation will exist even if we provide a candidate algorithm with an oracle to detect and avoid local minima.

The second issue says that given an arbitrarily small distance $\epsilon$ we can find an uncountable number of functions, training sets and classification sets so that there is a neural network which can train exactly on the (arbitrarily large) training set and give the correct result on the (arbitrarily large) classification set, but there will be uncountably many new vectors within $\epsilon$ of the training and classification set which this neural network will be unable to classify. This is stated precisely in the following theorem:

Theorem 4.4.2. As in Theorem 4.4.1, for $n \in \mathbb{N}$, we write $\varepsilon(n):=((4 n+3)(2 n+$ $2))^{-1}$. There are an uncountable family of classification functions $f: \mathbb{R}^{N_{0}} \rightarrow\{0,1\}$ such that for any neural network dimensions $\mathbf{N}=\left(N_{L}, N_{L-1}, \ldots, N_{1}, N_{0}\right)$ with $N_{0}, L \geq$ 2, any non-negative $\epsilon<1 /(K+M)$ where $M$ can be made arbitrarily large and any $K \geq$ $3\left(N_{1}+1\right) \cdots\left(N_{L-1}+1\right)$ there exist uncountably many non-intersecting training sets $\mathcal{T}=\left\{x^{1}, \ldots, x^{K}\right\} \in \mathcal{S}_{\varepsilon(K+M)}^{f}$ and uncountably many non-intersecting classification sets $\mathcal{C}=\left\{y^{1}, \ldots, y^{M}\right\} \in \mathcal{S}_{\varepsilon(K+M)}^{f}$ such that if $\tilde{\phi}$

$$
\tilde{\phi} \in \underset{\phi \in \mathcal{N} \mathcal{N}_{\mathbf{N}, L}}{\operatorname{argmin}} C(v, w), \quad v_{j}=\phi\left(x^{j}\right), \quad w_{j}=f\left(x^{j}\right),
$$

where $1 \leq j \leq K$ and $C \in \mathcal{C F}$, then

$$
\begin{equation*}
\tilde{\phi}(x)=f(x) \quad \forall x \in \mathcal{T} \cup \mathcal{C} \tag{4.4.1}
\end{equation*}
$$

However, for every $\hat{\phi} \in \mathcal{N N}_{\mathbf{N}, L}$ there exists uncountably many $v \in \mathbb{R}^{N_{0}}$ such that

$$
\begin{equation*}
|\hat{\phi}(v)-f(v)| \geq 1 / 2, \quad\|v-x\|_{\infty} \leq \epsilon \text { for some } x \in \mathcal{T} . \tag{4.4.2}
\end{equation*}
$$

The final neural network related issue is that for an uncountable number of classification functions, there are an uncountable number of training sets and classification sets for which solving the optimisation problem (assuming we had an oracle which could do so) will yield a neural network that gets an incorrect answer on at least one
element of the training set and at least one element of the classification set. However, we can find arbitrarily small perturbations on the training set and classification set for which solving the optimisation problem again with this new training set will yield a neural network that will be able to exactly classify both the training set and the classification set. This is formulated mathematically in the following theorem:
Theorem 4.4.3. There are an uncountable family of classification functions $f: \mathbb{R}^{N_{0}} \rightarrow\{0,1\}$ such that for any neural network dimensions $\mathbf{N}=$ $\left(N_{L}, N_{L-1}, \ldots, N_{1}, N_{0}\right)$ with $N_{0}, L \geq 2$, any $K \geq 3\left(N_{1}+1\right) \cdots\left(N_{L-1}+1\right)$, any $M \geq K$ and any non-negative $\epsilon<1 /(K+M)$ there exist uncountably many nonintersecting training sets of the form $\mathcal{T}_{1}=\left\{x^{1}, \ldots, x^{K}\right\} \in \mathcal{S}_{(K+M)^{-1}}^{f}$ and $\mathcal{T}_{2}=$ $\left\{\hat{x}^{1}, \ldots, \hat{x}^{K}\right\} \in \mathcal{S}_{(K+M)^{-1}}^{f}$ and uncountably many non-intersecting classification sets $\mathcal{C}_{1}=\left\{y^{1}, \ldots, y^{M}\right\} \in \mathcal{S}_{(K+M)^{-1}}^{f}$ and $\mathcal{C}_{2}=\left\{\hat{y}^{1}, \ldots, \hat{y}^{M}\right\} \in \mathcal{S}_{(K+M)^{-1}}^{f}$ with $M \geq K$ such that $\mathcal{T}_{1} \subset \mathcal{B}_{\epsilon}^{\infty}\left(\mathcal{T}_{2}\right)$ and $\mathcal{C}_{1} \subset \mathcal{B}_{\epsilon}^{\infty}\left(\mathcal{C}_{2}\right)$. Moreover, we have

$$
\tilde{\phi}_{k} \in \underset{\phi \in \mathcal{N} \mathcal{N}_{\mathbf{N}, L}}{\operatorname{argmin}} C\left(v^{k}, w^{k}\right), \quad k=1,2,
$$

where

$$
v_{j}^{1}=\phi\left(x^{j}\right), \quad w_{j}^{1}=f\left(x^{j}\right), \quad v_{j}^{2}=\phi\left(\hat{x}^{j}\right), \quad w_{j}^{2}=f\left(\hat{x}^{j}\right),
$$

such that there exist $v \in \mathcal{T}_{1}$ and $w \in \mathcal{C}_{1}$ with

$$
\left|\tilde{\phi}_{1}(v)-f(v)\right| \geq 1 / 2, \quad\left|\tilde{\phi}_{1}(w)-f(w)\right| \geq 1 / 2
$$

However,

$$
\tilde{\phi}_{2}(x)=f(x) \quad \forall x \in \mathcal{T}_{2} \cup \mathcal{C}_{2} .
$$

Let us consider the three issues we have just highlighted. The first issue is a computability issue, demonstrating that there are neural network problems that cannot be computed. Yet, in practice, it seems that we are able to get good results when attempting to compute neural networks with backpropagation and stochastic gradient descent.

The second issue demonstrates a risk with the tactic of cross validation: namely, training a neural network and then testing it on sensible data, observing success and then assuming that it will still work well on new samples. In the absence of mathematical models to explain when a neural network will fail and when a neural network will succeed, this is seen to be an effective strategy for solving classification problems. However, we have demonstrated here that this can fail with arbitrarily large cross validation on an uncountable number of examples.

The final issue discusses a sensitivity to perturbations - even though we may fail to train on a training set, an arbitrarily small perturbation can yield a successful result. Thus it is very difficult to classify failure in the context of neural networks.

Let us examine the second issue further. Theorem 4.4.2 shows that for a given $\epsilon>0$, there are classification functions for which the trained neural network is successful on both the training set and arbitrarily large classification. However, such neural networks have an instability on perturbations of size $\epsilon$. Let us contrast this with Theorem
1.7.1 (the universal approximation theorem). Note that the classification functions in Theorem 4.4.2 are in $\mathcal{S}_{\varepsilon(K+M)}^{f}$ and are thus constant under perturbations of size $\epsilon<\varepsilon(K+\bar{M})$. An application of Theorem 1.7 .1 shows that we can approximate a smoothed version of this function to arbitrary accuracy. Thus there exists a neural network that approximates the classification function arbitrarily well and is therefore stable under small perturbations. Arguably, the added stability yields a 'better' neural network that classifies well and is also stable.

We now introduce the idea of the paradoxes of deep learning. These relate to the inefficiency in training the network. Specifically, the paradoxes are the following ideas:

Definition 4.4.4 (The paradoxes of deep learning). Despite their success, neural networks have the following paradoxical properties:

1. As shown in Theorem 4.4.1, the computational problem of training a neural network and using it on a classification set is non-computable. This is even if there exist computational oracles to avoid local minima and even using random algorithms.
2. Even given an oracle that can train the network, the methodological process of training a neural network will yield an undesirable answer in the sense that such a neural network will be unstable. Despite this process failing, there will exist a stable alternative neural network - but such an alternative neural network cannot be trained by training the network.

To highlight potential issues with neural networks, let us consider an example using 'Google translate'. At the time of writing, this functions by using a collection of neural networks (more detail is given [127]). We ask a simple question: translate the Norwegian word 'stortinget'. The correct translation in English is the word 'parliament' which is obtained by Google translate (see Figure 4.1). We also ask for the related translation of 'stortinget stortinget' which should translate to 'parliament parliament'. Note that this would be correctly translated by an algorithm that simply looks up words from a dictionary. Unfortunately, Google translate does not provide the correct translation (see Figure 4.2).


Figure 4.1: An example of google translate succeeding.
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Figure 4.2: A similar example where google translate fails.

### 4.5 Image processing

Our results here will show that both BPTV (finding a minimiser to $\operatorname{argmin}_{x \in \mathbb{R}^{N}}\|x\|_{\text {TV }}$ such that $A x=y$ ) and (DeblurTV) (finding a minimiser to $\left.\operatorname{argmin}_{x \in \mathbb{R}^{N}}\|A x-y\|_{2}^{2}+\lambda\|x\|_{\mathrm{TV}}\right)$ are non-computable problems. This is encapsulated mathematically in the following theorems:

Theorem 4.5.1 (Image inverse problems). Let $\Xi_{\text {BPTV }}$ denote the problem function for basis pursuit with total variation regularisation. There exists a set of inputs $\Omega$ such that

$$
\operatorname{Cond}\left(A A^{*}\right), C_{F P}(y, A) \leq 2 \sqrt{2},\|\iota\| \leq 2
$$

for all $\iota=(y, A) \in \Omega$, yet $\left\{\Xi_{\mathrm{BPTV}}, \Omega\right\}^{\Delta_{1}} \notin \Delta_{1}^{G}$ with $\epsilon_{\mathrm{B}}^{\mathrm{s}} \geq \sqrt{2}$.
Theorem 4.5.2 (Image deblurring). Fix $\lambda<\frac{1}{(2+\sqrt{2})^{2}}$. Let $\Xi_{\text {DeblurTV }}$ denote the problem function for image deblurring. There exists a set of inputs $\Omega$ such that

$$
\operatorname{Cond}\left(A A^{*}\right),\|\iota\| \leq 2
$$

for all $\iota=(y, A) \in \Omega$, yet $\left\{\Xi_{\text {DeblurTV }}, \Omega\right\}^{\Delta_{1}} \notin \Delta_{1}^{G}$ with $\epsilon_{\mathrm{B}}^{\mathrm{s}} \geq \sqrt{2}(1-2 \lambda)$.
Let us end this chapter with a simple example of total variation in inverse problems. Our aim will be to recover a Shepp-Logan phantom [108 of dimension $2048^{2}$. We choose $40 \%$ of the possible Fourier frequencies uniformly at random without replacement. Next, we try to recover using the standard $\ell^{1}$ minimisation technique from compressed sensing with Daubechies 2 wavelets (see ( $\overline{\mathrm{BP}}$ ). Finally, we use a total variation minimisation strategy as in (BPTV) with the same samples. The results are displayed in Figure 4.3


Figure 4.3: Standard $\ell^{1}$ basis pursuit $(\overline{\mathrm{BP}})$ compared to total variation minimisation (BPTV) (a) The original Shepp-Logan phantom (b) Recovery using ( $\overline{\mathrm{BP}}$ ) (c) Recovery using total variation minimisation.

Given the striking visual improvement observed by using (BPTV) over (BP), it is very tempting to state that total variation minimisation is a better method than $\ell^{1}$ basis pursuit for the given sampling pattern and image. However, this conclusion cannot be drawn from Figure 4.3 alone.

Here we draw a distinction between the method and algorithm used to perform the method. Theorem 4.2.1 and Theorem 4.5.1 show that in general, it is impossible to compute the methods of ( $\overline{\mathrm{BP}}$ ) or (BPTV). Thus the poor visual result demonstrated in Figure 4.3 using (BP) may be the observed result of a failure of the algorithm as opposed to a failure with the method.

This argument extends to all the techniques discussed in this thesis. Without a prior understanding of what exactly the algorithms are computing, we cannot assert anything about the underlying method from empirical evidence. Thus a comparison of various methods in practical circumstances becomes very difficult unless further analysis on when algorithms work and when they fail is completed.

Remark 4.5.3. Note that the performance observed in Figure 4.3 is far weaker than the one displayed in Figure 1.1. We emphasize here that although the sampling pattern is likely to be far from optimal, our point is merely about the importance of understanding algorithm performance when making statements that compare various methods and our choice of sampling pattern does not change this conclusion.

## Chapter 5

## Proofs

Note that throughout this section theorems from separate sections that share almost identical proofs are typically grouped together. Thus results may not be proven in the order that they were stated in the thesis.

### 5.1 Proof of Proposition 2.8.4

Proof of Proposition 2.8.4. We start with 2.8.2 , and observe that $\epsilon_{\mathbb{P B}}^{\mathrm{S}}(q) \leq \epsilon_{\mathbb{P B}}^{\mathrm{S}}(p)$ follows directly from the definition. To see that $\epsilon_{\mathrm{PB}}^{\mathrm{s}}(p) \leq \epsilon_{\mathrm{B}}^{\mathrm{s}}$ we argue by contradiction and suppose that $\epsilon_{\mathbb{P B}}^{\mathrm{S}}(p)>\epsilon_{\mathrm{B}}^{\mathrm{s}}$. Then there exists an $\epsilon>0$ such that $\epsilon_{\mathbb{P B}}^{\mathrm{s}}(p)>\epsilon>\epsilon_{\mathrm{B}}^{\mathrm{s}}$. Hence,

$$
\begin{equation*}
\forall \Gamma^{\mathrm{ran}} \in \operatorname{RGA} \exists \iota \in \Omega \text { such that } \mathbb{P}_{\iota}\left(d_{\mathcal{M}}\left(\Gamma_{\iota}^{\mathrm{ran}}, \Xi(\iota)\right)>\epsilon\right) \leq p . \tag{5.1.1}
\end{equation*}
$$

However, since $\epsilon>\epsilon_{\mathrm{B}}^{\mathrm{s}}$ there exists a general algorithm $\Gamma$ such that for all $\iota \in \Omega$, we have that $d_{\mathcal{M}}(\Gamma(\iota), \Xi(\iota)) \leq \epsilon$. Since any general algorithm $\Gamma$ obviously is a RGA with $X=\{\Gamma\}$, the latter statement violates (5.1.1) since $p<1$. Note that the argument to establish (2.8.3) is identical to the proof of (2.8.2). Thus, we concentrate on 2.8.4.

Indeed, note that $\epsilon_{\mathbb{P}}^{\mathrm{lr}}(M, p) \leq \epsilon_{\mathbb{P B}}^{\mathrm{r}}(M, q)$ follows directly from the definition. Moreover, to see that $\epsilon_{\mathbb{P} \mathrm{B}}^{\mathrm{lr}}(M, q) \leq \epsilon_{\mathrm{B}}^{\mathrm{lr}}(M)$ we suppose the opposite and find an $\epsilon>0$ such that $\epsilon_{\mathbb{P} \mathrm{B}}^{\mathrm{I}}(M, q)>\epsilon>\epsilon_{\mathrm{B}}^{\mathrm{Ir}}(M)$. Hence,

$$
\begin{equation*}
\forall \Gamma^{\mathrm{ran}} \in \mathrm{RGA} \exists \iota \in \Omega \text { such that } \mathbb{P}_{\iota}\left(d_{\mathcal{M}}\left(\Gamma_{\iota}^{\mathrm{ran}}, \Xi(\iota)\right) \leq \epsilon \text { and } T_{\Gamma^{\mathrm{ran}}}(\iota) \leq M\right) \leq p \tag{5.1.2}
\end{equation*}
$$

However, since $\epsilon>\epsilon_{\mathrm{B}}^{\mathrm{lr}}(M)$ we have that there exists a general algorithm $\Gamma$ such that

$$
\begin{equation*}
\forall \iota \in \Omega d_{\mathcal{M}}(\Gamma(\iota), \Xi(\iota)) \leq \epsilon \text { and } T_{\Gamma}(\iota) \leq M . \tag{5.1.3}
\end{equation*}
$$

As argued above any general algorithm is also a randomised algorithm, and thus (5.1.3) contradicts (5.1.2). To address (2.8.5 we notice that $\epsilon_{\mathbb{P B}}^{\mathrm{S}}(p) \leq \epsilon_{\mathbb{P B}}^{\mathrm{w}}(p)$ follows directly from the definition.

Now, to show 2.8.6 (i.e. that $\epsilon_{\mathbb{P B}}^{\mathrm{w}}(p) \leq \epsilon_{\mathbb{P B}}^{\mathrm{r}}(M, p)$ for $p \in[1 / 2,1)$ ) we argue by contradiction and choose $\epsilon>0$ such that $\epsilon_{\mathbb{P} \mathrm{B}}^{\mathrm{w}}(p)>\epsilon>\epsilon_{\mathbb{P} \mathrm{B}}^{\mathrm{r}}(M, p)$. Then

$$
\begin{equation*}
\exists \Gamma^{\mathrm{ran}} \in \mathrm{RGA} \forall \iota \in \Omega \mathbb{P}_{\iota}\left(d_{\mathcal{M}}\left(\Gamma_{\iota}^{\mathrm{ran}}, \Xi(\iota)\right) \leq \epsilon \text { and } T_{\Gamma^{\mathrm{ran}}}(\iota) \leq M\right)>p, \tag{5.1.4}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
\exists \Gamma^{\mathrm{ran}} \in \mathrm{RGA} \forall \iota \in \Omega \mathbb{P}_{\iota}\left(d_{\mathcal{M}}\left(\Gamma_{\iota}^{\mathrm{ran}}, \Xi(\iota)\right)>\epsilon \text { or } T_{\Gamma^{\mathrm{ran}}}(\iota)>M\right) \leq 1-p . \tag{5.1.5}
\end{equation*}
$$

However, since $\epsilon_{\mathbb{P B}}^{\mathrm{w}}(p)>\epsilon$ it follows that

$$
\forall \Gamma^{\mathrm{ran}} \in \operatorname{RGA} \exists \iota \in \Omega \mathbb{P}_{\iota}\left(d_{\mathcal{M}}\left(\Gamma_{\iota}^{\mathrm{ran}}, \Xi(\iota)\right)>\epsilon \text { or } T_{\Gamma^{\mathrm{ran}}}(\iota)>M\right)>p,
$$

which contradicts (5.1.5) and (5.1.4) since $p \in[1 / 2,1)$. To show 2.8.7) we note that $\epsilon_{\mathrm{B}}^{\mathrm{s}} \leq \epsilon_{\mathrm{B}}^{\mathrm{W}}$ follows immediately from the definitions. Moreover, to show that $\epsilon_{\mathrm{B}}^{\mathrm{W}} \leq \epsilon_{\mathrm{B}}^{\mathrm{lr}}(M)$ one can copy the proof of (2.8.6) almost verbatim.

Finally, to show 2.8.8 we start by showing the second part and observe that $\epsilon_{\mathrm{PB}}^{\mathrm{lr}}(M, p)$ is bounded below and decreases as $M$ increases, hence, the limit exists in $[0, \infty]$. We will show the result that $\lim _{M \rightarrow \infty} \epsilon_{\mathbb{P}}^{\mathrm{r}}(M, p) \leq \epsilon_{\mathrm{B}}^{\mathrm{w}}$ for $p \in[0,1 / 2]$ : this establishes immediately the first part of 2.8.8. By 2.8.6 we have that $\epsilon_{\mathbb{P B}}^{\mathbb{W}}(p) \leq$ $\epsilon_{\mathbb{P} \mathrm{B}}^{\mathrm{lr}}(M, p)$ when $p=[1 / 2,1)$ establishing the last part of (2.8.8). Note that there is nothing to prove if $\epsilon_{\mathrm{B}}^{\mathrm{w}}=\infty$, so let us assume instead that $\epsilon_{\mathrm{B}}^{\mathrm{w}}<\infty$.

To finalise the proof let $\epsilon>\epsilon_{\mathbb{P B}}^{\mathrm{w}}(p)$. Then $\epsilon_{\mathbb{P B}}^{\mathrm{r}}(M, p) \leq \epsilon$ for large $M$. Indeed, if not, then for any $M \in \mathbb{N}$ we have that 5.1.2 holds. However, since $\epsilon>\epsilon_{\mathbb{P B}}^{W}(p)$, it follows that

$$
\exists \Gamma^{\mathrm{ran}} \in \operatorname{RGA}, M \in \mathbb{N} \forall \iota \in \Omega \mathbb{P}_{\iota}\left(d_{\mathcal{M}}\left(\Gamma_{\iota}^{\mathrm{ran}}, \Xi(\iota)\right)>\epsilon \text { or } T_{\Gamma^{\mathrm{ran}}}(\iota)>M\right) \leq p,
$$

which implies that

$$
\forall \iota \in \Omega \mathbb{P}_{\iota}\left(d_{\mathcal{M}}\left(\Gamma_{\iota}^{\mathrm{ran}}, \Xi(\iota)\right) \leq \epsilon \text { and } T_{\Gamma^{\mathrm{ran}}}(\iota) \leq M\right)>1-p
$$

which contradicts 5.1.2 if $p \in(0,1 / 2]$. Thus, we have shown that $\lim _{M \rightarrow \infty} \epsilon_{\mathbb{P B}}^{\mathrm{r}}(M, p) \leq \epsilon_{\mathbb{P B}}^{\mathrm{w}}(p)$ when $p \in(0,1 / 2]$. The proof that $\lim _{M \rightarrow \infty} \epsilon_{\mathrm{B}}^{\mathrm{rr}}(M)=\epsilon_{\mathrm{B}}^{\mathrm{w}}$ is almost verbatim, and we omit the details.

### 5.2 Proof of Theorem 2.9.1

Proof of Theorem 2.9.1. To prove (i), we argue by contradiction and assume that

$$
\begin{equation*}
\epsilon_{\mathbb{P}}^{\mathrm{r}}(M, p)<\kappa / 2, \quad p \in[1 / 2,1], \quad M \leq N-2 . \tag{5.2.1}
\end{equation*}
$$

To reach the contradiction we first define the sequence $\left\{\iota_{n}\right\}_{n=1}^{2 N}$ by the following formula: $\iota_{2 n}=\iota_{n}^{1}, \iota_{2 n-1}=\iota_{n}^{2}$. Without loss of generality we can assume that $\Omega=\left\{\iota_{n} \mid n \geq 1\right\}$. Our aim will be to produce $\Delta_{1}$ information for $\Omega$.

For $m, n \in \mathbb{N}$ and $f \in \Lambda$, choose $d_{f}^{n, m} \in \mathbb{Q}$ (or $d_{f}^{n, m} \in \mathbb{Q}+i \mathbb{Q}$ in the complex case) such that $\left|f\left(\iota^{n}\right)-d_{f}^{n, m}\right| \leq 2^{-m}$. We also choose $c_{f}^{m} \in \mathbb{Q}$ (again $c_{f}^{m} \in \mathbb{Q}+i \mathbb{Q}$ in the complex case) such that $\left|c_{f}^{m}-c_{f}\right| \leq 2^{-m-1}$ and $\left|c_{f}^{m}-f\left(\iota^{m}\right)\right| \leq 2^{-m}$ where $c_{f}$ is defined as in assumption (b). Such a $c_{f}^{m}$ exists because $\left|c_{f}-f\left(\iota^{m}\right)\right| \leq 2^{-m}$ again by
assumption (b). We define for $\iota \in \Omega$,

$$
\begin{equation*}
\hat{f}_{m}(\iota)=d_{f}^{n, m} \text { if } \iota=\iota_{n} \text { for some } n \leq m, \quad \hat{f}_{m}(\iota)=c_{f}^{m} \text { otherwise. } \tag{5.2.2}
\end{equation*}
$$

We claim that $\hat{\Lambda}:=\left\{\hat{f}_{m} \mid f \in \Lambda\right.$ and $\left.m \in \mathbb{N}\right\}$ provides $\Delta_{1}$ information for $\Lambda$. Indeed, for $n>m$ with $n, m \in \mathbb{N}$, we have

$$
\left|\hat{f}_{m}\left(\iota_{n}\right)-f\left(\iota_{n}\right)\right|=\left|c_{f}^{m}-f\left(\iota_{n}\right)\right| \leq\left|c_{f}^{m}-c_{f}\right|+\left|c_{f}-f\left(\iota_{n}\right)\right| \leq 2^{-m-1}+2^{-n} \leq 2^{-m}
$$

since $2^{-n} \leq 2^{-m-1}$, whereas for $n \leq m$ we have $\left|\hat{f}_{m}\left(\iota_{n}\right)-f\left(\iota_{n}\right)\right|=\left|d_{f}^{n, m}-f\left(\iota_{n}\right)\right| \leq 2^{-m}$ by the above definition of $d_{f}^{n, m}$. Therefore $\hat{\Lambda}$ provides $\Delta_{1}$ information (in the sense of both $\Delta_{1, \mathbb{Q}}$ or $\Delta_{1, \mathbb{R}}$ defined in Definition 2.6.1) for $\Lambda$.

The rest of the argument is based on demonstrating a contradiction when the algorithms are used with this particular choice of $\hat{\Lambda}$. To do that we note that by assumption (5.2.1) there is an $\epsilon<\kappa / 2$ such that

$$
\exists \Gamma^{\mathrm{ran}} \in \mathrm{RGA} \text { with } T_{\mathbb{P}}\left(\Gamma^{\mathrm{ran}}, \epsilon, 1 / 2\right) \leq M,
$$

where we recall the definition of $T_{\mathbb{P}}\left(\Gamma^{\mathrm{ran}}, \epsilon, 1 / 2\right)$ from 2.8.1). Note that since $T_{\mathbb{P}}\left(\Gamma^{\text {ran }}, \epsilon, 1 / 2\right) \leq M$ we have that for all $\iota \in \Omega$

$$
\mathbb{P}_{\iota}\left(d_{\mathcal{M}}\left(\Gamma_{\iota}^{\mathrm{ran}}, \Xi(\iota)\right) \leq \epsilon \text { and } T_{\Gamma^{\mathrm{ran}}}(\iota) \leq M\right)>1 / 2 .
$$

Hence, for all $\iota \in \Omega$

$$
\begin{equation*}
\mathbb{P}_{\iota}\left(d_{\mathcal{M}}\left(\Gamma_{\iota}^{\mathrm{ran}}, \Xi(\iota)\right)>\epsilon \text { or } T_{\Gamma^{\mathrm{ran}}}(\iota)>M\right)<1 / 2, \tag{5.2.3}
\end{equation*}
$$

which is a crucial bound that will be essential below. Next we define three sets that form the basis for the rest of the argument. In particular, for $n \in \mathbb{N}$ and $\iota \in \Omega$ let $\mathcal{T}^{n}(\iota):=\left\{\Gamma \in X \mid T_{\Gamma}(\iota) \leq n\right\}$, and also define

$$
F_{j}:=\left\{\Gamma \in X \mid d_{\mathcal{M}}\left(\Gamma\left(\iota_{M+j}\right), \Xi\left(\iota_{M+j}\right)\right) \geq \kappa / 2 \text { or } T_{\Gamma}\left(\iota_{M+j}\right)>M\right\}, \quad j=1,2,
$$

and

$$
\begin{gathered}
\hat{F}_{2}=\left\{\Gamma \in X \mid d_{\mathcal{M}}\left(\Gamma\left(\iota_{M+2}\right), \Xi\left(\iota_{M+2}\right)\right) \geq \kappa / 2\right\}, \\
\tilde{F}_{2}=\left\{\Gamma \in X \mid T_{\Gamma}\left(\iota_{M+2}\right)>M\right\} .
\end{gathered}
$$

Note that it is clear, from the continuity of the metric $d_{\mathcal{M}}$ as well as (Pi) and (Piii) in Definition 2.7.1 of an RGA, that $F_{1}, F_{2}, \hat{F}_{2}$ and $\tilde{F}_{2}$ are measurable. Observe that by (5.2.3) there is a $p<1 / 2$ such that $\mathbb{P}_{\iota_{M+j}}\left(F_{j}\right) \leq p$ for $j=1,2$.

Claim 1: We now claim the following.
(I) $X=F_{1} \cup \hat{F}_{2}$.
(II) $\mathbb{P}_{\iota_{M+1}}\left(\hat{F}_{2} \cap \tilde{F}_{2}^{c}\right)=\mathbb{P}_{\iota_{M+2}}\left(\hat{F}_{2} \cap \tilde{F}_{2}^{c}\right)$.
(III) $\mathbb{P}_{\iota_{M+1}}\left(\tilde{F}_{2}\right)=\mathbb{P}_{\iota_{M+2}}\left(\tilde{F}_{2}\right)$

To see (I) we argue as follows. If $\Gamma \in X$ then either $T_{\Gamma}\left(\iota_{M+1}\right)>M$ or $T_{\Gamma}\left(\iota_{M+1}\right) \leq$ $M$. If $T_{\Gamma}\left(\iota_{M+1}\right)>M$ then obviously $\Gamma \in F_{1}$ by its definition. Thus, we only need to consider the case $T_{\Gamma}\left(\iota_{M+1}\right) \leq M$. Proceeding with this case we let $\hat{f}_{k}$ be in $\hat{\Lambda}_{\Gamma}\left(\iota_{M+1}\right)$. From the fact that $T_{\Gamma}\left(\iota_{M+1}\right) \leq M$, we see that $k \leq M$. Therefore, by (5.2.2) it follows that $\hat{f}_{k}\left(\iota_{M+1}\right)=\hat{f}_{k}\left(\iota_{M+2}\right)=c_{f}^{k}$.

Hence, by property (iii) in Definition 2.4.3 of a general algorithm, it follows that $\hat{\Lambda}_{\Gamma}\left(\iota_{M+1}\right)=\hat{\Lambda}_{\Gamma}\left(\iota_{M+2}\right)$. Thus, by (ii) in Definition 2.4.3, $\Gamma\left(\iota_{M+1}\right)=\Gamma\left(\iota_{M+2}\right)$. If $\Gamma \notin F_{1}$ nor $\Gamma \notin \hat{F}_{2}$ then $d\left(\Gamma\left(\iota_{M+1}\right), \Xi\left(\iota_{M+1}\right)\right)<\kappa / 2$ and $d\left(\Gamma\left(\iota_{M+1}\right), \Xi\left(\iota_{M+2}\right)\right)=$ $d\left(\Gamma\left(\iota_{M+2}\right), \Xi\left(\iota_{M+2}\right)\right)<\kappa / 2$. Therefore $d\left(\Xi\left(\iota_{M+1}\right), \Xi\left(\iota_{M+2}\right)\right)<\kappa$, which contradicts (a), and hence we conclude that $\Gamma \in F_{1}$ or $\Gamma \in \hat{F}_{2}$, and therefore (II) holds.

To prove (II) and (III) it suffices to demonstrate that

$$
\begin{equation*}
\mathbb{P}_{\iota_{M+1}}\left(E \cap \tilde{F}_{2}^{c}\right)=\mathbb{P}_{\iota_{M+2}}\left(E \cap \tilde{F}_{2}^{c}\right) \quad \forall E \in \mathcal{F} . \tag{5.2.4}
\end{equation*}
$$

Indeed, given (5.2.4) (II) follows immediately, and (III) follows by letting $E=X$ since $\mathbb{P}_{\iota_{M+1}}\left(\tilde{F}_{2}\right)=1-\mathbb{P}_{\iota_{M+1}}\left(\tilde{F}_{2}^{c}\right)=1-\mathbb{P}_{\iota_{M+2}}\left(\tilde{F}_{2}^{c}\right)=\mathbb{P}_{\iota_{M+2}}\left(\tilde{F}_{2}\right)$. To show (5.2.4) consider $E \in \mathcal{F}$ that is not empty (if it is empty, there is nothing to prove). Let $\Gamma \in E \cap \tilde{F}_{2}^{c}$ and $\hat{f}_{k} \in \hat{\Lambda}_{\Gamma}\left(\iota_{M+2}\right)$. Since

$$
\tilde{F}_{2}^{c}=\left\{\Gamma \in X \mid T_{\Gamma}\left(\iota_{M+2}\right) \leq M\right\}
$$

it follows that $k \leq M$. Hence, by (5.2.2) it follows that $\hat{f}_{k}\left(\iota_{M+1}\right)=\hat{f}_{k}\left(\iota_{M+2}\right)=c_{f}^{k}$. Thus, by (Pii) in Definition 2.7.1 of a randomised general algorithm, we immediately get (5.2.4), and we have proved the claim.

Armed with the claim we can now derive the final contradiction. In particular,

$$
\begin{aligned}
1 & =\mathbb{P}_{\iota_{M+1}}\left(F_{1}\right)+\mathbb{P}_{\iota_{M+1}}\left(\hat{F}_{2}\right) & & \text { by (I) } \\
& =\mathbb{P}_{\iota_{M+1}}\left(F_{1}\right)+\mathbb{P}_{\iota_{M+1}}\left(\hat{F}_{2} \cap \tilde{F}_{2}^{c}\right)+\mathbb{P}_{\iota_{M+1}}\left(\hat{F}_{2} \cap \tilde{F}_{2}\right) & & \\
& \leq \mathbb{P}_{\iota_{M+1}}\left(F_{1}\right)+\mathbb{P}_{\iota_{M+2}}\left(\tilde{F}_{2} \cap \tilde{F}_{2}^{c}\right)+\mathbb{P}_{\iota_{M+1}}\left(\tilde{F}_{2}\right) & & \text { by (II) } \\
& =\mathbb{P}_{\iota_{M+1}}\left(F_{1}\right)+\mathbb{P}_{\iota_{M+2}}\left(\hat{F}_{2} \cap \tilde{F}_{2}^{c}\right)+\mathbb{P}_{\iota_{M+2}}\left(\tilde{F}_{2}\right) & & \text { by (III) } \\
& \leq \mathbb{P}_{\iota_{M+1}}\left(F_{1}\right)+\mathbb{P}_{\iota_{M+2}}\left(F_{2}\right) \leq 2 p<1 & & \text { since } \hat{F}_{2} \subset F_{2},
\end{aligned}
$$

which yields the final contradiction.
To show (ii) we argue by contradiction and assume that $\epsilon_{\mathbb{P B}}^{\mathrm{W}}(p)<\kappa / 2$ for $p \in$ $[0,1 / 2)$. The argument is almost identical to the proof of (i), Indeed, we use the setup in (5.2.2) and by assumption there is an $\epsilon<\kappa / 2$ such that
$\exists \Gamma^{\mathrm{ran}} \in \mathrm{RGA}, M \in \mathbb{N}$ s.t. $\forall \iota \in \Omega \mathbb{P}_{\iota}\left(d_{\mathcal{M}}\left(\Gamma_{\iota}^{\mathrm{ran}}, \Xi(\iota)\right) \geq \epsilon\right.$ or $T_{\left.\Gamma^{\mathrm{ran}}(\iota)>M\right) \leq p<1 / 2, ~}^{\text {, }}$,
which is identical to the statement in (5.2.3). Thus, the rest of the rest of the argument is identical to the proof of (i) after (5.2.3).

To prove (iii), we define the sequence $\left\{\iota_{n}\right\}_{n \geq 0}$ by the following formula (similar to before, but note that now $\iota_{0}$ is defined): $\iota_{2 n}=\iota_{n}^{1}, \iota_{2 n-1}=\iota_{n}^{2}$, with $n \geq 1$, and $\iota_{0}=\iota^{0}$. It will suffice to show that the probabilistic breakdown epsilon $\epsilon_{\mathrm{B}}^{\mathbb{P}}(p) \geq \kappa / 2$. If this is the case then by Lemma 2.8 .4 it immediately follows that $\epsilon_{\mathrm{B}}^{\mathrm{S}}, \epsilon_{\mathrm{B}}^{\mathbb{P}}(p) \geq \kappa / 2$ and that
$\{\Xi, \Omega, \mathcal{M}, \Lambda\}^{\Delta_{1}} \notin \Delta_{1}^{G}$. To show the required bound on the probabilistic breakdown epsilon we shall assume instead that $\epsilon_{\mathrm{B}}^{\mathbb{P}}(p)<\kappa / 2$ and argue by contradiction.

Without loss of generality it will suffice to assume that $\Omega=\left\{\iota_{n}\right\}_{n \geq 0}$. We set $\hat{f}_{m}$ as in the part (i) with the additional definition $\hat{f}_{m}\left(\iota_{0}\right)=c_{f}^{m}$ for every $m \in \mathbb{N}$. The proof that $\hat{\Lambda}:=\left\{\hat{f}_{m} \mid f \in \Lambda\right.$ and $\left.m \in \mathbb{N}\right\}$ provides $\Delta_{1}$ information for $\Lambda$ is similar to the proof of part (i): indeed, as before we see that $\left|\hat{f}_{m}\left(\iota_{n}\right)-f\left(\iota_{n}\right)\right| \leq 2^{-m}$ for $n, m \in \mathbb{N}$. However, there is now an additional element in $\Omega$ : namely $\iota_{0}$. We have $\left|\hat{f}_{m}\left(\iota_{0}\right)-f\left(\iota_{0}\right)\right|=\left|c_{f}^{m}-c_{f}\right| \leq 2^{-m-1}$ and this completes the proof that $\hat{\Lambda}$ is indeed $\Delta_{1}$ information for $\Lambda$.

Next, for $n \in \mathbb{N}$, we define the failure sets $F^{n}$ by

$$
F^{n}:=\left\{\Gamma \in X \mid d_{\mathcal{M}}\left(\Gamma\left(\iota_{n}\right), \Xi\left(\iota_{n}\right)\right) \geq \kappa / 2\right\},
$$

and the collection of general algorithms that have minimum runtime bounded by $n \in \mathbb{N}$ by $\mathcal{T}^{n}(\iota):=\left\{\Gamma \in X \mid T_{\Gamma}(\iota) \leq n\right\}$. Note that by arguing as above it is clear that $F^{n}$ is $\mathcal{F}$ measurable. By the assumption that $\epsilon_{\mathrm{B}}^{\mathbb{P}}(p)<\kappa / 2$

$$
\exists \Gamma^{\mathrm{ran}} \in \mathrm{RGA} \text { s.t. } \forall n \in \mathbb{N} \mathbb{P}_{\iota}\left(F^{n}\right) \leq p,
$$

We will show that this leads to the desired contradiction.
Claim 2: We claim the following.
(I) There is an $n$ such that $\mathbb{P}_{\iota_{0}}\left(T^{n}\left(\iota_{0}\right)\right)>2 p$.
(II) For any $n \in \mathbb{N}, \mathcal{T}^{n}\left(\iota_{0}\right)=\left(F^{n+1} \cap \mathcal{T}^{n}\left(\iota_{0}\right)\right) \cup\left(F^{n+2} \cap \mathcal{T}^{n}\left(\iota_{0}\right)\right)$.
(III) For any $n \in \mathbb{N}$, both $\mathbb{P}_{\iota_{0}}\left(F^{n+1} \cap \mathcal{T}^{n}\left(\iota_{0}\right)\right)=\mathbb{P}_{\iota_{n+1}}\left(F^{n+1} \cap \mathcal{T}^{n}\left(\iota_{0}\right)\right)$ and $\mathbb{P}_{\iota_{0}}\left(F^{n+2} \cap\right.$ $\left.\mathcal{T}^{n}\left(\iota_{0}\right)\right)=\mathbb{P}_{\iota_{n+2}}\left(F^{n+2} \cap \mathcal{T}^{n}\left(\iota_{0}\right)\right)$.

The contradiction arises by combining these results: indeed, by (I) and (II), $2 p<$ $\mathbb{P}_{\iota_{0}}\left(\mathcal{T}^{n}\left(\iota_{0}\right)\right)=\mathbb{P}_{\iota_{0}}\left(\left(F^{n+1} \cap \mathcal{T}^{n}\left(\iota_{0}\right)\right) \cup\left(F^{n+1} \cap \mathcal{T}^{n}\left(\iota_{0}\right)\right)\right)$ and by (III) we get that $\mathbb{P}_{\iota_{0}}\left(F^{n+1} \cap\right.$ $\left.\mathcal{T}^{n}\right)+\mathbb{P}_{\iota_{0}}\left(F^{n+2} \cap \mathcal{T}^{n}\right)=\mathbb{P}_{\iota_{n+1}}\left(F^{n+1} \cap \mathcal{T}^{n}\right)+\mathbb{P}_{\iota_{n+2}}\left(F^{n+2} \cap \mathcal{T}^{n}\right)$. Therefore

$$
\begin{aligned}
2 p & <\mathbb{P}_{\iota_{0}}\left(\mathcal{T}^{n}\left(\iota_{0}\right)\right)=\mathbb{P}_{\iota_{0}}\left(\left(\mathcal{T}^{n}\left(\iota_{0}\right) \cap F^{n+1}\right) \cup\left(\mathcal{T}^{n}\left(\iota_{0}\right) \cap F^{n+2}\right)\right) \\
& \leq \mathbb{P}_{\iota_{0}}\left(\mathcal{T}^{n}\left(\iota_{0}\right) \cap F^{n+1}\right)+\mathbb{P}_{\iota_{0}}\left(\mathcal{T}^{n}\left(\iota_{0}\right) \cap F^{n+2}\right) \\
& =\mathbb{P}_{\iota_{n+1}}\left(\mathcal{T}^{n}\left(\iota_{0}\right) \cap F^{n+1}\right)+\mathbb{P}_{\iota_{n+2}}\left(\mathcal{T}^{n}\left(\iota_{0}\right) \cap F^{n+2}\right) \\
& \leq \mathbb{P}_{\iota_{n+1}}\left(F^{n+1}\right)+\mathbb{P}_{\iota_{n+2}}\left(F^{n+2}\right) \leq 2 p
\end{aligned}
$$

which is the desired contradiction. Thus our problem is reduced to showing (I), (II) and (III),

For (I), suppose that we have $\mathbb{P}_{\iota_{M+1}}\left(\mathcal{T}^{n}\left(\iota_{M+1}\right)\right) \leq 2 p$ for all $n \in \mathbb{N}$. Note that we clearly have that $\mathcal{T}^{n}\left(\iota_{M+1}\right) \subset \mathcal{T}^{n+1}\left(\iota_{M+1}\right)$. Moreover, since, for every $\Gamma \in X$ the set $\Lambda_{\Gamma}\left(\iota_{M+1}\right)$ is finite by (i) in Definition 2.4.3 of a general algorithm, it follows that $X=\bigcup_{n=1}^{\infty} \mathcal{T}^{n}\left(\iota_{M+1}\right)$. Hence,

$$
P_{\iota_{M+1}}(X)=\lim _{n \rightarrow \infty} P_{\iota_{M+1}}\left(\mathcal{T}^{n}\left(\iota_{M+1}\right)\right) \leq 2 p<1,
$$

since $p<1 / 2$, which is a contradiction.
To prove (II) and (III), we make the intermediary step of showing that if $\Gamma \in \mathcal{T}^{n}\left(\iota_{0}\right)$ then $\Gamma\left(\iota_{n+1}\right)=\Gamma\left(\iota_{n+2}\right)$. The argument is similar to the part (i); if $\hat{f}_{m} \in \hat{\Lambda}_{\Gamma}\left(\iota_{0}\right)$ then $m<n+1, n+2$ and so $\hat{f}_{m}\left(\iota_{0}\right)=\hat{f}_{m}\left(\iota_{n+1}\right)=\hat{f}_{m}\left(\iota_{n+2}\right)$. Hence, by property (iii) in Definition 2.4.3 of a general algorithm, it follows that $\hat{\Lambda}_{\Gamma}\left(\iota_{0}\right)=\hat{\Lambda}_{\Gamma}\left(\iota_{n+1}\right)$, and similarly we get that $\hat{\Lambda}_{\Gamma}\left(\iota_{0}\right)=\hat{\Lambda}_{\Gamma}\left(\iota_{n+2}\right)$.

However, the fact that $\hat{\Lambda}_{\Gamma}\left(\iota_{0}\right)=\hat{\Lambda}_{\Gamma}\left(\iota_{n+1}\right)=\hat{\Lambda}_{\Gamma}\left(\iota_{n+2}\right)$, (ii) and (iii) in Definition 2.4.3 imply that $\Gamma\left(\iota_{0}\right)=\Gamma\left(\iota_{n+1}\right)$ and $\Gamma\left(\iota_{0}\right)=\Gamma\left(\iota_{n+2}\right)$, so $\Gamma\left(\iota_{n+1}\right)=\Gamma\left(\iota_{n+2}\right)$.

We can now show (II), For any $\Gamma \in \mathcal{T}^{n}\left(\iota_{0}\right)$ we have shown that $\Gamma\left(\iota_{n+1}\right)=\Gamma\left(\iota_{n+2}\right)$. If $\Gamma \notin F^{n+1}$ and $\Gamma \notin F^{n+2}$ then $d\left(\Gamma\left(\iota_{n+1}\right), \Xi\left(\iota_{n+1}\right)\right)<\kappa / 2$ and $d\left(\Gamma\left(\iota_{n+1}, \Xi\left(\iota_{n+2}\right)\right)=\right.$ $d\left(\Gamma\left(\iota_{n+2}\right), \Xi\left(\iota_{n+2}\right)\right)<\kappa / 2$. Therefore $d\left(\Xi\left(\iota_{n+1}\right), \Xi\left(\iota_{n+2}\right)\right)<\kappa$, which contradicts (a). This contradiction completes the proof of (II).

Finally, to prove (III), we note that both $\mathcal{T}^{n}\left(\iota_{0}\right) \cap F^{n+1}$ and $\mathcal{T}^{n}\left(\iota_{0}\right) \cap F^{n+2}$ are measurable because $\mathcal{T}^{n}\left(\iota_{0}\right), F^{n+1}$ and $F^{n+2}$ are all measurable. We will show the result only for $\mathcal{T}^{n}\left(\iota_{0}\right) \cap F^{n+1}$ as the corresponding argument for $\mathcal{T}^{n}\left(\iota_{0}\right) \cap F^{n+2}$ is similar. If $\Gamma \in \mathcal{T}^{n}\left(\iota_{0}\right) \cap F^{n+1}$ then $\Gamma \in \mathcal{T}^{n}\left(\iota_{0}\right)$. As before, this implies that if $\hat{f}_{m} \in \hat{\Lambda}_{\Gamma}\left(\iota_{0}\right)$ then $\hat{f}_{m}\left(\iota_{n+1}\right)=\hat{f}_{m}\left(\iota_{0}\right)$. The result (III) follows immediately from (Pii) in Definition 2.7.1 of an RGA.

To prove (iv) we start with the LLPO statement. Clearly, we may assume without loss of generality that $\Omega=\left\{\iota_{n}\right\}_{n \geq 0}$. As is standard for the LLPO problem, let $\tilde{\Omega}$ be a subset of the collection of all binary sequences with the following property $\tilde{\Omega}=$ $\left\{\left\{a_{j}\right\}_{j \in \mathbb{Z}_{+}}| |\left\{j \mid a_{j}=1\right\} \mid \leq 1\right\}$, and

$$
\tilde{\Xi}\left(\left\{a_{j}\right\}\right)=1 \text { if } a_{2 j}=0 \forall j \in \mathbb{Z}_{+}, \quad \tilde{\Xi}\left(\left\{a_{j}\right\}\right)=0 \text { if } a_{2 j+1}=0 \forall j \in \mathbb{Z}_{+}
$$

Note that $\tilde{\Xi}$ is multi-valued for the case where $a_{j}=0$ for all $j$. It suffices to show that there is a recursive mapping $\tilde{\Gamma}$ such that $\tilde{\Gamma}\left(\left\{a_{j}\right\}\right)=\tilde{\Xi}\left(\left\{a_{j}\right\}\right)$. To construct $\tilde{\Gamma}$ we start by defining the real numbers $x: \tilde{\Omega} \rightarrow \mathbb{R}, x\left(\left\{a_{j}\right\}\right)=\sum_{j=0}^{\infty}(-1)^{j} a_{j} 2^{-(j+1)}, \quad x_{n}\left(\left\{a_{j}\right\}\right)=$ $\sum_{j=0}^{n}(-1)^{j} a_{j} 2^{-(j+1)}$. Define $\iota: \tilde{\Omega} \rightarrow \Omega$ by

$$
\iota\left(\left\{a_{j}\right\}\right)= \begin{cases}\iota_{n}^{1} & \text { if } x\left(\left\{a_{j}\right\}\right)>0, \text { and } n=\min \left\{l \in \mathbb{N} \mid x_{l}\left(\left\{a_{j}\right\}\right)>0\right\}  \tag{5.2.5}\\ \iota_{n}^{2} & \text { if } x\left(\left\{a_{j}\right\}\right)<0, \text { and } n=\min \left\{l \in \mathbb{N} \mid x_{l}\left(\left\{a_{j}\right\}\right)<0\right\} \\ \iota^{0} & \text { otherwise },\end{cases}
$$

Clearly $\iota$ is a bijection that gives an obvious identification. So, by a slight abuse of notation, we consider $\iota$ as an element in $\Omega$. Now, for $f \in \Lambda$ and $k \in \mathbb{Z}_{+}$define $\hat{f}_{k}: \Omega=\tilde{\Omega} \rightarrow \mathbb{R}$ (or $\hat{f}_{k}$ maps to $\mathbb{Q}$ in the Turing case) as follows,

$$
\hat{f}_{k}(\iota)= \begin{cases}f\left(\iota_{n}^{1}\right) & \text { if } x_{k}\left(\left\{a_{j}\right\}\right)>0, \text { and } n=\min \left\{l \leq k \mid x_{l}\left(\left\{a_{j}\right\}\right)>0\right\}  \tag{5.2.6}\\ f\left(\iota_{n}^{2}\right) & \text { if } x_{k}\left(\left\{a_{j}\right\}\right)<0, \text { and } n=\min \left\{l \leq k \mid x_{l}\left(\left\{a_{j}\right\}\right)<0\right\} \\ f\left(\iota_{k+1}^{1}\right) & \text { otherwise. }\end{cases}
$$

The key here is that $\hat{f}_{k}$ is clearly recursively defined from $\left\{a_{j}\right\}$ which will be crucial later on. Now let $\hat{\Lambda}:=\left\{\hat{f}_{k} \mid f \in \Lambda\right.$ and $\left.k \in \mathbb{N}\right\}$. We claim that $\hat{\Lambda}$ provides $\Delta_{1}$ information for
$\Lambda$. Indeed, for a given $k \in \mathbb{N}$, if $x_{k}\left(\left\{a_{j}\right\}\right) \neq 0$ then $f_{k}(\iota)=f(\iota)$. If instead $x_{k}\left(\left\{a_{j}\right\}\right)=0$ then either $a_{j}$ is the 0 sequence or $\iota=\iota_{n}^{1}$ or $\iota=\iota_{n}^{2}$ for some $n>k$. Let us consider these cases separately.

Firstly, if $a_{j}$ is the 0 sequence then $\iota=\iota^{0}$. Moreover, $\hat{f}_{k}(\iota)=f\left(\iota_{k+1}^{1}\right)$. Thus

$$
\left|f(\iota)-\hat{f}_{k}(\iota)\right|=\left|f\left(\iota^{0}\right)-f\left(\iota_{k+1}^{1}\right)\right| \leq 1 / 4^{k+1} \leq 1 / 2^{k}
$$

If instead $\iota=\iota_{n}^{1}$ for some $n>k$ then

$$
\left|f(\iota)-\hat{f}_{k}(\iota)\right| \leq\left|f\left(\iota_{n}^{1}\right)-f\left(\iota^{0}\right)\right|+\left|f\left(\iota^{0}\right)-f\left(\iota_{k+1}^{1}\right)\right| \leq 1 / 4^{n}+1 / 4^{k+1} \leq 1 / 2^{k}
$$

A similar argument shows that if $\iota=\iota_{n}^{2}$ then $\left|f(\iota)-\hat{f}_{k}(\iota)\right| \leq 1 / 2^{k}$. Thus, we have established the claim.

Since, by assumption, $\{\Xi, \Omega, \mathcal{M}, \Lambda\}^{\Delta_{1}} \in \Delta_{1}^{\mathrm{A}}$ we can choose an arithmetic tower $\left\{\Gamma_{k}\right\}$ such that

$$
\begin{equation*}
\Gamma_{k}(\iota) \in \mathcal{N}_{2^{-k}}(\Xi(\iota)) \quad \forall \iota \in \Omega \tag{5.2.7}
\end{equation*}
$$

where $\mathcal{N}_{r}(S)$ is the union of all open balls radius $r$ about points $x \in S$. Now choose $k$ such that $2^{-k} \leq \kappa / 8$. To define our general height zero tower $\tilde{\Gamma}: \tilde{\Omega} \rightarrow \mathcal{M}$ for $\{\tilde{\Xi}, \tilde{\Omega}\}$ we proceed as follows: let

$$
N:=N\left(\iota\left(\left\{a_{j}\right\}\right)\right)=\max \left\{m \in \mathbb{N} \mid \hat{f}_{m} \in \hat{\Lambda}_{\Gamma_{k}}\left(\iota\left(\left\{a_{j}\right\}\right)\right), f \in \Lambda\right\}
$$

Now we can define $\tilde{\Gamma}$ as follows. If

$$
\begin{equation*}
\Gamma_{k}\left(\iota\left(\left\{a_{j}\right\}\right)\right) \notin \mathcal{N}_{2^{-k}}\left(S^{1}\right) \cup \mathcal{N}_{2^{-k}}\left(S^{2}\right) \tag{5.2.8}
\end{equation*}
$$

then we let $\tilde{\Gamma}\left(\left\{a_{j}\right\}\right):=\{0,1\}$. If $\sqrt{5.2 .8}$ is not satisfied then we define $\tilde{\Gamma}$ as follows:

$$
\begin{align*}
& \text { if } \hat{f}_{N}\left(\iota\left(\left\{a_{j}\right\}\right)\right)=f\left(\iota_{n}^{1}\right), \text { for some } n \leq N \forall f \in \Lambda \Rightarrow \tilde{\Gamma}\left(\left\{a_{j}\right\}\right):=1  \tag{5.2.9}\\
& \text { if } \hat{f}_{N}\left(\iota\left(\left\{a_{j}\right\}\right)\right)=f\left(\iota_{n}^{2}\right), \text { for some } n \leq N \forall f \in \Lambda \Rightarrow \tilde{\Gamma}\left(\left\{a_{j}\right\}\right):=0 \tag{5.2.10}
\end{align*}
$$

and finally

$$
\begin{equation*}
\text { if } \hat{f}_{N}\left(\iota\left(\left\{a_{j}\right\}\right)\right)=f\left(\iota_{N+1}^{1}\right) \forall f \in \Lambda \Rightarrow \tilde{\Gamma}\left(\left\{a_{j}\right\}\right):=\{0,1\} \tag{5.2.11}
\end{equation*}
$$

First, note that by (5.2.6) and 2.9.1 it follows that $\tilde{\Gamma}$ is well defined. Second, we claim that $\tilde{\Gamma}=\tilde{\Xi}$.

Indeed, if 5.2 .8 is satisfied then by 5.2 .7 both $\Xi\left(\iota\left(\left\{a_{j}\right\}\right) \neq\left\{S^{1}\right\}\right.$ and $\Xi\left(\iota\left(\left\{a_{j}\right\}\right) \neq\right.$ $\left\{S^{2}\right\}$, hence, by 5.2.5, $\iota=\iota^{0}$, which implies, by 5.2.5, that $\tilde{\Xi}\left(\left\{a_{j}\right\}\right)=\{0,1\}$. If 5.2 .9 is satisfied then, by 5.2 .6 we have that $x_{N}\left(\left\{a_{j}\right\}>0\right.$, hence, $\tilde{\Xi}\left(\left\{a_{j}\right\}\right)=1$. A similar argument shows that if 5.2 .10 is satisfied then $\tilde{\Xi}\left(\left\{a_{j}\right\}\right)=0$.

Finally, if 5.2.11 is satisfied then we claim that $\left\{a_{j}\right\}$ is identically the zero sequence. If the claim is true then $\tilde{\Xi}\left(\left\{a_{j}\right\}\right)=\{0,1\}$, thus we only need to show the claim. Arguing by contradiction we assume the opposite. Then, by (5.2.11), there is a $j_{0}>N$ such that $a_{j_{0}}=1\left(\right.$ so $\Xi\left(\iota\left(\left\{a_{j}\right\}\right)\right)=S^{1}$ or $\left.\Xi\left(\iota\left(\left\{a_{j}\right\}\right)\right)=S^{2}\right)$. Since 5.2.8) is
not satisfied we have (5.2.7), this leaves two options; either

$$
\Gamma_{k}\left(\iota\left(\left\{a_{j}\right\}\right)\right) \in \mathcal{N}_{2^{-k}}\left(S^{1}\right) \text { or } \Gamma_{k}\left(\iota\left(\left\{a_{j}\right\}\right)\right) \in \mathcal{N}_{2^{-k}}\left(S^{2}\right)
$$

Let us first consider the case $\Gamma_{k}\left(\iota\left(\left\{a_{j}\right\}\right)\right) \in \mathcal{N}_{2^{-k}}\left(S^{1}\right)$. If $\Xi\left(\iota\left(\left\{a_{j}\right\}\right)\right)=S^{2}$ then by 5.2.7 we must have that
$d_{\mathcal{M}}\left(S^{1}, S^{2}\right) \leq d_{\mathcal{M}}\left[\Xi\left(\iota\left(\left\{a_{j}\right\}\right)\right), \Gamma_{k}\left(\iota\left(\left\{a_{j}\right\}\right)\right)\right]+d_{\mathcal{M}}\left(S^{1}, \Gamma_{k}\left(\iota\left(\left\{a_{j}\right\}\right)\right)\right) \leq 2^{-k}+2^{-k}=2^{-k+1}$
and since $2^{-k} \leq \kappa / 8$, we conclude that $d\left(S^{1}, S^{2}\right)<\kappa$, contradicting (a). Thus $\Xi\left(\iota\left(\left\{a_{j}\right\}\right)\right)=S^{1}$.

We conclude that $j_{0}$ is an odd number. Now choose a different sequence $\left\{\tilde{a}_{j}\right\} \in$ $\tilde{\Omega}$ such that $\tilde{a}_{j_{1}}=1$ with $j_{1}=j_{0}+1$. In this case $\Xi\left(\iota\left(\left\{\tilde{a}_{j}\right\}\right)=S^{2}\right.$. Thus, since $\{\Xi, \Omega, \mathcal{M}, \Lambda\}^{\Delta_{1}} \in \Delta_{1}^{\mathrm{A}}$,

$$
d_{\mathcal{M}}\left(\Gamma_{k}\left(\iota\left(\left\{\tilde{a}_{j}\right\}\right)\right), S^{2}\right) \leq 2^{-k} \leq \kappa / 8
$$

However, since $j_{0}>N$ we have that $\hat{f}_{k}\left(\iota\left(\left\{a_{j}\right\}\right)=\hat{f}_{k}\left(\iota\left(\left\{\tilde{a}_{j}\right\}\right)\right.\right.$ for all $k \leq N$. Hence, by (iii) in 2.4.3 of a general algorithm

$$
\begin{equation*}
\hat{\Lambda}_{\Gamma_{k}}\left(\iota\left(\left\{a_{j}\right\}\right)\right)=\hat{\Lambda}_{\Gamma_{k}}\left(\iota\left(\left\{\tilde{a}_{j}\right\}\right)\right) \tag{5.2.12}
\end{equation*}
$$

Thus, by (ii) in Definition 2.4.3 of a general algorithm it follows that $\Gamma_{k}\left(\iota\left(\left\{a_{j}\right\}\right)\right)=$ $\Gamma_{k}\left(\iota\left(\left\{\tilde{a}_{j}\right\}\right)\right)$ which contradicts that $\Gamma_{k}\left(\iota\left(\left\{a_{j}\right\}\right)\right) \subset \mathcal{N}_{2^{-k}}\left(S^{1}\right)$ and (a). This finishes the case when $\Gamma_{k}\left(\iota\left(\left\{a_{j}\right\}\right)\right) \subset \mathcal{N}_{2^{-k}}\left(S^{1}\right)$, however, the case $\Gamma_{k}\left(\iota\left(\left\{a_{j}\right\}\right)\right) \subset \mathcal{N}_{2^{-k}}\left(S^{2}\right)$ follows almost verbatim from the argument above.

To finish the argument we only need to show that $\tilde{\Gamma}$ is recursive. Since $\Gamma_{k}$ is recursive and the $\hat{f}_{k} \mathrm{~S}$ are defined recursively, we finish the proof by observing that all the requirements in (5.2.8, 5.2.9), 5.2.10, 5.2.11) can be checked recursively. In particular, to check 5.2 .9 for $r<\infty$ it suffices to calculate $\left\|x-S^{1}\right\|_{r}^{r},\left\|x-S^{2}\right\|_{r}^{r}$ and compare with $2^{-k r}$, which can all be done recursively. If $r=\infty$ then it suffices to compare element-wise values of $\left|x-S^{2}\right|$ against $2^{-k}$.

To prove that if $\Xi\left(\iota^{0}\right)=S_{2}$ then $\{\Xi, \Omega, \mathcal{M}, \Lambda\}^{\Delta_{1}} \in \Delta_{1}^{A}$ implies decidability of the Halting problem, we show that $\{\Xi, \Omega, \mathcal{M}, \Lambda\}^{\Delta_{1}} \in \Delta_{1}^{A}$ implies decidability of LPO which implies decidability of the Halting problem. Define the sequence $\left\{\iota_{n}\right\}_{n \geq 0}$ as follows: $\iota_{n}=\iota_{n}^{1}$, for $n \geq 1$, and $\iota_{0}=\iota^{0}$. As above we may assume without loss of generality that $\Omega=\left\{\iota_{n}\right\}_{n \geq 0}$ Let $\hat{\Omega}=\tilde{\Omega}$ as above and define

$$
\hat{\Xi}\left(\left\{a_{j}\right\}\right)=0 \text { if } a_{j}=0 \forall j \in \mathbb{Z}_{+}, \quad \hat{\Xi}\left(\left\{a_{j}\right\}\right)=1 \text { otherwise }
$$

The rest of the proof is similar to the LLPO case and it suffices to show that there is a recursive mapping $\hat{\Gamma}$ such that $\hat{\Gamma}\left(\left\{a_{j}\right\}\right)=\hat{\Xi}\left(\left\{a_{j}\right\}\right)$. To construct $\hat{\Gamma}$ we define the real numbers $x: \hat{\Omega} \rightarrow \mathbb{R}, x\left(\left\{a_{j}\right\}\right)=\sum_{j=0}^{\infty} a_{j} 2^{-(j+1)}, \quad x_{n}\left(\left\{a_{j}\right\}\right)=\sum_{j=0}^{n} a_{j} 2^{-(j+1)}$. Define
$\iota: \hat{\Omega} \rightarrow \Omega$ by

$$
\iota\left(\left\{a_{j}\right\}\right)= \begin{cases}\iota_{n}^{1} & \text { if } x\left(\left\{a_{j}\right\}>0, \text { and } n=\min \left\{l \in \mathbb{N} \mid x_{l}\left(\left\{a_{j}\right\}\right)>0\right\}\right.  \tag{5.2.13}\\ \iota^{0} & \text { otherwise }\end{cases}
$$

Clearly $\iota$ is a bijection that gives an obvious identification. So, by a slight abuse of notation, where we consider $\iota$ as an element in $\Omega$ we can, for $f \in \Lambda$ and $k \in \mathbb{Z}_{+}$define $\hat{f}_{k}: \Omega=\hat{\Omega} \rightarrow \mathbb{R}$ as follows,
$\hat{f}_{k}(\iota)=f\left(\iota_{n}\right)$ if $x_{k}\left(\left\{a_{j}\right\}\right)>0$ and $\iota=\iota_{n}$ for some $n \leq k, \hat{f}_{k}(\iota)=f\left(\iota_{k+1}^{1}\right)$ otherwise.
If we define $\hat{\Lambda}:=\left\{\hat{f}_{k} \mid f \in \Lambda\right.$ and $\left.k \in \mathbb{Z}_{+}\right\}$, similar reasoning as above in the proof of the LLPO case yields that $\hat{\Lambda}$ provides $\Delta_{1}$ information for $\Lambda$. Since, by assumption, $\{\Xi, \Omega, \mathcal{M}, \Lambda\}^{\Delta_{1}} \in \Delta_{1}^{\mathrm{A}}$ we can choose an arithmetic tower $\left\{\Gamma_{k}\right\}$ such that $\Gamma_{k}(\iota) \in$ $\mathcal{N}_{2^{-k}}(\Xi(\iota)) \quad \forall \iota \in \Omega$. Now we choose $k$ such that $2^{-k} \leq \kappa / 8$. To define our general height zero tower $\hat{\Gamma}: \hat{\Omega} \rightarrow\{0,1\}$ for $\{\tilde{\Xi}, \tilde{\Omega}\}$ we proceed as follows. Let

$$
N:=N\left(\iota\left(\left\{a_{j}\right\}\right)\right)=\max \left\{m \in \mathbb{N} \mid \hat{f}_{m} \in \hat{\Lambda}_{\Gamma_{k}}\left(\iota\left(\left\{a_{j}\right\}\right)\right), f \in \Lambda\right\}
$$

Note that $N$ must be finite since $\Gamma_{k}$ is a general algorithm and $\Lambda$ is finite. If $\Gamma_{k}\left(\iota\left(\left\{a_{j}\right\}\right)\right) \in \mathcal{N}_{2^{-k}}\left(S^{1}\right)$ then we let $\hat{\Gamma}\left(\left\{a_{j}\right\}\right)=1$ and otherwise let $\hat{\Gamma}\left(\left\{a_{j}\right\}\right)=0$.

We claim that $\hat{\Gamma}\left(\left\{a_{j}\right\}\right)=\hat{\Xi}\left(\left\{a_{j}\right\}\right)$ and that $\hat{\Gamma}$ is recursive. Indeed, $\Gamma_{k}\left(\iota\left(\left\{a_{j}\right\}\right)\right) \in$ $\mathcal{N}_{2^{-k}}\left(S^{1}\right)$ implies that $\Xi\left(\iota\left(\left\{a_{j}\right\}\right)=S^{1}\right.$ (since otherwise $d_{\mathcal{M}}\left(S^{1}, S^{2}\right)<\kappa$ as in the LLPO case), which means that $\iota\left(\left\{a_{j}\right\}\right)=\iota_{n}^{1}$ for some $n$. However, that implies that $x\left(\left\{a_{j}\right\}\right)>0$ and hence $\hat{\Gamma}\left(\left\{a_{j}\right\}\right)=1$. If $\Gamma_{k}\left(\iota\left(\left\{a_{j}\right\}\right)\right) \notin \mathcal{N}_{2^{-k}}\left(S^{1}\right)$, then, since $\Gamma_{k}\left(\iota\left(\left\{a_{j}\right\}\right)\right) \in \mathcal{N}_{2^{-k}}\left(\Xi\left(\iota\left(\left\{a_{j}\right\}\right)\right)\right)$, we must have that $\Xi\left(\iota\left(\left\{a_{j}\right\}\right)\right)=S^{2}$ (again, otherwise $\left.d_{\mathcal{M}}\left(S^{1}, S^{2}\right)<\kappa\right)$. Moreover, this implies, by 5.2.13 that $\iota\left(\left\{a_{j}\right\}\right)=\iota^{0}$ and hence by 5.2 .13 , it follows that $\hat{\Gamma}\left(\left\{a_{j}\right\}\right)=1$. To see that $\hat{\Gamma}$ is recursive we observe that by (5.2.14 $\hat{f}_{k}(\iota)$ is recursively defined for all $f \in \Lambda$ and all $k \in \mathbb{N}$. Since $\left\{\Gamma_{n}\right\}$ is an arithmetic tower it now follows that $\hat{\Gamma}$ is recursive.

### 5.3 A key proposition on two minimisers

Our aim in this section will be to prove the following result (which is valid for complex inputs):

Proposition 5.3.1. Let $\lambda>0, y \in \mathbb{C}^{m}$ and $U \in \mathbb{C}^{m \times N}$. Let $\Xi^{\mathrm{BP}}(y, U, \delta)$ and $\Xi^{\mathrm{UL}}(y, U, \lambda)$ denote the solution sets of the $l^{1}$ Basis Pursuit denoising (since $\delta \geq 0$, basis pursuit is a subcase) and Unconstrained Lasso respectively defined in section 2.10 (extended in the obvious way for complex inputs). If $\left|\Xi^{\mathrm{BP}}(y, U, \delta)\right| \geq 2$, then there are distinct $x^{1}, x^{2} \in M_{m i n}^{\mathrm{BP}}(y, U, \delta)$ such that for any $\epsilon>0$ there are negative semidefinite diagonal matrices $E^{1}=E^{1}(\epsilon)$ and $E^{2}=E^{2}(\epsilon)$ with $\left\|E^{1}\right\|_{\max },\left\|E^{2}\right\|_{\max }<\epsilon$ such that $x^{1} \in \Xi^{\mathrm{BP}}\left(y, U+U E^{1}, \delta\right), x^{2} \in \Xi^{\mathrm{BP}}\left(y, U+U E^{2}, \delta\right)$ and $\left|\Xi^{\mathrm{BP}}\left(y, U+U E^{1}, \delta\right)\right|=$ $\left|\Xi^{\mathrm{BP}}\left(y, U+U E^{2}, \delta\right)\right|=1$. The same result will hold if in the previous statement $\Xi^{\mathrm{BP}}(y, U, \delta)$ is replaced by $\Xi^{\mathrm{UL}}(y, U, \lambda)$.

To prove 5.3.1, we require two subsequent lemmas. The first lemma we state (but since it is well known, we relegate its proof to the appendix) lists fundamental properties of unconstrained lasso and basis pursuit denoising.

Lemma 5.3.2. Let $M^{B P}(y, U, \delta)$ be the set of minimisers to the $\ell^{1}$ basis pursuit denoising problem with input $(y, U, \delta)(\delta \geq 0)$ and let $M^{U L}(y, U, \lambda)$ be the set of minimisers to the $\ell^{1}$ unconstrained lasso problem with input $(y, U, \lambda)$, where $\ell^{1}$ basis pursuit or unconstrained lasso are defined as in section 2.10. If $M=M^{B P}(y, U, \delta)$ or $M=M^{U L}(y, U, \lambda)$ and there are distinct $v^{1}, v^{2} \in M$ then $M$ satisfies the following properties

1. If $v \in M$ then $U v=U v^{1}$.
2. If instead $v \in \mathbb{C}^{N}$ and $U v=U v^{1}$ then $\|v\|_{1} \geq\left\|v^{1}\right\|_{1}=\left\|v^{2}\right\|_{1}$.
3. If $v \in \mathbb{C}^{N}$ and $U v=U v^{1}$ and $\|v\|_{1}=\left\|v^{1}\right\|_{1}$ then $v \in M$.

The next result is about the sets of minimisers with minimal support. We shall show in Lemma 5.3 .3 that $M_{\min }^{\mathrm{BP}}(y, U, \delta)$ and $M_{\min }^{\mathrm{UL}}(y, U, \delta)$ are never empty. Indeed, we prove a stronger result:

Lemma 5.3.3. If there is an $x \in M(\iota) \backslash M_{\min }(\iota)$ then there are $w^{1}, w^{2} \in M_{\min }$ such that $\operatorname{supp}\left(w^{1}\right) \nsubseteq \operatorname{supp}\left(w^{2}\right)$ and $\operatorname{supp}\left(w^{2}\right) \nsubseteq \operatorname{supp}\left(w^{1}\right)$ (where $\iota$ is either valid basis pursuit denoising input or lasso input, $M$ can be either $M^{B P}$ or $M^{U L}$ and likewise $M_{\min }=M_{\min }^{B P}$ or $\left.M_{\min }=M_{m i n}^{U L}\right)$.

Proof. The proof is divided into several steps.
Step I: Suppose that there are distinct $v^{1}, v^{2} \in M$ with $\operatorname{supp}\left(v^{2}\right) \subseteq \operatorname{supp}\left(v^{1}\right)$, where $M$ is either $\Xi^{\mathrm{BP}}(\iota)$ or $\Xi^{\mathrm{UL}}(\iota)$. We will produce a $v^{3} \in M$ with $\operatorname{supp}\left(v^{3}\right) \subseteq$ $\operatorname{supp}\left(v^{1}\right)$ and a $k \in \mathbb{N}$ such that $v_{k}^{2} \neq 0$ but $v_{k}^{3}=0$. The proof is based in the three properties in Lemma 5.3 .2 that are satisfied for both $M^{\mathrm{BP}}(\iota)$ and $M^{\mathrm{UL}}(\iota)$. Thus, the proofs for $M^{\mathrm{BP}}$ and $M^{\mathrm{UL}}$ are identical and so we shall write $M=M^{\mathrm{BP}}(\iota)$ or $M=M^{\mathrm{UL}}(\iota)$ without concerning ourselves with the underlying problem. First, we note that $\operatorname{sgn}\left(v_{\operatorname{supp}\left(v^{2}\right)}^{1}\right)=\operatorname{sgn}\left(v_{\operatorname{supp}\left(v^{2}\right)}^{2}\right)$. where for a complex number $z=r e^{i \theta}$ with $\theta \in[0,2 \pi)$ and $r \geq 0, \operatorname{sgn}(z)=e^{i \theta}$ whenever $r>0$ and $\operatorname{sgn}(0)=0$. Indeed, otherwise let $j \in \operatorname{supp}\left(v^{2}\right)$ be such that $\operatorname{sgn}\left(v_{j}^{1}\right) \neq \operatorname{sgn}\left(v_{j}^{2}\right)$ and set $\tilde{v}=\left(v^{1}+v^{2}\right) / 2$. Then $U \tilde{v}=\left(U v^{1}+U v^{2}\right) / 2=U v^{1}$ (by property (11) in Lemma 5.3.2) and

$$
2\|\tilde{v}\|_{1}=\sum_{i=1}^{n}\left|v_{i}^{1}+v_{i}^{2}\right| \leq\left|v_{j}^{1}+v_{j}^{2}\right|+\sum_{i=1, i \neq j}^{n}\left|v_{i}^{1}+v_{i}^{2}\right|<\left|v_{j}^{1}\right|+\left|v_{j}^{2}\right|+\sum_{i=1, i \neq j}^{n}\left|v_{i}^{1}\right|+\left|v_{i}^{2}\right|
$$

where the last sum is bounded by $\left\|v^{1}\right\|_{1}+\left\|v^{2}\right\|_{1}$. Hence, since $\left\|v^{1}\right\|_{1}+\left\|v^{2}\right\|_{1}=2\left\|v^{1}\right\|_{1}$ then $\|\tilde{v}\|_{1}=\left\|v^{1}\right\|_{1}$ contradicting property (2) in Lemma 5.3.2. Furthermore, we claim that

$$
S=\left\{i \in\{1, \ldots, N\}| | v_{i}^{2}\left|>\left|v_{i}^{1}\right|\right\} \neq \emptyset\right.
$$

Arguing by contradiction, suppose that $S=\emptyset$. It is clear then that $\operatorname{supp}\left(v^{2}\right)=$ $\operatorname{supp}\left(v^{1}\right)$, otherwise $\left\|v^{1}\right\|_{1}>\left\|v^{2}\right\|_{1}$, contradicting property (2) in Lemma 5.3.2,

Therefore, we must have $\left|v_{i}^{1}\right|=\left|v_{i}^{2}\right|$ for every $i \in \operatorname{supp}\left(v^{2}\right)$, because otherwise $\left\|v^{1}\right\|_{1}=\sum_{i \in \operatorname{supp}\left(v^{2}\right)}\left|v_{i}^{1}\right|>\sum_{i \in \operatorname{supp}\left(v^{2}\right)}\left|v_{i}^{2}\right|=\left\|v^{2}\right\|_{1}$ contradicting property (2) in Lemma 5.3.2. But then $v_{i}^{1}=v_{i}^{2}$ since $\operatorname{sgn}\left(v_{i}^{1}\right)=\operatorname{sgn}\left(v_{i}^{2}\right)$ for all $i \in \operatorname{supp}\left(v^{2}\right)$, contradicting $v^{1} \neq v^{2}$, and we have established the claim.

Let us set $e=v^{1}-v^{2}$. Because $\left\{i\left|\left|v_{i}^{2}\right|>\left|v_{i}^{1}\right|\right\} \neq \emptyset\right.$, we let $k$ be any natural number satisfying

$$
k \in \underset{1 \leq i \leq N}{\operatorname{argmin}}\left|v_{i}^{1}\right| /\left|e_{i}\right| \text { such that }\left|v_{i}^{2}\right|>\left|v_{i}^{1}\right| .
$$

Next, we set $\alpha=v_{k}^{1} / e_{k}$. Finally, we set $v^{3}=v^{1}-\alpha e$ and show that $v^{3}$ and $k$ have the desired properties. To do this, we begin by observing that $\operatorname{supp}\left(v^{3}\right) \subseteq \operatorname{supp}\left(v^{1}\right)$. Furthermore, $v_{k}^{2}$ is non-zero (since $\left|v_{k}^{2}\right|>\left|v_{k}^{1}\right|$ ) but $v_{k}^{3}=v_{k}^{1}-e_{k} v_{k}^{1} / e_{k}=0$. Since $e$ is in the kernel of $U$ we also have $U v^{3}=U v^{1}$. It remains to show that $\left\|v^{3}\right\|_{1}=\left\|v^{1}\right\|_{1}$ and the result will follow by property (3) in Lemma 5.3.2. Note that by the fact that $\operatorname{sgn}\left(v_{\operatorname{supp}\left(v^{2}\right)}^{1}\right)=\operatorname{sgn}\left(v_{\operatorname{supp}\left(v^{2}\right)}^{2}\right)$., which we showed above, we have $\operatorname{sgn}\left(v_{k}^{2}\right)=\operatorname{sgn}\left(v_{k}^{1}\right)$. Thus, since $\left|v_{k}^{2}\right|>\left|v_{k}^{1}\right|$, it follows that $\operatorname{sgn}\left(e_{k}\right)=-\operatorname{sgn}\left(v_{k}^{1}\right)$ and so $\alpha$ is a negative real number. We will show that $\left|v_{i}^{1}\right|-\alpha\left|v_{i}^{1}\right|+\alpha\left|v_{i}^{2}\right| \geq 0$ for all $i$. Indeed, if $\left|v_{i}^{1}\right| \geq\left|v_{i}^{2}\right|$ then the claim follows because $-\alpha\left|v_{i}^{1}\right|+\alpha\left|v_{i}^{2}\right|=|\alpha|\left(\left|v_{i}^{1}\right|-\left|v_{i}^{2}\right|\right)$. If instead $\left|v_{i}^{2}\right|>\left|v_{i}^{1}\right|$ then by the definition of $\alpha$ we have $\left|v_{i}^{1}\right| /\left|v_{i}^{1}-v_{i}^{2}\right| \geq|\alpha|$ so

$$
\left|v_{i}^{1}\right| \geq|\alpha|\left|v_{i}^{1}-v_{i}^{2}\right| \geq|\alpha|\left(\left|v_{i}^{2}\right|-\left|v_{i}^{1}\right|\right)=-\alpha\left(\left|v_{i}^{2}\right|-\left|v_{i}^{1}\right|\right) .
$$

We conclude that

$$
\begin{aligned}
\left\|v^{3}\right\|_{1}=\sum_{i=1}^{N}\left|v_{i}^{1}-\alpha e_{i}\right| & =\sum_{i=1}^{N}\left|\operatorname{sgn}\left(v_{i}^{1}\right)\right| v_{i}^{1}\left|-\operatorname{sgn}\left(v_{i}^{1}\right) \alpha\left(\left|v_{i}^{1}\right|-\left|v_{i}^{2}\right|\right)\right| \\
& =\sum_{i=1}^{N}\left\|v_{i}^{1}|-\alpha| v_{i}^{1}|+\alpha| v_{i}^{2}\right\| \\
& =\sum_{i=1}^{N}\left|v_{i}^{1}\right|-\alpha\left|v_{i}^{1}\right|+\alpha\left|v_{i}^{2}\right|=\left\|v^{1}\right\|_{1}-\alpha\left\|v^{1}\right\|_{1}+\alpha\left\|v^{2}\right\|_{1}=\left\|v^{1}\right\|_{1}
\end{aligned}
$$

where the first equality follows because $\operatorname{sgn}\left(v^{2}\right)=\operatorname{sgn}\left(v^{1}\right)$ on $\operatorname{supp}\left(v^{2}\right)$, and the third equality follows from the fact that $\left|v_{i}^{1}\right|-\alpha\left|v_{i}^{1}\right|+\alpha\left|v_{i}^{2}\right| \geq 0$. Therefore $v^{3} \in M$ and the required properties for $v^{3}$ and $k$ are satisfied.

Step II: Using Step I we can now finish the proof. Set $x^{0}=x$. We produce a collection of vectors $x^{n}$ for $n=0,1, \ldots, N_{0}$ such that $x^{N_{0}}$ is in $M_{\text {min }}$. Recursively, suppose $x^{i}$ is not in $M_{\min }$. Then we can find (by the definition of not being a member of $\left.M_{\text {min }}\right) \tilde{x}^{i+1} \in M$, such that $\operatorname{supp}\left(\tilde{x}^{i+1}\right) \subseteq \operatorname{supp}\left(x^{i}\right)$. and $\tilde{x}^{i+1} \neq x^{i}$. If $\operatorname{supp}\left(\tilde{x}^{i+1}\right) \subsetneq$ $\operatorname{supp}\left(x^{i}\right)$ we set $x^{i+1}=\tilde{x}^{i+1}$. Otherwise, we apply Step I to the vectors $x^{i}$ and $\tilde{x}^{i+1}$ (with $v^{1}=x^{i}, v^{2}=\tilde{x}^{i+1}$ ) to find $x^{i+1}$ and $k$ with $\operatorname{supp}\left(x^{i+1}\right) \subseteq \operatorname{supp}\left(x^{i}\right)$ and $x_{k}^{i+1}=$ $0, \tilde{x}_{k}^{i+1} \neq 0$. Since $\operatorname{supp}\left(\tilde{x}^{i+1}\right)=\operatorname{supp}\left(x^{i}\right)$, this implies that $x_{k}^{i} \neq 0$, so that $\operatorname{supp}\left(x^{i+1}\right)$ is a proper subset of $\operatorname{supp}\left(x^{i}\right)$. In particular, $\operatorname{since} \operatorname{supp}\left(x^{i+1}\right)$ is a proper subset of $\operatorname{supp}\left(x^{i}\right)$, it is easy to see by induction that $\left|\operatorname{supp}\left(x^{i}\right)\right| \leq\left|\operatorname{supp}\left(x^{0}\right)\right|-i$. If the process does not terminate (i.e. every $x^{i} \in M \backslash M_{\text {min }}$ ) then $\lim _{i \rightarrow \infty}\left|\operatorname{supp}\left(x^{i}\right)\right|=-\infty$
which is a clear contradiction. Therefore the process terminates at some $N_{0}$. We set $w^{1}=x^{N_{0}} \in M_{\text {min }}$ and note that $\operatorname{supp}\left(w^{1}\right)$ is a proper subset of $\operatorname{supp}(x)$, or else $w^{1} \notin M_{\text {min }}$.

To find $w^{2}$, we apply Step I to the vectors $x$ and $w^{1}$ (with $v^{1}=x, v^{2}=w^{1}$, noting that $w^{1} \in M_{\text {min }}$ and $x \notin M_{\text {min }}$ implies that $x \neq w^{1}$ ) to produce a vector $\hat{x} \in M$ and a natural number $k$ such that $\operatorname{supp}(\hat{x}) \subseteq \operatorname{supp}(x), w_{k}^{1} \neq 0$ and $\hat{x}_{k}=0$. We apply the same process as before to produce a collection of vectors $\left(\hat{x}^{n}\right)_{n=0,1, \ldots, N_{1}}$ such that $\hat{x}^{N_{1}} \in M_{\text {min }}$ with $\operatorname{supp}\left(\hat{x}^{n+1}\right) \subseteq \operatorname{supp}\left(\hat{x}^{n}\right)$. We set $w^{2}=\hat{x}^{N_{1}}$. Since $\operatorname{supp}\left(w^{2}\right) \subseteq \operatorname{supp}(\hat{x}), w_{k}^{2}=0$. Therefore $\operatorname{supp}\left(w^{1}\right) \nsubseteq \operatorname{supp}\left(w^{2}\right)$. Finally,

$$
w^{2} \in M, w^{1} \in M_{\min }, \operatorname{supp}\left(w^{2}\right) \subseteq \operatorname{supp}\left(w^{1}\right) \Rightarrow w^{2}=w^{1}
$$

But $w_{k}^{2} \neq w_{k}^{1}$, so $\operatorname{supp}\left(w^{2}\right) \nsubseteq \operatorname{supp}\left(w^{1}\right)$.
The existence of minimisers with minimal support allows us to prove 5.3.1
Proof of Proposition 5.3.1. Let $x^{1}$ and $x^{2}$ be distinct vectors in $M^{\mathrm{BP}}(y, U, \delta)$ for the basis pursuit problem or $M^{\mathrm{UL}}(y, U, \lambda)$ for the lasso problem. Note that we may assume without loss of generality that $x^{1}$ and $x^{2}$ are both in $M_{\min }^{\mathrm{BP}}(y, U, \delta)$ (respectively $x^{1}, x^{2} \in$ $M_{\text {min }}^{\mathrm{UL}}(y, U, \lambda)$ for the lasso problem). Otherwise, we can use Lemma 5.3 .3 to find new distinct vectors which are in $M_{\text {min }}^{\mathrm{BP}}$ (respectively $M_{\min }^{\text {lasso }}$ ). We define the $N \times N$ diagonal negative semidefinite matrices

$$
\begin{aligned}
& E^{1}(\epsilon):=-\beta_{\epsilon}\left(\mathbb{1}_{1 \notin \operatorname{supp}\left(x^{1}\right)} \oplus \mathbb{1}_{2 \notin \operatorname{supp}\left(x^{1}\right)} \oplus \ldots \oplus \mathbb{1}_{N \notin \operatorname{supp}\left(x^{1}\right)}\right) \\
& E^{2}(\epsilon):=-\beta_{\epsilon}\left(\mathbb{1}_{1 \notin \operatorname{supp}\left(x^{2}\right)} \oplus \mathbb{1}_{2 \notin \operatorname{supp}\left(x^{2}\right)} \oplus \ldots \oplus \mathbb{1}_{N \notin \operatorname{supp}\left(x^{2}\right)}\right)
\end{aligned}
$$

where $\beta_{\epsilon}=\min (1, \epsilon) / 2$ and $\mathbb{1}_{i \notin \operatorname{supp}\left(x^{1}\right)}$ is 1 if $i \notin \operatorname{supp}\left(x^{1}\right)$ and 0 otherwise. Note that both $E^{1}(\epsilon)$ and $E^{2}(\epsilon)$ are nonzero because of Lemma 5.3.3. We now need to show for $j=1,2$ that $x^{j}$ is the unique vector in $M\left(U+U E^{j}\right)$. We will argue for $j=1$ : the proof for $j=2$ is analogous. Additionally, we will discuss basis pursuit and lasso separately.

Case 1 (Basis pursuit): Firstly, since $\left(U+U E^{1}\right) v=U v$ on vectors $v$ with $\operatorname{supp}(v)=$ $\operatorname{supp}\left(x^{1}\right),\left\|\left(U+U E^{1}\right) x^{1}-y\right\|_{2} \leq \delta$. Let us suppose that there is a vector $\tilde{x}^{1}$ with $\|(U+$ $\left.U E^{1}\right) \tilde{x}^{1}-y \|_{2} \leq \delta$ and $\left\|\tilde{x}^{1}\right\|_{1} \leq\left\|x^{1}\right\|_{1}$. Let $\hat{x}^{1}=\tilde{x}^{1}+E^{1} \tilde{x}^{1}$. Clearly $\left\|U \hat{x}^{1}-y\right\|_{2} \leq \delta$. For every $j \in \operatorname{supp}\left(\hat{x}^{1}\right)$ with $j \notin \operatorname{supp}\left(x^{1}\right)$, it is easy to see that $\left|\hat{x}_{j}^{1}\right|=\left(1-\beta_{\epsilon}\right)\left|\tilde{x}_{j}^{1}\right|<\left|\tilde{x}_{j}^{1}\right|$ and for $j \in \operatorname{supp}\left(x^{1}\right)$ we have $\hat{x}_{j}^{1}=\tilde{x}_{j}^{1}$. Therefore if $\operatorname{supp}\left(\hat{x}^{1}\right)$ is not a subset of $\operatorname{supp}\left(x^{1}\right)$, then $\left\|\hat{x}^{1}\right\|_{1}<\left\|\tilde{x}^{1}\right\|_{1} \leq\left\|x^{1}\right\|_{1}$, contradicting the fact that $x^{1} \in M^{\mathrm{BP}}(U)$. Thus supp $\left(\hat{x}^{1}\right)$ is a subset of $\operatorname{supp}\left(x^{1}\right)$ so $\tilde{x}^{1}=\hat{x}^{1}$. But then $\hat{x}^{1}=x^{1}$ because $x^{1} \in M_{\min }^{\mathrm{BP}}(U)$. Therefore $x^{1}$ is the unique vector in $M^{\mathrm{BP}}\left(y, U+U E^{1}, \delta\right)$.

Case 2 (Lasso): Let us suppose that $\tilde{x}^{1} \in \mathbb{C}^{N}$ satisfies $\left\|\left(U+U E^{1}\right) \tilde{x}^{1}-y\right\|_{2}^{2}+$ $\lambda\left\|\tilde{x}^{1}\right\|_{1} \leq\left\|\left(U+U E^{1}\right) x^{1}-y\right\|_{2}^{2}+\lambda\left\|x^{1}\right\|_{1}$. As in the basis pursuit case, we set $\hat{x}^{1}=$ $\tilde{x}^{1}+E^{1} \tilde{x}^{1}$. If $\operatorname{supp}\left(\hat{x}^{1}\right)$ is not a subset of $\operatorname{supp}\left(x^{1}\right)$, then $\left\|\hat{x}^{1}\right\|_{1}<\left\|\tilde{x}^{1}\right\|_{1}$. Therefore, by
the above assumption,

$$
\begin{aligned}
\left\|U \hat{x}^{1}-y\right\|_{2}^{2}+\lambda\left\|\hat{x}^{1}\right\|_{1} & <\left\|\left(U+U E^{1}\right) \tilde{x}^{1}-y\right\|_{2}^{2}+\lambda\left\|\tilde{x}^{1}\right\|_{1} \\
& \leq\left\|\left(U+U E^{1}\right) x^{1}-y\right\|_{2}^{2}+\lambda\left\|x^{1}\right\|_{1}=\left\|U x^{1}-y\right\|_{2}^{2}+\lambda\left\|x^{1}\right\|_{1}
\end{aligned}
$$

contradicting the fact that $x^{1} \in M^{\mathrm{UL}}$. Thus $\operatorname{supp}\left(\hat{x}^{1}\right)=\operatorname{supp}\left(x^{1}\right)$. But then $\operatorname{supp}\left(\tilde{x}^{1}\right)=\operatorname{supp}\left(x^{1}\right)$, so $\left\|U \tilde{x}^{1}-y\right\|_{2}^{2}+\lambda\left\|\tilde{x}^{1}\right\|_{1}=\left\|\left(U+U E^{1}\right) \tilde{x}^{1}-y\right\|_{2}^{2}+\lambda\left\|\tilde{x}^{1}\right\|_{1}$ $\leq\left\|\left(U+U E^{1}\right) x^{1}-y\right\|_{2}^{2}+\lambda\left\|x^{1}\right\|_{1}=\left\|\left(U+U E^{1}\right) x^{1}-y\right\|_{2}^{2}+\lambda\left\|x^{1}\right\|_{1}$. We conclude that $\tilde{x}^{1}=x^{1}$ because $x^{1} \in M_{\text {min }}^{\mathrm{UL}}(y, U, \lambda)$. Therefore $x^{1}$ is the unique vector in $M^{\mathrm{UL}}\left(y, U+U E^{1}, \lambda\right)$.

### 5.4 Proof of Theorem 4.1.1

Part 1. As with the other computability results, our aim will be to construct inputs so as to employ proposition 2.9.1. Let $M^{\mathrm{LP}}(y, U, c)$ denote the solution to a linear programming problem of the form $\operatorname{argmin}_{x \in \mathbb{R}^{N}} c^{T} x$ such that $U x=y, \quad x \geq 0$. We will consider inputs of the form

$$
U^{\epsilon}=\epsilon \oplus \mathbf{0}_{m-1 \times N-1}, \quad\left(y^{\epsilon}\right)^{T}=\epsilon \oplus 0_{m-1}, \quad c=(1,1, \ldots, 1)
$$

for $\epsilon \in[0,1]$. It is clear that if $\iota=\left(y^{\epsilon}, U^{\epsilon}, c\right)$ then $\|\iota\|_{2} \leq \epsilon \leq 1$. Moreover, the solution to $y^{\epsilon}=U^{\epsilon} x$ is uniquely given by $x=1$ for $\epsilon>0$. For $\epsilon=0$, every $x \in \mathbb{R}$ is a solution to $U^{\epsilon} x=y^{\epsilon}$. However, we seek a non-negative $x$ which minimises $c^{T} x=x$. Thus the solution for $\epsilon=0$ to the linear programming is given by 0 . To summarize, we have the following result

$$
M^{\mathrm{LP}}\left(y^{\epsilon}, U^{\epsilon}, c\right)= \begin{cases}1 & \text { if } \epsilon \in(0,1] \\ 0 & \text { otherwise }\end{cases}
$$

In the setting of proposition 2.9.1, we set the sequence $\iota_{n}^{1}:=\left(y^{1 / 4^{n}}, U^{1 / 4^{n}}, c\right)$, the constant sequence $\iota_{n}^{2}=\left(y^{0}, U^{0}, c\right)$, and $\iota^{0}=\left(y^{0}, U^{0}, c\right)$. Therefore with $S^{1}=\left\{e_{1}\right\}$, $S^{2}=\{0\}$, we have $\Xi\left(\iota_{n}^{1}\right)=S^{1}, \Xi\left(\iota_{n}^{2}\right)=S^{2}$ and $\Xi\left(\iota^{0}\right)=S^{2}$. Therefore (a) is satisfied with $\kappa=1$.

Note also that for $f \in \Lambda$, we have $f\left(\iota_{n}^{2}\right)=f\left(\iota^{0}\right)$ and $\left|f\left(\iota_{n}^{1}\right)-f\left(\iota^{0}\right)\right| \leq 1 / 4^{n}$. We conclude that (b) is satisfied with $c_{f}=f\left(\iota^{0}\right)$ and so $\epsilon_{B}^{s}, \epsilon_{\mathbb{P B}}^{s}(p) \geq 1 / 2$ for $p \in(0,1 / 2)$.

The only thing left to show is that $\{\Xi, \Omega\}^{\Delta_{1}} \in \Delta_{1}^{A}$ implies the decidability of the halting problem. Clearly the output space is exactly $\mathbb{R}$ with the $\ell^{2}$ norm, $\Lambda$ is finite and $S_{1}$ and $S_{2}$ are singletons by definition. 2.9.1) is obvious because for $\iota=(y, U, c)$ the function $f: \iota \rightarrow \mathbb{R}$ defined by $f(y)=y_{1}$ is in $\Lambda$. The result follows immediately by proposition 2.9.1 part (iv).

Part 2? Here, as for the other positive results, we will construct an algorithm that solves the problem and then prove its correctness. We assume the existence of recursive subroutines $\operatorname{PosDef}(M), \operatorname{SolLin}(M, y), \operatorname{Find} V(\iota, \epsilon)$ and $\operatorname{FindM}(\iota, \epsilon)$ that work in the following way:

- PosDef $(M)$ returns true iff the matrix $M \in \mathbb{R}^{m \times m}$ is positive definite (i.e. for
all $x,\langle x, M x\rangle \geq 0$ with equality iff $x=0$ ). This can be done with an algorithm that is based on the cholesky decomposition.
- SolLin $(M, y)$ solves for $x$ the linear system of equations $y=M x$ (where $y$ and $M$ are stored with exact precision). This can be achieved through gaussian elimination.
- FindV $(\iota, \epsilon)$ defined for $\iota=(y, U)$ and $\epsilon>0$ finds a vector $v$ such that $\|v-y\| \leq \epsilon$. This can be achieved by making use of the $\Delta_{1}$ information available to the algorithm.
- FindM $(\iota, \epsilon)$ defined for $\iota=(y, U)$ and $\epsilon>0$ finds a matrix $M$ such that $\|M-U\| \leq$ $\epsilon$. Again, this can be achieved through the use of the $\Delta_{1}$ information available to the algorithm.

We then consider the following algorithm:
Algorithm LinearSystems $(\iota, n)$
Input: $\iota \in \Omega, n \in \mathbb{N}$
Output: $\Gamma_{n}(\iota) \in \mathbb{R}^{N}$ with $\operatorname{dist}\left(\Gamma_{n}(\iota), \Xi(\iota)\right) \leq 2^{-n}$.
Subroutines: $\operatorname{PosDef}(M), \operatorname{SolLin}(M, y) \operatorname{FindV}(\iota, \epsilon), \operatorname{FindM}(\iota, \epsilon)$.
We set the following parameters:

$$
\begin{gathered}
y^{0}:=\operatorname{FindV}(\iota, 1), M^{0}:=\operatorname{FindM}(\iota, 1), \varepsilon:=2^{-n}, \delta:=\frac{\varepsilon}{6} \\
C:=\left\|y^{0}\right\|_{1} \vee\left\|M^{0}\right\|_{F}^{2} \vee 1, \quad N:=\lceil C\rceil+2,
\end{gathered}
$$

Then we proceed in the following way:

$$
\begin{aligned}
& k=N \\
& \text { do-while } \operatorname{PosDef}\left(\left(M^{k}\right)^{*} M^{k}-\frac{I}{k}\right)=0 \\
& \quad k=k+1 \\
& \quad M^{k}=\operatorname{FindM}\left(I, \frac{\delta}{k^{5}}\right) \\
& \text { end } \\
& y^{k}=\operatorname{FindV}\left(I, \frac{\delta}{k^{5}}\right) \\
& v^{k}=\operatorname{SolLin}\left(\left(M^{k}\right)^{*} M^{k},\left(M^{k}\right)^{*} y^{k}\right) \\
& \Gamma_{n}(I):=v^{k}
\end{aligned}
$$

We begin by showing that the above while-loop will terminate. For $y=U x$ to have a unique solution, $U$ must be invertible. Hence for vectors $v, U v=0$ if and only if $v=0$.

Suppose that the while loop does not terminate. Then there are a sequence of vectors $\left(x^{k}\right)_{k=N_{0}}^{\infty}$ with $x^{k} \in \mathbb{R}^{N},\left\|x^{k}\right\|_{2}=1$ and $\left\langle x^{k},\left[\left(M^{k}\right)^{*} M^{k}-\frac{I}{n}\right] x^{k}\right\rangle \leq 0$. By passing to a convergent subsequence using the compactness of the unit ball in $\mathbb{R}^{N}$,
we assume that $x^{k} \rightarrow x$ for some $x \in \mathbb{R}^{N}$ with $\|x\|_{2}=1$. Furthermore, because $\left\|M^{k}-U\right\|_{2} \leq \delta / k^{5}$, we must have $M^{k} \rightarrow U$ as $k \rightarrow \infty$, since $\epsilon$ is defined independently of $k$. Thus $\left\langle x, U^{*} U x\right\rangle=\lim _{k \rightarrow \infty}\left\langle x^{k},\left(\left(M^{k}\right)^{*} M^{k}-\frac{I}{k}\right) x^{k}\right\rangle \leq 0$. We conclude that $x$ is in the nullspace of $U$. Thus $U x=0$ and so $x=0$, contradicting he fact that $\|x\|_{2}=1$.

We conclude that $\Gamma_{n}$ is an arithmetic tower of algorithms, and we are left with the problem of proving that $\operatorname{dist}\left(\Gamma_{n}(\iota), \Xi_{\mathrm{LS}}(\iota)\right) \leq 2^{-n}$ for any $\iota \in \Omega$. We will therefore show that $\left\|v^{n}-x\right\|_{2} \leq 2^{-n}$ where $U x=y$. With $X=U^{*} U, X^{k}=\left(M^{k}\right)^{*} M^{k}$, we have (since $x=\left(U^{*} U\right)^{-1} U^{*} U x=\left(U^{*} U\right)^{-1} U^{*} y$ ),

$$
\begin{align*}
\left\|v^{k}-x\right\|_{2} & =\left\|\left(X^{k}\right)^{-1}\left(M^{k}\right)^{*} y^{k}-X^{-1} U^{*} y\right\|_{2} \\
& \leq\left\|\left(X^{k}\right)^{-1}\left(M^{k}\right)^{*}-X^{-1} U^{*}\right\|_{2}\|y\|_{2}+\left\|\left(X^{k}\right)^{-1}\left(M^{k}\right)^{*}\right\|_{2}\left\|y^{k}-y\right\|_{2} \tag{5.4.1}
\end{align*}
$$

Our aim will be to bound both $\left\|\left(X^{k}\right)^{-1}\left(M^{k}\right)^{*}-X^{-1} U^{*}\right\|_{2}\|y\|_{2}$ and $\left\|\left(X^{k}\right)^{-1}\left(M^{k}\right)^{*}\right\|_{2}\left\|y^{k}-y\right\|_{2}$. To do this, we show the following:

$$
\begin{equation*}
\left\|M^{k}\right\|_{2},\|U\|_{2},\|y\|_{2},\left\|\left(X^{k}\right)^{-1}\right\|_{2} \leq k, \quad\left\|M^{k}-U\right\|_{2} \leq \frac{\delta}{k^{5}}, \quad\left\|y^{k}-y\right\|_{2} \leq \frac{\delta}{k^{2}} \tag{5.4.2}
\end{equation*}
$$

The observation that $\left\|\left(X^{k}\right)^{-1}\right\|_{2} \leq k$ is a consequence of the fact that (since the condition of the while loop is met) $X^{k}-I / k$ is positive definite and thus $\left\langle x-A^{-1} x / k, A^{-1} x\right\rangle \geq 0$. Therefore $\|x\|_{2}\left\|A^{-1} x\right\|_{2} \geq\left\langle x, A^{-1} x\right\rangle \geq\left\|A^{-1} x\right\|^{2} / k$. The result follows by taking supremums over $\|x\|_{2}=1$.

Furthermore, by the initial parameter setup we have $\left\|M^{0}-U\right\|_{2},\left\|y^{0}-y\right\|_{2} \leq 1$ and $C \geq\left\|M^{0}\right\|_{F}^{2} \vee 1 \geq\left\|M^{0}\right\|_{2}^{2} \vee 1 \geq\left\|M^{0}\right\|_{2}$. We also have that $C \geq\left\|y^{0}\right\|_{1} \geq\left\|y^{0}\right\|_{2}$. Therefore we must have $\|U\|_{2},\|y\|_{2} \leq C+1$. Additionally, $\left\|M^{k}-U\right\|_{2} \leq \frac{\delta}{k^{5}} \leq 1$ by the definition of FindM. Thus $\left\|M^{k}\right\|_{2} \leq C+2$. 5.4 .2 follows immediately from the fact that $k \geq C+2$ and the definition of $M^{k}$ and $y^{k}$ using FindM and FindV.

Next, we use 5.4 .2 to bound $\left\|\left(X^{k}\right)^{-1}\left(M^{k}\right)^{*}-X^{-1} U^{*}\right\|_{2}$. We have

$$
\begin{aligned}
\left\|\left(X^{k}\right)^{-1}\left(M^{k}\right)^{*}-X^{-1} U^{*}\right\|_{2} & \leq\left\|\left(X^{k}\right)^{-1}\right\|_{2}\left\|\left(M^{k}-U\right)^{*}\right\|_{2}+\left\|\left(X^{k}\right)^{-1}-X^{-1}\right\|_{2}\left\|U^{*}\right\|_{2} \\
& \leq \frac{\delta}{k^{4}}+k\left\|\left(X^{k}\right)^{-1}-X^{-1}\right\|_{2}
\end{aligned}
$$

To bound $\left\|\left(X^{k}\right)^{-1}-X^{-1}\right\|_{2}$, again we use 5.4.2 and note the following:

$$
\begin{aligned}
\left\|\left(X^{k}\right)^{-1}-X^{-1}\right\|_{2} & \leq\left\|X^{-1}\right\|_{2}\left\|\left(X^{k}\right)^{-1}\right\|_{2}\left\|X-X^{k}\right\|_{2} \\
& \leq k\left\|X^{-1}\right\|\left(\left\|\left(M^{k}\right)^{*} M^{k}-\left(M^{k}\right)^{*} U\right\|_{2}+\left\|\left(M^{k}\right)^{*} U-U^{*} U\right\|_{2}\right) \\
& \leq k\left(\left\|\left(X^{k}\right)^{-1}-X^{-1}\right\|_{2}+\left\|\left(X^{k}\right)^{-1}\right\|_{2}\right)\left(\left\|M^{k}\right\|_{2}+\|U\|_{2}\right)\left\|M^{k}-U\right\|_{2} \\
& \leq \frac{2 \delta k^{2}}{k^{5}}\left(\left\|\left(X^{k}\right)^{-1}-X^{-1}\right\|_{2}+k\right) \leq \frac{\left\|\left(X^{k}\right)^{-1}-X^{-1}\right\|_{2}}{2}+\frac{2 \delta}{k^{2}}
\end{aligned}
$$

since $4 \delta \leq 1 \leq k^{3}$. Thus $\left\|\left(X^{k}\right)^{-1}-X^{-1}\right\|_{2} \leq \frac{4 \delta}{k^{2}}$ and we conclude that

$$
\left\|\left(X^{k}\right)^{-1} M^{k}-X^{-1} U\right\|_{2} \leq \frac{\delta}{k^{4}}+\frac{4 \delta}{k} \leq \frac{5 \delta}{k}
$$

Combining this with (5.4.1 and (5.4.2 yields

$$
\left\|v^{k}-x\right\|_{2} \leq \frac{5 \delta}{k}\|y\|_{2}+\left\|\left(X^{k}\right)^{-1} M^{k}\right\|_{2}\left\|y^{k}-y\right\|_{2} \leq 5 \delta+\delta=2^{-n}
$$

by the definition of $\delta$.

### 5.5 Proof of Theorems 4.1.3, 4.2.1, 4.2.13

Throughout this section we assume $\varepsilon=\left(\epsilon_{1}, \epsilon_{2}\right)$ with both $\epsilon_{1}, \epsilon_{2} \in[0,1)$ and at most one of $\epsilon_{1}, \epsilon_{2} \neq 0$. Our aim will be to produce problems that obey the prerequisites of proposition 2.9.1. We will make use of the matrix $A_{\epsilon}^{1}$ defined in the following way: $A_{\epsilon}^{1}:=\left(\begin{array}{cc}1-\epsilon_{1} & 1-\epsilon_{2}\end{array}\right)$. A simple calculation shows that $A_{\epsilon}^{1}\left(A_{\epsilon}^{1}\right)^{*}=\left(1-\epsilon_{1}\right)^{2}+\left(1-\epsilon_{2}\right)^{2}$. Thus $\operatorname{cond}\left(A_{\epsilon}^{1}\left(A_{\epsilon}^{1}\right)^{*}\right)=1$ as $A_{\epsilon}^{1}\left(A_{\epsilon}^{1}\right)^{*}$ is a $1 \times 1$ matrix.

We also set $y^{1}=1$. Our first aim will be to prove a result on the solutions to linear programming and basis pursuit (denoising) with this input. Actually, we prove a slightly more general result so that we can make statements about the condition of a map condition number.
Lemma 5.5.1. Fix $\delta \in[0,1)$ and $y>\delta$. Set $U=(\alpha \beta)$. Let $\Xi_{\mathrm{LP}}, \Xi_{\mathrm{BP}}, \Xi_{\mathrm{BPDN}}$ denote the problem functions for linear programming, basis pursuit and basis pursuit denoising respectively. We have

$$
\begin{gather*}
\Xi_{\mathrm{BP}}(y, U)=\left\{\begin{array}{ll}
\frac{y}{\alpha} e_{1} & \text { if } \alpha>\beta \\
\frac{y}{\beta} e_{2} & \text { if } \beta>\alpha
\end{array}, \quad \Xi_{\mathrm{BPDN}}(y, U)= \begin{cases}\frac{y-\delta}{\alpha} e_{1} & \text { if } \alpha>\beta \\
\frac{y-\delta}{\beta} e_{2} & \text { if } \alpha<\beta\end{cases} \right.  \tag{5.5.1}\\
\Xi_{\mathrm{LP}}(y, U)= \begin{cases}\frac{y}{\alpha} e_{1} & \text { if } \alpha>\beta \\
\frac{y}{\beta} e_{2} & \text { if } \beta>\alpha\end{cases}
\end{gather*}
$$

Moreover, for $\alpha=\beta$ we have $\Xi_{\mathrm{LP}}(y, U)=\Xi_{\mathrm{BP}}(y, U)$ and

$$
\begin{aligned}
\Xi_{\mathrm{BP}}(y, U) & =\operatorname{Conv}\left(\frac{y e_{1}}{\alpha}, \frac{y e_{2}}{\alpha}\right) \\
\Xi_{\mathrm{BPDN}}(y, U) & =\operatorname{Conv}\left(\frac{(y-\delta) e_{1}}{\alpha}, \frac{(y-\delta) e_{2}}{\alpha}\right)
\end{aligned}
$$

Proof of Lemma 5.5.1. We prove the results in 5.5.1 only for $\alpha>\beta$ : the argument for $\alpha<\beta$ is identical.

We start with basis pursuit denoising. Assume that $\alpha>\beta$. Since $U(y-\delta) / \alpha e_{1}=$ $y-\delta$ and $\left\|(y-\delta) / \alpha e_{1}\right\|_{1}=(y-\delta) / \alpha$, if $x \in \Xi_{\mathrm{BPDN}}(y, U)$ then $\|x\|_{1} \leq(y-\delta) / \alpha$. Thus for such an $x$ we have

$$
\begin{equation*}
-\delta \leq \alpha x_{1}+\beta x_{2}-y \leq \alpha\left|x_{1}\right|+\beta\left|x_{2}\right|-y \leq \alpha\|x\|_{1}-y \leq-\delta \tag{5.5.2}
\end{equation*}
$$

Notice that the second inequality is an equality if and only if $x_{1}$ and $x_{2}$ are both positive, the third inequality is an equality if and only if $\left|x_{2}\right|=0$ and the final inequality is an equality if and only if $\|x\|_{1}=(y-\delta) / \alpha$. All inequalities in 5.5.2) must however
be equalities since otherwise (5.5.2 implies that $-\delta<-\delta$, which is a contradiction. Thus $x \in \Xi_{\text {BPDN }}(y, U)$ if and only if $x_{2}=0$ and $x_{1} \geq 0$ and $\|x\|_{1}=(y-\delta) / \alpha$. Such an $x$ is clearly of the form $x=(y-\delta) e_{1} / \alpha$.

The argument for $\alpha=\beta$ is similar. Let us assume that $\tilde{x}$ is a minimiser. For any $x \in \operatorname{Conv}\left((y-\delta) e_{1} / \alpha,(y-\delta) e_{2} / \alpha\right)$ we have $\|U x-y\|_{2}=\delta$ and $\|x\|_{1}=(y-\delta) / \alpha$. Hence $\|\tilde{x}\|_{1} \leq(y-\delta) / \alpha$ and $\|U \tilde{x}-y\|_{2} \leq \delta$. Thus (in the same way as before )

$$
-\delta \leq \alpha \tilde{x}_{1}+\alpha \tilde{x}_{2}-y \leq \alpha\left|\tilde{x}_{1}\right|+\beta\left|\tilde{x}_{2}\right|-y=\alpha\|\tilde{x}\|_{1}-y \leq-\delta
$$

where now equality holds if and only if $\tilde{x}_{1}, \tilde{x}_{2} \geq 0$ and $\|\tilde{x}\|_{1}=(y-\delta) / \alpha$. However, such a $\tilde{x}$ would be an element of $\operatorname{Conv}\left((y-\delta) e_{1} / \alpha,(y-\delta) e_{2} / \alpha\right)$. Hence

$$
\Xi_{\mathrm{BPDN}}(y, A)=\operatorname{Conv}\left(\frac{(y-\delta) e_{1}}{\alpha}, \frac{(y-\delta) e_{2}}{\alpha}\right)
$$

which completes the proof of Lemma 5.5.1 for basis pursuit denoising.
Next, note that the result for basis pursuit follows immediately from the basis pursuit denoising case when $\delta=0$. The only result that remains is the one for $\Xi_{\mathrm{LP}}$ : we will show the inclusion $\Xi_{\mathrm{BP}}(y, U) \subseteq \Xi_{\mathrm{LP}}(y, U)$ and the inclusion $\Xi_{\mathrm{LP}}(y, U) \subseteq \Xi_{\mathrm{BP}}(y, U)$ which will imply $\Xi_{\mathrm{LP}}(y, U)=\Xi_{\mathrm{BP}}(y, U)$.

Firstly, for $\Xi_{\mathrm{BP}}(y, U) \subseteq \Xi_{\mathrm{LP}}(y, U)$ note that we have already shown that every $\hat{x}$ in $\Xi_{\mathrm{BP}}(y, U)$ has $\hat{x}_{1}, \hat{x}_{2} \geq 0$ and $U \hat{x}=y$. Thus $\hat{x}$ is feasible for the linear programming problem. Let us suppose that $\hat{x} \notin \Xi_{\mathrm{LP}}(y, U)$. Then there exists $x$ with $x_{1}, x_{2} \geq 0$ such that $U x=y$ and $c^{T} x<c^{T} \hat{x}$. However, $c^{T} x=x_{1}+x_{2}=\left|x_{1}\right|+\left|x_{2}\right|=\|x\|_{1}$ and similarly $c^{T} \hat{x}=\|\hat{x}\|_{1}$. Thus $x$ is a vector with $\|x\|_{1}<\|\hat{x}\|_{1}$ and $U x=y$. We conclude that $\hat{x} \notin \Xi_{\mathrm{BP}}(y, U)$, which is a contradiction.

Finally, to show that $\Xi_{\mathrm{LP}}(y, U) \subseteq \Xi_{\mathrm{BP}}(y, U)$, let

$$
\begin{aligned}
& \Xi_{\mathrm{LP}}^{\mathrm{Obj}}(y, U)=\min \|x\|_{1} \text { such that } U x=y \text { and } x_{1}, x_{2} \geq 0 \\
& \Xi_{\mathrm{BP}}^{\mathrm{Obj}}(y, U)=\min \|x\|_{1} \text { such that } U x=y
\end{aligned}
$$

noting that $\Xi_{\mathrm{LP}}^{\mathrm{Obj}}(y, U)$ is the same value as the objective function for linear programming since $c=(1,1)^{T}$ and $x_{1}, x_{2} \geq 0$ for linear programming feasible $x$. :et $\hat{x} \in \Xi_{\mathrm{LP}}(y, U)$. Then $\|\hat{x}\|_{1}=\Xi_{\mathrm{LP}}^{\mathrm{Obj}}(y, U)$ and $U x=y$. Thus $\hat{x}$ is feasible for $\Xi_{\mathrm{BP}}(y, U)$. If we assume that $\hat{x} \notin \Xi_{\mathrm{BP}}(y, U)$ then $\|\hat{x}\|_{1}>\Xi_{\mathrm{BP}}^{\mathrm{Obj}}(y, U)$. Thus $\Xi_{\mathrm{LP}}^{\mathrm{Obj}}(y, U)>\Xi_{\mathrm{BP}}^{\mathrm{Obj}}(y, U)$, which is a clear contradiction since the set of feasible points for linear programming is a subset of the set of feasible points for basis pursuit.

With Lemma 5.5.1 in hand, we can prove Theorem 4.1.3. Theorem 4.2.1 and Theorem 4.2.13. We start with Theorem 4.1.3

Proof of Theorem 4.1.3. To prove the non-computability result we appeal to Theorem
2.9.1. We set

$$
\begin{array}{ll}
\iota_{n}^{1}=\left(y^{1}, A_{\epsilon}^{1}\right) & \text { with } \varepsilon=\left(4^{-n}, 0\right) \\
\iota_{n}^{2}=\left(y^{1}, A_{\epsilon}^{1}\right) & \text { with } \varepsilon=\left(0,4^{-n}\right) \\
\iota^{0}=\left(y^{1}, A_{\epsilon}^{1}\right) & \text { with } \varepsilon=(0,0) .
\end{array}
$$

By Lemma 5.5.1, we have $\Xi\left(\iota_{n}^{1}\right)=\left\{e_{2}\right\}$ and $\Xi\left(\nu_{n}^{2}\right)=\left\{e_{1}\right\}$. Thus requirement (a) in Proposition 2.9.1 is satisfied with $S^{1}=\left\{e_{2}\right\}, S^{2}=\left\{e_{1}\right\}$ and $\kappa=\sqrt{2}$. It is also obvious (since $A_{\epsilon}^{1} \rightarrow A_{0,0}^{1}$ as $\left.\epsilon \rightarrow(0,0)\right)$ that (b) is satisfied with $c_{f}=f\left(\iota^{0}\right)$. We immediately conclude by Proposition 2.9.1, part (iii) that $\epsilon_{\mathrm{B}}^{\mathrm{s}} \geq \sqrt{2} / 2=1 / \sqrt{2}$ and that $\{\Xi, \Omega\}^{\Delta_{1}} \notin \Delta_{1}^{G}$.

Next, we prove that $\{\Xi, \Omega\}^{\Delta_{1}} \in \Delta_{1}^{A}$ implies the decidability of LLPO. That $\mathcal{M}=$ $\mathbb{R}^{N}, \Lambda$ is finite and $S^{1}, S^{2}$ are singletons is clear by the definition and the previous argument. It is also clear that for each $\iota_{n}^{1}, \iota_{k}^{2}$, there exists an $f \in \Lambda$ such that $f\left(\iota_{n}^{1}\right) \neq$ $f\left(\iota_{k}^{2}\right)$. Indeed, take $f: \iota \rightarrow \mathbb{R}$ to be the function such that $f(y, U)=U_{1,1}$. Then $f\left(\iota_{n}^{1}\right)=1-4^{-n} \neq 1=f\left(\iota_{k}^{2}\right)$. The result then follows by Proposition 2.9.1, part (iv).

Finally, we show the results on the condition of elements $\iota \in \Omega$. Since $\operatorname{cond}\left(A_{\epsilon}^{1}\left(A_{\epsilon}^{1}\right)^{*}\right)=1$ we immediately obtain that $\operatorname{cond}\left(A_{\epsilon}^{1}\left(A_{\epsilon}^{1}\right)^{*}\right) \leq 2$.

The result $\|\iota\| \leq \sqrt{2}$ follows from the fact that

$$
\left\|A_{\epsilon}^{1}\right\|_{2}=\sqrt{\left\|A_{\epsilon}^{1}\left(A_{\epsilon}^{1}\right)^{*}\right\|_{2}} \leq \sqrt{\operatorname{cond}\left(A_{\epsilon}^{1}\left(A_{\epsilon}^{1}\right)^{*}\right)} \leq \sqrt{2}
$$

and that $\left\|y^{1}\right\|_{2} \leq 1$.
To show the bound on $C_{\mathrm{FP}}$, note that if $\iota=(y, A) \in \Omega$ and $\hat{A}, \hat{y}$ are such that $(y+\hat{y}, A+\hat{A}) \in \tilde{\Omega}_{\infty}$ then $y$ is non-negative provided that $\|\hat{y}\|_{2} \leq 1$. Moreover, $A$ has at least one entry that is exactly 1 . Thus if $\|\hat{A}\|_{2}<1, A+\hat{A}$ has a positive entry. Without loss of generality, let us suppose that the second entry of $A+\hat{A}$ is positive. Then $(y+\hat{y}) /\left(A_{2}+\hat{A}_{2}\right)$ is a feasible point for the linear programming problem. Thus $\rho(y, A) \geq 1$ and so $C_{\mathrm{FP}}(\iota) \leq 2$.

The one remaining condition number to check is $\operatorname{cond}(\Xi)$. Fix $\nu>0$ and let us assume that $\iota=\iota_{n}^{1}=(y, A)$ for some $n$. Suppose that $\hat{\iota}=(\hat{y}, \hat{A})$ is such that $\iota+\hat{\iota} \in \tilde{\Omega}_{\nu}$. Since changes in $y$ are not in the active set $\mathcal{A}(\Omega), \hat{y}=0$. In addition, since $\iota=\iota_{n}^{1}$, we have $A_{1,1}<1=A_{1,2}$. Thus for sufficiently small $\epsilon>0$ if $\|\hat{A}\|_{2} \leq \epsilon$ then $(A+\hat{A})_{1,1}<$ $(A+\hat{A})_{1,2}$. For such $\hat{\iota}$, we have by Lemma 5.5.1 that $\Xi_{\mathrm{LP}}(\iota+\hat{\iota})=\left(1+\hat{A}_{1,2}\right)^{-1} e_{2}$ and $\Xi_{\mathrm{BP}}(\iota)=e_{2}$.

Thus

$$
\operatorname{dist}\left(\Xi_{\mathrm{LP}}(\iota+\hat{\iota}), \Xi_{\mathrm{LP}}(\iota)\right)=\left|1-\frac{1}{1+\hat{A}_{1,2}}\right| \leq\left|\frac{\hat{A}_{1,2}}{1+\hat{A}_{1,2}}\right| \leq \frac{\epsilon}{1-\epsilon}
$$

and we conclude that for $\operatorname{such} \iota$,

$$
\lim _{\epsilon \rightarrow 0^{+}} \sup _{\iota+\hat{\iota} \in \tilde{\Omega}_{\nu, 0<}, \hat{\imath} \| \leq \epsilon} \frac{\operatorname{dist}\left(\Xi_{\mathrm{LP}}(\iota+\hat{\iota}), \Xi_{\mathrm{LP}}(\iota)\right)}{\|\hat{\imath}\|} \leq 1
$$

and the same argument shows that the same result if $\iota=\iota_{n}^{2}$ for some $n$.
The last case to consider is $\iota=\iota^{0}$. Again, suppose that $\hat{\iota}=(\hat{y}, \hat{A})$ is such that $\iota+\hat{\iota} \in \tilde{\Omega}_{\nu}$. Since changes in $y$ are not in the active set $\mathcal{A}(\Omega), \hat{y}=0$. We consider two cases: firstly, $\hat{A}_{1,1}>\hat{A}_{1,2}$ and secondly $\hat{A}_{1,2} \geq \hat{A}_{1,1}$.

If $\hat{A}_{1,1}>\hat{A}_{1,2}>-1$ then $(A+\hat{A})_{1,1}>(A+\hat{A})_{1,2}>0$ and thus Lemma 5.5.1 shows that $\left(1+\hat{A}_{1,1}\right)^{-1} e_{1} \in \Xi_{\mathrm{LP}}(\iota+\hat{\imath})$. Again by Lemma 5.5.1, $e_{1} \in \Xi_{\mathrm{LP}}(\iota)$. Thus (provided $\left.\|\hat{A}\|_{2}<1\right)$

$$
\operatorname{dist}\left(\Xi_{\mathrm{LP}}(\iota+\hat{\iota}), \Xi_{\mathrm{LP}}(\iota)\right)=\left|1-\frac{1}{1+\hat{A}_{1,1}}\right| \leq\left|\frac{\hat{A}_{1,1}}{1+\hat{A}_{1,1}}\right| \leq \frac{\epsilon}{1-\epsilon} .
$$

Similarly, if $\hat{A}_{1,2} \geq \hat{A}_{1,2}>-1$ then Lemma 5.5.1 shows that $\left(1+\hat{A}_{1,2}\right)^{-1} e_{2} \in$ $\Xi_{\mathrm{LP}}(\iota+\hat{\imath})$. Again by Lemma 5.5.1, $e_{2} \in \Xi_{\mathrm{LP}}(\iota)$. Thus

$$
\operatorname{dist}\left(\Xi_{\mathrm{LP}}(\iota+\hat{\imath}), \Xi_{\mathrm{LP}}(\iota)\right)=\left|1-\frac{1}{1+\hat{A}_{1,2}}\right| \leq\left|\frac{\hat{A}_{1,2}}{1+\hat{A}_{1,1}}\right| \leq \frac{\epsilon}{1-\epsilon} .
$$

Thus

$$
\lim _{\epsilon \rightarrow 0^{+}} \sup _{\iota+\hat{\epsilon} \in \tilde{\Omega}_{\nu}, 0<\|\hat{\imath}\| \leq \epsilon} \frac{\operatorname{dist}\left(\Xi_{\mathrm{LP}}(\iota+\hat{\imath}), \Xi_{\mathrm{LP}}(\iota)\right)}{\|\hat{\iota}\|} \leq 1 .
$$

We conclude that $\operatorname{Cond}(\Xi) \leq 1$. This completes the proof of the non-computability result.

All that remains is the computability result for $\Xi_{\mathrm{LP}}^{\mathrm{Obj}}$. However, for each $\iota \in \Omega$, we can use Lemma 5.5.1 to see that if $x \in \Xi_{\mathrm{LP}}(\iota)$, then $\|x\|_{1}=c^{T} x=1$. Thus for every $\iota \in \Omega, \Xi_{\mathrm{LP}}^{\mathrm{Obj}}(\iota)=1$. It will therefore suffice to create the arithmetic algorithm $\Gamma: \Omega \rightarrow \mathbb{R}$ defined by $\Gamma(\iota) \equiv 1$, which has $\Gamma(\iota)=\Xi_{\mathrm{LP}}^{\mathrm{Obj}}(\iota)$.

Next, we prove Theorem 4.2.1.
Proof of Theorem 4.2.1. Part (i): The proof of part (i) is very similar to the proof of Theorem 4.1.1. Indeed, we use the same choice of $U^{\epsilon}$ and $y^{\epsilon}$ as in that argument. In a similar way, we set the sequence $\iota_{n}^{1}:=\left(y^{1 / 4^{n}}, U^{1 / 4^{n}}\right)$, the constant sequence $\iota_{n}^{2}:=\left(y^{0}, U^{0}\right)$ and $\iota_{0}:=\left(y^{0}, U^{0}\right)$. The same argument as before shows that $\Xi\left(\iota_{n}^{1}\right)=$ $\left\{\left(1 \oplus 0_{N-1}\right)^{T}\right\}$. To see that $\Xi\left(\iota_{0}\right)=0_{N}$, note that $U^{0} 0_{N}=0_{m}=y^{0}$. Moreover, every non-zero $x \in \mathbb{R}^{N}$ has $\|x\|_{1}>0_{N}$. Thus $\Xi\left(\iota_{0}\right)=\left\{0_{N}\right\}$. The remainder of the argument is identical to the one in Theorem 4.1.1.

Part (ii): After replacing $\Xi_{\mathrm{LP}}$ with $\Xi_{\mathrm{BP}}$, the proof reads identically to the one for Theorem 4.1.3.

We use a similar approach (setting up an example problem and employing Proposition 2.9.1) as before to prove Theorem 4.2.13:

Proof of Theorem 4.2.13. Part (i): The proof for part (i) differs from the proof of part (i) in Theorem 4.1.1. We choose $U^{\epsilon}$ in the same way as before but now we choose $y^{\epsilon, \delta}=\left(y^{\epsilon, \delta}\right)^{T}=(\epsilon+\delta) \oplus 0_{m-1}$. It is easy to see that if $\left\|U^{\epsilon} x-y^{\epsilon, \delta}\right\|_{2} \leq \delta$ then we require $x_{1} \geq 1$ whenever $\epsilon>0$. Moreover, $\left\|U^{\epsilon} e_{1}-y^{\epsilon, \delta}\right\|=\delta$ and thus all minimisers
$x$ must have $\|x\|_{1} \leq 1, x_{1} \geq 1$. The only such vector is $e_{1}$, thus $\Xi\left(y^{\epsilon, \delta}, U^{\epsilon, \delta}\right)=e_{1}$ if $\epsilon>0$.

If instead $\epsilon=0$ we note that $\left\|U^{\epsilon} 0-y^{\epsilon, \delta}\right\|=\delta$ and so 0 is feasible for the basis pursuit problem. But every non-zero vector has an $\ell^{1}$ norm strictly larger than 0 , so 0 is the unique minimiser. We can now apply proposition 2.9.1 with $S^{1}=e_{1}, S^{2}=0$ as in the proof of Theorem 4.1.1.

Part (ii): Up until the discussion on the condition of a map, the proof for part (ii) is identical to that of Theorem 4.1.3 with two exceptions: firstly, we now have $\Xi_{\mathrm{BPDN}}\left(\iota_{n}^{1}\right)=\left\{(1-\delta) e_{2}\right\}=S^{1}, \Xi_{\mathrm{BPDN}}\left(\iota_{n}^{2}\right)=\left\{(1-\delta) e_{1}\right\}=S^{2}$ by using Lemma 5.5.1. The second change comes from this new definition of $S^{1}, S^{2}$ : we now have that $\kappa=(1-\delta) \sqrt{2}$. Aside from these minor changes the proof (up to the statements on the condition of a map) follows verbatim as in Theorem 4.1.3 part (ii).

For the statement on the condition of a map, the proof is almost the same, with one notable difference. Following the argument in the same way as before, we now see that for any $\iota \in \Omega$

$$
\lim _{\epsilon \rightarrow 0^{+}} \sup _{\iota+\hat{\iota} \in \tilde{\Omega}_{\nu}, 0<\|\hat{\imath}\| \leq \epsilon} \frac{\operatorname{dist}\left(\Xi_{\mathrm{LP}}(\iota+\hat{\iota}), \Xi_{\mathrm{LP}}(\iota)\right)}{\|\hat{\iota}\|} \leq 1-\delta
$$

We conclude that $\operatorname{Cond}(\Xi) \leq 1-\delta$ (the previous result was the same except that the value $1-\delta$ is instead replaced by the value 1 ).

### 5.6 Proof of Theorem 4.2.7 and Theorem 4.2.16

It is easy to see that Theorem 4.2.7 is a subcase of Theorem 4.2.16. We thus start with Theorem 4.2.16.

Proof of Theorem 4.2.16. Here, as for the other positive results, we will construct an algorithm that solves the problem and then prove its correctness. We assume the existence of recursive subroutines $\operatorname{Sqrt}(x, \epsilon), \operatorname{FindV}(\iota, \epsilon), \operatorname{FindM}(\iota, \epsilon)$ and $\operatorname{PCon}(y, U, \epsilon, k)$ that work in the following way:

- Sqrt $(x, \epsilon)$ defined for $x \geq 0$ and $\epsilon>0$ returns an approximation $\tilde{x}$ to $\sqrt{x}$ such that $|(\tilde{x}-\sqrt{x})| / \sqrt{x} \leq \epsilon$. This can be done using the Babylonian algorithm.
- Find $\mathrm{V}(\iota, \epsilon)$ defined for $\iota=(y, U)$ and $\epsilon>0$ finds a vector $v$ such that $\|v-y\| \leq \epsilon$. This can be achieved by making use of the $\Delta_{1}$ information available to the algorithm.
- FindM $(\iota, \epsilon)$ defined for $\iota=(y, U)$ and $\epsilon>0$ finds a matrix $M$ such that $\|M-U\| \leq$ $\epsilon$. Again, this can be achieved through the use of the $\Delta_{1}$ information available to the algorithm.
- PCon $(y, U, \epsilon, k)$ for $y \in \mathbb{R}^{m}, U \in \mathbb{R}^{m \times N}, \epsilon>0$ and $k \in \mathbb{N}$ returns the $n$th iteration of some preselected primal convergent basis pursuit denoising algorithm with measurement vector $y$, matrix $U$ and denoising parameter $\epsilon$.

We now describe an algorithm for basis pursuit denoising:
Algorithm BPursuitDN $(\iota, n, \varphi)$
Input: $\iota \in \Omega, n \in \mathbb{N}, \varphi=\left(\rho_{1}, \tau_{1}, l_{1}, \eta_{1}\right) \in \mathbb{R}^{4}$ with $l_{1}=r_{l}^{4}, \eta_{1}=r_{\eta}^{4}, \rho_{1}=r_{\rho}^{2}$ for some a-priori known constants $r_{l}, r_{\eta}, r_{\rho} \in \mathbb{Q}$.

Output: $\Gamma_{n}(\iota) \in \mathbb{R}^{N}$ with $\operatorname{dist}\left(\Gamma_{n}(\iota), \Xi(\iota)\right) \leq 2^{-n}$.
Subroutines: $\operatorname{Sqrt}(\iota, \epsilon), \operatorname{FindV}(\iota, \epsilon), \operatorname{FindM}(\iota, \epsilon), \operatorname{PCon}(y, U, \epsilon, k)$.
We set the parameters $\varepsilon:=2^{-n}$,

$$
\begin{gather*}
\alpha_{2}:=\left(\rho_{1}+C_{0}\left(\rho_{1}\right)\right) \sqrt[4]{l_{1} \eta_{1}}\left(1+\rho_{1}\right) /\left(1-\rho_{1}\right)  \tag{5.6.1}\\
\alpha_{3}:=\tau_{1}\left(\sqrt[4]{l_{1} \eta_{1}} / 2+1+2\left(\rho_{1}+C_{0}\left(\rho_{1}\right) \sqrt[4]{l_{1} \eta_{1}}\right)\right) /\left(1-\rho_{1}\right) \\
\epsilon_{1}:=\varepsilon /\left(8 \alpha_{2}\right) \wedge 1, \quad \epsilon_{4}:=\varepsilon /\left(16 \alpha_{3}\right) \wedge 1, \quad \epsilon_{3}:=\epsilon_{4} / 3 \wedge \varepsilon /\left(8 \alpha_{3}\right) \\
b:=\operatorname{FindV}\left(\iota, \epsilon_{3}\right), \quad \alpha_{1}:=\tau_{1}\left(\epsilon_{3}+\|b\|_{1}+\delta\right)  \tag{5.6.2}\\
\epsilon_{2}:=1 /\left(N \alpha_{3}\right) \wedge \varepsilon /\left(8 \alpha_{1} \alpha_{3}\right) \wedge \epsilon_{4} /\left(3 \alpha_{1}\right), \quad A:=\operatorname{FindM}\left(\iota, \epsilon_{2}\right) \\
k:=0, m:=0, m:=\infty, \tilde{G}_{0}=\infty
\end{gather*}
$$

Then we proceed in the following way

$$
\begin{aligned}
& \text { if }\|b\|_{2}^{2} \leq\left(\delta+\epsilon_{4}\right)^{2}, \text { set } \Gamma_{n}(\iota)=0 \\
& \text { while } \tilde{G}_{k}>\epsilon_{1} / 2 \text { or } \epsilon_{4}^{k} \geq\left(2 \epsilon_{4}+\delta\right)^{2} \\
& \qquad k=k+1 \\
& v^{k}=\operatorname{PCon}\left(A, b, \epsilon_{4}+\delta, k\right) \\
& e^{k}=A v^{k}-b, \epsilon_{4}^{k}=\left\|e^{k}\right\|_{2}^{2} \\
& \text { if } A^{*} e^{k} \neq 0 \text { and } \epsilon_{4}^{k} \leq\left(2 \epsilon_{4}+\delta\right)^{2} \text { then } \\
& \quad w_{k}=\operatorname{Sqrt}\left(\sum_{i=1}^{m}\left|e_{i}^{k}\right|^{2}, \frac{\epsilon_{1}\left\|A^{*} e^{k}\right\|_{\infty}}{3\left(2 \epsilon_{4}+\delta\right) \delta}\right) \\
& \quad m=m \wedge\left\|A^{*} e^{k}\right\|_{\infty}^{-1}\left[\left\langle b, e_{k}\right\rangle+w_{k}\left(\delta+\epsilon_{4}\right)\right], \tilde{G}_{k}=\left\|v^{k}\right\|_{1}+m
\end{aligned}
$$

else

$$
m=m \wedge 0, \tilde{G}_{k}=\left\|v^{k}\right\|_{1}+m
$$

## endif

end

$$
\Gamma_{n}(I):=v^{k}
$$

To show that BPursuitDN will indeed give us the required arithmetic tower $\Gamma_{n}$, we must show that (both in the case that $\|b\|_{2} \leq \delta+\epsilon_{4}$ and $\|b\|_{2}>\delta+\epsilon_{4}$ )

1. The algorithm uses only arithmetic operations.
2. The algorithm uses finitely many operations for each $\iota \in \Omega$.
3. $\operatorname{dist}\left(\Gamma_{n}(\iota), \Xi_{\mathrm{BPDN}}(\iota)\right) \leq 2^{-n}+2 N \delta \alpha_{3} /(N-1)+2 \delta\left(C+D \sqrt[4]{l_{1} \eta_{1}}\right)$ for any $\iota \in \Omega$.

To address this third point, note that by the definition of $\Omega$, if $\iota=(y, U) \in \Omega$ then there exists an ( $\mathbf{s}, \mathbf{M}$ )-sparse $x$ such that $\|U x-y\|_{2} \leq \delta$. By Theorem 3.3.8 it follows that for any $v \in \Xi_{\operatorname{BPDN}}(\iota),\|v-x\|_{2} \leq 2 \delta\left(C+D \sqrt[4]{l_{1} \eta_{1}}\right)$ where $C:=\frac{\rho_{1} \tau_{1}+\tau_{1}}{1-\rho_{1}}$ and $D:=$ $\frac{4 \sqrt{\rho_{1}} \tau_{1}+3 \tau_{1}-\rho_{1} \tau_{1}}{2-2 \rho_{1}}$. Therefore, instead of proving the third point, it will suffice to show that
4. $\left\|\Gamma_{n}(\iota)-x\right\| \leq 2^{-n}+2 N \delta \alpha_{3} /(N-1)$.

We now consider two cases. Firstly, we will show 1,2 and 4 for the case $\|b\|_{2} \leq \delta+\epsilon_{4}$. Next, we shall show 1,2 and 4 if $\|b\|_{2}>\delta+\epsilon_{4}$.

If $\|b\|_{2} \leq \delta+\epsilon_{4}$ then it is obvious that the algorithm uses finitely many arithmetic operations. Indeed, $\|b\|_{2}^{2}$ can be calculated using finitely many operations and the algorithm simply outputs 0 at that point. By the definition of $b$ and FindV, we have $\|y-b\|_{2} \leq \epsilon_{3}$. Thus 4 follows because

$$
\begin{aligned}
\|x\|_{2} & \leq \tau\|U x\|_{2} \leq \tau_{1}\left(\|U x-y\|_{2}+\|y-b\|_{2}+\|b\|_{2}\right) \\
& \leq \tau_{1}\left(2 \delta+\epsilon_{3}+\epsilon_{4}\right) \leq 2 \delta \alpha_{3}+\alpha_{3}\left(\epsilon_{3}+\epsilon_{4}\right) \leq 2 \delta \alpha_{3}+2^{-n}
\end{aligned}
$$

which is itself a consequence of the fact that $\epsilon_{3}+\epsilon_{4} \leq 3 \epsilon / 16 \alpha_{3}$ and $\alpha_{3} \geq \tau_{1}$.
We now consider the more complicated case, where $\|b\|>\delta+\epsilon_{4}$. The construction of the values $\alpha_{2}, \alpha_{3}, \epsilon_{1}, \epsilon_{4}, \epsilon_{3}, \alpha_{1}$ and $\epsilon_{2}$ in the algorithm is clearly done using arithmetic operations, given that the $\ell^{1}$ norm can be calculated using arithmetic operations and each of $C_{0}\left(\rho_{1}\right), \tau_{1}$ and $\left.\sqrt[4]{( } l_{1} \eta_{1}\right)$ are known a-priori to the algorithm. The only stage of the algorithm itself that may be ill-defined (noting that the square of the $\ell^{2}$ norm can also be calculated with arithmetic operations) is the line where $v^{k}$ is set to be $\mathrm{PCon}\left(A, b, \epsilon_{4}+\delta, k\right)$. We must show here that there is an $x^{0}$ with $\left\|A x^{0}-b\right\|<\delta+\epsilon_{4}$ so that we can apply the definition of a primal convergent algorithm.

Since $\iota=(y, U) \in \Omega$, we must have $\|y-U x\|_{2} \leq \delta$ for some ( $\mathbf{s}, \mathbf{M}$ )-sparse $x$. We claim that $\|A x-b\|<\delta+\epsilon_{4}$. To see this, note firstly that from the nullspace property on $U$ and the fact that $x$ is $(\mathbf{s}, \mathbf{M})$-sparse, we have

$$
\begin{equation*}
\|x\|_{2} \leq \tau_{1}\|U x\|_{2} \leq \tau_{1}\left(\|y\|_{2}+\delta\right) \leq \tau_{1}\left(\epsilon_{3}+\|b\|_{2}+\delta\right)=\alpha_{1} \tag{5.6.3}
\end{equation*}
$$

Furthermore, by the definition of the constants above, $\epsilon_{2} \alpha_{1}+\epsilon_{3}<\epsilon_{4}$. Therefore $\|A x-b\| \leq\|(A-U) x\|+\|U x-y\|+\|y-b\| \leq \epsilon_{2}\|x\|_{2}+\delta+\epsilon_{3}<\epsilon_{4}+\delta$.

Next, we need to show that the algorithm uses only finitely many operations. This will be obvious if we can show that $\tilde{G}_{k}>\epsilon_{1} / 2$. To do so, we show that $\left|\tilde{G}_{k}-G_{k}\right| \leq \epsilon_{1} / 3$ where

$$
\begin{aligned}
& G_{k}=\left\|v^{k}\right\|_{1}+\min _{m \leq k}\left(\left\langle b, p^{m}\right\rangle+\left(\delta+\epsilon_{4}\right)\left\|p^{m}\right\|_{2}\right) \\
& p^{m}= \begin{cases}\frac{e^{m}}{\left\|A^{*} e^{m}\right\|_{\infty}} & \text { if } A^{*} e^{m} \neq 0 \text { or }\left\|e^{m}\right\|_{2}>2 \epsilon_{4}+\delta \\
0 & \text { otherwise } .\end{cases}
\end{aligned}
$$

Then we can apply Proposition A.1.1 (with $\epsilon=\epsilon_{4}$ ) and so $G_{k} \rightarrow 0$. Therefore eventually $G_{k}<\epsilon_{1} / 6$ so that $\tilde{G}_{k} \leq \epsilon_{1} / 6+\epsilon_{1} / 3 \leq \epsilon_{1} / 2$.

If $A^{*} e^{k}=0$ or $\epsilon_{4}^{k}>\left(2 \epsilon_{4}+\delta\right)^{2}$ then it is obvious that $\left\langle b, p^{m}\right\rangle+\left(\delta+\epsilon_{4}\right)\left\|p^{m}\right\|_{2}=0$ by the definition of $p^{m}$. We claim that $\left\langle b, p^{m}\right\rangle+\left(\delta+\epsilon_{4}\right)\left\|p^{m}\right\|_{2}$ is within $\epsilon_{1} / 3$ of $\left(\left\|A^{*} e^{k}\right\|_{\infty}\right)^{-1}\left[\left\langle b, e^{k}\right\rangle+w^{k}\left(\delta+\epsilon_{4}\right)\right]$ whenever $A^{*} e_{k} \neq 0$ and $\epsilon_{4}^{k}>\left(2 \epsilon_{4}+\delta\right)^{2}$. The result follows from the fact that if the real numbers $\left\{a_{i}\right\}_{i=1}^{k}$ and $\left\{\tilde{a}_{i}\right\}_{i=1}^{k}$ satisfy $\left|\tilde{a}_{i}-a_{i}\right| \leq \epsilon_{1} / 3$ then $\min _{i \leq k} \tilde{a}_{i}$ is within $\epsilon_{1} / 3$ of $\min _{i \leq k} a_{i}$.

By the definition of Sqrt, $\left|w_{k}-\left\|e^{k}\right\|_{2}\right| /\left\|e^{k}\right\|_{2} \leq \epsilon_{1}\left\|A^{*} e^{k}\right\|_{\infty} / 3\left(2 \epsilon_{4}+\delta\right) \delta$. Therefore, for each $k$ with $\left\|e^{k}\right\|_{2}^{2}=\epsilon_{4}^{k} \leq\left(2 \epsilon_{4}+\delta\right)^{2}$ we have

$$
\begin{aligned}
& \left|\left\|A^{*} e^{k}\right\|_{\infty}^{-1}\left(\left\langle b, e^{k}\right\rangle+w_{k} \delta\right)-\left\|A^{*} e^{k}\right\|_{\infty}^{-1}\left(\left\langle b, e^{k}\right\rangle+\delta\left\|e^{k}\right\|_{2}\right)\right|=\delta\left\|A^{*} e^{k}\right\|_{\infty}^{-1}\left|\left(w_{k}-\left\|e^{k}\right\|_{2}\right)\right| \\
& \quad \leq \frac{\delta\left\|A^{*} e^{k}\right\|_{\infty}^{-1} \epsilon_{1}\left\|A^{*} e^{k}\right\|_{\infty}\left\|e^{k}\right\|_{2}}{3\left(2 \epsilon_{4}+\delta\right) \delta} \leq \epsilon_{1} / 3
\end{aligned}
$$

Therefore $\left|\widetilde{G}_{k}-G_{k}\right| \leq \epsilon_{1} / 3$ and hence the while loop terminates in finite time.
All that remains is to show that $\left\|\Gamma_{n}(\iota)-x\right\| \leq 2^{-n}+2 N \delta \alpha_{3} /(N-1)$. Note that it suffices to show that

$$
\begin{equation*}
\left\|\Gamma_{n}(\iota)-x\right\|_{2} \leq \frac{\epsilon_{1} \alpha_{2}+2 \epsilon_{4} \alpha_{3}+2 \delta \alpha_{3}+\epsilon_{3} \alpha_{3}+\epsilon_{2} \alpha_{1} \alpha_{3}}{1-\epsilon_{2} \alpha_{3}} \tag{5.6.4}
\end{equation*}
$$

Indeed, the definitions in 5.6.2 in BPursuitDN imply the following conditions for $\epsilon_{1}, \epsilon_{2}, \epsilon_{3}$ and $\epsilon_{4}: \epsilon_{1} \alpha_{2} \leq \frac{2^{-n}}{8}, \epsilon_{2} \alpha_{3} \leq \frac{1}{N}, \epsilon_{2} \alpha_{1} \alpha_{3} \leq \frac{2^{-n}}{8}, \quad \epsilon_{2} \alpha_{1}<\frac{\epsilon_{4}}{2}, \epsilon_{3}<\frac{\epsilon_{4}}{2}, \quad \epsilon_{3} \alpha_{3} \leq$ $\frac{2^{-n}}{8}, 2 \epsilon_{4} \alpha_{3} \leq \frac{2^{-n}}{8}$. Therefore, by plugging these values into the right hand side of (5.6.4) we get

$$
\begin{aligned}
\left\|\Gamma_{n}(\iota)-x\right\|_{2} & \leq \frac{N-1}{N}\left(\epsilon_{1} \alpha_{2}+2 \epsilon_{4} \alpha_{3}+2 \delta \alpha_{3}+\epsilon_{3} \alpha_{3}+\epsilon_{2} \alpha_{1} \alpha_{3}\right) \\
& \leq \frac{N-1}{N}\left(2^{-n} / 8+2^{-n} / 8+2 \delta \alpha_{3}+2^{-n} / 8+2^{-n} / 8\right) \\
& =\frac{N-1}{N}\left(2^{-n-1}+2 \delta \alpha_{3}\right) \leq 2^{-n}+2 \delta \alpha_{3}(N-1) / N
\end{aligned}
$$

For any $z \in \mathbb{R}^{n}$, by Lemma 3.4.3 the nullspace property of order ( $\mathbf{s}, \mathbf{M}$ ) with parameters $\rho<1$ and $\tau>0$ implies the following result: $\|z-x\|_{1} \leq \frac{1+\rho}{1-\rho}\left(\|z\|_{1}-\right.$ $\left.\|x\|_{1}\right)+\frac{2 \tau \sqrt{\tilde{s}}}{1-\rho}\|U(z-x)\|_{2}$. Moreover, by Lemma 3.4.1 we have that

$$
\|z-x\|_{2} \leq \frac{\|z-x\|_{1}}{\sqrt{\tilde{s}}}\left(\rho+C_{0}(\rho) \sqrt[4]{l \eta_{\mathbf{s}, \mathbf{M}}}\right)+\tau\|U(z-x)\|_{2}\left(\sqrt[4]{l \eta_{\mathbf{s}, \mathbf{M}}} / 2+1\right)
$$

Combining these two results yields

$$
\begin{align*}
\|z-x\|_{2} \leq & \frac{\left[\rho+C_{0}(\rho) \sqrt[4]{l \eta_{\mathbf{s}, \mathbf{M}}}\right]}{\sqrt{\tilde{s}}}\left(\frac{1+\rho}{1-\rho}\left(\|z\|_{1}-\|x\|_{1}\right)+\frac{2 \tau \sqrt{\tilde{s}}}{1-\rho}\|U(z-x)\|_{2}\right) \\
& +\tau\|U(z-x)\|_{2}\left(\sqrt[4]{l \eta_{\mathbf{s}, \mathbf{M}}} / 2+1\right) \\
\leq & \alpha_{2}\left(\|z\|_{1}-\|x\|_{1}\right)+\tau\|U(z-x)\|_{2}\left(\sqrt[4]{l \eta_{\mathbf{s}, \mathbf{M}}} / 2+1+\frac{2\left(\rho+C_{0}(\rho) \sqrt[4]{l \eta_{\mathbf{s}, \mathbf{M}}}\right)}{1-\rho}\right) \\
\leq & \alpha_{2}\left(\|z\|_{1}-\|x\|_{1}\right)+\alpha_{3}\|U(z-x)\|_{2} \tag{5.6.5}
\end{align*}
$$

where the final line follows because

$$
\frac{\left[\rho+C_{0}(\rho) \sqrt[4]{l \eta_{\mathbf{s}, \mathbf{M}}}\right]}{\sqrt{\tilde{s}}}\left[\frac{1+\rho}{1-\rho}\right] \text { and } \tau\left[\frac{\sqrt[4]{l \eta_{\mathbf{s}, \mathbf{M}}}}{2}+1+\frac{2\left(\rho+C_{0}(\rho) \sqrt[4]{l \eta_{\mathbf{s}, \mathbf{M}}}\right)}{1-\rho}\right]
$$

are increasing functions of $\rho, l$ and $\eta_{\mathbf{s}, \mathbf{M}}$ and $\rho<\rho_{1}, l<l_{1}$ and $\eta_{\mathbf{s}, \mathbf{M}}<\eta_{1}$.
Note that $\Gamma_{n}(I)=v^{k}$ where $v^{k}$ is the final output of the while loop in BPursuitDN and that $\left\|A v^{k}-b\right\|_{2} \leq 2 \epsilon_{4}+\delta$ by the halting criteria in the while loop. For this $v^{k}$, we therefore have

$$
\begin{aligned}
\left\|U\left(v^{k}-x\right)\right\|_{2} & =\left\|\left(A v^{k}-b\right)+\left(U v^{k}-A v^{k}\right)+(b-y)+y-U x\right\|_{2} \\
& \leq 2 \epsilon_{4}+\delta+\left\|(A-U) v^{k}\right\|_{2}+\epsilon_{3}+\delta \\
& \leq 2 \epsilon_{4}+2 \delta+\left\|(A-U)\left(v^{k}-x\right)\right\|_{2}+\|(A-U) x\|_{2}+\epsilon_{3} \\
& \leq 2 \epsilon_{4}+2 \delta+\epsilon_{2}\left(\left\|v^{k}-x\right\|_{2}+\|x\|_{2}\right)+\epsilon_{3} .
\end{aligned}
$$

and since $\|x\|_{2} \leq \alpha_{1}$, we obtain

$$
\begin{equation*}
\left\|U\left(v^{k}-x\right)\right\|_{2} \leq 2 \epsilon_{4}+2 \delta+\epsilon_{2}\left\|v^{k}-x\right\|_{2}+\epsilon_{2} \alpha_{1}+\epsilon_{3} \tag{5.6.6}
\end{equation*}
$$

Combining 5.6.5 with $z=v^{k}$ and 5.6.6, we obtain $\left\|v^{k}-x\right\|_{2} \leq \alpha_{2}\left(\left\|v^{k}\right\|_{1}-\|x\|_{1}\right)+$ $\alpha_{3}\left(2 \epsilon_{4}+2 \delta+\epsilon_{2}\left\|v^{k}-x\right\|_{2}+\epsilon_{2} \alpha_{1}+\epsilon_{3}\right)$ and so by rearranging

$$
\left\|v^{k}-x\right\|_{2} \leq \frac{\alpha_{2}\left(\left\|v^{k}\right\|_{1}-\|x\|_{1}\right)+2 \epsilon_{4} \alpha_{3}+2 \delta \alpha_{3}+\epsilon_{3} \alpha_{3}+\epsilon_{2} \alpha_{1} \alpha_{3}}{1-\epsilon_{2} \alpha_{3}}
$$

At the conclusion of the while loop, $\tilde{G}_{k} \leq \epsilon_{1} / 2$. In the proof that the algorithm terminates after finitely many operations, we showed that $\left|\tilde{G}_{k}-G_{k}\right| \leq \epsilon_{1} / 3$. Thus when the algorithm has terminated $G_{k}<\epsilon_{1}$ and so by Proposition A.1.1 we have $\left\|v^{k}\right\|_{1}-\|x\|_{1} \leq\left\|v^{k}\right\|_{1}-\operatorname{BP}_{\epsilon_{4}+\delta}(A, b) \leq G_{k} \leq \epsilon_{1}$. Equation 5.6.4 follows since the final step of the algorithm is to set $\Gamma_{n}(\iota)=v^{k}$.

Finally, we discuss briefly Theorem 4.2.7
Proof of Theorem 4.2.7. To see the result of Theorem 4.2.7, note that the set $\Omega$ defined in Theorem 4.2.16 is identical to the set $\Omega$ defined in Theorem 4.2.7. Furthermore,

Theorem 4.2.16 includes the case $\delta=0$, from which the result of Theorem 4.2.7 follows immediately.

### 5.7 Proof of Theorem 4.2.2

Let us begin by proving the following result that allows us to create examples of problems with infinite condition number.

Lemma 5.7.1. Let $U \in \mathbb{R}^{m \times N}$, where we assume that $\tilde{\Omega}_{\infty} \supseteq\left\{\left(y^{\prime}, U\right) \mid y^{\prime} \in \mathbb{R}^{m}\right\}$. Suppose that there is a non-empty set $S \subseteq\{1,2, \ldots, N\}$ and a vector $v$ in the row span of $U$ such that $U, S$ and $v$ satisfy the following properties:

1. There is a non-zero vector $\xi^{1}$ such that $\operatorname{supp}\left(\xi^{1}\right) \subseteq S$ and $U \xi^{1}=0$
2. There is a constant $c>0$ such that $\max _{i \in S}\left|v_{i}\right|=\min _{i \in S}\left|v_{i}\right|=1 / c$ and $\left\|v_{S^{c}}\right\|_{\infty} \leq$ $1 / c$.

If $T \subseteq S$ is a set with the following property:
3. If $U \rho=0$ and $\operatorname{supp}(\rho) \cap T \neq \emptyset$ for some vector $\rho \in \mathbb{C}^{N}$ then there is a non-zero $\rho^{\prime}$ with $\operatorname{supp}(\rho) \cap T \subseteq \operatorname{supp}\left(\rho^{\prime}\right) \subseteq S$ and $U \rho^{\prime}=0$.
then there is a vector $x$ with $\operatorname{supp}(x)=T$ so that the distance to several minimisers $\varrho(U x, U)=0$ and $\|U\|_{2}>0$. Note that condition (3) is trivially satisfied if $S=$ $\{1,2, \ldots, N\}\left(\right.$ with $\left.\rho^{\prime}=\rho\right)$ or $T=\emptyset$ (where there is nothing to show).

Proof. To prove this lemma, we will construct a non-zero vector $\xi \in \mathbb{R}^{N}$ with $U \xi=$ $0, \operatorname{supp}(\xi) \subseteq S$ and $\xi$ has maximal support in $S$, in the sense that

If $\xi^{\prime}$ with support in $S$ is in the nullspace of $U$ then $\operatorname{supp}\left(\xi^{\prime}\right) \subseteq \operatorname{supp}(\xi)$.
Once $\xi$ is constructed, we will construct non-empty disjoint sets $J_{+}$and $J_{-}$along with the vector $x$ such that for any $\epsilon>0$,
(I) $\operatorname{supp}(\xi)=J_{+} \cup J_{-}$
(II) $U\left(x+\epsilon \xi_{J_{+}}\right)=U\left(x-\epsilon \xi_{J_{-}}\right)$.
(III) $\left\|x+\epsilon \xi_{J_{+}}\right\|_{1}=\left\|x-\epsilon \xi_{J_{-}}\right\|_{1}$.
(IV) If $\hat{\xi} \in \mathbb{R}^{N}$ is such that $U\left(\hat{\xi}+x+\epsilon \xi_{J_{+}}\right)=U\left(x+\epsilon \xi_{J_{+}}\right)$then $\left\|\hat{\xi}+x+\epsilon \xi_{J_{+}}\right\|_{1} \geq$ $\left\|x+\epsilon \xi_{J_{+}}\right\|_{1}$.

This will imply that $\left(x+\epsilon \xi_{J_{+}}\right),\left(x+\epsilon \xi_{J_{-}}\right) \in \operatorname{argmin}\|w\|_{1}$ such that $U w=U\left(x+\epsilon \xi_{J_{+}}\right)$ Indeed, from (IV), $x+\epsilon \xi_{J_{+}}$is a minimiser. (II) implies that $x-\epsilon \xi_{J_{-}}$is feasible, so we can use (III) to see that $x-\epsilon \xi_{J_{-}}$is also a minimiser. (I) will be used to prove (III) and (IV). Consequently, $\varrho(U, U x)=\sup \{\delta:\|\hat{U}\|,\|\hat{y}\| \leq \delta \Rightarrow(U+\hat{U}, U x+$ $\hat{y}$ ) has exactly one solution $\} \leq \epsilon$. Since $\epsilon$ was arbitrary and independent of $x$, we must have $\varrho(U, U x)=0$ and the proof is completed by noticing that 2 implies that $\|U\|_{2}>$ 0 .

Step 1: Construction of $\xi, J_{+}, J_{-}, x$ and the verification of (I): To construct $\xi$, we inductively construct $\left(\xi^{k}\right)_{k=1}^{N+1}$ starting from $\xi^{1}$ as defined in the statement of the lemma (property (11) with $U \xi^{k}=0$ and $\operatorname{supp}\left(\xi^{k}\right) \subseteq S$. We set $\xi=\xi^{N}$. $\xi^{k}$ is constructed as follows: if $\xi^{k}$ satisfies (5.7.1) then set $\xi^{k+1}=\xi^{k}$. Otherwise, let $\tilde{\xi}$ have support in $S, U \tilde{\xi}=0$ and $\tilde{\xi}_{i} \neq 0, \xi_{i}^{k}=0$ for some $i$ (the existence of $\tilde{\xi}$ is exactly the definition of $\xi^{k}$ not satisfying (5.7.1). We set $m^{k}=\min \left\{\left|\xi_{j}^{k}\right|\right.$ such that $\left.\left|\xi_{j}^{k}\right|>0\right\}$ and we define $\xi^{k+1}:=\xi^{k}+\frac{m^{k} \tilde{\xi}}{2\|\tilde{\xi}\|_{\infty}}$. It is clear that $U \xi^{k+1}=0$. We claim that $\operatorname{supp}\left(\xi^{k}\right)$ and $\operatorname{supp}(\tilde{\xi})$ are both subsets of $\operatorname{supp}\left(\xi^{k+1}\right)$, that $\operatorname{supp}\left(\xi^{k+1}\right) \subseteq S$ and that in this case, $\left|\operatorname{supp}\left(\xi^{k+1}\right)\right|>\left|\operatorname{supp}\left(\xi^{k}\right)\right|$. To see this, note that

$$
\begin{aligned}
\left|\xi_{j}^{k+1}\right| & \geq\left|\xi_{j}^{k}\right|-\frac{\left|m^{k}\right|\left|\tilde{\xi}_{j}\right|}{2\|\tilde{\xi}\|_{\infty}} \geq\left|\xi_{j}^{k}\right|-\frac{\left|m^{k}\right|}{2} \geq \frac{\left|\xi_{j}^{k}\right|}{2}, \quad j \in \operatorname{supp}\left(\xi^{k}\right), \\
\xi_{j}^{k+1} & =m^{k} \tilde{\xi}_{j} /\left(2\|\tilde{\xi}\|_{\infty}\right) \neq 0, \quad j \in \operatorname{supp}(\tilde{\xi}) \backslash \operatorname{supp}\left(\xi^{k}\right)
\end{aligned}
$$

The fact that $\operatorname{supp}\left(\xi^{k+1}\right) \subseteq S$ follows from the fact that $\xi^{k+1}$ is a linear combination of the vectors $\xi^{k}$ and $\tilde{\xi}$, both of which have support contained in $S$. Finally, since $\xi_{i}^{k}=0$ and $\tilde{\xi}_{i} \neq 0$ and $\operatorname{supp}\left(\xi^{k}\right), \operatorname{supp}(\tilde{\xi}) \subseteq \operatorname{supp}\left(\xi^{k+1}\right)$, if $\xi^{k}$ does not satisfy 5.7.1) then $\left|\operatorname{supp}\left(\xi^{k+1}\right)\right|>\left|\operatorname{supp}\left(\xi^{k}\right)\right|$. If there is a $k_{1}$ such that $\xi^{k_{1}}$ satisfies (5.7.1) then $\xi^{N+1}=\xi^{k_{1}}$ and so $\xi^{N+1}$ satisfies (5.7.1). If instead, for each $k, \xi^{k}$ does not satisfy (5.7.1) then for each $k\left|\operatorname{supp}\left(\xi^{k}\right)\right|>\left|\operatorname{supp}\left(\xi^{k-1}\right)\right|>\left|\operatorname{supp}\left(\xi^{k-2}\right)\right|>\cdots>\left|\operatorname{supp}\left(\xi^{1}\right).\right| \operatorname{In}$ particular, $\left|\operatorname{supp}\left(\xi^{N+1}\right)\right|>N$, contradicting the fact that $\xi^{N+1} \in \mathbb{R}^{N}$. Therefore $\xi^{N+1}$ satisfies 5.7.1.

Next, we define the sets $J_{+}$and $J_{-}$by

$$
J_{+}=\left\{i \in S \mid v_{i} \xi_{i}>0\right\}, \quad J_{-}=\left\{i \in S \mid v_{i} \xi_{i}<0\right\} .
$$

Because $v$ is non-zero on $S$ (by property (2)) and $\xi$ has support contained in $S$ (by the construction above), (I) holds (in particular, $J_{+}$and $J_{-}$cannot both be empty so $\xi \neq 0)$. The vector $x$ is constructed by setting

$$
x_{i}= \begin{cases}\xi_{i} & \text { if } i \in J_{+} \cap T \\ -\xi_{i} & \text { if } i \in J_{-} \cap T \\ 1 & \text { if } i \in J_{+}^{c} \cap J_{-}^{c} \cap T \\ 0 & \text { otherwise. }\end{cases}
$$

Clearly $\operatorname{supp}(x)=T$.
Step 2: Verification that (II) and (III) hold: From the fact that $U \xi=0$ and (I), it follows that $U \xi_{J_{+}}=-U \xi_{J_{-}}$and (II) follows immediately. To show (III), we first show that $\left\|\xi_{J_{+}}\right\|_{1}=\left\|\xi_{J_{-}}\right\|_{1}$. Since $\xi$ is in the nullspace of $U$ and $v$ is in the row span of $U,\langle v, \xi\rangle=0$. By (I), $0=\left\langle v, \xi_{J_{+}}\right\rangle+\left\langle v, \xi_{J_{-}}\right\rangle$. Finally, by the definition of $J_{+}, J_{-}$and (2), we must have $0=\left\langle v, \xi_{J_{+}}\right\rangle+\left\langle v, \xi_{J_{-}}\right\rangle=\frac{\left\|\xi_{J_{+}}\right\|_{1}-\left\|\xi_{J_{-}}\right\|_{1}}{c}$ which proves that $\left\|\xi_{J_{+}}\right\|_{1}=\left\|\xi_{J_{-}}\right\|_{1}$. Next, because $J_{+}, T \cap J_{+}^{c} \cap J_{-}^{c}$ and $J_{-}$are all disjoint,

$$
\left\|x+\epsilon \xi_{J_{+}}\right\|_{1}=\left\|x_{J_{+}}+\epsilon \xi_{J_{+}}\right\|_{1}+\left\|x_{T \cap J_{+}^{c} \cap J_{-}^{c}}\right\|_{1}+\left\|x_{J_{-}}\right\|_{1} .
$$

Because $\operatorname{supp}(x)=T, \operatorname{sgn}\left(x_{J_{+} \cap T}\right)=\operatorname{sgn}\left(\xi_{J_{+} \cap T}\right)$ and $\left\|\xi_{J_{+}}\right\|_{1}=\left\|\xi_{J_{-}}\right\|_{1}$

$$
\left\|x_{J_{+}}+\epsilon \xi_{J_{+}}\right\|_{1}=\left\|x_{J_{+} \cap T}\right\|_{1}+\epsilon\left\|\xi_{J_{+}}\right\|_{1}=\left\|x_{J_{+} \cap T}\right\|_{1}+\epsilon\left\|\xi_{J_{-}}\right\|_{1}
$$

Therefore $\left\|x+\epsilon \xi_{J_{+}}\right\|_{1}=\left\|x_{J_{+} \cap T}\right\|_{1}+\epsilon\left\|\xi_{J_{-}}\right\|_{1}+\left\|x_{T \cap J_{+}^{c} \cap J_{-}^{c}}\right\|_{1}+\left\|x_{J_{-}}\right\|_{1}$. Further$\operatorname{more}, \operatorname{sgn}\left(x_{J_{-} \cap T}\right)=-\operatorname{sgn}\left(\xi_{J_{-} \cap T}\right)$ and $\operatorname{supp}(x)=T$ so $\left\|x+\epsilon \xi_{J_{+}}\right\|_{1}=\left\|x_{J_{+} \cap T}\right\|_{1}+$ $\left\|x_{T \cap J_{+}^{c} \cap J_{-}^{c}}\right\|_{1}+\left\|x_{J_{-}}-\epsilon \xi_{J_{-}}\right\|_{1}$. We conclude that $\left\|x+\epsilon \xi_{J_{+}}\right\|_{1}=\left\|x-\epsilon \xi_{J_{-}}\right\|_{1}$, as claimed.

Step 3: Verification that (IV) holds: For any such $\hat{\xi}$, we must have $U \hat{\xi}=0$. We claim that $\hat{\xi}_{T \cap J_{+}^{c} \cap J_{-}^{c}}=0$. Otherwise, property (3) implies that we can find $\rho^{\prime} \neq 0$ and $t \in T \cap J_{+}^{c} \cap J_{-}^{c}$ satisfying

$$
t \in \operatorname{supp}(\hat{\xi}) \cap T \subseteq \operatorname{supp}\left(\rho^{\prime}\right) \subseteq S
$$

and $U \rho^{\prime}=0$. By (I), $t \notin \operatorname{supp}(\xi)$. But then $\operatorname{supp}\left(\rho^{\prime}\right) \nsubseteq \operatorname{supp}(\xi)$, contradicting (5.7.1). Therefore $\hat{\xi}_{T \cap J_{+}^{c} \cap J_{-}^{c}}=0$ as claimed. Consequently, using the fact that $\operatorname{supp}(x)=T$,

$$
\begin{aligned}
\left\|\hat{\xi}+x+\epsilon \xi_{J_{+}}\right\|_{1} & =\left\|\hat{\xi}_{J_{+}}+x_{J_{+} \cap T}+\epsilon \xi_{J_{+}}\right\|_{1}+\left\|\hat{\xi}_{J_{-}}+x_{J_{-} \cap T}\right\|_{1}+\left\|\hat{\xi}_{J_{+}^{c} \cap J_{-}^{c}}+x_{J_{+}^{c} \cap J_{-}^{c}}\right\|_{1} \\
& =\left\|\hat{\xi}_{J_{+}}+x_{J_{+} \cap T}+\epsilon \xi_{J_{+}}\right\|_{1}+\left\|\hat{\xi}_{J_{-}}+x_{J_{-} \cap T}\right\|_{1}+\left\|x_{T \cap J_{+}^{c} \cap J_{-}^{c}}\right\|_{1}+\left\|\hat{\xi}_{J_{+}^{c} \cap J_{-}^{c}}\right\|_{1}
\end{aligned}
$$

Now by (2) $\|v\|_{\infty}=1 / c$ and so for any vector $z \in \mathbb{C}^{N},\|z\|_{1} \geq c\langle v, z\rangle$. Therefore

$$
\begin{aligned}
\left\|\hat{\xi}+x+\epsilon \xi_{J_{+}}\right\|_{1} & \geq c\left\langle v, \hat{\xi}_{J_{+}}+x_{J_{+} \cap T}+\epsilon \xi_{J_{+}}\right\rangle+c\left\langle v, \hat{\xi}_{J_{-}}+x_{J_{-} \cap T}\right\rangle \\
& +\left\|x_{T \cap J_{+}^{c} \cap J_{-}^{c}}\right\|_{1}+c\left\langle v, \hat{\xi}_{J_{+}^{c} \cap J_{-}^{c}}\right\rangle \\
& =c\langle v, \hat{\xi}\rangle+c\left\langle v, x_{J_{+} \cap T}+\epsilon \xi_{J_{+}}\right\rangle+c\left\langle v, x_{J_{-} \cap T}\right\rangle+\left\|x_{T \cap J_{+}^{c} \cap J_{-}^{c}}\right\|_{1} \\
& =c\left\langle v, x_{J_{+} \cap T}+\epsilon \xi_{J_{+}}\right\rangle+c\left\langle v, x_{J_{-} \cap T}\right\rangle+\left\|x_{T \cap J_{+}^{c} \cap J_{-}^{c}}\right\|_{1}
\end{aligned}
$$

where the last equality follows because $\hat{\xi}$ is in the nullspace of $U$ and $v$ is in the row span of $U$, so $\langle v, \hat{\xi}\rangle=0$. Finally, by property (2) and the definition of $x$,

$$
c\left\langle v, x_{J_{+} \cap T}+\epsilon \xi_{J_{+}}\right\rangle=c\left\langle v, \xi_{J_{+} \cap T}+\epsilon \xi_{J_{+}}\right\rangle=\left\|\xi_{J_{+} \cap T}+\epsilon \xi_{J_{+}}\right\|_{1}=\left\|x_{J_{+} \cap T}+\epsilon \xi_{J_{+}}\right\|_{1}
$$

Similar arguments show that $c\left\langle v, x_{J_{-} \cap T}\right\rangle=\left\|\xi_{J_{-} \cap T}\right\|_{1}=\left\|x_{J_{-} \cap T}\right\|_{1}$. Therefore

$$
\begin{aligned}
\left\|\hat{\xi}+x+\epsilon \xi_{J_{+}}\right\|_{1} & \geq\left\|x_{J_{+} \cap T}+\epsilon \xi_{J_{+}}\right\|_{1}+\left\|x_{J_{-} \cap T}\right\|_{1}+\left\|x_{T \cap J_{+}^{c} \cap J_{-}^{c}}\right\|_{1} \\
& =\left\|x+\epsilon \xi_{J_{+}}\right\|_{1}
\end{aligned}
$$

and we have shown (IV).
Although we do not use this in the thesis, it is worth examining how Lemma 5.7.1 can be applied to produce examples of Hadamard and Bernoulli data with infinite condition number. Let $H_{n} \in \mathbb{R}^{2^{n} \times 2^{n}}$ be the 1D Hadamard transform with the sequency ordering and let $W_{n} \in \mathbb{R}^{2^{n} \times 2^{n}}$ be the 1 D discrete Haar wavelet transform. It is easy to see that $H_{n} W_{n}^{-1}=\bigoplus_{i=0}^{n-1} 2^{-i} X_{i}$ where $X_{i} \in \mathbb{R}^{2^{i+1} \times 2^{i+1}}$ is a Hadamard matrix. An efficient way to subsample is by defining projections $P_{\Omega_{i}}$ onto sampling sets $\Omega_{i}$ with for $i=0,1,2, \ldots, n-1$, where $\left|\Omega_{i}\right| \leq 2^{i-1}$ for $i \geq 1$ and $\left|\Omega_{1}\right| \leq 1$. Our subsampled
matrix is then

$$
\begin{equation*}
A=\bigoplus_{i=0}^{n-1} 2^{-i} P_{\Omega_{i}} X_{i} \tag{5.7.2}
\end{equation*}
$$

However, even though such matrices are very effective in compressive sensing and will with high probability satisfy conditions that guarantee that the $l^{1}$ optimisation problem can be computed with error control (i.e. it is in $\Delta_{1}$ ), it is easy to show that we end up with an infinite condition number.

Proposition 5.7.2. The following are examples of matrix-vector pairs with infinite condition number (where we assume as in Lemma 5.7.1 that for each case the set $\tilde{\Omega}_{\infty}$ satisfies $\left.\tilde{\Omega}_{\infty} \supseteq\left\{\left(y^{\prime}, A\right) \mid y^{\prime} \in \mathbb{R}^{m}\right\}\right)$ :
(i) Let $A \in \mathbb{R}^{m \times N}$ with $m<N$ and $m>0$ be a subsampled Hadamard or Bernoulli random matrix. Then we have the following: for any set $T \subseteq\{1,2, \ldots, N\}$, there is a vector $x$ (depending on $A$ ) with support $T$ such that $\varrho(A x, A)=0$.
(ii) If instead $A$ is as in 5.7.2) with $m=\sum_{i=1}^{n-1}\left|\Omega_{i}\right|<N$ and for every $i$ we have $\Omega_{i} \neq \emptyset$. Then, for any set $T \subseteq\{1,2, \ldots, N\}$, there is a vector $x$ with support $T$ such that $C_{R C C}(A, A x)=\infty$.
(iii) If $A$ and $m$ is as in (ii) such that there is an $i \geq 2$ with $\left|\Omega_{i}\right| \in\left[1,2^{i-1}-1\right]$. Then for any set $T \subseteq\left\{2^{i-1}+1,2^{i-1}+2, \ldots, 2^{i}\right\}$, there is a vector $x$ with support $T$ such that $C_{R C C}(A, A x)=\infty$.

Proof of Proposition 5.7.2. Part (i): Since $m<N$, the nullspace of $A$ is non-trivial. Let $\eta^{1} \neq 0$ satisfy $A \eta^{1}=0$. Because $A$ is a subsampled Hadamard or Bernoulli matrix, all the entries of $A$ have constant modulus. Moreover, since $m \geq 1$, the matrix $A$ has at least one row, and so we can set $S=\{1,2, \ldots, N\}$. Thus, (1) and (2) in Lemma 5.7.1 are satisfied. We can now apply Lemma 5.7.1 after observing that condition (3) is met trivially for such an $S$.

Part (ii): As above, since $m<N$, the nullspace of $A$ is non-trivial, thus let $\eta^{1} \neq 0$ such that $A \eta^{1}=0$. Since

$$
A=\bigoplus_{i=0}^{n-1} 2^{-i} P_{\Omega_{i}} X_{i}
$$

where $X_{i}$ is a Hadamard matrix it is clear that the entries of $A$ have constant modulus within each block. As a consequence, by the block diagonality of $A$, there is a vector $v$ in the rowspan of $A$ with $S:=\{1,2, \ldots, N\}=\operatorname{supp}(v)$ such that $\max _{i \in S}\left|v_{i}\right|=$ $\min _{i \in S}\left|v_{i}\right|=1 / c$ for some constant $c>0$. Hence, the theorem follows from Lemma 5.7.1.

Part (iii): Since $\left|\omega_{i}\right| \in\left[1,2^{i-1}-1\right]$ and $X_{i} \in \mathbb{R}^{2^{i-1} \times 2^{i-1}}$, the matrix $P_{\omega_{i}} X_{i}$ has a non-trivial nullspace. Let $w$ be a non-zero vector in the nullspace of $P_{\omega_{i}} X_{i}$, and write $n_{S}^{1}=w, n_{S^{c}}^{1}=0_{S^{c}}$. Because $A$ is block diagonal, $A n^{1}=0$. Set $v$ to be a row taken from the $P_{\omega_{i}} X_{i}$ block of $A$. On $S, v$ has non-zero entries. Suppose $\rho$ is a vector such that $\operatorname{supp}(\rho) \cap T \neq \emptyset$. If $A \rho=0$ then $P_{\omega_{i}} X_{i} \rho_{S}=0$. Therefore by block diagonality $\rho^{\prime}=\rho_{S}$ is non-zero and $A \rho^{\prime}=0$. The proof is complete by Lemma 5.7.1.

We will now prove Theorem 4.2.2. To do this, we will choose $\Omega$ to be a subset of all $(y, U)$ such that $y=U x$ for some sparse $x$ and $U$ obeys the RIP. To guarantee that such a set includes some Hadamard and the Bernoulli matrices, we quote the following two results from [60]. In particular, [60, Theorem 12.31] and the surrounding discussion yields

Theorem 5.7.3. If $A \in \mathbb{R}^{m \times N}$ is a scaled Hadamard matrix with randomly selected rows then there exists a constant $C$ independent of $m, N, \delta$ (for some $\delta>0$ ) such that if $m \geq C \log ^{4}(N) s \delta^{-2}$ then $A$ obeys the RIP of order $s$ with constant $\delta_{s} \leq \delta$ with probability at least $1-N^{-\log ^{3}(N)}$.

Furthermore, 60, Theorem 9.2] tells us that
Theorem 5.7.4. There is a constant $C>0$ such that if $A$ is a scaled Bernoulli random matrix then with probability at least $1-\epsilon$ the matrix A obeys the RIP of order $s$ with constant $\delta_{s} \leq \delta$ provided

$$
m \geq C \delta\left[s \log (e N / s)+\log \left(2 \epsilon^{-1}\right)\right]
$$

Proof of Theorem 4.2.2. For $m, N, \delta$ which shall be chosen later, we let $\Omega$ be the set of all possible $(y, U)$ with RIP constant of order 2 strictly smaller than $2 \delta$ and $y=U x$ for some 1 -sparse $x$. Note that for any $(y, U) \in \Omega$, there exists $\epsilon_{U}^{\prime}>0$ so that if $\left\|U^{\prime}-U\right\|_{2} \leq \epsilon_{U}^{\prime}$ then $\left(y, U^{\prime}\right) \in \Omega$ Take $\delta$ sufficiently small so that the RIP in levels (with one level and a ratio constant of 1) constant $\delta_{\mathbf{s}, \mathbf{M}}$ holds so that $U$ has the nullspace property in levels as in Theorem 4.2.7. Note that this will occur for sufficiently small $\delta$ by the argument used to show Theorem 4.2.14.

In the case of the Hadamard matrices, we choose $m, N>1$ sufficiently large so that $m \geq 4 C \log ^{4}(N) \delta$. There exists a Hadamard matrix $A$ such that $A \in \mathbb{R}^{m \times N}$ obeys the RIP of order 2 with constant $\delta_{2}<2 \delta$ by Theorem 5.7.3.

It is clear from the definition of a Hadamard matrix that for each natural number $i \leq m$ there exists one-sparse $x^{1, i}, x^{2, i} \in \mathbb{R}^{N}$ so that if $y^{j}=A x^{j, i}$ for $j=1,2$ then $y_{i}^{1}, y_{i}^{2} \neq 0$ and $y_{i}^{1}=-y_{i}^{2}$. Thus since $\left(y^{j}, A\right) \in \Omega, \tilde{\Omega}_{\infty}$ satisfies $\tilde{\Omega}_{\infty} \supseteq\left\{\left(y^{\prime}, A\right) \mid y^{\prime} \in \mathbb{R}^{m}\right\}$. Therefore by Proposition 5.7 .2 there exists $x$ with support of size 1 such that if $b=A x$ then $\varrho(b, A)=0$. Thus $C_{\mathrm{RCC}}(b, A)=\infty$.

In the case of the Bernoulli matrices, we choose $m, N$ sufficiently large so that $m \geq C \delta\left[2 \log (e N / 2)+\log \left(2 \epsilon^{-1}\right)\right]$ where $\epsilon=1 / 2$. We claim that there exists a matrix $A \in \mathbb{R}^{m \times N}$ such that $A$ is a Bernoulli matrix with RIP constant $\delta_{2}$ satisfying $\delta_{2} \leq \delta$ and such that for each natural number $i \leq m$ there exists one-sparse $x^{1, i}, x^{2, i} \in \mathbb{R}^{N}$ so that if $y^{j}=A x^{j, i}$ for $j=1,2$ then $y_{i}^{1}, y_{i}^{2} \neq 0$ and $y_{i}^{1}=-y_{i}^{2}$.

Indeed, let $A$ be chosen at random from all Bernoulli matrices in $\mathbb{R}^{m \times N}$. By Theorem5.7.4, $A$ obeys the RIP of order $\delta_{2} \leq \delta$ with probability greater than or equal to $1 / 2$ (and thus there is at least one such $A$ ). Moreover, we have $A e_{1}=-A e_{1}$ and each entry of $A e_{i}$ is non-zero. Hence it suffices to choose $x^{1, i}=e_{i}, x^{2, i}=-e_{i}$.

As before, by Proposition 5.7.2 there exists $x$ with support of size 1 such that if $b=A x$ then $\varrho(b, A)=0$ and so $C_{\mathrm{RCC}}(b, A)=\infty$.

All that remains is to show that in either case, $\{\Xi, \Omega\}^{\Delta_{1}} \in \Delta_{1}^{A}$. But, as stated before, the RIP (with sufficiently small $\delta$ ) implies the nullspace property and thus the nullspace property in levels (with one level and a ratio constant of 1 ). Therefore we can conclude the argument by applying Theorem 4.2.7.

### 5.8 Proof of Theorem 4.2.3 and Theorem 4.2.14

The proofs of these two theorems are very similar and based on combining Proposition 2.9.1 and Proposition 5.3.1.

Proof of Theorem 4.2.3. Set $\epsilon_{n}=\epsilon \wedge\left(N 4^{n}\|U\|_{\max }\right)^{-1}$. We find negative semidefinite diagonal matrices $E_{n}^{1}:=E^{1}\left(\epsilon_{n}\right), E_{n}^{2}:=E^{2}\left(\epsilon_{n}\right)$ and vectors $x^{1}$ and $x^{2}$ as in Proposition 5.3.1. Set $\iota^{0}=(y, U)$ and $\iota_{n}^{j}:=\left(y, U+U E_{n}^{j}\right)$ for $j=1,2$. Next, set $S^{1}=\left\{x^{1}\right\}, S^{2}=\left\{x^{2}\right\}$. Our aim will be to use Proposition 2.9.1. The desired result will follow immediately if we can show that Proposition 2.9 .1 condition (a) and condition (b) hold.

By the definition of $x^{1}, x^{2}$ and $E^{1}, E^{2}$ we have that $S^{1}=\Xi^{\mathrm{BP}}\left(y, U+U E^{1}\right)$ and $S^{2}=\Xi^{\mathrm{BP}}\left(y, U+U E^{2}\right)$. Furthermore, since $x^{1} \neq x^{2}$ we have that

$$
\inf _{v \in S^{1}, w \in S^{2}} d_{\mathcal{M}}(v, w)=d_{\mathcal{M}}\left(x^{1}, x^{2}\right)=\left\|x^{1}-x^{2}\right\|_{2}=\kappa>0
$$

Thus we have Proposition 2.9.1 condition (a).
Secondly, we will show that Proposition 2.9.1 condition (b) holds. We set $c_{f}=$ $f\left(\iota^{0}\right)$. It will suffice to consider $f$ such that $f(\iota)=M_{a, b}$ for some fixed $a$ and $b$ whenever $\iota=(y, M)$ : for all other $f$ it is obvious that $f\left(\iota_{n}^{j}\right)=f\left(\iota^{0}\right)$. We have that $\left|f\left(\iota^{0}\right)-f\left(\iota_{n}^{j}\right)\right|=\left|\left(U E_{n}^{j}\right)_{a, b}\right|$. However,

$$
\left\|U E_{n}^{j}\right\|_{\max } \leq \max _{a \leq m, b \leq N}\left|\sum_{i=1}^{N} U_{a, i}\left(E_{n}^{j}\right)_{i, b}\right| \leq \max _{a \leq m, b \leq N} \sum_{i=1}^{N}\|U\|_{\max }\left\|E_{n}^{j}\right\|_{\max } \leq N\|U\|_{\max } \epsilon_{n}
$$

We conclude that $\left|f\left(\iota^{0}\right)-f\left(\iota_{n}^{j}\right)\right| \leq 4^{-n}$ since $N\|U\|_{\max } \epsilon_{n} \leq 4^{-n}$ and thus Proposition 2.9.1 condition (b) holds. The result follows from an application of Proposition 2.9.1.

Proof of Theorem 4.2.14. The proof of Theorem 4.2 .14 is identical to the proof of Theorem 4.2.3.

### 5.9 Proof of Theorem 4.2.11

We shall use Theorem 4.2.3 by constructing a matrix $U$ (depending on $K$ ) that obeys 4.2.2) and a vector $y$ so that if $\iota=(y, U)$ then there are two minimisers to $\Xi(\iota)$. We assume without loss of generality that $K=\{1,2, \ldots,|K|\}$, since otherwise we can instead replace $U$ by the matrix $U Q$ where $Q$ is a permutation matrix mapping the set $K$ to $\{1,2, \ldots,|K|\}$ and then $U Q$ will satisfy 4.2.2. Define

$$
\begin{gathered}
U=\left(\begin{array}{ccc|c}
1 & \mathbf{0}_{1 \times(|K|-1)} & 1 & \mathbf{0}_{|K| \times(N-|K|-1)} \\
\mathbf{0}_{(|K|-1) \times 1} & \mathbf{I}_{(|K|-1) \times(|K|-1)} & \mathbf{0}_{(|K|-1) \times 1} & \\
\hline & \mathbf{0}_{(m-|K|) \times N}
\end{array}\right) \\
y=1 \oplus \mathbf{0}_{m-1}, \quad v^{1}=1 \oplus \mathbf{0}_{N-1}, \quad v^{2}=\mathbf{0}_{K} \oplus 1 \oplus \mathbf{0}_{N-K-1} .
\end{gathered}
$$

where for non-negative $a$ and $b, \mathbf{0}_{a \times b}$ is the (possibly empty for $a$ or $b$ equal to 0 ) $a \times b$ matrix of 0 s and $\mathbf{I}_{a \times a}$ is the $a \times a$ identity matrix. It is easy to see that for all $x^{1} \in \operatorname{ker} U,\left\|x_{K}^{1}\right\|_{1} \leq\left\|x_{K^{c}}^{1}\right\|_{1}$ since if $x^{1} \in \operatorname{ker} U$ then $x_{\{2,3, \ldots, K\}}^{1}=0$ and $\left|x_{1}^{1}\right|=\left|x_{K+1}^{1}\right|$.

Since $U v^{1}=y$, we see that $(y, U) \in \Omega_{4}$. Note also that $v^{1}, v^{2} \in \Xi(y, U)$. Hence, if we can show that for sufficiently small $\epsilon>0,(y, U+U D) \in \Omega$ whenever $D$ is a diagonal matrix with $\|D\|_{2}<\epsilon$, the result will follow immediately by Theorem 4.2.3. Let $D$ be a diagonal matrix with $\|D\|_{2}<\epsilon$ (so that $\|D\|_{\max }<\epsilon$ ) and let $x \in \operatorname{ker} U+U D$. Then $x+D x \in \operatorname{ker} U$, so

$$
(1-\epsilon)\left\|x_{K}\right\|_{1} \leq\left\|x_{K}+D x_{K}\right\|_{1} \leq\left\|x_{K^{c}}+D x_{K^{c}}\right\|_{1} \leq(1+\epsilon)\left\|x_{K^{c}}\right\|_{1}
$$

therefore $\left\|x_{K}\right\|_{1} \leq \frac{(1+\epsilon)}{(1-\epsilon)}\left\|x_{K^{c}}\right\|_{1}<\rho\left\|x_{K^{c}}\right\|_{1}$ for small $\epsilon$ so that $(U+U D)$ satisfies 4.2.2). Moreover, $\operatorname{since} \operatorname{supp}\left(v^{1}+D v^{1}\right)=\operatorname{supp}\left(v^{1}\right)$ it follows that $(y, U+U D)$ is in $\Omega$. We now apply Theorem 4.2.3.

### 5.10 Proof of Theorem 4.2.12

Proof. For condition (A), we set $\mathbf{s}=\left(1, C^{2}-2 C\right)$ and $\mathbf{M}=\left(0, C, C^{2}-C\right)$ and for condition (B) we set $\mathbf{s}=\mathbf{1}_{C^{2}-2 C+1}$ and $\mathbf{M}=\left(0, C, C+1, \ldots, C^{2}-C-1, C^{2}-C\right)$, with $C$ chosen to be an integer such that

$$
\begin{equation*}
\frac{a C^{2}+C^{2}-2 C}{C^{3}+C^{2}-2 C} \leq \frac{1}{2 f\left(C^{2}-2 C+1\right)} \vee \frac{1}{2 f\left(C^{2}-2 C\right)} \tag{5.10.1}
\end{equation*}
$$

( $C$ exists by the assumption on the decay of $f$ ). Set $N=C^{2}-C, m=C^{2}-C-1$ and $g\left(\eta_{\mathbf{s}, \mathbf{M}}, l\right)=\frac{1}{f\left(\eta_{\mathbf{s}, \mathbf{M}}\right)}$ for condition (A) and $g\left(\eta_{\mathbf{s}, \mathbf{M}}, l\right)=\frac{1}{f(l)}$ for condition (B), Let $x^{1}, x^{2}$ and $b^{1}$ be the vectors

$$
x^{1}:=\beta\left(C \oplus \mathbf{0}_{C-1} \oplus \mathbf{1}_{C^{2}-2 C}\right), x^{2}:=\beta\left(0 \oplus C \mathbf{1}_{C-1} \oplus \mathbf{0}_{C^{2}-2 C}\right), b^{1}=x^{1}-x^{2},
$$

where $\beta=\sqrt{C^{3}+C^{2}-2 C}$ (note that $x^{1}$ is ( $\mathbf{s}, \mathbf{M}$ )-sparse and that $\left\|b^{1}\right\|=1$ with this choice of $\beta$ ). We form an orthornormal basis of $\mathbb{R}^{N}$ which we denote by the row vectors $\left(b^{i}\right)_{i=1,2, \ldots, N}$ (note that $b^{1}$ is a unit vector). Next, we construct the $\mathbb{R}^{(N-1) \times N}$ matrix $U$ by setting $U=\left[b^{2}, b^{3}, \ldots, b^{N}\right]^{T}$ Note that $U^{*} U=I$ so that if $\|X\|_{2}$ is
sufficiently small $(U+X)^{*}(U+X)$ is invertible and

$$
\begin{equation*}
\frac{\left\|(U+X)^{*}(U+X)\right\|_{2}}{\left\|\left((U+X)^{*}(U+X)\right)^{-1}\right\|_{2}}<\gamma . \tag{5.10.2}
\end{equation*}
$$

Furthermore, let $\tilde{z}=\lambda_{1} b^{1}+\lambda_{2} b^{2}+\cdots+\lambda_{N} b^{N}$ be an ( $a \mathbf{s}, \mathbf{M}$ )-sparse vector. Denote the support of $\tilde{z}$ by S. Then $\left|\|U z\|^{2}-\|z\|^{2}\right|=\left|\lambda_{1}^{2}\right| \leq\left|\left\langle\tilde{z}_{S}, b^{1}\right\rangle\right|^{2}=\left|\left\langle\tilde{z}, b_{S}^{1}\right\rangle\right|$. However, $\left\|b_{S}^{1}\right\|^{2} \leq \frac{a C^{2}+C^{2}-2 C}{C^{3}+C^{2}-2 C} \leq g / 2$ by 5.10.1) and the defintion of $g$. We conclude that $W$ does indeed satisfy the RIP in levels with constant $\delta_{a \mathbf{s}, \mathbf{M}} \leq g\left(\eta_{\mathbf{s}, \mathbf{M}}, l\right)$. We set $y=U x^{1}$ and note that $U x^{1}=U x^{2}$. Furthermore, it is easy to see that the set of matrices with sufficiently small RIPL constant is an open set, therefore by (5.10.2) the set of acceptable inputs includes $(y, U(I+D))$ for diagonal $D$ with $\|D\|_{2}$ sufficiently small. We can thus apply Theorem 4.2.3 to see that $\left\{\Xi_{4}, \Omega_{4}, \mathcal{M}_{4}, \Lambda_{4}\right\}^{\Delta_{1}} \notin \Delta_{1}^{G}$.

### 5.11 Proof of Theorem 4.2.15 and Theorem 4.3.5

We require the following basic lemma which, since it is well known, we prove in the appendix.
Lemma 5.11.1. As usual, for any $A \in \mathbb{R}^{m \times N}, y \in \mathbb{R}^{m}$ and $\delta \geq 0$ set

$$
M^{B P}(y, A, \delta)=\underset{x \in \mathbb{R}^{N}}{\arg \min }\|x\|_{1} \text { such that }\|A x-y\|_{2} \leq \delta .
$$

We have that $0 \in M^{B P}(y, A, \delta)$ if and only if $\|y\|_{2} \leq \delta$. Furthermore, if $0 \notin$ $M^{B P}(y, A, \delta)$ then for any $x \in M^{B P}(y, A, \delta)$ we have $\|A x-y\|_{2}=\delta$.

We begin this section by constructing a family of robust nullspace matrices which have two minimisers when performing basis pursuit denoising. The proof of Theorem 4.2 .15 will proceed by choosing a specific example from this family and then employing the argument of Theorem 4.2.14.
Proposition 5.11.2. Fix a natural number $s$ and real numbers $\alpha, \gamma>0$ with $\alpha>$ $\gamma\left(\alpha^{2}+1\right)$. Set $k=2^{\left.\log _{2}(s)\right\rfloor+1}$. Then there is a matrix $A \in \mathbb{R}^{m \times N}$ and a vector $y \in \mathbb{R}^{m}$ with $N:=N(k)=2 k+k / 2$ and $m:=m(k)=2 k+k / 2-1$ such that the following properties hold:

1. $\left\|A A^{*}\right\|_{2} \leq \leq \sqrt{1+2 \alpha^{2}+\frac{1}{\gamma^{4}}\left(4+\alpha^{2} \gamma^{2}\right)^{2}}, \quad\left\|\left(A A^{*}\right)^{-1}\right\|_{2} \leq$
$\sqrt{\left(1+\frac{\alpha^{2} \gamma^{2}}{4}\right)^{2}+\frac{2 \alpha^{2} \gamma^{4}}{16}+\frac{\gamma^{4}}{16}}$.
2. A obeys the $\ell^{2}$ Robust Nullspace Property of order s with parameters $\rho=$ $\frac{s}{2^{\left[\log _{2}(s)\right]+2-s}}$ and $\tau=\sqrt{1+\rho}\|A\|_{2}\left\|\left(A A^{*}\right)^{-1}\right\|_{2}$.
3. There is a $y=A x$ for some $s$-sparse $x$ with $\|y\|_{2} \leq \sqrt{1+\alpha^{2}}$, such that if $M^{B P}(y, A, \delta)=\operatorname{argmin}\|x\|_{1}$ such that $\|A x-y\|_{2}^{2} \leq \delta$, then

$$
\begin{aligned}
M^{B P}(y, A, 1) & =\operatorname{Conv}\left(c_{1} \mathbf{1}_{k} \oplus \mathbf{0}_{k} \oplus c_{2} \mathbf{1}_{k / 2}, \mathbf{0}_{k} \oplus-c_{1} \mathbf{1}_{k} \oplus c_{2} \mathbf{1}_{k / 2}\right), \\
M_{m i n}^{\mathrm{BP}}(y, A) & =\left\{c_{1} \mathbf{1}_{k} \oplus \mathbf{0}_{k} \oplus c_{2} \mathbf{1}_{k / 2}, \mathbf{0}_{k} \oplus-c_{1} \mathbf{1}_{k} \oplus c_{2} \mathbf{1}_{k / 2}\right\},
\end{aligned}
$$

where
$c_{1}=\sqrt{\frac{2}{k}} \frac{\left(-\gamma-\gamma \alpha^{2}+\alpha\right)}{C}, \quad c_{2}=\frac{2 \sqrt{2}}{\sqrt{k} \gamma}\left[\frac{\alpha \gamma-1}{C}+1\right], \quad C=\sqrt{\gamma^{2}+(1-\alpha \gamma)^{2}}$.
4. There is a $y=A x$ for some s-sparse $x$, such that if $M^{U L}(y, A, \lambda)=$ $\operatorname{argmin} \lambda\|x\|_{1}+\|A x-y\|_{2}^{2}$ then

$$
\begin{aligned}
M^{U L}(y, A, \lambda) & =\operatorname{Conv}\left(c_{1} \mathbf{1}_{k} \oplus \mathbf{0}_{k} \oplus c_{2} \mathbf{1}_{k / 2}, \mathbf{0}_{k} \oplus-c_{1} \mathbf{1}_{k} \oplus c_{2} \mathbf{1}_{k / 2}\right) \\
M_{\min }^{\mathrm{BP}}(y, A) & =\left\{c_{1} \mathbf{1}_{k} \oplus \mathbf{0}_{k} \oplus c_{2} \mathbf{1}_{k / 2}, \mathbf{0}_{k} \oplus-c_{1} \mathbf{1}_{k} \oplus c_{2} \mathbf{1}_{k / 2}\right\}
\end{aligned}
$$

where

$$
c_{1}=\lambda\left(\frac{\alpha}{\gamma}-\alpha^{2}-1\right), \quad c_{2}=\frac{2 \lambda}{\gamma}\left(\alpha-\gamma^{-1}\right)+\frac{2 \sqrt{2}}{\gamma \sqrt{k}}
$$

whenever $\beta:=\frac{\lambda \sqrt{k}}{\sqrt{2}}<\gamma(1-\alpha \gamma)^{-1}$.
Proof. Note that for some $n \geq 1, s$ can be written as $s=2^{n-1}+c$ where $0 \leq c<2^{n-1}$ (so that $n=\left\lfloor\log _{2}(s)\right\rfloor+1$ ). Let $k=2^{n}$ and let $H_{n}$ be the Hadamard matrix with entries $\pm 1$ of dimension $k \times k$ defined by the recurrence relation

$$
H_{j}=H_{1} \otimes H_{j-1}, \quad H_{1}=\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right) \quad H_{0}=1, \quad j \in \mathbb{N}
$$

Set $m=2 k+k / 2-1$ and $N=2 k+k / 2$. Let $A$ be the $\mathbb{R}^{m \times N}$ matrix and $y$ be the $\mathbb{R}^{m \times 1}$ vector defined by

$$
\begin{gather*}
A=\frac{1}{\sqrt{2 k}} P\left(\begin{array}{cc}
H_{1} \otimes H_{n} & \eta \otimes H_{n-1} \\
\mathbf{0}_{k / 2 \times 2 k} & \gamma H_{n-1}
\end{array}\right), \quad \eta=(0,0, \alpha \gamma, 0)^{T}  \tag{5.11.1}\\
P \in \mathbb{R}^{m \times N}, \quad P e_{j}=e_{j-1}, P e_{1}=0, \quad y=\mathbf{0}_{k-1} \oplus \alpha \oplus \mathbf{0}_{k-1} \oplus 1 \oplus \mathbf{0}_{k / 2-1} \tag{5.11.2}
\end{gather*}
$$

where $\left\{e_{j}\right\}$ represents the canonical basis. To show (1) note that

$$
\begin{aligned}
& \left.\left(\begin{array}{cc}
H_{1} \otimes H_{n} & \eta \otimes H_{n-1} \\
\mathbf{0}_{k / 2 \times 2 k} & \gamma H_{n-1}
\end{array}\right)\left(\begin{array}{cc}
H_{1} \otimes H_{n} & \eta \otimes H_{n-1} \\
\mathbf{0}_{k / 2 \times 2 k} & \gamma H_{n-1}
\end{array}\right)\right)^{*} \\
& =\left(\begin{array}{cc}
2 k I_{2 k}+\eta \otimes \eta^{*} \otimes \frac{k}{2} I_{k / 2} & \gamma \eta \otimes H_{n-1} H_{n-1}^{*} \\
\gamma\left(\eta \otimes H_{n-1} H_{n-1}^{*}\right)^{*} & \gamma^{2} H_{n-1} H_{n-1}^{*}
\end{array}\right) \\
& =\left(\begin{array}{cc}
2 k I_{2 k}+\alpha^{2} \gamma^{2} \xi \otimes \xi^{*} \otimes \frac{k}{2} I_{k / 2} & \alpha \gamma^{2} \xi \otimes \frac{k}{2} I_{k / 2} \\
\alpha \gamma^{2}\left(\xi \otimes \frac{k}{2} I_{k / 2}\right)^{*} & \gamma^{2} \frac{k}{2} I_{k / 2}
\end{array}\right)=2 k\left(I_{k} \oplus\left(S \otimes I_{k / 2}\right)\right),
\end{aligned}
$$

where $\xi=(0,0,1,0)^{T}$ and

$$
S=\left(\begin{array}{ccc}
\left(1+\frac{\alpha^{2} \gamma^{2}}{4}\right) & 0 & \frac{\alpha \gamma^{2}}{4}  \tag{5.11.3}\\
0 & 1 & 0 \\
\frac{\alpha \gamma^{2}}{4} & 0 & \frac{\gamma^{2}}{4}
\end{array}\right), \quad S^{-1}=\left(\begin{array}{ccc}
1 & 0 & -\alpha \\
0 & 1 & 0 \\
-\alpha & 0 & \frac{1}{\gamma^{2}}\left(4+\alpha^{2} \gamma^{2}\right)
\end{array}\right)
$$

Thus, by the definition of $P$ it follows that

$$
\begin{equation*}
A A^{*}=I_{k-1} \oplus\left(S \otimes I_{k / 2}\right), \quad\left(A A^{*}\right)^{-1}=I_{k-1} \oplus\left(S^{-1} \otimes I_{k / 2}\right) \tag{5.11.4}
\end{equation*}
$$

Thus, we only need to estimate $\|S\|$ and $\left\|S^{-1}\right\|$ from (5.11.3). To do that, note that for a matrix of the form $M:=\left(\begin{array}{ll}a & b \\ b & c\end{array}\right)$ with fixed constants $a, b, c$ and vectors $x \in \mathbb{C}^{k}$ with $x=x^{1} \oplus x^{2}$ and $x^{1}, x^{2} \in \mathbb{C}^{k / 2}$, we have $\|M x\|_{2}^{2}=\left\|a x^{1}+b x^{2}\right\|_{2}^{2}+\left\|b x^{1}+c x^{2}\right\|_{2}^{2}$. The Cauchy-Schwartz inequality yields for $i=1,2, \ldots, k / 2\left(\left|a x_{i}^{1}+b x_{i}^{2}\right|\right)^{2} \leq\left(a^{2}+b^{2}\right)\left(\left|x_{i}^{1}\right|^{2}+\right.$ $\left|x_{i}^{2}\right|^{2}$ ). Thus (by summing and applying a similar idea to $\left\|b x^{1}+c x^{2}\right\|_{2}^{2}$ ) we see that $\|M x\|_{2}^{2} \leq\left(a^{2}+2 b^{2}+c^{2}\right)\left(\left\|x^{1}\right\|_{2}^{2}+\left\|x^{2}\right\|_{2}^{2}\right)$. Therefore $\|M\| \leq \sqrt{a^{2}+2 b^{2}+c^{2}}$. Applying this inequality to $A A^{*}$ and $\left(A A^{*}\right)^{-1}$ using (5.11.3) and (5.11.4), we get $\left\|A A^{*}\right\|_{2} \leq 1 \vee$ $\sqrt{\left(1+\alpha^{2} \gamma^{2} / 4\right)^{2}+\alpha^{2} \gamma^{4} / 8+\gamma^{4} / 16}$ and $\left\|\left(A A^{*}\right)^{-1}\right\|_{2} \leq 1 \vee \sqrt{1+2 \alpha^{2}+\frac{1}{\gamma^{4}}\left(4+\alpha^{2} \gamma^{2}\right)^{2}}$, and the result follows.

To prove (2) let $v \in \mathbb{R}^{N}$ be an arbitrary vector, and write $v=\xi+A^{*} w$ where $\xi$ is in the nullspace of $A$ and let $K=\{1,2, \ldots, 2 k\}$. Note that the nullspace of $A$ is exactly the vectors of the form $\beta\left(\mathbf{1}_{2 k} \oplus \mathbf{0}_{k / 2}\right)$ where $\mathbf{1}_{2 k}=(1, \ldots, 1) \in \mathbb{R}^{2 k}$, $\mathbf{0}_{k / 2}=(0, \ldots, 0) \in \mathbb{R}^{k / 2}$ and $\beta \in \mathbb{R}$. Therefore, for any $s$-sparse set $S$, we have $\left\|\xi_{S}\right\|_{2} \leq \beta \sqrt{s}$ and $\left\|\xi_{S^{c} \cap K}\right\|_{1} \geq \beta\left|S^{c} \cap K\right|$. Consequently

$$
\begin{aligned}
&\left\|\xi_{S}\right\|_{2} \leq \frac{\sqrt{s}}{\left|S^{c} \cap K\right|}\left\|\xi_{S^{c} \cap K}\right\|_{1} \leq \frac{\sqrt{s}}{\left|S^{c} \cap K\right|}\left(\left\|v_{S^{c} \cap K}\right\|_{1}+\left\|\left(A^{*} w\right)_{S^{c} \cap K}\right\|_{1}\right) \\
& \leq \frac{s\left\|v_{S^{c}}\right\|_{1}}{\left|S^{c} \cap K\right| \sqrt{s}}+\sqrt{\frac{s}{\left|S^{c} \cap K\right|}}\left\|\left(A^{*} w\right)_{S^{c} \cap K}\right\|_{1} \\
& \sqrt{\left|S^{c} \cap K\right|} \\
& \leq \frac{\rho\left\|v_{S^{c}}\right\|_{1}}{\sqrt{s}}+\sqrt{\frac{s}{\left|S^{c} \cap K\right|}}\left\|\left(A^{*} w\right)_{S^{c} \cap K}\right\|_{2}
\end{aligned}
$$

with $\rho=\frac{s}{2 k-s}$, where the last line follows because $\left|S^{c} \cap K\right| \geq 2 k-s$. Hence,

$$
\left\|v_{S}\right\|_{2} \leq \frac{\rho\left\|v_{S^{c}}\right\|_{1}}{\sqrt{s}}+\sqrt{\rho}\left\|\left(A^{*} w\right)_{S^{c} \cap K}\right\|_{2}+\left\|\left(A^{*} w\right)_{S}\right\|_{2} \leq \frac{\rho\left\|v_{S^{c}}\right\|_{1}}{\sqrt{s}}+\sqrt{1+\rho}\left\|A^{*} w\right\|_{2}
$$

where the inequality $\sqrt{\rho}\left\|\left(A^{*} w\right)_{S^{c} \cap K}\right\|_{2}+\left\|\left(A^{*} w\right)_{S}\right\|_{2} \leq \sqrt{1+\rho}\left\|A^{*} w\right\|_{2}$ is an application of the cauchy-schwartz inequality with the vectors $(\sqrt{\rho}, 1)$ and $\left(\left\|\left(A^{*} w\right)_{S^{c} \cap K}\right\|_{2},\left\|\left(A^{*} w\right)_{S}\right\|_{2}\right)$. Since $s=k / 2+c$ where $c<k / 2, s<k$ we see that $\rho<1$. To bound $\left\|A^{*} w\right\|_{2}$, we see that

$$
\left\|A^{*} w\right\|_{2} \leq\|A\|_{2}\left\|\left(A A^{*}\right)^{-1}\left(A A^{*}\right) w\right\|_{2} \leq\|A\|_{2}\left\|\left(A A^{*}\right)^{-1}\right\|_{2}\left\|A A^{*} w\right\|_{2}=\|A\|_{2}\left\|\left(A A^{*}\right)^{-1}\right\|_{2}\|A v\|_{2}
$$

because $A v=A A^{*} w+A \xi=A A^{*} w$ since $\xi$ is in the nullspace of $A$. We conclude that

$$
\left\|v_{S}\right\|_{2} \leq \frac{\rho\left\|v_{S^{c}}\right\|_{1}}{\sqrt{s}}+\sqrt{1+\rho}\left\|A^{*} w\right\|_{2} \leq \frac{\rho\left\|v_{S^{c}}\right\|_{1}}{\sqrt{s}}+\tau\|A v\|_{2} .
$$

where $\tau=\sqrt{1+\rho}\|A\|_{2}\left\|\left(A A^{*}\right)^{-1}\right\|_{2}$.
To establish (3) we begin by letting $x=\frac{k \sqrt{2 k}}{2 \gamma} \mathbf{0}_{2 k} \oplus \mathbf{1}_{k / 2}$. Then $A x=y$. Moreover,
since $x$ has $k / 2$ non-zero entries and $k / 2=2^{n-1} \leq s, x$ is $s$-sparse. In order to establish that $\left|M^{\mathrm{BP}}(y, A, 1)\right| \geq 2$ and $\left|M^{\mathrm{UL}}\left(y, A, \lambda^{*}\right)\right| \geq 2$ we will split the argument into several sub-steps. In particular, we show the following:
(3a) The sets $M^{\mathrm{BP}}(y, A, 1)$ and $M^{\mathrm{UL}}\left(y, A, \lambda^{*}\right)$ are non-empty. Moreover any vector $v$ in $M^{\mathrm{UL}}\left(y, A, \lambda^{*}\right)$ satisfies $\lambda^{*}\|v\|_{1}+\|A v-y\|_{2}^{2} \leq \lambda^{*} \alpha \sqrt{2 k}+1$.
(3b) Let $v \in M^{\mathrm{BP}}(y, A, 1)$ (similarly, for lasso let $v \in M^{\mathrm{UL}}\left(y, A, \lambda^{*}\right)$ ) where $v=$ $v^{1} \oplus v^{2} \oplus v^{3}$ with $v^{1}, v^{2} \in \mathbb{R}^{k}$ and $v^{3} \in \mathbb{R}^{k / 2}$. Then are $c^{1}, c^{2}, c^{3} \in \mathbb{R}$ such that $v^{1}=c^{1} \mathbf{1}_{k}, v^{2}=c^{2} \mathbf{1}_{k}$ and $v^{3}=c^{3} \mathbf{1}_{k / 2}$.
(3c) For basis pursuit, there is a $t \in[0,1]$ such that $v=t\left(c_{1} \mathbf{1}_{k}, \mathbf{0}_{k}, c_{2} \mathbf{1}_{K / 2}\right)+(1-$ $t)\left(\mathbf{0}_{k},-c_{1} \mathbf{1}_{k}, c_{2} \mathbf{1}_{k / 2}\right)$ where

$$
c_{1}=\sqrt{\frac{2}{k}} \frac{\left(-\gamma-\gamma \alpha^{2}+\alpha\right)}{C}, \quad c_{2}=\frac{2 \sqrt{2}}{\sqrt{k} \gamma}\left[\frac{\alpha \gamma-1}{C}+1\right], \quad C=\sqrt{\gamma^{2}+(1-\alpha \gamma)^{2}}
$$

(3d) For lasso, there is a $t \in[0,1]$ such that $v=t\left(c_{1} \mathbf{1}_{k}, \mathbf{0}_{k}, c_{2} \mathbf{1}_{K / 2}\right)+(1-$ $t)\left(\mathbf{0}_{k},-c_{1} \mathbf{1}_{k}, c_{2} \mathbf{1}_{k / 2}\right)$ where

$$
c_{1}=\lambda\left(\frac{\alpha}{\gamma}-\alpha^{2}-1\right), \quad c_{2}=\frac{2 \lambda}{\gamma}\left(\alpha-\gamma^{-1}\right)+\frac{2 \sqrt{2}}{\gamma \sqrt{k}}
$$

provided that $\beta:=\frac{\lambda \sqrt{k}}{\sqrt{2}}<\gamma(1-\alpha \gamma)^{-1}$.
We begin by showing (3a). For lasso, the existence of minimizers is obvious, whereas for basis pursuit, we let

$$
v^{\prime}=\frac{\alpha \sqrt{2 k}}{k} \mathbf{1}_{k} \oplus \mathbf{0}_{k+k / 2} \quad \text { so that } \quad A v^{\prime}=\mathbf{0}_{k-1} \oplus \alpha \oplus \mathbf{0}_{k-1+k / 2}
$$

Since $\left\|A v^{\prime}-y\right\|_{2}=1$, the set of $w$ with $\|A w-y\|_{2}^{2} \leq 1$ is non-empty, and the existence of minimizers follows immediately. Property (3a) follows for lasso and basis pursuit by noting that $\left\|v^{\prime}\right\|_{1}=\alpha \sqrt{2 k}$. To show (3b), let $\bar{v}^{1}=\bar{c}^{1} \mathbf{1}_{k}, \quad \bar{v}^{2}=\bar{c}^{2} \mathbf{1}_{k}, \quad \bar{v}^{3}=\bar{c}^{3} \mathbf{1}_{k / 2}$, with $\bar{v}=\bar{v}^{1} \oplus \bar{v}^{2} \oplus \bar{v}^{3}, \bar{c}^{1}=\frac{\sum_{i=1}^{k} v_{i}^{1}}{k}, \bar{c}^{2}=\frac{\sum_{i=1}^{k} v_{i}^{2}}{k}, \bar{c}^{3}:=\frac{2 \sum_{i=1}^{k / 2} v_{i}^{3}}{k}$. Note that (3b) holds if and only if $v^{1}=\bar{v}^{1}, v^{2}=\bar{v}^{2}$ and $v^{3}=\bar{v}^{3}$. We argue by contradiction - suppose that (3b) does not hold and set $y^{v}=A v$. We consider two cases: (i) $v^{3} \neq \bar{v}^{3}$ and (ii) $v^{3}=\bar{v}^{3}$, but we have that at least one of $v^{1}$ and $v^{2}$ satisfies $v^{1} \neq \bar{v}^{1}$ or $v^{2} \neq \bar{v}^{2}$. Starting with case (i), if $v^{3} \neq \bar{v}^{3}$ then, by the definition of the Hadamard matrix, it follows that $\left(H_{n-1} v^{3}\right)_{j} \neq 0$ for some $j>1$. Thus, by (5.11.1), $y_{i}^{v} \neq 0$ for some $i \in\{2 k+1,2 k+2, \ldots, 2 k+k / 2-1\}$. If we consider case (ii) then $\left(H_{n-1} v^{3}\right)_{j}=0$ except for $j=1$. Note also that, by the definition of the Hadamard matrix, we must have either

$$
\left(P H_{n} \quad P H_{n}\right)\left(v^{1} \oplus v^{2}\right) \neq 0 \text { or }\left(P H_{n} \quad-P H_{n}\right)\left(v^{1} \oplus v^{2}\right) \neq 0
$$

where $P$ is as in 5.11.2), except adjusted to the right dimensions. Thus, there is an $i \in\{1, \ldots, 2 k-1\} \backslash\{k\}$ such that $y_{i}^{v} \neq 0$. Hence, in both case (i) and (ii), there is an
$i \in\{1, \ldots, 2 k+k / 2-1\} \backslash\{k, 2 k\}$ such that $y_{i}^{v} \neq 0$. However,

$$
\frac{1}{\sqrt{2 k}}\left(\begin{array}{cc}
H_{1} \otimes H_{n} & \eta \otimes H_{n-1} \\
\mathbf{0}_{k / 2 \times 2 k} & \gamma H_{n-1}
\end{array}\right)\left(\bar{v}^{1} \oplus \bar{v}^{2} \oplus \bar{v}^{3}\right)=\mathbf{0}_{k} \oplus y_{k}^{v} \oplus \mathbf{0}_{k-1} \oplus y_{2 k}^{v} \oplus \mathbf{0}_{k / 2-1}
$$

hence

$$
\begin{equation*}
A \bar{v}=\mathbf{0}_{k-1} \oplus y_{k}^{v} \oplus \mathbf{0}_{k-1} \oplus y_{2 k}^{v} \oplus \mathbf{0}_{k / 2-1} \tag{5.11.5}
\end{equation*}
$$

so $\|A \bar{v}-y\|^{2}<\|A v-y\|_{2}^{2}$. Additionally, $\left\|\bar{v}^{i}\right\|_{1} \leq\left\|v^{i}\right\|_{1}$ so $\|\bar{v}\|_{1} \leq\|v\|_{1}$. We conclude that $\|\bar{v}\|_{1} \leq\|v\|_{1}$ and $\|A \bar{v}-y\|_{2}^{2}<\|A v-y\|_{2}^{2}$. For lasso, this is an immediate contradiction: these inequalities imply immediately that $\lambda^{*}\|\bar{v}\|_{1}+\|A \bar{v}-y\|^{2}<\lambda^{*}\|v\|_{1}+$ $\|A v-y\|_{2}^{2}$. For basis pursuit, these inequalities imply that $\bar{v} \in M^{\mathrm{BP}}(y, A, 1)$ and here we obtain a contradiction in the following way: since $\bar{v} \neq v$ but both are elements of $M^{\mathrm{BP}}(y, A, 1), 0 \notin M^{\mathrm{BP}}(y, A, 1)$. Therefore we can apply Lemma 5.11.1 to get $\|A v-y\|_{2}=1,\|A \bar{v}-y\|_{2}^{2}=1$. But this contradicts $\|A \bar{v}-y\|_{2}<\|A v-y\|_{2}$. Thus $v=\bar{v}$.

Next, we prove (3c). Note that by (3b) and (5.11.5 it follows that $A v-y=$ $\mathbf{0}_{k-1} \oplus\left(y_{k}^{v}-\alpha\right) \oplus \mathbf{0}_{k-1} \oplus\left(y_{2 k}^{v}-1\right) \oplus \mathbf{0}_{k / 2-1}$, where $y^{v}=A v$. Moreover, a quick calculation gives $y_{k}^{v}=\frac{1}{\sqrt{2 k}}\left(k c_{1}-k c_{2}+\frac{\alpha \gamma k c_{3}}{2}\right)$ and $y_{2 k}^{v}=\frac{\gamma c_{3} k}{2 \sqrt{2 k}}$. Hence, we have that

$$
\begin{align*}
\|A v-y\|_{2}^{2} & =\left[\frac{1}{\sqrt{2 k}}\left(k c_{1}-k c_{2}+\frac{\alpha \gamma k c_{3}}{2}\right)-\alpha\right]^{2}+\left(\frac{\gamma c_{3} k}{2 \sqrt{2 k}}-1\right)^{2}  \tag{5.11.6}\\
\|v\|_{1} & =\left|c_{1}\right| k+\left|c_{2}\right| k+\left|c_{3}\right| \frac{k}{2}
\end{align*}
$$

Thus, we can rewrite the problem of determining $v$ by in terms of a weighted $l^{1}$ problem. In particular, by a change of variables where we let $x_{1}=\sqrt{k} c_{1} /(\sqrt{2} \alpha)$, $x_{2}=\sqrt{k} c_{2} /(\sqrt{2} \alpha)$ and $x_{3}=k \gamma c_{3} /(2 \sqrt{2 k})$, obtaining $v$ is equivalent to finding

$$
z \in \underset{x \in \mathbb{R}^{3}}{\operatorname{argmin}} \sqrt{2 k}\left(\alpha\left|x_{1}\right|+\alpha\left|x_{2}\right|+\frac{1}{\gamma}\left|x_{3}\right|\right) \text { s. t. } \alpha^{2}\left(x_{1}-x_{2}+x_{3}-1\right)^{2}+\left(x_{3}-1\right)^{2} \leq 1
$$

Note that we deliberately choose this kind of change of variables instead of writing the problem directly in terms of $c_{1}, c_{2}, c_{3}$ in (5.11.6) as this gives easier to manage KKT conditions. In particular, the KKT conditions for this problem are

$$
\begin{align*}
& 0 \in \frac{\sqrt{k}}{\sqrt{2}} \partial \psi\left(x_{1}\right)+\mu_{1} \omega_{1}(x) \alpha, \quad \psi(t)=|t| \\
& 0 \in \frac{\sqrt{k}}{\sqrt{2}} \partial \psi\left(x_{2}\right)-\mu_{1} \omega(x) \alpha, \quad 0 \in \frac{\sqrt{k}}{\sqrt{2} \gamma} \partial \psi\left(x_{3}\right)+\mu_{1}\left(\omega_{1}(x) \alpha^{2}+\omega_{2}(x)\right)  \tag{5.11.7}\\
& \mu_{1}\left(\omega_{1}(x)^{2} \alpha^{2}+\omega_{2}(x)^{2}-1\right)=0, \quad \mu_{1} \geq 0 \\
& \omega_{1}(x)^{2} \alpha^{2}+\omega_{2}(x)^{2} \leq 1, \quad \omega_{1}(x)=x_{1}-x_{2}+x_{3}-1 \quad \omega_{2}(x)=x_{3}-1 .
\end{align*}
$$

Note also that there are $x_{1}^{\prime}, x_{2}^{\prime}, x_{3}^{\prime}$ with $\alpha^{2}\left(x_{1}^{\prime}-x_{2}^{\prime}+x_{3}^{\prime}-1\right)^{2}+\left(x_{3}^{\prime}-1\right)^{2}<1$. Thus Slater's condition applies, so these KKT conditions are both necessary and sufficient. We make the following claims: $\mu_{1} \neq 0$, so $\omega_{1}(x)^{2} \alpha^{2}+\omega_{2}(x)^{2}-1=0$. Additionally, at least one
of the inequalities $x_{1} \leq 0, x_{2} \geq 0$ is false, and finally we claim that $x_{3}>0$. For the first part, if $\mu_{1}=0$ then the first three equations imply that $0 \in \operatorname{sgn}\left(x_{1}\right), \operatorname{sgn}\left(x_{2}\right), \operatorname{sgn}\left(x_{3}\right)$. Thus $x_{1}=x_{2}=x_{3}=0$, violating the final condition that $\omega_{1}(x)^{2} \alpha^{2}+\omega_{2}(x)^{2} \leq 1$ (since $\alpha>0)$. Therefore $\mu_{1} \neq 0$.

We claim that we cannot have both $x_{1} \leq 0, x_{2} \geq 0$. Suppose otherwise. Then $x_{1}-x_{2} \leq 0$, so $\omega_{2}(x) \geq \omega_{1}(x)$. If $x_{3} \leq 0$ then $\omega_{2}(x) \leq-1$, so $\omega_{1}(x)^{2} \alpha^{2}+\omega_{2}(x)^{2} \geq$ $\alpha^{2}+1>1$ contradicting the final condition. Thus $x_{3}>0$ and so the third KKT equation reads $0=\frac{\sqrt{k}}{\sqrt{2} \gamma}+\mu_{1}\left(\omega_{1}(x) \alpha^{2}+\omega_{2}(x)\right) \geq \frac{\sqrt{k}}{\sqrt{2} \gamma}+\mu_{1} \omega_{1}(x)\left(\alpha^{2}+1\right)$. Since $\alpha^{2}+1 \geq 0$, this implies that $\mu_{1} \omega_{1}(x)<0$. Hence (from the first KKT equation), $\mu_{1} \omega_{1}(x)=\frac{\sqrt{k} K^{1}}{2 \alpha}$ for some $K^{1} \in[-1,0)$. Thus, $0 \geq \frac{\sqrt{k}}{2 \gamma}+\frac{\sqrt{k} K^{1}}{2 \alpha}\left(\alpha^{2}+1\right)$. This implies that $\frac{-1}{\gamma} \geq \frac{K^{1}}{\alpha}\left(\alpha^{2}+1\right)$. Therefore (since $\left.\gamma>0\right) \frac{1}{\gamma} \leq \frac{\left|K^{1}\right|}{\alpha}\left(\alpha^{2}+1\right) \leq \frac{\alpha^{2}+1}{\alpha}$, contradicting the premise that $\alpha>\gamma\left(\alpha^{2}+1\right)$.

To see that $x_{3}>0$, by the second property at least one of $x_{1}, x_{2}$ are non-zero. Therefore, from the first two KKT equations, we must have that $\omega_{1}(x) \neq 0$. Since $\alpha^{2} \omega_{1}(x)^{2}+\omega_{2}(x)^{2}=1$ we get $\omega_{2}(x)<1$. Thus $x_{3}>0$.

Our last goal is to solve for $x_{1}, x_{2}$ and $x_{3}$ now armed with the knowledge that at $x_{3}>0$ and that at least one of $x_{1}>0$ or $x_{2}<0$. Note that this implies that either $\operatorname{sgn}\left(x_{1}\right)=1$ or $\operatorname{sgn}\left(x_{2}\right)=-1$. Therefore $\mu_{1} \omega_{1}(x) \alpha+\sqrt{\frac{k}{2}}=0$. Consequently, the KKT equations are equivalent to
$0=\frac{\sqrt{k}}{\sqrt{2}}+\mu_{1} \omega_{1}(x) \alpha, 0=\frac{\sqrt{k}}{\sqrt{2} \gamma}+\mu_{1}\left(\omega_{1}(x) \alpha^{2}+\omega_{2}(x)\right), \omega_{1}(x)^{2} \alpha^{2}+\omega_{2}(x)^{2}=1, \mu_{1}>0$ $x_{2} \leq 0$ and $x_{1}, x_{3} \geq 0$ with at least one of $x_{1}>0, x_{2}<0$.

Solving the first two equations yields $\omega_{1}(x)=-\mu_{1}^{\prime} / \alpha, \omega_{2}(x)=\mu_{1}^{\prime}(\alpha-1 / \gamma)$, where $\mu_{1}^{\prime}=\sqrt{\frac{k}{2 \mu_{1}^{2}}}$. Using $\omega_{1}(x)^{2} \alpha^{2}+\omega_{2}(x)^{2}=1$ yields $\mu_{1}^{\prime}=\gamma / C$. Therefore $\omega_{1}(x)=$ $-\gamma /(C \alpha)$ and $\omega_{2}(x)=(\alpha \gamma-1) / C$. The substitutions $\omega_{1}(x)=x_{1}-x_{2}+\omega_{2}(x)$ and $\omega_{2}(x)=x_{3}-1$ gives $x_{1}-x_{2}=\left(-\alpha^{2} \gamma-\gamma+\alpha\right) / C \alpha$ and $x_{3}=(\alpha \gamma-1) / C+1$. The values of $x_{1}, x_{2}$ and $x_{3}$ in terms of $c^{1}, c^{2}$ and $c^{3}$ yield the final result.

Our argument for LASSO is similar: as before, we still have

$$
\begin{align*}
\|A v-y\|_{2}^{2} & =\left[\frac{1}{\sqrt{2 k}}\left(k c_{1}-k c_{2}+\frac{\alpha \gamma k c_{3}}{2}\right)-\alpha\right]^{2}+\left(\frac{\gamma c_{3} k}{2 \sqrt{2 k}}-1\right)^{2}  \tag{5.11.8}\\
\|v\|_{1} & =\left|c_{1}\right| k+\left|c_{2}\right| k+\left|c_{3}\right| \frac{k}{2}
\end{align*}
$$

With the same change of variables $x_{1}=\sqrt{k} c_{1} /(\sqrt{2} \alpha), x_{2}=\sqrt{k} c_{2} /(\sqrt{2} \alpha)$ and $x_{3}=$ $k \gamma c_{3} /(2 \sqrt{2 k})$, obtaining $v$ for the LASSO case is equivalent to finding

$$
z \in \underset{x \in \mathbb{R}^{3}}{\operatorname{argmin}} \lambda \sqrt{2 k}\left(\alpha\left|x_{1}\right|+\alpha\left|x_{2}\right|+\frac{1}{\gamma}\left|x_{3}\right|\right)+\alpha^{2}\left(x_{1}-x_{2}+x_{3}-1\right)^{2}+\left(x_{3}-1\right)^{2} .
$$

Taking subdifferentials yields the following KKT conditions

$$
\begin{align*}
& 0 \in \beta \partial \psi\left(x_{1}\right)+\omega_{1}(x) \alpha, \quad \psi(t)=|t| \\
& 0 \in \beta \partial \psi\left(x_{2}\right)+\omega_{1}(x) \alpha, \quad 0 \in \frac{\beta}{\gamma} \partial \psi\left(x_{3}\right)+\omega_{1}(x) \alpha^{2}+\omega_{2}(x)  \tag{5.11.9}\\
& \omega_{1}(x)=x_{1}-x_{2}+x_{3}-1, \quad \omega_{2}(x)=x_{3}-1, \quad \beta=\frac{\lambda \sqrt{k}}{\sqrt{2}}
\end{align*}
$$

Although these conditions are similar to the ones given in (5.11.7), we will no longer be able to conclude easily that $\omega_{1}(x)^{2} \alpha^{2}+\omega_{2}(x)^{2}-1=0$. Our proof will therefore be slightly different and will rely on the fact that $\beta<\gamma(1-\alpha \gamma)^{-1}$. We will initially make three claims: firstly, that $\beta<\alpha$, secondly that $x_{3}>0$ and thirdly that at least one of the inequalities $x_{1} \leq 0, x_{2} \geq 0$ is false.

It is easy to see the first claim: we have $\alpha>\gamma\left(\alpha^{2}+1\right)$. Thus $\alpha(1-\alpha \gamma)>\gamma$ and the claim follows from the fact that $\beta<\gamma(1-\alpha \gamma)^{-1}$. The second claim is more involved: note that if $x_{3} \leq 0$, the first KKT condition reads $\alpha \leq \beta K^{1}+\left(x_{1}-x_{2}\right) \alpha$ for some $K^{1} \in \partial \psi\left(x_{1}\right)$. If $\left(x_{1}-x_{2}\right) \leq 0$ then $\alpha \leq \beta K^{1} \leq \beta$, contradicting the fact that $\beta<\alpha$. Thus either $x_{1}>0$ or $x_{2}<0$ (or both), and so at least one of the first two KKT conditions can be written as $0=\beta+\omega_{1}(x) \alpha$. If we substitute this into

$$
0 \in \frac{\beta}{\gamma} \partial \psi\left(x_{3}\right)+\omega_{1}(x) \alpha^{2}+\omega_{2}(x)
$$

we get $0=\beta\left(\gamma^{-1} K^{3}-\alpha\right)+\omega_{2}(x)$ for some $K^{3} \in \partial \psi\left(x_{3}\right)$. Again using the assumption that $x_{3} \leq 0$, we have $\omega_{2}(x) \leq-1$. Thus $1 \leq \beta \gamma^{-1}\left(K^{3}-\alpha \gamma\right) \leq \beta \gamma^{-1}(1-\alpha \gamma)$ contradicting the condition $\beta<\gamma(1-\alpha \gamma)^{-1}$. Thus $x_{3}>0$.

For the third claim, we argue similarly to the basis pursuit case. Let us assume otherwise (i.e. that $x_{1} \leq 0$ and $x_{2} \geq 0$ ): then $\omega_{1}(x) \leq \omega_{2}(x)$. Using the second claim and the third KKT equation, we see that $0=\frac{\beta}{\gamma}+\omega_{1}(x) \alpha^{2}+\omega_{2}(x) \geq \frac{\beta}{\gamma}+\omega_{1}(x)\left(\alpha^{2}+1\right)$. From the first KKT equation there is a $K^{1} \in \partial \psi\left(x_{1}\right)$ with $\omega_{1}(x)=-\frac{\beta K^{1}}{\alpha}$. Combining these two equations gives $\frac{\beta\left(\alpha^{2}+1\right) K^{1}}{\alpha} \geq \frac{\beta}{\gamma}$. But $K^{1} \leq 1$, and so $\frac{\beta\left(\alpha^{2}+1\right) K^{1}}{\alpha} \geq \frac{\beta}{\gamma}$ implies that $\gamma\left(\alpha^{2}+1\right) \geq \alpha$ yielding the desired contradiction.

Therefore the KKT equations are equivalent to $0=\beta+\alpha \omega_{1}(x), 0=\frac{\beta}{\gamma}+\alpha^{2} \omega_{1}(x)+$ $\omega_{2}(x)$ and $x_{2} \leq 0$ and $x_{1}, x_{3} \geq 0$ with at least one of $x_{1}>0, x_{2}<0$. We can now solve these simultaneous equations for $\omega_{1}$ and $\omega_{2}$ to get $\omega_{1}(x)=-\beta / \alpha$ and $\omega_{2}(x)=\alpha \beta-\beta / \gamma$. Thus from the definition of $\omega_{1}$ and $\omega_{2}$ in terms of $x_{1}, x_{2}$ and $x_{3}$, we get $x_{3}=\alpha \beta-\beta / \gamma+1$ and $x_{1}-x_{2}=-\alpha \beta+\beta(1 / \gamma-1 / \alpha)$. We can then use the substitutions for $c_{1}, c_{2}, c_{3}$ in terms of $x_{1}, x_{2}, x_{3}$ to get the final result.

We will now choose sensible parameters in Proposition 5.11 .2 to prove Theorem 4.2 .15

Proof of Theorem 4.2.15. We would like to apply Proposition 5.11.2 immediately. Unfortunately, that only covers the case $\delta=1$. However, we can extend the result there by making the following claim: for any $y \in \mathbb{R}^{m}$ and $U \in \mathbb{R}^{m \times N}$ and real numbers $\delta^{1}, \delta^{2}>0$ we have that $x \in M^{\mathrm{BP}}\left(y, U, \delta^{1}\right)$ if and only if $\delta^{2} x / \delta^{1} \in M^{\mathrm{BP}}\left(\delta^{2} y / \delta^{1}, U, \delta^{2}\right)$. To see
this, note it suffices to argue in only the forward direction (since the other direction is identical to the forward direction with a change of parameters). Let $x \in M^{\mathrm{BP}}\left(y, U, \delta^{1}\right)$ and let $v$ be such that $\left\|U v-\delta^{2} y / \delta^{1}\right\|_{2} \leq \delta^{2}$. Then $\left\|U \frac{\delta^{1} v}{\delta^{2}}-\delta^{1} y\right\|_{2} \leq \delta^{1}$, so $\frac{\delta^{1}\|v\|_{1}}{\delta^{2}} \geq\|x\|_{1}$. Thus $\frac{\delta^{2} x}{\delta^{1}}$ satisfies $\left\|U \frac{\delta^{2} x}{\delta^{1}}-\frac{\delta^{2} y}{\delta^{1}}\right\|_{2}=\frac{\delta^{2}}{\delta^{1}}\|U x-y\| \leq \delta^{2}$, and for all $u$ such that $\left\|U v-\delta^{2} y / \delta^{1} y\right\| \leq \delta^{2},\|u\|_{1} \geq\left\|\frac{\delta^{2} x}{\delta^{1}}\right\|_{1}$ and so $\frac{\delta^{2} x}{\delta^{1}}$ is indeed a minimiser.

With $\alpha=1.4, \gamma=0.37$, Proposition 5.11 .2 gives us the existence of $y^{\prime}, A$ such that
1.

$$
\begin{aligned}
\left\|A A^{*}\right\|_{2} & \leq \sqrt{1+2 \alpha^{2}+\frac{1}{\gamma^{4}}\left(4+\alpha^{2} \gamma^{2}\right)^{2}} \approx 31.26 \\
\left\|\left(A A^{*}\right)^{-1}\right\|_{2} & \leq \sqrt{\left(1+\frac{\alpha^{2} \gamma^{2}}{4}\right)^{2}+\frac{2 \alpha^{2} \gamma^{4}}{16}+\frac{\gamma^{4}}{16}} \approx 1.14
\end{aligned}
$$

and thus $\operatorname{cond}\left(A A^{*}\right) \leq 31.26 \times 1.14 \approx 35.64<36$ and $\|A\|_{2} \leq \sqrt{31.26}<6$.
2. $A$ obeys the $\ell^{2}$ Robust Nullspace Property of order $s$ with parameters $\rho=$ $\frac{s}{2^{\left[\log _{2}(s)\right\rfloor+2-s}}<\frac{s+1}{2^{\left\lfloor\log _{2}(s)\right\rfloor+2-s}}$ and

$$
\tau=\sqrt{1+\rho}\|A\|_{2}\left\|\left(A A^{*}\right)^{-1}\right\|_{2} \leq \sqrt{1+\rho} \sqrt{31.26} \times 1.14 \approx 6.4 \sqrt{1+\rho}<7 \sqrt{1+\rho^{\prime}}
$$

3. $y^{\prime}=A x$ for some $s$-sparse $x$ with $\|y\|_{2} \leq \sqrt{1+\alpha^{2}} \approx 1.7205<2$, such that

$$
\begin{aligned}
& M^{\mathrm{BP}}\left(y^{\prime}, A, 1\right)=\operatorname{Conv}\left(c_{1} \mathbf{1}_{k} \oplus \mathbf{0}_{k} \oplus c_{2} \mathbf{1}_{k / 2}, \mathbf{0}_{k} \oplus-c_{1} \mathbf{1}_{k} \oplus c_{2} \mathbf{1}_{k / 2}\right) \\
& M_{\min }^{\mathrm{BP}}\left(y^{\prime}, A, 1\right)=\left\{c_{1} \mathbf{1}_{k} \oplus \mathbf{0}_{k} \oplus c_{2} \mathbf{1}_{k / 2}, \mathbf{0}_{k} \oplus-c_{1} \mathbf{1}_{k} \oplus c_{2} \mathbf{1}_{k / 2}\right\}
\end{aligned}
$$

where

$$
c_{1} \times C \sqrt{\frac{k}{2}} \approx 0.3048 \sqrt{\frac{k}{2}} \leq 0.3049 \sqrt{\frac{k}{2}}, \quad C \approx 0.6076 \geq 0.6077
$$

so that $c_{1} \approx 0.5017 \sqrt{\frac{2}{k}}>(\sqrt{2 k})^{-1}$.
Note that all calculations (with the exception of $C$ for which the opposite occured) were done by rounding up. Furthermore, the assertion that $\frac{s+1}{2^{\left[\log _{2}(s)\right]+2}-s}=\rho^{\prime}<1$ follows by letting $s=2^{n-1}+c$ with $n \geq 1$ and $c$ an integer between 0 and $2^{n-1}-1$ inclusive. We then have that $s+1=2^{n-1}+c+1$ and that $2^{\left\lfloor\log _{2}(s)\right\rfloor+2}-s=2^{n+1}-2^{n-1}-c$. Thus $s+1-\left(2^{\left\lfloor\log _{2}(s)\right\rfloor+2}-s\right)=2^{n-1}+c+1-2^{n+1}+2^{n-1}+c \leq-2^{n}+2 c+1 \leq-2^{n}+2^{n}-2+1<0$.

We thus get a matrix $A$ satisfying the requirements for Theorem 4.2.15 with each inequality satisfied in a strict sense. It is easy to see that since the inequalities are satisfied in a strict sense, if we form $B=A+\epsilon A^{\prime}$ where $\left\|A^{\prime}\right\|_{2}=1$ and $\epsilon$ is sufficiently small then $\operatorname{cond}\left(B B^{*}\right)<36,\|B\|_{2}<6, B$ will still obey the nullspace property with possibly increased parameters $\rho$ and $\tau$ (but still with $\rho<\rho^{\prime}$ and $\tau<7 \sqrt{1+\rho^{\prime}}$ ). Moreover, if we set $y=\delta y^{\prime}$ we note that $\|y\|_{2}=\delta\left\|y^{\prime}\right\|_{2} \leq \delta$.

We define $\iota=(y, U, \delta)$ and note that $\left|M^{\mathrm{BP}}(y, U, \delta)\right| \geq 2$. The conclusion follows by Theorem 4.2.14 with the statement about the breakdown epsilon following from the fact that if $x^{1}, x^{2} \in M_{\text {min }}^{\mathrm{BP}}(\iota)$ then

$$
x^{1}-x^{2}= \pm \delta\left(c_{1} \mathbf{1}_{k} \oplus c_{1} \mathbf{1}_{k} \oplus \mathbf{0}_{k / 2}\right)
$$

and so $\left\|x^{1}-x^{2}\right\|_{2} / 2=\delta c_{1} \sqrt{\frac{k}{2}}>\delta / 2$.
The proof of Theorem 4.3.5 is very similar, making use of a specific choice of parameters in Proposition 5.11.2.

Proof of Theorem 4.3.5. As in the proof of Theorem4.2.15, we make the substitution of $\alpha=1.4, \beta=0.37$ in Proposition 5.11.2. The same calculations as before show us that we get $y, A$ such that

1. $\operatorname{cond}\left(A A^{*}\right)<36$ and $\|A\|_{2}<6$.
2. $A$ obeys the $\ell^{2}$ Robust Nullspace Property of order $s$ with parameters $\rho<$ $\frac{s+1}{2^{\left\lfloor\log _{2}(s)\right\rfloor+2}-s}$ and $\tau<7 \sqrt{1+\rho^{\prime}}$.
3. $y=A x$ for some $s$-sparse $x$ with $\|y\|_{2}<2$, such that

$$
\begin{aligned}
M^{\mathrm{UL}}(y, A, \lambda) & =\operatorname{Conv}\left(c_{1} \mathbf{1}_{k} \oplus \mathbf{0}_{k} \oplus c_{2} \mathbf{1}_{k / 2}, \mathbf{0}_{k} \oplus-c_{1} \mathbf{1}_{k} \oplus c_{2} \mathbf{1}_{k / 2}\right) \\
M_{\min }^{\mathrm{BP}}(y, A) & =\left\{c_{1} \mathbf{1}_{k} \oplus \mathbf{0}_{k} \oplus c_{2} \mathbf{1}_{k / 2}, \mathbf{0}_{k} \oplus-c_{1} \mathbf{1}_{k} \oplus c_{2} \mathbf{1}_{k / 2}\right\}
\end{aligned}
$$

where

$$
c_{1}=\lambda\left(\frac{\alpha}{\gamma}-\alpha^{2}-1\right) \approx 0.8239>0.8
$$

whenever $\beta:=\frac{\lambda \sqrt{k}}{\sqrt{2}}<\gamma(1-\alpha \gamma)^{-1} \approx 0.7676$. Since $\sqrt{2} \times 0.7676 \approx 1.085$ (rounded down), this condition will be satisfied whenever $\lambda<1 / \sqrt{k}$.

We set $\iota=(y, A)$ and note as before that if we consider matrices $B$ which are sufficiently small perturbations of $A$ then $(y, B) \in \Omega$. We then employ Theorem4.3.2, part 1. To get the breakdown epsilon, note that if $x^{1}, x^{2} \in M_{\text {min }}^{\mathrm{UL}}(\iota)$ then

$$
x^{1}-x^{2}= \pm\left(c_{1} \mathbf{1}_{k} \oplus c_{1} \mathbf{1}_{k} \oplus \mathbf{0}_{k / 2}\right)
$$

and so $\left\|x^{1}-x^{2}\right\|_{2} / 2=c_{1} \sqrt{2 k} / 2>\frac{4 \lambda \sqrt{k}}{5 \sqrt{2}}$.

### 5.12 Proof of Theorem 4.3.1

We start by proving the following scaling argument for unconstrained lasso
Lemma 5.12.1. For $y \in \mathbb{R}^{m}, U \in \mathbb{R}^{m \times N}$ and $\lambda>0$, set

$$
M^{U L}(y, U, \lambda):=\arg \min _{x \in \mathbb{R}^{N}}\|U x-y\|_{2}^{2}+\lambda\|x\|_{1}
$$

Then for $\gamma_{1}, \gamma_{2}>0$, we have

$$
M^{U L}\left(\gamma_{1} y, \gamma_{2} A, \lambda\right)=\gamma_{1} \gamma_{2}^{-1} M^{U L}\left(y, A, \gamma_{1}^{-1} \gamma_{2}^{-1} \lambda\right)
$$

Proof. We prove this in two steps, namely, we will show

$$
\begin{align*}
M^{\mathrm{UL}}\left(\gamma_{1} y, \gamma_{2} A, \lambda\right) & =\gamma_{2}^{-1} M^{\mathrm{UL}}\left(\gamma_{1} y, A, \gamma_{2}^{-1} \lambda\right)  \tag{5.12.1}\\
M^{\mathrm{UL}}\left(\gamma_{1} y, A, \gamma_{2}^{-1} \lambda\right) & =\gamma_{1} M^{\mathrm{UL}}\left(y, A, \gamma_{1}^{-1} \gamma_{2}^{-1} \lambda\right) . \tag{5.12.2}
\end{align*}
$$

To see (5.12.1], let $\hat{x} \in \operatorname{argmin}_{x \in \mathbb{R}^{N}}\left\|\gamma_{2} A x-\gamma_{1} y\right\|^{2}+\lambda\|x\|_{1}$. Then for $x \in \mathbb{R}^{N}$ we have

$$
\left\|\gamma_{2} A \hat{x}-\gamma_{1} y\right\|_{2}^{2}+\lambda\|\hat{x}\|_{1} \leq\left\|\gamma_{2} A x-\gamma_{1} y\right\|_{2}^{2}+\lambda\|x\|_{1}
$$

so with $\hat{v}=\gamma_{2} \hat{x}$ and $v=\gamma_{2} x$ we have

$$
\begin{aligned}
\left\|A \hat{v}-\gamma_{1} y\right\|_{2}^{2}+\gamma_{2}^{-1} \lambda\|\hat{v}\|_{1} & =\left\|\gamma_{2} A \hat{x}-\gamma_{1} y\right\|_{2}^{2}+\lambda\|\hat{x}\|_{1} \\
& \leq\left\|\gamma_{2} A x-\gamma_{1} y\right\|_{2}^{2}+\lambda\|x\|_{1}=\left\|A v-\gamma_{1} y\right\|_{2}^{2}+\gamma_{2}^{-1} \lambda\|v\|_{1} .
\end{aligned}
$$

Thus if $\hat{x} \in M^{\mathrm{UL}}\left(\gamma_{1} y, \gamma_{2} A, \lambda\right)$ then $\gamma_{2} \hat{x} \in M^{\mathrm{UL}}\left(\gamma_{1} y, A, \gamma_{2}^{-1} \lambda\right)$. Since the argument is completely reversible we have that if $\gamma_{2} \hat{x} \in M^{\mathrm{UL}}\left(\gamma_{1} y, A, \gamma_{2}^{-1} \lambda\right)$ then $\hat{x} \in$ $M^{\mathrm{UL}}\left(\gamma_{1} y, \gamma_{2} A, \lambda\right)$. The claim follows immediately.

The argument for (5.12.2) is similar. Let $\hat{x} \in \operatorname{argmin}_{x \in \mathbb{R}^{N}}\left\|A x-\gamma_{1} y\right\|^{2}+\gamma_{2}^{-1} \lambda\|x\|_{1}$. Then for $x \in \mathbb{R}^{N}$ we have

$$
\left\|A \hat{x}-\gamma_{1} y\right\|_{2}^{2}+\gamma_{2}^{-1} \lambda\|\hat{x}\|_{1} \leq\left\|A x-\gamma_{1} y\right\|_{2}^{2}+\gamma_{2}^{-1} \lambda\|x\|_{1}
$$

so with $\hat{v}=\gamma_{1}^{-1} \hat{x}$ and $v=\gamma_{1}^{-1} x$ we have

$$
\begin{aligned}
\gamma_{1}^{2}\|A \hat{v}-y\|_{2}^{2}+\gamma_{1} \gamma_{2}^{-1} \lambda\|\hat{v}\|_{1} & =\left\|A \hat{x}-\gamma_{1} y\right\|_{2}^{2}+\gamma_{2}^{-1} \lambda\|\hat{x}\|_{1} \\
& \leq\left\|A x-\gamma_{1} y\right\|_{2}^{2}+\gamma_{2}^{-1} \lambda\|x\|_{1} \\
& =\gamma_{1}^{2}\left\|A v-\gamma_{1} y\right\|_{2}^{2}+\gamma_{1} \gamma_{2}^{-1} \lambda\|v\|_{1} .
\end{aligned}
$$

Therefore (dividing by $\gamma_{1}^{2}$ )

$$
\|A \hat{v}-y\|_{2}^{2}+\gamma_{1}^{-1} \gamma_{2}^{-1} \lambda\|\hat{v}\|_{1} \leq\left\|A v-\gamma_{1} y\right\|_{2}^{2}+\gamma_{1}^{-1} \gamma_{2}^{-1} \lambda\|v\|_{1} .
$$

Thus if $\hat{x} \in M^{\mathrm{UL}}\left(\gamma_{1} y, A, \gamma_{2}^{-1} \lambda\right)$ then $\gamma_{1}^{-1} \hat{x} \in M^{\mathrm{UL}}\left(y, A, \gamma_{1}^{-1} \gamma_{2}^{-1} \lambda\right)$. Since the argument is completely reversible we have that if $\gamma_{1}^{-1} \hat{x} \in M^{\mathrm{UL}}\left(y, A, \gamma_{1}^{-1} \gamma_{2}^{-1} \lambda\right)$ then $\hat{x} \in M^{\mathrm{UL}}\left(\gamma_{1} y, A, \gamma_{2}^{-1} \lambda\right)$. The claim follows immediately.

Lemma 5.12.2. Fix $\tau \in(0,1), \lambda \in(0,2)$ and $\alpha, \beta, y>0$ such that $\alpha \vee \beta \geq \lambda / 2$ and $1 \geq \alpha \tau \vee \beta \tau$. Set $U=\left(\begin{array}{ll}\alpha & \beta\end{array}\right)$. Let $\Xi_{\mathrm{CL}}, \Xi_{\mathrm{UL}}$ denote the problem functions for constrained lasso and unconstrained lasso respectively. We have

$$
\Xi_{\mathrm{CL}}(1, U)=\left\{\begin{array}{ll}
\tau e_{1} & \text { if } \alpha>\beta  \tag{5.12.3}\\
\tau e_{2} & \text { if } \beta>\alpha
\end{array}, \quad \Xi_{\mathrm{UL}}(1, U)= \begin{cases}\frac{2 \alpha-\lambda}{2 \alpha^{2}} e_{1} & \text { if } \alpha>\beta \\
\frac{2 \beta-\lambda}{2 \beta^{2}} e_{2} & \text { if } \beta>\alpha .\end{cases}\right.
$$

Moreover, for $\alpha=\beta$ we have

$$
\begin{aligned}
& \Xi_{\mathrm{CL}}(1, U)=\operatorname{Conv}\left(\tau e_{1}, \tau e_{2}\right) \\
& \Xi_{\mathrm{UL}}(1, U) \supseteq\left\{\left(\frac{2 \alpha-\lambda}{2 \alpha^{2}}\right) e_{1},\left(\frac{2 \alpha-\lambda}{2 \alpha^{2}}\right) e_{2}\right\} .
\end{aligned}
$$

Proof. We start with constrained lasso. As in the proof of Lemma 5.5.1, we consider the case $\alpha>\beta$, noting that the argument for $\beta>\alpha$ is identical. We have for $x \in \mathbb{R}^{2}$ with $\|x\|_{1} \leq \tau$,

$$
y-\left(\alpha x_{1}+\beta x_{2}\right) \geq y-\left(\alpha\left|x_{1}\right|+\beta\left|x_{2}\right|\right) \geq y-\alpha\left(\left|x_{1}\right|+\left|x_{2}\right|\right) \geq y-\alpha \tau
$$

with equality if and only if $\left|x_{2}\right|=0$ and $x_{1}=\tau$. Moreover, since $y \geq \alpha \tau$, we have

$$
0<y-\alpha \tau \leq y-\left(\alpha x_{1}+\beta x_{2}\right)=\left|y-\left(\alpha x_{1}+\beta x_{2}\right)\right|=\|U x-y\|_{2} .
$$

Thus over $x \in \mathbb{R}^{2}$ with $\|x\|_{1} \leq \tau,\|U x-y\|_{2}$ is minimised exactly when $x=\tau e_{1}$.
To see the result for $\alpha=\beta$, we work similarly: now if $\|x\|_{1} \leq \tau$ we have $y-\left(\alpha x_{1}+\right.$ $\left.\beta x_{2}\right) \geq y-\alpha \tau>0$. As before, we get that $\|U x-y\|_{2} \geq y-\alpha \tau$ with equality iff $x_{1}, x_{2}$ are non-negative and $\|x\|_{1}=\tau$ and this gives exactly the claimed formula for the minimisers.

Finally, we prove the result for unconstrained lasso. This proof is somewhat more involved than for the other computational problems. We start by considering the problem for $y=1, \alpha=1$ and $\beta=(1-\epsilon)$ for some positive $\epsilon<1$. Our aim will be to prove that for such an input $(y, U)$ that the minimiser is $(1-\lambda / 2) e_{1}$ provided $\lambda \leq 2$. We will then transform the problem to obtain the result for general $U$.

Suppose that $(1-\lambda / 2) e_{1}$ is not the unique minimiser: then there is an $\tilde{x}=$ $\left(x_{1}, x_{2}\right)^{T} \neq(1-\lambda / 2) e_{1}$ such that the $\tilde{x}$ is a solution of $\operatorname{argmin}\|U x-1\|_{2}^{2}+\lambda\|x\|_{1}$. Set $F_{\epsilon}(a, b):=(a+(1-\epsilon) b-1)^{2}+\lambda(|a|+|b|)$, so that $\left\|U(a, b)^{T}-1\right\|_{2}^{2}+\lambda\left\|(a, b)^{T}\right\|_{1}=F_{\epsilon}(a, b)$.

We now analyse $F_{\epsilon}$. Firstly, for $F_{\epsilon}\left(\left(x_{1}, x_{2}\right)\right) \leq F_{\epsilon}(0,1-\lambda / 2)=\lambda(1-\lambda / 4)$ we must have $\lambda\left|x_{1}\right|+\left|x_{2}\right| \leq \lambda(1-\lambda / 4)<\lambda$. Thus $x_{1}+(1-\epsilon) x_{2}-1 \leq\left|x_{1}\right|+(1-\epsilon)\left|x_{2}\right|-1<0$ with the first inequality an inequality iff $\left|x_{1}\right|=x_{1}$ and $\left|x_{2}\right|=x_{2}$. Therefore $F_{\epsilon}\left(x_{1}, x_{2}\right) \geq$ $F_{\epsilon}\left(\left|x_{1}\right|,\left|x_{2}\right|\right)$ with equality iff $\left|x_{1}\right|,\left|x_{2}\right| \geq 0$. Thus to minimise $F_{\epsilon}\left(x_{1}, x_{2}\right)$ the entries $x_{1}$ and $x_{2}$ must be non-negative. We can then set $x_{1}+x_{2}=\alpha$ with $\alpha<1$ to obtain $F_{\epsilon}\left(\left(x_{1}, x_{2}\right)\right)=\left(\alpha-\epsilon x_{2}-1\right)^{2}+\lambda \alpha \geq(\alpha-1)^{2}+\lambda \alpha$ with equality iff $x_{2}=0$. We conclude that $x_{2}=0$ and $x_{1}$ is non-negative. Finally, it is easy to see that minimisers of $(\alpha-1)^{2}+\lambda \alpha$ for non-negative $\alpha$ occur when $\alpha=1-\lambda / 2$. Therefore $x_{1}=1-\lambda / 2$ and $x_{2}=0$. Thus $\tilde{x}=(1-\lambda / 2) e_{1}$, which contradicts the erroneous original assumption that $\tilde{x} \neq(1-\lambda / 2) e_{1}$.

Now we consider the more general case for $\alpha, \beta$ not necessarily equal to 1 . The aim will be to transform this new lasso problem into the original one.

We prove the result only for $\alpha>\beta$ : the other case $\beta>\alpha$ follows by symmetry. Write $A=\alpha\left(\begin{array}{ll}1 & \beta \alpha^{-1}\end{array}\right)$. Since $\alpha>\beta$ and both $\alpha, \beta$ are positive we can write $\beta \alpha^{-1}=$
$(1-\epsilon)$ for some $\epsilon \in(0,1)$. Thus $\alpha A=\left(\begin{array}{ll}1 & 1-\epsilon\end{array}\right)$ for some $\epsilon \in(0,1)$. By Lemma


The result for $\alpha>\beta$ follows from the argument above that because $\alpha^{-1} \lambda \leq 2$, the unique solution to $M^{\mathrm{UL}}\left(y,(1 \quad 1-\epsilon), \alpha^{-1} \lambda\right)$ is $\left(1-\alpha^{-1} \lambda / 2\right) e_{1}$.

It remains to show that both $c e_{1}$ and $c e_{2}$ are minimisers when $\alpha=\beta$, where $c=\frac{2 \alpha-\lambda}{2 \alpha^{2}}$. Again, it will suffice to show the first of these two statements, since the proof is analogous for the second. Let $u \in \mathbb{R}^{N}$. For positive $\beta^{\prime}<\beta$, set $U^{\prime}=$ $U^{\prime}\left(\beta^{\prime}\right)=\left(\begin{array}{ll}\alpha & \beta^{\prime}\end{array}\right)$. Since $c e_{1}$ is the minimiser to $M^{\mathrm{UL}}(1, U, \lambda)$ by 5.12.3), we see that $\left\|U^{\prime} u-y^{1}\right\|^{2}+\lambda\|u\|_{1} \geq\left\|U^{\prime} c e_{1}-y^{1}\right\|^{2}+\lambda c\left\|e_{1}\right\|_{1}$. Noting that $\|\cdot-y\|_{2}^{2}$ is continuous and that $U^{\prime} \rightarrow U$ as $\beta^{\prime} \uparrow \beta$, we have $\left\|U u-y^{1}\right\|^{2}+\lambda\|u\|_{1} \geq\left\|U c e_{1}-y^{1}\right\|^{2}+\lambda\left\|c e_{1}\right\|_{1}$. Since $u$ was arbitrary we conclude that $c e_{1}$ is indeed a minimiser. As previously stated, the second statement that $\mathrm{Ce}_{2}$ is a minimiser is analogous by instead considering positive $\alpha^{\prime}<\alpha$, defining $U^{\prime}$ instead to be $U^{\prime}=\left(\begin{array}{ll}\alpha^{\prime} & \beta\end{array}\right)$ and sending $\alpha^{\prime} \uparrow \alpha$.
Proof of Theorem 4.3.1. For both parts, we will use the same proof as the one in Theorem 4.1.3. Since the proofs are mostly identical with the exception of the discussion on condition numbers, we only list the changes necessary in this new setting.

Part (i) Instead of appealing to Lemma 5.5.1, we now use Lemma 5.12.2. We will now have $S^{1}:=\Xi\left(\iota_{n}^{1}\right)=\left\{(1-\lambda / 2) e_{2}\right\}, S^{2}:=\Xi\left(\iota_{n}^{2}\right)=\left\{(1-\lambda / 2) e_{1}\right\}$. This changes $\kappa$ to $\kappa=\frac{2-\lambda}{\sqrt{2}}$.

For $\iota \in \Omega$. The bound on $\|\iota\|$ is identical, and $C_{\mathrm{FP}}$ is not relevant for the lasso problems. Our argument for cond $\left(\Xi_{\mathrm{UL}}\right)$ is similar to the proof of Theorem 4.1.3. Again, we see that if $\hat{\iota}=(\hat{y}, \hat{A})$ is such that $\iota+\hat{\iota} \in \tilde{\Omega}_{\nu}$ then $\hat{y}=0$. We consider two cases: $\iota=\iota_{n}^{1}$, and $\iota=\iota^{0}$. We set $\hat{\iota}=(\hat{y}, \hat{A})$ and $\iota=(y, A)$. As before, if $\epsilon$ is sufficiently small, if $\|\hat{A}\|_{2} \leq \epsilon$ then $(A+\hat{A})_{1,1}<(A+\hat{A})_{1,2}$. Additionally, once again choosing sufficiently small $\epsilon>0$, we get $\left(\hat{A}_{1,1}+1\right) \geq \lambda / 2$ since $\lambda<2$. For such $\hat{\iota}$, we have by Lemma 5.12.2 that $\Xi_{\mathrm{UL}}(\iota+\hat{\iota})=(2 \beta-\lambda) /\left(2 \beta^{2}\right)$ where $\beta=1+\hat{A}_{1,2}$ and $\Xi_{\mathrm{UL}}(\iota)=(2-\lambda) / 2 e_{2}$.

Thus

$$
\begin{aligned}
\operatorname{dist}\left(\Xi_{\mathrm{UL}}(\iota+\hat{\imath}), \Xi_{\mathrm{UL}}(\iota)\right)=\left|\frac{2 \beta-\lambda}{2 \beta^{2}}-\frac{2-\lambda}{2}\right| & =\left|\frac{2 \beta(1-\beta)-\lambda\left(1-\beta^{2}\right)}{2 \beta^{2}}\right| \\
& \leq\left|\frac{\epsilon[2 \beta-\lambda(1+\beta)]}{2 \beta^{2}}\right|
\end{aligned}
$$

and we conclude that for such $\iota$ (since $\beta \rightarrow 1$ as $\epsilon \downarrow 0$ ),

$$
\lim _{\epsilon \downarrow 0} \sup _{\iota+\hat{\iota} \in \bar{\Omega}, 0<\|\hat{\imath}\| \leq \epsilon} \frac{\operatorname{dist}\left(\Xi_{\mathrm{LP}}(\iota+\hat{\iota}), \Xi_{\mathrm{LP}}(\iota)\right)}{\|\hat{\imath}\|} \leq 1-\lambda
$$

and the same argument shows that the same result if $\iota=\iota_{n}^{2}$ for some $n$.
The last case to consider is $\iota=\iota^{0}$. This argument is identical to Theorem 4.1.3, except that as above we have that $(A+\hat{A})_{1,1} \vee(A+\hat{A})_{1,2} \geq \lambda / 2$ for $\hat{A}$ sufficiently small since $A_{1,1}, A_{1,2}=1$ and $\lambda<2$. We conclude as above $\operatorname{Cond}(\Xi) \leq 1-\lambda$.

Part (ii) We will now have $\Xi\left(\iota_{n}^{1}\right)=\left\{\tau e_{2}\right\}=S^{1}, \Xi\left(\iota_{n}^{2}\right)=\left\{\tau e_{1}\right\}=S^{2}$. This changes $\kappa$ to $\kappa=\sqrt{2} \tau$. The argument for condition is as in part (i) except that now the result
that $(A+\hat{A}) \vee(A+\hat{A})_{1,2} \geq \lambda / 2$ for sufficiently small $\hat{A}$ is replaced by the argument that $(A+\hat{A})_{1,1} \tau \vee(A+\hat{A})_{1,2} \tau \leq 1$ since $A_{1,1}, A_{1,2} \leq 1$ and $\tau<1$. Additionally, we now get that $\Xi_{\mathrm{CL}}(\iota+\hat{\iota})=\Xi_{\mathrm{CL}}(\iota)=\tau e_{1}$ or $\Xi_{\mathrm{CL}}(\iota+\hat{\iota})=\Xi_{\mathrm{CL}}(\iota)=\tau e_{2}$ depending on the choice of $\iota$ provided that $\hat{\iota}$ is sufficiently small. The conclusion then becomes that $\operatorname{cond}\left(\Xi_{\mathrm{CL}}\right)=0$, which completes the proof of the boundedness of each of the condition numbers.

### 5.13 Proof of Theorem 4.3.2

We prove the two parts separately. First we show the negative result for unconstrained lasso:

Theorem 4.3.2, part 1. As with the proof of Theorem 4.2.14, the strategy and wording is almost verbatim the same as the proof of Theorem 4.2.3. This time, we replace every mention of the input ( $y, U+U E_{n}^{j}$ ) with $\left(y, U+U E_{n}^{j}, \lambda\right)$ and every mention of $(y, U)$ with $(y, U, \lambda)$ in the proof of Theorem 4.2.3. The proof of Theorem 4.3.2, part 1 is otherwise identical to the proof of Theorem 4.2.3.

Next, we prove the positive result for constrained lasso.
Theorem 4.3.2. part国 We choose the primary set $\Omega$ to be all $\left(y, U^{\prime}, \tau\right)$ of the form $y=1, U^{\prime}=\left(\begin{array}{ll}a & b\end{array}\right), \tau=3$ where $a \in(1 / 2,1+1 / 2)$ and $b \in(-1 / 2,1 / 2)$. Set $U=$ $\left(\begin{array}{ll}1 & 0\end{array}\right)$ and $\iota=(1, U, 3)$. Next, we prove that each of Properties (a) to (c) hold for this choice of $\Omega$. For (a), we note that if $x=(1, \alpha)^{T}$ with $\alpha \in[0,2], U x=y$ and $\|x\|_{1}=1+\alpha \leq 3$. Therefore there are infinitely many distinct minimisers of the optimisation problem. To see that (b) is true, note that if $D$ is a negative semidefinite diagonal matrix with $D<1 / 2, U+U D=(1+\beta, 0)$ where $\beta$ is some number in $\left[0, \frac{1}{2}\right)$. Thus $(1, U+U D, 3) \in \Omega_{4}$. To establish (c) and show that $\left\{\Xi_{4}, \Omega_{4}, \mathcal{M}_{4}, \Lambda_{4}\right\} \in \Delta_{1}^{A}$, note that for any input $\iota^{\prime}=\left(1, U^{\prime}, 3\right)$ with $U^{\prime}=\left(\begin{array}{ll}a & b\end{array}\right)$ and $a \in(1 / 2,1+1 / 2)$, the vector $x^{\prime}=(1 / a, 0)^{T} \in \Xi_{4}(I)$ is a solution, since $\left\|x^{\prime}\right\|_{1} \leq 2$ and $U^{\prime} x^{\prime}=1$. We will produce a family of algorithms $\Gamma^{n}$ such that given any $\Delta_{1}$ information on $\iota^{\prime}$, $\left\|\Gamma^{n}\left(\iota^{\prime}\right)-x^{\prime}\right\|_{2} \leq 2^{-n}$. To construct $\Gamma^{n}$, we read the first entry of $U$ to precision $\hat{\epsilon} \geq 0$, where $\hat{\epsilon} \leq \min \left(3 \cdot 2^{-n-3}, 1 / 4\right)$. This gives us a number $\hat{a}$, and we output the vector $(1 / \hat{a}, 0)^{T}$, which can be done with one arithmetic operation. It is clear that $\Gamma^{n}$ has bounded minimum runtime from $T\left(\Gamma^{n}, 2^{-n}\right)<\log _{2}\left(3 * 2^{-n-3}\right) \leq n-2<\infty$. Finally,

$$
\left\|(1 / \hat{a}, 0)^{T}-x^{\prime}\right\|_{2}=\frac{|\hat{a}-a|}{|a \hat{a}|} \leq \frac{\hat{\epsilon}}{|a(a+\hat{\epsilon})|} \leq \frac{2 \hat{\epsilon}}{\left|3 a^{2}\right|} \leq \frac{8 \hat{\epsilon}}{3} \leq 2^{-n} .
$$

### 5.14 Proof of Theorem 4.3.4

The proof of Theorem 4.3 .4 will make use of Lemma 5.12.2.

Proof of Theorem 4.3.4. We choose $\mathbb{P}_{M}$ so that a random $\mathbb{P}_{M}$ matrix is such that both entries are distributed according to the uniform distribution on $\left(1,1+4^{-M-2}\right)$. It is clear that such a probability measure is absolutely continuous with respect to the lebesgue measure since it has a density function. Moreover with probability 1 the entries of a $\mathbb{P}_{M}$ matrix are bounded by $1+4^{-M-2}<2$. Next, we choose $y=1$. For a given $\Omega$, we denote the set of all $U \in \mathbb{R}_{\|\cdot\| \|_{\max } \leq 2}^{1 \times 2}$ such that $(y, U, \lambda) \in \Omega$ by $S$. We assume that $S$ is lebesgue measurable - if not 2 holds trivially. There are three cases to consider:
(a) For all $U \in S, U_{1,1} \geq U_{1,2}$
(b) For all $U \in S, U_{1,1}<U_{1,2}$
(c) There exist $U^{1} \in S$ and $U^{2} \in S$ such that $U_{1,1}^{1}>U_{1,2}^{1}$ and $U_{1,1}^{2}<U_{2,2}^{2}$.

For either case (a) or case (b), we will claim that $\mathbb{P}_{M}(S) \leq 1 / 2$. Let us start with case (a). Let $S^{+}$be the set of all $U \in \mathbb{R}_{\|\cdot\| \|_{\max } \leq 2}^{1 \times 2}$ with $U_{1,1} \geq U_{1,2}$. It is clear that $S \subseteq S^{+}$. Additionally, $\mathbb{P}_{M}\left(S^{+}\right)=1 / 2$ since

$$
\begin{aligned}
\mathbb{P}_{M}\left(S^{+}\right) & =4^{2 M+4} \int_{1}^{1+4^{-M-2}} \int_{x_{2}}^{1+4^{-M-2}} d \mathcal{L}\left(x_{1}\right) d \mathcal{L}\left(x_{2}\right) \\
& =4^{2 M+2} \int_{1}^{1+4^{-M-2}}\left(1+4^{-M-2}-x_{2}\right) d \mathcal{L}\left(x_{2}\right)=\frac{1}{2}
\end{aligned}
$$

Thus $\mathbb{P}_{M}(S) \leq 1 / 2$. The argument for (b) is the same with $S^{+}$replaced by the set $S^{-}$ (defined to be the set of all $U$ such that $U_{1,1}<U_{1,2}$ ). Therefore for either case (a) or (b) we have $\mathbb{P}_{M}(S) \leq 1 / 2$ and therefore 2 holds.

The only remaining case is (c). For $N=M+2$ and $n \leq N$, we set $\iota_{n}^{1}=$ $\left(1, U^{1}, \lambda\right), \iota_{n}^{2}=\left(1, U^{2}, \lambda\right)$ with an aim to using Proposition 2.9.1 part (i). We need to show that Proposition 2.9.1 (a) and (b) hold.

## Proposition 2.9.1 condition (a)

We use Lemma 5.12.2 By the distribution of $U$ we can assume that $U_{1,1}^{1}, U_{1,2}^{1}, U_{1,1}^{2}, U_{2,2}^{2} \in\left[1,1+4^{-M-2}\right]$. An application of Lemma 5.12 .2 tells us that

$$
\Xi\left(\iota_{n}^{1}\right)=\frac{2 U_{1,1}^{1}-\lambda}{2\left(U_{1,1}^{1}\right)^{2}} e_{1}, \quad \Xi\left(\iota_{n}^{1}\right)=\frac{2 U_{1,2}^{2}-\lambda}{2\left(U_{1,2}^{2}\right)^{2}} e_{2}
$$

Let us examine the function $f(x)=(2 x-\lambda) /\left(2 x^{2}\right)$. Our task will to be to find a lower bound for $f$ on the interval $[1,2]$ for $\lambda \in(0,2)$. Note that since $f$ is continuous on $[1,2]$ and differentiable everywhere in $[1,2]$ either $f$ attains its minimum on $[1,2]$ at some point $\tilde{x}$ with $f^{\prime}(\tilde{x})=0$ or $f$ attains its minimum on the boundary (i.e. either at 0 or at 1).

We have $f^{\prime}(x)=-1 / x^{2}+\lambda / x^{3}$. Thus $f$ attains its critical point at $x=\lambda$ and a simple calculation shows that $f(\lambda)=(2 \lambda)^{-1}$. On the other hand, at the boundary point $x=1$ we have $f(x)=1-\lambda / 2$ and at the boundary point $x=2$ we have $f(x)=1-\lambda / 4$. Clearly for $\lambda \in(0,2), 1-\lambda / 2<1-\lambda / 4$.

Furthermore, we claim that $1-\lambda / 2 \leq(2 \lambda)^{-1}$. Indeed, suppose otherwise. Then $2 \lambda-\lambda^{2}>1$ and so $0>\lambda^{2}-2 \lambda+1=(\lambda-1)^{2}$. This is a clear contradiction. Thus for $x \in[1,2]$ we have that $f(x) \geq 1-\lambda / 2$.

Therefore if we define $S^{1}=\left\{t e_{1} \mid t \in[1-\lambda / 2, \infty)\right\}$ and $S^{2}=\left\{t e_{2} \mid t \in[1-\right.$ $\lambda / 2, \infty)\}$ then $\Xi\left(\iota_{n}^{1}\right) \subseteq S^{1}$ and $\Xi\left(\iota_{n}^{2}\right) \subseteq S^{2}$. Moreover, with $\kappa=(1-\lambda / 2) \sqrt{2}$ we have $\inf _{x_{1} \in S^{1}, x_{2} \in S^{2}} d_{\mathcal{M}}\left(x_{1}, x_{2}\right) \geq \kappa$. This concludes the proof that Proposition 2.9.1 condition (a) holds.

## Proposition 2.9.1 condition (b)

This part of the proof is fairly straightforward. Let $f \in \Lambda$ and $i \in\{1,2\}$. By the assumption that $U_{1,1}^{1}, U_{1,2}^{1}, U_{1,1}^{2}, U_{2,2}^{2} \in\left[1,1+4^{-M-2}\right]$, if $f: \Omega \rightarrow \mathbb{R}$ is such that for each $\iota=(y, U, \lambda) \in \Omega$ we have $f(\iota)=U_{j, k}$ set $c_{f}=1$. Then $f\left(\iota_{n}^{i}\right)-c_{f} \in\left[0,4^{-M-2}\right]$. Hence $\left|f\left(\iota_{n}^{i}\right)-c_{f}\right| \leq 1 / 4^{N} \leq 1 / 4^{n}$. If instead $f(\iota)=y=1$ we set $c_{f}=1$ and so $\left|f\left(\iota_{n}^{i}\right)-c_{f}\right|=0$. Finally, if $f(\iota)=\lambda$ we set $c_{f}=\lambda$ and again see that $\left|f\left(\iota_{n}^{i}\right)-c_{f}\right|=0$. We have thus shown that Proposition 2.9.1 condition (b) holds.

Since we have now shown both of the requirements for Proposition 2.9.1 the result follows immediately.

### 5.15 Proof of Theorem 4.3.7

Our argument will be split into three main ideas. Firstly, we need to approximate the modulus of continuity for lasso. Next, we need to establish stopping criteria for primal convergent algorithms so that we can get an approximate solution on perturbed input data. Finally, we need to combine these points to obtain the $\Delta_{1}^{A}$ family of algorithms.

Proposition 5.15.1. Let $A \in \mathbb{R}^{m \times N}$ and $S \subseteq\{1,2, \ldots N\}$. Suppose that $y=A \xi$ where $\xi \in \mathbb{R}^{m \times N}$ has $\operatorname{supp}(\xi) \subseteq S$. Let $v \in M^{U L}(y, A, \lambda)$. We assume that the matrix A satisfies the following conditions:
(i) $\left\|A_{S^{c}}^{*} A_{S}\left(A_{S}^{*} A_{S}\right)^{-1} \operatorname{sgn}\left(v_{S}\right)\right\|_{\infty}<1-\alpha_{1}$ for some fixed $\alpha_{1}>0$.
(ii) $\min \left(\operatorname{Spec}\left(A_{S}^{*} A_{S}\right)\right) \geq \alpha_{2}$ for some fixed $\alpha_{2}>0$, where $\operatorname{Spec}$ denotes the spectrum of a matrix.

Fix $h_{1}, h_{2}$ and $h_{3}$ with $h_{1}, h_{2}, h_{3} \geq 0$. If $\tilde{y}$ and $\tilde{A}$ are such that $\|A-\tilde{A}\|_{2} \leq h_{1}\|y-\tilde{y}\|_{2} \leq$ $h_{2}$ and the vector $w$ satisfies $\|\tilde{A}(v+w)-\tilde{y}\|_{2}^{2}+\lambda\|v+w\|_{1} \leq h_{3}+\min _{x \in \mathbb{R}^{N}}\|\tilde{A} x-\tilde{y}\|_{2}^{2}+$ $\lambda\|x\|_{1}$ then

$$
\|w\|_{2} \leq \alpha_{2}^{-1 / 2}\left(\sqrt{\gamma_{4}+\|A\|_{2}^{2}\left(\lambda \alpha_{1}\right)^{-2}\left(\gamma_{4}\right)^{2}}+\|A\|_{2}\left(\lambda \alpha_{1}\right)^{-1} \gamma_{4}\right)+\left(\lambda \alpha_{1}\right)^{-1} \gamma_{4}
$$

where we have

$$
\begin{aligned}
\gamma_{1} & :=\lambda^{-1}\left(h_{3}+\left(h_{1}\|\xi\|_{2}+h_{2}\right)^{2}+\lambda\|\xi\|_{1}\right) \\
\gamma_{2} & :=2 \gamma_{1}\left(h_{2}\|A\|_{2}+h_{1}\left(\|A\|_{2} \gamma_{1}+\|A\|_{2}\|\xi\|_{2}+h_{2}\right)\right) \\
\gamma_{3} & :=2\|A\|_{2}\left(\|\xi\|_{1}+\|\xi\|_{2}\right)\left(h_{1}\|\xi\|_{1}+h_{2}\right)+\left(h_{1}\|\xi\|_{1}+h_{2}\right)^{2} \\
\gamma_{4} & :=\gamma_{2}+\gamma_{3}+h_{3} .
\end{aligned}
$$

Proof. We will estimate $\left\|w_{S}\right\|_{2}$ and $\left\|w_{S^{c}}\right\|_{2}$, where the key to estimating the former is through bounding $\left\|A_{S} w_{S}\right\|_{2}$, as assumption (ii) then easily can be applied. To obtain the estimates we first need the following claim.

Claim: We claim that $\|A w\|_{2}^{2}+\lambda \alpha_{1}\left\|w_{S^{c}}\right\|_{1} \leq \gamma_{4}$. Note that if the claim holds we have that $\left\|w_{S^{c}}\right\|_{2} \leq\left\|w_{S^{c}}\right\|_{1} \leq\left(\lambda \alpha_{1}\right)^{-1}\left(\gamma_{4}\right)$ and $\|A w\|_{2}^{2} \leq \gamma_{4}$. Consequently

$$
\begin{aligned}
\gamma_{4} & \geq\left\|A_{S} w_{S}\right\|_{2}^{2}+2\left\langle A_{S} w_{S}, A_{S^{c}} w_{S^{c}}\right\rangle+\left\|A_{S^{c}} w_{S^{c}}\right\|_{2}^{2} \\
& \geq\left\|A_{S} w_{S}\right\|_{2}^{2}-2\left\|A_{S} w_{S}\right\|_{2}\|A\|_{2}\left(\lambda \alpha_{1}\right)^{-1}\left(\gamma_{4}\right) \\
& \geq\left(\left\|A_{S} w_{S}\right\|_{2}-\|A\|_{2}\left(\lambda \alpha_{1}\right)^{-1}\left(\gamma_{4}\right)\right)^{2}-\|A\|_{2}^{2}\left(\lambda \alpha_{1}\right)^{-2}\left(\gamma_{4}\right)^{2}
\end{aligned}
$$

so that $\sqrt{\gamma_{4}+\|A\|_{2}^{2}\left(\lambda \alpha_{1}\right)^{-2}\left(\gamma_{4}\right)^{2}}+\|A\|_{2}\left(\lambda \alpha_{1}\right)^{-1} \gamma_{4} \geq\left\|A_{S} w_{S}\right\|_{2}$. Now from assumption (ii) on $A$, we have $\left\|A_{S} w_{S}\right\|_{2}^{2} \geq \alpha_{2}\left\|w_{S}\right\|_{2}^{2}$. The result follows by observing that $\|w\|_{2} \leq$ $\left\|w_{S}\right\|_{2}+\left\|w_{S^{c}}\right\|_{2}$.

Hence, to complete the proof we only need to prove the claim. The conditions on $A$ imply that $\operatorname{supp}(v) \subseteq S$ (this is proven in 123 as a combination of Lemma 2 and Lemma 3). Thus (since $v=M^{\mathrm{UL}}(y, A, \lambda)$ ) we have $2 A_{S}^{*}(A v-y)+\lambda \operatorname{sgn}\left(v_{S}\right)=0$. Since $y=A \xi$, and $\xi$ has support $S$, this implies that $2(v-\xi)=-\lambda\left(A_{S}^{*} A_{S}\right)^{-1} \operatorname{sgn}\left(v_{S}\right)$, so that $2 A v-y=-\lambda A_{S}\left(A_{S}^{*} A_{S}\right)^{-1} \operatorname{sgn}\left(v_{S}\right)$. We thus have

$$
\begin{align*}
2\langle A w, A v-y\rangle & =2\left(\left\langle A_{S} w_{S}, A v-y\right\rangle+\left\langle A_{S^{c}} w_{S^{c}}, A v-y\right\rangle\right) \\
& =-\lambda\left(\left\langle w_{S}, \operatorname{sgn}\left(v_{S}\right)\right\rangle+\left\langle w_{S^{c}}, A_{S^{c}}^{*} A_{S}\left(A_{S}^{*} A_{S}\right)^{-1} \operatorname{sgn}\left(v_{S}\right)\right\rangle\right) \\
& \geq-\lambda\left\langle w_{S}, \operatorname{sgn}\left(v_{S}\right)\right\rangle+\lambda(\alpha-1)\left\|w_{S^{c}}\right\|_{1} \tag{5.15.1}
\end{align*}
$$

To simplify the expressions we will throughout the argument use, for $T \in \mathbb{R}^{m \times N}$, $\eta_{1} \in \mathbb{R}^{N}$ and $\eta_{2} \in \mathbb{R}^{m}, \Psi\left(T, \eta_{1}, \eta_{2}\right)=\left\|T \eta_{1}-\eta_{2}\right\|_{2}^{2}$. We will now obtain a simple bound on $\|v+w\|_{1}$ (and thus $\|v+w\|_{2}$ ). Let $\eta=v+w$. We must have

$$
\begin{aligned}
\lambda\|\eta\|_{1} & \leq h_{3}+\Psi(\tilde{A}, \xi, \tilde{y})+\lambda\|\xi\|_{1} \leq h_{3}+\Psi(\tilde{A}-A, \xi, \tilde{y}-y)+\lambda\|\xi\|_{1} \\
& \leq h_{3}+\left(h_{1}\|\xi\|_{2}+h_{2}\right)^{2}+\lambda\|\xi\|_{1}
\end{aligned}
$$

so that $\|\eta\|_{2},\|\eta\|_{1} \leq \gamma_{1}$. Similarly, $\lambda\|v\|_{1} \leq \Psi(A, \xi, y)+\lambda\|\xi\|_{1}=\lambda\|\xi\|_{1}$. Next, we must have

$$
\begin{equation*}
\Psi(\tilde{A}, \eta, \tilde{y})+\lambda\|\eta\|_{1} \leq h_{3}+\Psi(\tilde{A}, v, \tilde{y})+\lambda\|v\|_{1} . \tag{5.15.2}
\end{equation*}
$$

Working with the left hand side of 5.15.2), we must have $\Psi(\tilde{A}, \eta, \tilde{y})=\Psi(A, \eta, \tilde{y})+$ $2\langle(\tilde{A}-A) \eta, A \eta-\tilde{y}\rangle+\Psi(\tilde{A}-A, \eta, 0)$. By some manipulation we get

$$
\begin{align*}
2\langle(\tilde{A}-A) \eta, A \eta-\tilde{y}\rangle+\Psi(\tilde{A}-A, \eta, 0) & \geq-2 h_{1}\|\eta\|_{2}\|A \eta-\tilde{y}\|_{2} \\
& \geq-2 \gamma_{1} h_{1}\left(\|A\|_{2} \gamma_{1}+\|A\|_{2}\|\xi\|_{2}+h_{2}\right)=-\gamma_{2} \tag{5.15.3}
\end{align*}
$$

Similarly, the right hand side of (5.15.2) can be controlled as follows: $\Psi(\tilde{A}, v, \tilde{y})=$

$$
\begin{align*}
& \Psi(A, v, y)+2\langle(\tilde{A}-A) v+y-\tilde{y}, A v-y\rangle+\Psi(\tilde{A}-A), v, \tilde{y}-y) . \text { Moreover, } \\
&2\langle(\tilde{A}-A) v+y-\tilde{y}, A v-y\rangle+\Psi(\tilde{A}-A), v, y-\tilde{y}) \\
& \leq 2\|A v-y\|_{2}\left(h_{1}\|v\|_{2}+h_{2}\right)+\left(h_{1}\|v\|_{2}+h_{2}\right)^{2} \\
& \leq 2\|A\|_{2}\left(\|v\|_{2}+\|\xi\|_{2}\right)\left(h_{1}\|v\|_{2}+h_{2}\right)+\left(h_{1}\|v\|_{2}+h_{2}\right)^{2}  \tag{5.15.4}\\
& \leq 2\|A\|_{2}\left(\|\xi\|_{1}+\|\xi\|_{2}\right)\left(h_{1}\|\xi\|_{1}+h_{2}\right)+\left(h_{1}\|\xi\|_{1}+h_{2}\right)^{2}=\gamma_{3} .
\end{align*}
$$

where in the last line we bound $\|v\|_{2}$ by

$$
\lambda\|v\|_{2} \leq \lambda\|v\|_{1}+\|A v-y\|_{2}^{2} \leq \lambda\|\xi\|_{1}+\|A \xi-y\|_{2}^{2}=\lambda\|\xi\|_{1}
$$

Substituting these calculations using (5.15.3) and (5.15.4 into (5.15.2) yields

$$
\begin{equation*}
\lambda\|\eta\|_{1}+\Psi(A, \eta, y) \leq \lambda\|v\|_{1}+\Psi(A, v, y)+\gamma_{3}+\gamma_{2}+h_{3}=\lambda\|v\|_{1}+\Psi(A, v, y)+\gamma_{4} . \tag{5.15.5}
\end{equation*}
$$

Now using 5.15.1 $\Psi(A, \eta, y)-\Psi(A, v, y)=\|A w\|_{2}^{2}+2\langle A w, A v-y\rangle \geq\|A w\|_{2}^{2}-$ $\lambda\left\langle w_{S}, \operatorname{sgn}\left(v_{S}\right)\right\rangle+\lambda(\alpha-1)\left\|w_{S^{c}}\right\|_{1}$, which combined with (5.15.5) gives

$$
\begin{aligned}
\gamma_{4} & \geq\|A w\|_{2}^{2}+\lambda\left(\|v+w\|_{1}-\left\langle w_{S}, \operatorname{sgn}\left(v_{S}\right)\right\rangle+\left(\alpha_{1}-1\right)\left\|w_{S^{c}}\right\|_{1}-\|v\|_{1}\right) \\
& \geq\|A w\|_{2}^{2}+\lambda\left(\left\|(v+w)_{S}\right\|_{1}+\alpha\left\|w_{S^{c}}\right\|_{1}-\left\langle w_{S}, \operatorname{sgn}\left(v_{S}\right)\right\rangle-\left\langle v_{S}, \operatorname{sgn}\left(v_{S}\right)\right\rangle\right) \\
& \geq\|A w\|_{2}^{2}+\lambda \alpha_{1}\left\|w_{S^{c}}\right\|_{1}
\end{aligned}
$$

where the second line follows because $(v+w)_{S^{c}}=w_{S^{c}}$ and the third line because $\left\langle v_{S}+w_{S}, \operatorname{sgn}\left(v_{S}\right)\right\rangle \leq\left\|(v+w)_{S}\right\|_{1}$.

Next, we build a stopping criteria for lasso. In doing so we must identify when a lasso solution is 0 . Thus we state two lemmas, both of which are proven in the appendix.

Lemma 5.15.2. We have the following result: $\left\|A^{*} b\right\|_{\infty} \leq \frac{\lambda}{2}$ if and only if $0 \in$ $\operatorname{argmin}_{x \in \mathbb{R}^{N}}\|A x-y\|^{2}+\lambda\|x\|_{1}$.

Lemma 5.15.3. Suppose that algorithm produces a sequence $x_{n}$ such that $\| A x_{n}-$ $b\left\|_{2}^{2}+\lambda\right\| x_{n}\left\|_{1} \rightarrow\right\| A x-b\left\|_{2}^{2}+\lambda\right\| x \|_{1}$ where the right hand side is minimised at $x^{*}$. Furthermore suppose that $\left\|A^{*} b\right\|_{\infty}>\frac{\lambda}{2}$. Then

$$
0 \leq\left\|A x_{n}-b\right\|^{2}+\lambda\left\|x_{n}\right\|_{1}-\|A x-b\|_{2}^{2}-\lambda\|x\|_{1} \leq G_{n}
$$

where $G_{n}=\left\|A x_{n}-b\right\|_{2}^{2}+\lambda\left\|x_{n}\right\|_{1}+\min _{m \leq n} \frac{\left\|p_{m}\right\|_{2}^{2}}{4}+\left\langle p_{m}, b\right\rangle$ and $p_{m}=\lambda\left(A x_{m}-\right.$ b) $/\left\|A^{*}\left(A x_{m}-b\right)\right\|_{\infty}$. Moreover $\lim _{n \rightarrow \infty} G_{n}=0$.

With this continuity estimate in place, we can now move onto the proof of 4.3.7.
Proof of Theorem 4.3.7. For $\epsilon \in(0,1)$, our first aim will be to find sufficient conditions on $h_{1}, h_{2}$ and $h_{3}$ (as functions of $\epsilon, \alpha_{1}, \alpha_{2}, \alpha_{3}$ and $\alpha_{4}$ ) that imply that $\|w\|_{2}<\epsilon$ (where $w$ is defined as in proposition 5.15.1). It will prove useful to define additional parameters
$\beta_{3}=\max \left(\alpha_{3}, 1\right), \beta_{4}=\max \left(\alpha_{4}, 1\right)$. Firstly, let us assume that we can show that $\gamma_{4}$ is less than $\delta$ for some $\delta \in(0,1]$. Then (using the result of proposition 5.15.1):

$$
\begin{aligned}
\|w\|_{2} & \leq \alpha_{2}^{-1 / 2}\left(\sqrt{\delta+\|A\|_{2}^{2}\left(\lambda \alpha_{1}\right)^{-2} \delta^{2}}+\|A\|_{2}\left(\lambda \alpha_{1}\right)^{-1} \delta\right)+\left(\lambda \alpha_{1}\right)^{-1} \delta \\
& \leq \alpha_{2}^{-1 / 2}\left(\sqrt{\delta}+2\|A\|_{2}\left(\lambda \alpha_{1}\right)^{-1} \delta\right)+\left(\lambda \alpha_{1}\right)^{-1} \sqrt{\delta} \\
& \leq \sqrt{\left(\alpha_{2}\right)^{-1} \delta}+2 \sqrt{\left(\alpha_{2}\right)^{-1} \beta_{3} \delta^{2}}\left(\lambda \alpha_{1}\right)^{-1}+\sqrt{\beta_{3} \delta}\left(\lambda \alpha_{1}\right)^{-1}
\end{aligned}
$$

where the second line follows from the inequality $\sqrt{x+y} \leq \sqrt{x}+\sqrt{y}$ and the fact that $\delta \leq 1$ implies $\sqrt{\delta} \geq \delta$, and the third line follows from $\beta_{3} \geq 1$. For positive $x, y$ the arithmetic geometric mean inequality implies that $2 x y \leq x^{2}+y^{2}$ and so $2 \sqrt{\left(\alpha_{2}\right)^{-1} \beta_{3} \delta^{2}}\left(\lambda \alpha_{1}\right)^{-1} \leq \delta / \alpha_{2}+\left(\lambda \alpha_{1}\right)^{-2} \beta_{3} \delta$.

If we assume additionally that $\sqrt{\delta}<C \epsilon \min \left(\lambda \alpha_{1}\left(\beta_{3}\right)^{-1 / 2}, \sqrt{\alpha_{2}}\right)$ for some constant $C \in(0,1)$ that will be determined later, we get

$$
\begin{aligned}
\|w\|_{2} & \leq \sqrt{\left(\alpha_{2}\right)^{-1} \delta}+\delta / \alpha_{2}+\left(\lambda \alpha_{1}\right)^{-2} \beta_{3} \delta+\sqrt{\beta_{3} \delta}\left(\lambda \alpha_{1}\right)^{-1} \\
& \leq C \epsilon+(C \epsilon)^{2}+(C \epsilon)^{2}+C \epsilon<4 C \epsilon .
\end{aligned}
$$

We thus choose $C=1 / 4$ to get $\|w\|_{2}<\epsilon$. So far, we have shown that it will suffice to ensure that

$$
\gamma_{4} \leq \delta, \quad \text { provided that } \delta<\frac{\epsilon^{2}}{16} \min \left(\frac{\lambda^{2} \alpha_{1}^{2}}{\beta_{3}}, \alpha_{2}, 1\right)
$$

to conclude that $\|w\|_{2}<\epsilon$. We will now find parameters $h_{1}, h_{2}, h_{3}$ that ensure that $\gamma_{4} \leq \delta$.

Firstly, we have $\gamma_{1} \leq \lambda^{-1}\left(h_{3}+\left(h_{1} \beta_{4}+h_{2}\right)^{2}+\lambda \beta_{4}\right)$. We can use the inequality $(x+y)^{2} \leq 2 x^{2}+2 y^{2}$ to get $\gamma_{1} \leq \lambda^{-1}\left(h_{3}+2\left(h_{1} \beta_{4}\right)^{2}+2 h_{2}^{2}+\lambda \beta_{4}\right)$. Thus if

$$
\begin{equation*}
2\left(h_{1} \beta_{4}\right)^{2} \leq \frac{\lambda \beta_{4}}{2}, \quad 2 h_{2}^{2} \leq \frac{\lambda \beta_{4}}{2}, \quad h_{3} \leq \lambda \beta_{4} \tag{5.15.6}
\end{equation*}
$$

we get $\gamma_{1} \leq 3 \beta_{4}$. Under these conditions, we have

$$
\begin{aligned}
& \gamma_{2} \leq 6 \beta_{4}\left[h_{2} \beta_{3}+h_{1}\left(3 \beta_{3} \beta_{4}+\beta_{3} \beta_{4}+h_{2}\right)\right] \leq 6 h_{2} \beta_{3} \beta_{4}+24 h_{1} \beta_{3} \beta_{4}^{2}+6 h_{1} h_{2} \beta_{4} . \\
& \gamma_{3} \leq 2 \beta_{3}\left(2 \beta_{4}\right)\left(h_{1} \beta_{4}+h_{2}\right)+\left(h_{1} \beta_{4}+h_{2}\right)^{2} \leq 4 h_{1} \beta_{3} \beta_{4}^{2}+4 h_{2} \beta_{3} \beta_{4}+\left(h_{1} \beta_{4}+h_{2}\right)^{2} .
\end{aligned}
$$

Therefore

$$
\begin{aligned}
\gamma_{2}+\gamma_{3} & \leq 28 h_{1} \beta_{3} \beta_{4}^{2}+10 h_{2} \beta_{3} \beta_{4}+6 h_{1} h_{2} \beta_{4}+\left(h_{1} \beta_{4}+h_{2}\right)^{2} \\
& \leq 28 h_{1} \beta_{3} \beta_{4}^{2}+10 h_{2} \beta_{3} \beta_{4}+5\left(h_{1} \beta_{4}\right)^{2}+5 h_{2}^{2}
\end{aligned}
$$

where again we have used the inequalities $2 x y \leq x^{2}+y^{2}$ and $(x+y)^{2} \leq 2 x^{2}+2 y^{2}$. Consequently to ensure that $\gamma_{4} \leq \delta$ it suffices to ensure that

$$
\begin{equation*}
h_{3} \leq \delta / 2, \quad 28 h_{1} \beta_{3} \beta_{4}^{2} \leq \delta / 8, \quad 10 h_{2} \beta_{3} \beta_{4} \leq \delta / 8, \quad 5\left(h_{1} \beta_{4}\right)^{2} \leq \delta / 8, \quad 5 h_{2}^{2} \leq \delta / 8 \tag{5.15.7}
\end{equation*}
$$

and the conditions in 5.15.6) are satisfied.

In particular, we choose (noting that $224=8 \times 28$ )

$$
\begin{equation*}
h_{1}:=\min \left(\frac{\lambda}{4}, \frac{\delta}{224 \beta_{3} \beta_{4}^{2}}\right), \quad h_{2}:=\min \left(\frac{\lambda \beta_{4}}{4}, \frac{\delta}{80 \beta_{3} \beta_{4}}\right), \quad h_{3}:=\min \left(\frac{\delta}{2}, \lambda \beta_{4}\right) . \tag{5.15.8}
\end{equation*}
$$

To see that these values imply (5.15.6), note that $h_{1} \leq \frac{\delta}{224 \beta_{3} \beta_{4}^{2}}$ implies that $h_{1} \beta_{4} \leq$ 1. Thus $2\left(h_{1} \beta_{4}\right)^{2} \leq 2 h_{1} \beta_{4} \leq 2 \lambda \beta_{4} / 4=\lambda \beta_{4} / 2$. In the same way, $h_{2} \leq \delta /\left(80 \beta_{3} \beta_{4}\right)$ implies that $h_{2} \leq 1$ and so $2 h_{2}^{2} \leq 2 h_{2} \leq 2 \lambda \beta_{4} / 4=\lambda \beta_{4} / 2$. The final requirement that $h_{3} \leq \lambda \beta_{4}$ is obvious from the definition of $h_{3}$.

Next, we show that the choice of $h_{1}, h_{2}$ and $h_{3}$ in 5.15.8) imply (5.15.7). That $h_{3} \leq$ $\delta_{2}$ is obvious from the definition. Again, since $224=8 \times 28,28 h_{1} \beta_{3} \beta_{4}^{2} \leq \delta / 8$ follows from the definition of $h_{3}$. Similarly, $10 h_{2} \beta_{3} \beta_{4} \leq \delta / 8$ is immediate. For $5\left(h_{1} \beta_{4}\right)^{2} \leq \delta / 8$, we note as before that $h_{1} \beta_{4} \leq 1$. Thus $5\left(h_{1} \beta_{4}\right)^{2} \leq 5 h_{1} \beta_{4} \leq 5 \delta /\left(224 \beta_{3} \beta_{4}\right) \leq \delta / 8$ since $224 \beta_{3} \beta_{4} \geq 8 \times 5$. Finally, $h_{2} \leq 1$ gives $5 h_{2}^{2} \leq 5 h_{2} \leq 5 \delta /\left(80 \beta_{3} \beta_{4}\right) \leq \delta / 8$.

We have shown that with the choice of $h_{1}, h_{2}, h_{3}$ in 5.15.8), if we compute $\tilde{A}, \tilde{y}$ such that $\|\tilde{A}-A\|_{2} \leq h_{1},\|\tilde{y}-y\| \leq h_{2}$ and we compute $v+w$ such that $\lambda\|v+w\|_{1}+$ $\|\tilde{A}(v+w)-\tilde{y}\|_{2}^{2} \leq h_{3}+\min _{x \in \mathbb{R}^{N}}\|\tilde{A} x-\tilde{y}\|_{2}^{2}+\lambda\|x\|_{1}$ then $\|w\|_{2} \leq \epsilon$. This motivates the following algorithm:
Algorithm LASSO $(\iota, n, \varphi)$
Input: $\iota \in \Omega, n \in \mathbb{N}, \varphi=\left(\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}\right) \in \mathbb{R}^{4}$.
Output: $\Gamma^{n}(\iota) \in \mathbb{R}^{N}$ with $\operatorname{dist}\left(\Gamma^{n}(\iota), \Xi(\iota)\right) \leq 2^{-n}$.
Subroutines: $\operatorname{PCon}(U, y, \lambda, k)$, FindV $(\iota, \epsilon), \operatorname{FindM}(\iota, \epsilon)$.
We set the parameters $\epsilon:=2^{-n}$ and $\delta, h_{1}, h_{2}, h_{3}$ as in 5.15.8.
Then

$$
\begin{aligned}
& k:=0, m:=0, G_{0}:=\infty \\
& A=\text { FindM }\left(\iota, h_{1}\right), b=\operatorname{FindV}\left(\iota, h_{2}\right) \\
& \text { if }\left\|A^{*} b\right\|_{\infty} \leq \lambda / 2 \text {, set } \Gamma_{n}(\iota)=0 \\
& \text { while } \tilde{G}_{k}>h_{3} \\
& \quad k=k+1 \\
& \qquad v^{k}=\operatorname{PCon}(A, b, \lambda, k) \\
& \qquad e^{k}=A v^{k}-b \\
& \quad \text { if } A^{*} e^{k} \neq 0 \text { then } \\
& \qquad p_{k}=\lambda e^{k} /\left\|A^{*} e^{k}\right\|_{\infty} \\
& \quad m=m \wedge\left(\left\|p_{k}\right\|_{2}^{2} / 4+\left\langle b, e_{k}\right\rangle\right), \tilde{G}_{k}=\left\|A v^{k}-b\right\|_{2}^{2}+\lambda\left\|v^{k}\right\|_{1}+m \\
& \text { endif } \\
& \text { end }
\end{aligned}
$$

$$
\Gamma_{n}(\iota):=v^{k}
$$

To see that the algorithm is correct, note that each line uses arithmetic operations and if the algorithm terminates then by the previous argument we know that $\operatorname{dist}\left(\Gamma_{n}(\iota), \Xi(\iota)\right) \leq \epsilon$ since $\Gamma(\iota) \in w+\Xi(\iota)$ with $\|w\|_{2} \leq \epsilon$. Thus it remains to show that the algorithm does indeed terminate. This will only fail to occur if $\tilde{G}_{k}>h_{3}$ for each $k$. But this contradicts 5.15 .3 , completing the proof.

### 5.16 Proof of Theorem 4.4.1

Proposition 5.16.1. Fix $m \in \mathbb{N}, n \in \mathbb{N}, A \in \mathbb{R}^{N \times N_{0}}, B \in \mathbb{R}^{m \times N}$ and $w \in \mathbb{R}^{N}$. Suppose that $R=\left\{x^{q}, x^{q+1}, x^{q+2}, \ldots, x^{q+r-1}\right\}$ is a set such that $|R|$ is divisible by $N+1$ and the $x^{k}$ are each vectors in $\mathbb{R}^{N_{0}}$ such that such that the sequence $\left\{x_{1}^{k}\right\}_{k=q}^{q+r-1}$ is strictly increasing and $x_{j}^{k}=0$ for $j>1$. Then there is a matrix $C \in \mathbb{R}^{m \times 2}$ a vector $v \in \mathbb{R}^{m}$ and $a$ set $S \subseteq R$ with $|S| \geq R /(N+1), S=\left\{x^{s}, x^{s+1}, \ldots, x^{s+t-1}\right\}$ such that $B \rho(A x+w)=C x+v$ for all $x \in S$.
Proof. Write $B=\left(b_{j, k}\right)_{j=1, k=1}^{j=m, k=N}, A=\left(a_{j, k}\right)_{j=1, k=1}^{j=N, k=2}$. We claim that there are at most $N+1$ entries in the set

$$
S S=\left\{\left(\operatorname{sgn}\left(a_{1,1} x_{1}+w_{1}\right), \operatorname{sgn}\left(a_{2,1} x_{1}+w_{2}\right), \ldots, \operatorname{sgn}\left(a_{N, 1} x_{1}+w_{N}\right)\right) \mid x \in S\right\}
$$

To see this, note that if we allow $x_{1}$ to vary over $\mathbb{R}$ then each of the lines $y=a_{1,1} x_{1}+$ $w_{1}, y=a_{2,1} x_{1}+w_{2}, \ldots y=a_{N, 1} x_{1}+w_{N}$ intersect the line $y=0$ at most once. Between each of the (at most N ) intersections (allowing $x_{1}$ to vary) the vector $\left(\operatorname{sgn}\left(a_{1,1} x_{1}+\right.\right.$ $\left.\left.w_{1}\right), \operatorname{sgn}\left(a_{2,1} x_{1}+w_{2}\right), \ldots, \operatorname{sgn}\left(a_{N, 1} x_{1}+w_{N}\right)\right)$ is constant. The proof is complete by noticing that any line divided into at most $N$ intersections has at most $N+1$ regions between intersections.

We can now define $S$ : by the pigeonhole principle, there exists a subset of $R$ with cardinality at least $|R| /(N+1)$ such that the vector

$$
\operatorname{sgn}\left(a_{\cdot, 1} x_{1}+w\right)=\left(\operatorname{sgn}\left(a_{1,1} x_{1}+w_{1}\right), \operatorname{sgn}\left(a_{2,1} x_{1}+w_{2}\right), \ldots, \operatorname{sgn}\left(a_{N, 1} x_{1}+w_{N}\right)\right)
$$

is constant over $x$ in this subset. Let $S$ be the maximal (in cardinality) such subset. The first requirement in the construction follows from the fact that $|S| \geq|R| /(N+1)$.

To see that for some $s$ and $t, S=\left\{x^{s}, x^{s+1}, \ldots, x^{s+t-1}\right\}$, suppose otherwise. Then there are $j_{1}, k_{1}$ such that $j_{1}+1<k_{1}, x^{j_{1}}, x^{k_{1}} \in S$ and $x^{j_{1}+1} \notin S$. But then for some $l$ we must have $\operatorname{sgn}\left(a_{l, 1} x_{1}^{j_{1}}+w_{1}\right)=\operatorname{sgn}\left(a_{l, 1} x_{1}^{k_{1}}+w_{1}\right) \neq \operatorname{sgn}\left(a_{l, 1} x_{1}^{j_{1}+1}+w_{1}\right)$. However, because $\left\{x^{j}\right\}_{j=j_{1}}^{k_{1}}$ is an increasing sequence, we see that if $a_{l, 1} \geq 0$ then $a_{l, 1} x_{1}^{j}+w_{1} \leq a_{l, 1} x_{1}^{j+1}+w_{1} \leq a_{l, 1} x_{1}^{k}+w_{1}$ and similarly if $a_{l, 1}<0$ then $a_{l, 1} x_{1}^{j}+w_{1}>$ $a_{l, 1} x_{1}^{j+1}+w_{1}>a_{l, 1} x_{1}^{k}+w_{1}$ which is a contradiction. Thus the second requirement is satisfied and the construction of $S$ is complete.

We now show how to construct $C$ and $v$. For any $x \in S$ we have $x_{2}=x_{3}=\cdots=$ $x_{N_{0}}=0$ and so for such $x$ the $i$ th row of $B \rho(A x+w)$ is given by $\sum_{j=1}^{N} b_{i, j} \rho\left(a_{j, 1} x_{1}+w_{j}\right)$. Since $\operatorname{sgn}\left(a_{j, 1} x_{1}+w_{j}\right)$ is constant over $x \in S^{i+1}$, we must have that for each $j$ either $\rho\left(a_{j, 1} x_{1}+w_{j}\right)=0$ or $\rho\left(a_{j, 1} x_{1}+w_{j}\right)=a_{j, 1} x_{1}+w_{j}$ for all such $x$. In the former case,
we define $d_{i, j}=0, y_{i, j}=0$ and in the latter case we define $d_{i, j}=b_{i, j} a_{j, 1}, y_{i, j}=b_{i, j} w_{j}$. Therefore, by definition, the $i$ th row of $B \rho(A x+w)$ is given by $\sum_{j=1}^{N} d_{i, j} x_{1}+y_{i, j}$. Now we define the matrix $C=\left(c_{i, j}\right)_{i=1, j=1}^{i=m, j=N_{0}}$ and the vector $v$ by

$$
c_{i, 1}=\sum_{j=1}^{N} d_{i, j}, c_{i, j}=0 \text { for } j>1 \quad \text { and } \quad v_{i}=\sum_{j=1}^{N} y_{i, j}
$$

Then the $i$ th row of $B \rho(A x+w)$ is $\sum_{j=1}^{N} d_{i, j} x_{1}+y_{i, j}=c_{i, 1} x_{1}+c_{i, 2} x_{2}+v_{i}$ which is exactly the $i$ th row of $C x+v$.

Proof of Theorem 4.4.1. Let $a \in[1 / 2,1]$ and define $f_{a}: \mathbb{R}^{N_{0}} \rightarrow\{0,1\}$ by $f_{a}(x)=1$ if $\left\lceil a / x_{1}\right\rceil$ is an odd integer and $f_{a}(x)=0$ otherwise. Note that this definition of $f_{a}$ yields uncountably many unique classification functions. As with the other non-computability results, we will appeal to Proposition 2.9.1. To do that we start by defining, for $\kappa \in[1 / 4,3 / 4], \mathcal{T}_{0}^{\kappa}:=\left\{x^{1}, x^{2}, \ldots, x^{K}\right\}$, where $x^{k}=\left(a(k+1-\kappa)^{-1}, 0,0, \ldots, 0\right) \in$ $[0,1]^{N_{0}}$. Define also for any $\delta>0, \mathcal{T}_{\delta}^{\kappa}=\left\{x^{1, \delta}, x^{2, \delta}, \ldots, x^{K, \delta}\right\}$, where $x^{k, \delta}=(a(k+1-$ $\left.\kappa)^{-1}, \delta, 0,0, \ldots, 0\right) \in[0,1]^{N_{0}}$ if $k$ is even and $x^{k, \delta}=x^{k}$ otherwise. Note that to assure that $\mathcal{T}_{0}^{\kappa}, \mathcal{T}_{\delta}^{\kappa} \in \mathcal{S}_{\varepsilon(K)}^{f_{a}}$ we have to check that

$$
\min _{x, y \in \mathcal{T}_{0}^{\kappa}, x \neq y}\|x-y\|_{\infty} \geq \varepsilon(K) \text { and for } x \in \mathcal{T}_{0}^{\kappa}, f_{a}(x+y)=f_{a}(x) \text { when }\|y\|_{\infty}<\varepsilon(K)
$$

and similarly for $\mathcal{T}_{\delta}^{\kappa}$. Let us start with $\mathcal{T}_{0}^{\kappa}$. For the first part, note that for distinct $x^{i}, x^{j} \in \mathcal{T}_{0}^{\kappa}$ we have
$\left\|x^{i}-x^{j}\right\|_{\infty}=\left|\frac{a}{i+1-\kappa}-\frac{a}{j+1-\kappa}\right|=\frac{|a(j-i)|}{(i+1-\kappa)(j+1-\kappa)} \geq \frac{1}{2(K+1-\kappa)(K-\kappa)}$
since $a|j-i| \geq a \geq 1 / 2$ and the condition that $i, j \leq K$ with at least one bounded by $K-1$ implies that $(i+1-\kappa)^{-1}(j+1-\kappa)^{-1} \geq(K+1-\kappa)^{-1}(K-\kappa)^{-1}$. Since $\kappa \geq 1 / 4$, we get $\left\|x^{i}-x^{j}\right\|_{\infty} \geq[2(K+1-1 / 4)(K-1 / 4)]^{-1} \geq \varepsilon(K)$.

Next, let us show the second part (i.e. that $f_{a}(x+y)=f_{a}(x)$ whenever $x \in T_{0}^{\kappa}$ and $y$ is such that $\left.\|y\|_{\infty}<\varepsilon(K)\right)$. Let $x=x^{k}$ for some $k \in\{1,2, \ldots, K\}$. We have

$$
\frac{a(1-\kappa)}{(k+1-\kappa) k}>\frac{1}{(4 K+3)(2 K+2)} \geq y_{1} \geq \frac{-1}{(4 K+3)(2 K+2)} \geq \frac{-a \kappa}{(k+1-\kappa)(k+1)} .
$$

We claim this implies that $a\left(x_{1}^{k}+y_{1}\right)^{-1} \in(k, k+1]$. For the upper bound, note that

$$
\frac{y_{1}}{a} \geq \frac{-\kappa}{(k+1-\kappa)(k+1)}=\frac{1}{k+1}-\frac{1}{k+1-\kappa}=\frac{1}{k+1}-\frac{x_{1}}{a} .
$$

Similarly, for the lower bound, we have

$$
\frac{y_{1}}{a}<\frac{1-\kappa}{k(k+1-\kappa)}=k^{-1}\left(\frac{k+1-\kappa}{k+1-\kappa}-\frac{k}{k+1-\kappa}\right)=\frac{1}{k}-\frac{x_{1}}{a} .
$$

Therefore $\left\lceil a /\left(x_{1}^{k}+y_{1}\right)\right\rceil=k+1$. Since this applies even when $y=0$, we have, $f_{a}\left(x^{k}+y\right)=f_{a}\left(x^{k}\right)=1$ if and only if $k+1$ is odd for $y$ with $\|y\|_{\infty}<\varepsilon(K)$ which is what we wanted to show. The argument for $\mathcal{T}_{\delta}^{\kappa}$ is identical.

We have now constructed an uncountable family of training sets $\mathcal{T}_{0}^{\kappa}, \mathcal{T}_{\delta}^{\kappa}$. Let

$$
\begin{gather*}
\phi_{0} \in \underset{\phi \in \mathcal{N} \mathcal{N}_{\mathbf{N}, L, d}}{\operatorname{argmin}} C\left(v^{1}, w^{1}\right), \quad v_{j}^{1}=\phi\left(x^{j}\right), \quad w_{j}^{1}=f\left(x^{j}\right), \quad 1 \leq j \leq K,  \tag{5.16.1}\\
\phi_{\delta} \in \underset{\phi \in \mathcal{N} \mathcal{N}_{\mathbf{N}, L, d}}{\operatorname{argmin}} C\left(v^{2}, w^{2}\right), \quad v_{j}^{2}=\phi\left(x^{j, \delta}\right), \quad w_{j}^{2}=f\left(x^{j, \delta}\right), \quad 1 \leq j \leq K . \tag{5.16.2}
\end{gather*}
$$

We now make three claims. The first relates to $\phi_{\delta}$.
Claim I: $\phi_{\delta}\left(x^{k, \delta}\right)=f\left(x^{k, \delta}\right)$ for all $k \in\{1, \ldots, K\}$. Indeed, to see why this is the case we start by defining the neural network

$$
\tilde{\phi}=W^{L} \rho W^{L-1} \rho W^{L-2} \ldots \rho W^{1}
$$

where $W^{l} x=A^{l} x+b^{l}$ and $A^{l} \in \mathbb{R}^{N_{l} \times N_{l-1}}, b^{l} \in \mathbb{R}^{N_{l}}$ are defined as follows: let $A_{1,1}^{1}=0$, $A_{1,2}^{1}=\delta^{-1}$ and $A_{i, j}^{1}=0$ otherwise, $A_{1,1}^{l}=1$ for $l>1$ and $A_{i, j}^{l}=0$ otherwise, and $b^{l}=0$ for every $l$. Clearly

$$
W^{1} x^{k, \delta}=\left\{\begin{array}{l}
e_{1} \in \mathbb{R}^{N_{1}} \text { if } k+1 \text { is odd } \\
0 \in \mathbb{R}^{N_{1}} \text { if } k+1 \text { is even }
\end{array}\right.
$$

and it is therefore easy to see that $\tilde{\phi}\left(x^{k, \delta}\right)=1$ if $k+1$ is odd and 0 otherwise. We have shown already that $f_{a}\left(x^{k, \delta}\right)=1$ if $k+1$ is odd and $f_{a}\left(x^{k, \delta}\right)=0$ otherwise so that $\tilde{\phi}\left(x^{k, \delta}\right)=f_{a}\left(x^{k, \delta}\right)$. Since $C(t, s)=0$ if $t=s$, we must have that the objective function of 5.16.1) at the minimiser is at most 0 . Thus (since $C$ is non-negative), the objective function is exactly 0 . However, since $C(t, s) \neq 0$ if $t \neq s$, if there is a $k$ such that $\phi_{\delta}\left(x^{k, \delta}\right) \neq f_{a}\left(x^{k, \delta}\right)$ then the objective function evaluated at $\phi_{\delta}$ is greater than 0 , which contradicts the fact that $\phi_{\delta}$ is defined to be a minimiser.

Next, we shall prove two claims about $\phi_{0}$. Firstly, we claim the following:
Claim II: We now claim that there is a set

$$
\mathcal{S}=\left\{x^{s}, x^{s+1}, x^{s+2}\right\} \subset \mathcal{T}_{0}^{\kappa}
$$

for some $s \in \mathbb{N}$ with $s \leq K-2$ such that there is an $M \in \mathbb{R}^{1 \times 2}$ and $z \in \mathbb{R}$ such that for all $x \in S$ we have that $\phi_{0}(x)=M x+z$. Suppose for the moment that the claim is true (we will prove it later on). We can then show the following claim:

Claim III: $\max _{x \in \mathcal{T}_{0}^{\kappa}}\left|\phi_{0}(x)-f_{a}(x)\right| \geq 1 / 2$. Indeed, to show the claim, suppose otherwise. Note that $\phi\left(x^{s+1}\right)=a M_{1,1}(s+2-\kappa)^{-1}+y_{1} \in[\alpha, \beta]$ where

$$
\begin{aligned}
& \alpha:=\left(a M_{1,1}(s+1-\kappa)^{-1}+y_{1}\right) \wedge\left(a M_{1,1}(s+3-\kappa)^{-1}+y_{1}\right)=\phi_{0}\left(x^{s}\right) \wedge \phi_{0}\left(x^{s+2}\right) \\
& \beta:=\left(a M_{1,1}(s+1-\kappa)^{-1}+y_{1}\right) \vee\left(a M_{1,1}(s+3-\kappa)^{-1}+y_{1}\right)=\phi_{0}\left(x^{s}\right) \vee \phi_{0}\left(x^{s+2}\right)
\end{aligned}
$$

since the function $g$ defined by $g(x):=a M_{1,1} x^{-1}+y_{1}$ is monotonic away from zero.
By our earlier work, $f_{a}\left(x^{k}\right)=1$ if $k$ is even and 0 otherwise. We will now consider
two cases: firstly, the case where $s$ is even and secondly the case where $s$ is odd. Suppose that $s$ is even. Then we have $f_{a}\left(x^{s}\right)=f_{a}\left(x^{s+2}\right)=1$ and thus we require $\phi_{0}\left(x^{s}\right), \phi_{0}\left(x^{s+2}\right)>1 / 2$. But then $\alpha>1 / 2$ and so $\phi_{0}\left(x^{s+1}\right)>1 / 2$, contradicting $f_{a}\left(x^{s+1}\right)=0$.

If instead $s$ is odd, we have $f_{a}\left(x^{s}\right)=f_{a}\left(x^{s+2}\right)=0$ and thus we require $\phi_{0}\left(x^{s}\right), \phi_{0}\left(x^{s+2}\right)<1 / 2$. Therefore $\beta<1 / 2$ and so $\phi_{0}\left(x^{s+1}\right)<1 / 2$, contradicting $f_{a}\left(x^{s+1}\right)=1$. This completes the proof of Claim III.

Now let

$$
\iota_{0}=\left\{\left\{\left(\hat{x}^{j}, f\left(\hat{x}^{j}\right)\right)\right\}_{j=1}^{K},\left\{\hat{x}^{j}\right\}_{j=1}^{K}\right\}, \quad \hat{x}^{j} \in \mathcal{T}_{0}^{\kappa},
$$

and for $n \in \mathbb{N}$ we let $\iota_{n}^{1}=\iota_{0}$ and

$$
\iota_{n}^{2}=\left\{\left\{\left(\tilde{x}^{j}, f\left(\tilde{x}^{j}\right)\right)\right\}_{j=1}^{K},\left\{\tilde{x}^{j}\right\}_{j=1}^{K}\right\}, \quad \tilde{x}^{j} \in \mathcal{T}_{\nu / n}^{\kappa} .
$$

Moreover, define $S_{1}=\Xi\left(\iota_{0}\right)$, and $S_{2}=\bigcup_{n \in \mathbb{N}} \Xi\left(\iota_{n}^{2}\right)$. Note that for any $\left\{\phi_{0}\left(\hat{x}^{j}\right)\right\}_{j=1}^{K} \in S_{1}$ we have that $\phi_{0}$ satisfies 5.16.1). Thus, by Claim III $\max _{x \in \mathcal{T}_{0}^{\kappa}}\left|\phi_{0}(x)-f(x)\right| \geq 1 / 2$. However, for any $\left\{\phi_{\nu / n}\left(\hat{x}^{j}\right)\right\}_{j=1}^{K} \in S_{2}$ we have that $\phi_{\nu / n}$ satisfies 5.16.2) with $\delta=\nu / n$. Hence, by Claim I it follows that $\max _{x \in \mathcal{T}_{\nu / n}^{\kappa}}\left|\phi_{\nu / n}(x)-f(x)\right|=0$. Since $\mathcal{T}_{0}^{\kappa}, \mathcal{T}_{\nu / n}^{\kappa} \in \mathcal{S}_{\varepsilon(K)}^{f_{a}}$ it follows that $f\left(\hat{x}^{j}\right)=f\left(\tilde{x}^{j}\right)$ for all $\hat{x}^{j} \in \mathcal{T}_{0}^{\kappa}$ and $\tilde{x}^{j} \in \mathcal{T}_{\nu / n}^{\kappa}$. Hence,

$$
\inf _{\xi_{1} \in S^{1}, \xi_{2} \in S^{2}} d_{\mathcal{M}}\left(\xi_{1}, \xi_{2}\right) \geq 1 / 2
$$

Hence, we are now in the situation where it is clear that that conditions (a) and (b) are satisfied in Proposition 2.9.1. Hence, the theorem follows from (ii) in Proposition 2.9.1.

Thus, to finish the proof we only need to verify the Claim II about the existence of the set $\mathcal{S}$. We show the existence of $\mathcal{S}$ inductively by showing that there are sets $S_{l} \subset\left\{x^{1}, x^{2}, \ldots, x^{K}\right\}$, matrices $M^{l} \in \mathbb{R}^{N_{L} \times N_{l-1}}$ and vectors $z^{l}$ for $l=1, \ldots, L$ such that
(i) $\left|\mathcal{S}_{l}\right| \geq 3 \times\left(N_{l-1}+1\right) \times \cdots \times\left(N_{L-1}+1\right)$
(ii) $\mathcal{S}_{l}=\left\{x^{s_{l}}, x^{s_{l}+1}, \ldots, x^{s_{l}+t_{l}}\right\}$ for some $s_{l}, t_{l} \in \mathbb{N}$.
(iii) $\phi(x)=W^{L} \rho W^{L-1} \rho W^{L-2} \ldots W^{l+1} \rho\left(M(x)+z^{l}\right)$ whenever $x \in \mathcal{S}_{l}$.

The first step of the induction is obvious by taking $M^{1}=A^{1}$ and $z^{1}=b^{1}$. If we assume the existence of $S_{l}, M^{l}$ and $z^{l}$ for some $l<L$, the existence of $S_{l+1}$ is guaranteed by Proposition 5.16.1. Indeed, we apply Proposition 5.16.1 with $B=A^{l+1}, A=M^{l}, R=$ $S_{l}$ and $w=z^{l}$ to obtain some set $S_{l+1}$, a matrix $M^{l+1}$ and a vector $v^{l+1}$ then we see that $A^{l+1} \rho\left(M^{l} x+b\right)=M^{l+1} x+v^{l+1}$ on $x \in S_{l+1}$ and thus $W^{l+1} \rho\left(M^{l} x+b\right)=M^{l+1} x+z^{l+1}$ where $z^{l+1}=v^{l+1}+b^{l+1}$. This completes the proof of the claim, and we are finally done.

### 5.17 Proof of Theorem 4.4.2

Proof. To prove this theorem we stay close to the proof of Theorem4.4.1. To start with we define the uncountable collection of functions $f_{a}: \mathbb{R}^{N_{0}} \rightarrow\{0,1\}$ for $a \in[1 / 2,1]$ by $f_{a}(x)=1$ if $\left\lceil a / x_{1}\right\rceil$ is an odd integer and $f_{a}(x)=0$ otherwise. Again, for $\kappa_{1} \in[1 / 4,3 / 4]$ and for $\delta>0$, we define

$$
\begin{equation*}
\mathcal{T}_{\delta}^{\kappa_{1}}=\left\{x^{1, \delta}, x^{2, \delta}, \ldots, x^{K, \delta}\right\}, \quad \mathcal{C}_{\delta}^{\kappa}=\left\{x^{K+1, \delta}, \ldots, x^{K+M, \delta}\right\} . \tag{5.17.1}
\end{equation*}
$$

where $x^{k, \delta}=\left(a\left(k+1-\kappa_{1}\right)^{-1}, \delta, 0,0, \ldots, 0\right) \in[0,1]^{N_{0}}$ if $k$ is even and $x^{k, \delta}=(a(k+1-$ $\left.\left.\kappa_{1}\right)^{-1}, 0,0,0, \ldots, 0\right)$ otherwise.

We choose $\delta<\epsilon$. By arguing as in the proof of Theorem4.4.1 we get that $\mathcal{T}_{\delta}^{\kappa_{1}}, \mathcal{C}_{\delta}^{\kappa_{1}} \in$ $\mathcal{S}_{\varepsilon(K+M)}^{f_{a}}$. Note that this gives us uncountably many training and classification sets. To pick an arbitrary element in this family we choose $\kappa_{1} \in[1 / 4,3 / 4]$. We can now construct $\tilde{\phi}$. As in the proof of Theorem 4.4.1, we set $\phi_{\delta}=W^{L} \rho W^{L-1} \rho W^{L-2} \ldots \rho W^{1}$ where $W^{l} x=A^{l} x+b^{l}$ and $A^{l} \in \mathbb{R}^{N_{l} \times N_{l-1}}, b^{l} \in \mathbb{R}^{N_{l}}$ are as follows: let $A_{1,1}^{1}=0$, $A_{1,2}^{1}=1 /(\delta)$ and $A_{i, j}^{1}=0$ otherwise, $A_{1,1}^{l}=1$ for $l>1$ and $A_{i, j}^{l}=0$ otherwise, and $b^{l}=0$ for every $l$. Clearly

Therefore as before we have $\phi_{\delta}(x)=f_{a}(x)$ for all $x \in \mathcal{T}_{\delta}^{\kappa_{1}} \cup \mathcal{C}_{\delta}^{\kappa_{1}}$, and we have thus shown (4.4.1).

We are left with the task of showing the existence of uncountably many $v \in \mathbb{R}^{N_{0}}$ such that

$$
\left|\tilde{\phi}(v)-f_{a}(v)\right| \geq 1 / 2, \quad\|v-x\|_{\infty} \leq \epsilon \text { for some } x \in \mathcal{T}_{\delta}^{\kappa_{1}}
$$

For $\kappa_{2} \in[1 / 4,3 / 4]$, we define $v^{k}=\left(a\left(k+1-\kappa_{2}\right)^{-1}, 0, \ldots, 0\right)$. There are arbitrarily many $\kappa_{2}$ sufficiently close to $\kappa_{1}$ so that $\left\|v^{k}-x^{k, \delta}\right\|_{\infty} \leq \epsilon$, for every $k$ such that $1 \leq k \leq$ $K$. Hence this construction gives us uncountably many candidate $v$ for 4.4.2).

Thus, it it suffices to show that for any $\kappa_{2} \in[1 / 4,3 / 4]$ there is an $v \in \mathcal{T}_{0}^{\kappa_{2}}$ where

$$
\begin{equation*}
T_{0}^{\kappa_{2}}:=\left\{v^{1}, v^{2}, \ldots, v^{K}\right\} \tag{5.17.2}
\end{equation*}
$$

such that $|\tilde{\phi}(v)-f(v)| \geq 1 / 2$. However, to show this we can argue exactly as in Claim III in the proof of Theorem 4.4.1. In particular, the reasoning there is independent of the initial choice of neural network.

### 5.18 Proof of Theorem 4.4.3

Proof. We will use a similar argument as in the proof of Theorem 4.4.2. In particular, to generate the uncountable classification functions we set $f_{a}$ as in Theorem 4.4.2 and for $\kappa \in[1 / 4,3 / 4]$, we set $\mathcal{T}_{1}^{\kappa}=\mathcal{T}_{0}^{\kappa}$, where $\mathcal{T}_{0}^{\kappa}$ is defined in 5.17.2. Also, define
$\mathcal{T}_{1}^{\kappa}=\mathcal{T}_{\delta}^{\kappa}$ where $\mathcal{T}_{\delta}^{\kappa}$ is defined in (5.17.1), and $\delta<\epsilon$. We continue and define

$$
\mathcal{C}_{1}^{\kappa}=\left\{x^{K+1}, \ldots, x^{K+M}\right\}, \quad x^{k}=\left(a\left(k+1-\kappa_{1}\right)^{-1}, 0, \ldots, 0\right)
$$

and $\mathcal{C}_{2}^{\kappa}=\mathcal{C}_{\delta}^{\kappa}$ where $\mathcal{C}_{\delta}^{\kappa}$ is defined in 5.17.1. Note that it is clear from the definitions that by choosing $\delta$ small enough we have $\mathcal{T}_{1} \subset \mathcal{B}_{\epsilon}^{\infty}\left(\mathcal{T}_{2}\right)$ and $\mathcal{C}_{1} \subset \mathcal{B}_{\epsilon}^{\infty}\left(\mathcal{C}_{2}\right)$. It is clear that this gives an uncountable family of non-intersecting training and classification sets fulfilling the requirements of Theorem 4.4.3. To finish up the proof we argue similarly to the proof of Theorem 4.4.1 Claim III to deduce the existence of $v \in \mathcal{T}_{1}^{\kappa}$ and $w \in \mathcal{C}_{1}^{\kappa}$ with

$$
\left|\tilde{\phi}_{1}(v)-f_{a}(v)\right| \geq 1 / 2, \quad\left|\tilde{\phi}_{1}(w)-f_{a}(w)\right| \geq 1 / 2 .
$$

Moreover, by arguing exactly as in the proof of Theorem 4.4.1 Claim I it follows that

$$
\tilde{\phi}_{2}(x)=f_{a}(x) \quad \forall x \in \mathcal{T}_{2}^{\kappa} \cup \mathcal{C}_{2}^{\kappa},
$$

which finishes the proof.

### 5.19 Proof of Theorem 4.5.1 and Theorem 4.5.2

In this section we assume that $\epsilon=\left(\epsilon_{1}, \epsilon_{2}\right)$ with $\epsilon_{1}, \epsilon_{2} \geq 0$ and at most one of them non-zero. To prove Theorem 4.5.1 and 4.5.2, we will define the matrices $A_{\epsilon}^{\mathrm{TV}}$ and vectors $y^{\mathrm{TV}}$ by

$$
\begin{align*}
& A_{\epsilon}^{\mathrm{TV}}: \mathbb{R}^{4 \times 4} \rightarrow \mathbb{R}^{3 \times 4} \text { by }\left(A_{\epsilon}^{\mathrm{TV}} x\right)_{i}=V_{\epsilon}(x)_{i},  \tag{5.19.1}\\
& V_{\epsilon}=\frac{1-\epsilon_{1}}{\sqrt{2}} \tilde{e}_{1,1}+\frac{1-\epsilon_{2}}{\sqrt{2}} \tilde{e}_{1,4}+\tilde{e}_{2,2}+\tilde{e}_{3,3} \in \mathbb{R}^{3 \times 4}, \quad \tilde{e}_{i, j}=e_{i} \otimes e_{j},  \tag{5.19.2}\\
& y^{\mathrm{TV}}=\frac{1}{\sqrt{2}} e_{1} \otimes \mathbf{1}_{4} \in \mathbb{R}^{3 \times 4},
\end{align*}
$$

We will now prove a result on the solution to the TV problem with these inputs.
Lemma 5.19.1. Let $A_{\epsilon}^{\mathrm{TV}}$ and $y^{\mathrm{TV}}$ be as above, and for a positive $r<1 /(2+\sqrt{2})$ let $\lambda=r^{2}$. Let $\Xi_{\text {BPTV }}$ and $\Xi_{\text {DeblurTV }}$ denote the problem functions of Basis Pursuit and Unconstrained Lasso with parameter $\lambda$ respectively, with TV regularisation (either isotropic or anisotropic). Then

$$
\begin{aligned}
& \Xi_{\mathrm{BPTV}}\left(\left(A_{\epsilon}^{\mathrm{TV}}, y^{\mathrm{TV}}\right)\right)=\left\{\begin{array}{l}
x^{1}:=e_{4} \otimes \mathbf{1}_{4} \in \mathbb{R}^{4 \times 4} \text { if } \epsilon_{1}>0 \\
x^{2}:=e_{1} \otimes \mathbf{1}_{4} \in \mathbb{R}^{4 \times 4} \text { if } \epsilon_{2}>0, \\
\left\{t x^{1}+(1-t) x^{2} \mid t \in[0,1]\right\} \text { if } \epsilon_{1}=\epsilon_{2}
\end{array}\right. \\
& \Xi_{\text {DeblurTV }}\left(\left(A_{\epsilon}^{\mathrm{TV}}, y^{\mathrm{TV}}, \lambda\right)\right)=\left\{\begin{array}{l}
\eta\left(\epsilon_{1}, \lambda\right) \otimes \mathbf{1}_{4} \in \mathbb{R}^{4 \times 4} \text { if } \epsilon_{1}>0 \\
\left(P \eta\left(\epsilon_{2}, \lambda\right)\right) \otimes \mathbf{1}_{4} \in \mathbb{R}^{4 \times 4} \text { if } \epsilon_{2}>0,
\end{array}\right.
\end{aligned}
$$

where $\eta\left(\epsilon_{1}, \lambda\right)=\left(\rho, \rho, \rho, 1-\lambda-\left(1-\epsilon_{1}\right) \rho\right)^{T}, \rho=\rho\left(\epsilon_{1}\right)=\lambda\left(2-\epsilon_{1}\right) / 4$ and $P$ is the permutation operator reversing the elements. Moreover, when viewed as a map from $\mathbb{R}^{16}$ to $\mathbb{R}^{12}, \operatorname{cond}\left(A_{\epsilon}^{\mathrm{TV}}\left(A_{\epsilon}^{\mathrm{TV}}\right)^{*}\right)=2 /\left(2-2 \epsilon_{1}+\epsilon_{1}^{2}\right)$.

Proof of Lemma 5.19.1. It will suffice to assume that $\epsilon_{1}>0$ : the argument for $\epsilon_{2}>0$ is identical by symmetry. We start with $\Xi_{\mathrm{BPTV}}$ : it is easy to see that $\left\|x^{1}\right\|_{\mathrm{TV}}=4$ and $A_{\epsilon}^{\mathrm{TV}} x^{1}=y^{\mathrm{TV}}$. Suppose that $A_{\epsilon}^{\mathrm{TV}} \tilde{x}=y^{\mathrm{TV}}$ and that $\tilde{x} \neq x^{1}$. Since $A_{\epsilon}^{\mathrm{TV}} \tilde{x}=y^{\mathrm{TV}}$, we must have

$$
\tilde{x}=e_{1} \otimes\left(\tilde{x}_{1,1}, \tilde{x}_{1,2}, \tilde{x}_{1,3}, \tilde{x}_{1,4}\right)+e_{4} \otimes\left(\tilde{x}_{4,1}, \tilde{x}_{4,2}, \tilde{x}_{4,3}, \tilde{x}_{4,4}\right) \in \mathbb{R}^{4 \times 4}
$$

Consequently (with either the anisotropic or the isotropic TV norm), $\|\tilde{x}\|_{\mathrm{TV}} \geq$ $\sum_{j=1}^{4}\left(\left|\tilde{x}_{1, j}\right|+\left|\tilde{x}_{4, j}\right|\right)$. Additionally, $A_{\epsilon}^{\mathrm{TV}} \tilde{x}=y^{\mathrm{TV}}$ also implies that $\left(1-\epsilon_{1}\right) \tilde{x}_{1, j}+\tilde{x}_{4, j}=1$ for $i=1, \ldots, 4$. Therefore $\left|\tilde{x}_{1, j}\right|+\left|\tilde{x}_{4, j}\right|>1$ unless $\tilde{x}_{1, j}=0$ and $\tilde{x}_{4, j}=1$ (conditions that would imply $\tilde{x}=x^{1}$ ) so that $\|\tilde{x}\|_{\mathrm{TV}}>\left\|x^{1}\right\|_{\mathrm{TV}}$. Therefore $\tilde{x} \notin$ $\operatorname{argmin}\|x\|_{\mathrm{TV}}$ such that $A_{\epsilon}^{\mathrm{TV}} x=y^{\mathrm{TV}}$. For $\epsilon_{1}=\epsilon_{2}=0$, the same argument as before shows that if $\tilde{x}$ is in $\Xi_{\operatorname{BPTV}}\left(\left(A_{\epsilon}^{\mathrm{TV}}, y^{\mathrm{TV}}\right)\right)$ then $\tilde{x}$ must be of the form

$$
\tilde{x}=e_{1} \otimes\left(\tilde{x}_{1,1}, \tilde{x}_{1,1}, \tilde{x}_{1,1}, \tilde{x}_{1,1}\right)+e_{4} \otimes\left(\tilde{x}_{4,1}, \tilde{x}_{4,1}, \tilde{x}_{4,1}, \tilde{x}_{4,1}\right) \in \mathbb{R}^{4 \times 4}
$$

All such vectors have TV norm greater than or equal to 4 with equality iff $\tilde{x}_{1,1}+$ $\tilde{x}_{4,1}=1$ and both $\tilde{x}_{1,1}, \tilde{x}_{4,1}$ are non-zero. Additionally such vectors all satisfy $A_{\epsilon}^{\mathrm{TV}} \tilde{x}=$ $y^{\mathrm{TV}}$. This completes the proof for $\epsilon_{1}=\epsilon_{2}=0$ and basis pursuit denoising.

The proof for $\Xi_{\text {DeblurTV }}$ is considerably more involved. Letting $(\hat{x})_{j}$ denote the $j$ th column of a matrix $\hat{x} \in \mathbb{R}^{m \times n}$ we define $\left\|(\hat{x})_{j}\right\|_{\mathrm{TV}}:=\sum_{i=1}^{m-1}\left|\hat{x}_{i+1, j}-\hat{x}_{i, j}\right|$. We also define, for vectors $v \in \mathbb{R}^{4}, \Psi^{\epsilon}(v):=\lambda\|v\|_{\mathrm{TV}}+\left\|V_{\epsilon} v-\left(y^{\mathrm{TV}}\right)_{1}\right\|_{2}^{2}$. Then, by the definition of $A_{\epsilon}^{\mathrm{TV}}$ it follows that $\left\|A_{\epsilon}^{\mathrm{TV}} x-y^{\mathrm{TV}}\right\|_{2}^{2}+\lambda\|x\|_{\mathrm{TV}}^{*} \geq\left\|V_{\epsilon}(x)_{j}-\left(y^{\mathrm{TV}}\right)_{j}\right\|_{2}^{2}+\sum_{i=1}^{4} \lambda\left\|(x)_{j}\right\|_{\mathrm{TV}}$ with equality if and only if $(x)_{j}$ is constant in $j$. Since, by the definition, $\left(y^{\mathrm{TV}}\right)_{j}$ is constant, we therefore have $\left\|A_{\epsilon}^{\mathrm{TV}} x-y^{\mathrm{TV}}\right\|_{2}^{2}+\lambda\|x\|_{\mathrm{TV}}^{*} \geq 4 \min _{v \in \mathbb{R}^{4}} \Psi^{\epsilon}(v)$ with equality if and only if $(x)_{j}$ does not change with $j$ and satisfies $(x)_{j}=\tilde{v}$ for some $\tilde{v} \in \operatorname{argmin}_{v \in \mathbb{R}^{4}} \Psi^{\epsilon}(v)$. We now examine the functional $\Psi^{\epsilon}$. We will claim the following for $\epsilon_{1}>0$, where we use the standard $\wedge, \vee$ notation to denote min and max:

1. $\left|\tilde{v}_{2} \wedge \tilde{v}_{3}\right|,\left|\tilde{v}_{2} \vee \tilde{v}_{3}\right| \leq r$ and $\left(1-\epsilon_{1}\right) \tilde{v}_{1}+\tilde{v}_{4} \geq 1-\sqrt{2} r$.
2. $\tilde{v}^{1} \leq \tilde{v}_{2} \wedge \tilde{v}_{3} \leq \tilde{v}_{2} \vee \tilde{v}_{3} \leq \tilde{v}_{4}$.
3. $\tilde{v}^{2}=\tilde{v}_{2} \wedge \tilde{v}_{3}$ and $\tilde{v}^{3}=\tilde{v}_{2} \vee \tilde{v}_{3}$ so that $\tilde{v}_{i}$ is increasing for $i=1,2, \ldots, 4$
4. $\tilde{v}_{1}=\tilde{v}_{2}=\tilde{v}_{3}=\lambda\left(2-\epsilon_{1}\right) / 4$ and $\tilde{v}_{4}=1-\lambda-\left(1-\epsilon_{1}\right) \tilde{v}_{1}$.

To see (11), note that $\Psi^{\epsilon}(\tilde{v}) \leq \Psi^{\epsilon}\left((0,0,0,1)^{T}\right)=r^{2}$. Therefore $\left(\left(1-\epsilon_{1}\right) \tilde{v}_{1}+\tilde{v}_{4}-\right.$ $1)^{2} / 2+\tilde{v}_{2}^{2}+\tilde{v}_{3}^{2} \leq r^{2}$ and the result follows. Next, we will show (2) by contradiction. Assume that $\tilde{v}_{1}>\tilde{v}_{2} \wedge \tilde{v}_{3}$. Let $\hat{v}=\left(\tilde{v}_{2} \wedge \tilde{v}_{3}, \tilde{v}_{2} \wedge \tilde{v}_{3}, \tilde{v}_{2} \vee \tilde{v}_{3},\left(1-\epsilon_{1}\right) \tilde{v}_{1}+\tilde{v}_{4}-\left(1-\epsilon_{1}\right) \tilde{v}_{2} \wedge \tilde{v}_{3}\right)^{T}$. Then $\left(V_{\epsilon} \hat{v}\right)_{1}=\left(V_{\epsilon} \tilde{v}\right)_{1}$. Moreover, $\left(V_{\epsilon} \hat{v}\right)_{2}=\tilde{v}_{2} \wedge \tilde{v}_{3}$ and $\left(V_{\epsilon} \hat{v}\right)_{3}=\tilde{v}_{2} \vee \tilde{v}_{3}$ so

$$
\left\|V_{\epsilon}(\hat{v})-\left(y^{\mathrm{TV}}\right)_{1}\right\|_{2}^{2}-\left\|V_{\epsilon}(\tilde{v})-\left(y^{\mathrm{TV}}\right)_{1}\right\|_{2}^{2}=\left(\tilde{v}_{2} \wedge \tilde{v}_{3}\right)^{2}+\left(\tilde{v}_{2} \vee \tilde{v}_{3}\right)^{2}-\left(v_{2}^{2}+v_{3}^{2}\right)=0
$$

Observe also that either $\tilde{v}_{2} \vee \tilde{v}_{3}-\tilde{v}_{2} \wedge \tilde{v}_{3}=\left(v^{2}-v^{3}\right)$ or $\tilde{v}_{2} \vee \tilde{v}_{3}-\tilde{v}_{2} \wedge \tilde{v}_{3}=\left(v^{3}-v^{2}\right)$.

Thus $\left|\tilde{v}_{2} \vee \tilde{v}_{3}-\tilde{v}_{2} \wedge \tilde{v}_{3}\right|=\left|v^{2}-v^{3}\right|$ so

$$
\begin{align*}
& \frac{\Psi^{\epsilon}(\tilde{v})-\Psi^{\epsilon}(\hat{v})}{\lambda}=\|\tilde{v}\|_{\mathrm{TV}}-\|\hat{v}\|_{\mathrm{TV}}=\left|\tilde{v}_{1}-\tilde{v}_{2}\right|+\left|\tilde{v}_{2}-\tilde{v}_{3}\right|+\left|\tilde{v}_{3}-\tilde{v}_{4}\right| \\
& -\left|\left(1-\epsilon_{1}\right) \tilde{v}_{1}+\tilde{v}_{4}-\left(1-\epsilon_{1}\right) \tilde{v}_{2} \wedge \tilde{v}_{3}-\tilde{v}_{2} \vee \tilde{v}_{3}\right|-\left|\tilde{v}_{2} \vee \tilde{v}_{3}-\tilde{v}_{2} \wedge \tilde{v}_{3}\right|  \tag{5.19.3}\\
& \quad=\left|\tilde{v}_{1}-\tilde{v}_{2}\right|+\left|\tilde{v}_{3}-\tilde{v}_{4}\right|-\left|(1-\epsilon) \tilde{v}_{1}+\tilde{v}_{4}-(1-\epsilon) \tilde{v}_{2} \wedge \tilde{v}_{3}-\tilde{v}_{2} \vee \tilde{v}_{3}\right| .
\end{align*}
$$

Note that by (1) it follows that $\left(1-\epsilon_{1}\right) \tilde{v}_{1}+\tilde{v}_{4}-\left(1-\epsilon_{1}\right) \tilde{v}_{2} \wedge \tilde{v}_{3}-\tilde{v}_{2} \vee \tilde{v}_{3} \geq 1-\sqrt{2} r-$ $\left(1-\epsilon_{1}\right) r-r>0$ because $r \leq \frac{1}{\sqrt{2}+2}$. Thus, we can remove the modulus in the last part in the right hand side of the last equation in 5.19.3). Therefore

$$
\begin{aligned}
& \frac{\Psi^{\epsilon}(\tilde{v})-\Psi^{\epsilon}(\hat{v})}{\lambda}=\left|\tilde{v}_{1}-\tilde{v}_{2}\right|+\left|\tilde{v}_{3}-\tilde{v}_{4}\right|-\left[\left(1-\epsilon_{1}\right) \tilde{v}_{1}+\tilde{v}_{4}-\left(1-\epsilon_{1}\right) \tilde{v}_{2} \wedge \tilde{v}_{3}-\tilde{v}_{2} \vee \tilde{v}_{3}\right] \\
& =\left|\tilde{v}_{1}-\tilde{v}_{2}\right|+\left|\tilde{v}_{3}-\tilde{v}_{4}\right|-\left[\tilde{v}_{1}-\tilde{v}_{2}+\tilde{v}_{4}-\tilde{v}_{3}-\epsilon_{1}\left(\tilde{v}_{1}-\tilde{v}_{2} \wedge \tilde{v}_{3}\right)\right] \geq \epsilon_{1}\left(\tilde{v}_{1}-\tilde{v}_{2} \wedge \tilde{v}_{3}\right)>0
\end{aligned}
$$

where the final inequality follows by the assumption that $\tilde{v}^{1}>\tilde{v}_{2} \wedge \tilde{v}_{3}$. Thus, $\Psi^{\epsilon}(\hat{v})<$ $\Psi^{\epsilon}(\tilde{v})$, contradicting the minimality of $\Psi^{\epsilon}(\tilde{v})$.

We conclude that $\tilde{v}_{1} \leq\left|\tilde{v}_{2} \wedge \tilde{v}_{3}\right| \leq r$. But from the fact that $\left(1-\epsilon_{1}\right) \tilde{v}_{1}+\tilde{v}_{4} \geq 1-\sqrt{2} r$, which was established in (1), we get $\tilde{v}_{4}>1-(1+\sqrt{2}) r$. Therefore $\tilde{v}_{4} \geq r \geq\left|\tilde{v}_{2} \vee \tilde{v}_{3}\right|$ (where the second inequality follows from 1. Result (2) follows.

Again, we argue by contradiction to show (3): if we do not have (3), $\tilde{v}_{3}=\tilde{v}_{2} \wedge \tilde{v}_{3}$ and $\tilde{v}_{2}=\tilde{v}_{2} \vee \tilde{v}_{3}\left(\right.$ and $\left.\tilde{v}_{2} \vee \tilde{v}_{3}>\tilde{v}_{2} \wedge \tilde{v}_{3}\right)$. This time we set $\hat{v}=\left(\tilde{v}_{1}, \tilde{v}_{2} \wedge \tilde{v}_{3}, \tilde{v}_{2} \vee \tilde{v}_{3}, \tilde{v}_{4}\right)$. Once again, we have $\left\|V_{\epsilon} \hat{v}-\left(y^{\mathrm{TV}}\right)_{1}\right\|_{2}^{2}=\left\|V_{\epsilon} \tilde{v}-\left(y^{\mathrm{TV}}\right)_{1}\right\|_{2}^{2}$. Moreover, we see that (by (2)

$$
\begin{aligned}
\|\hat{v}\|_{\mathrm{TV}} & =\left|\tilde{v}_{2} \wedge \tilde{v}_{3}-\tilde{v}_{1}\right|+\left|\tilde{v}_{2} \wedge \tilde{v}_{3}-\tilde{v}_{2} \vee \tilde{v}_{3}\right|+\left|\tilde{v}_{2} \vee \tilde{v}_{3}-\tilde{v}_{4}\right| \\
& =\tilde{v}_{2} \wedge \tilde{v}_{3}-\tilde{v}_{1}+\tilde{v}_{2} \vee \tilde{v}_{3}-\tilde{v}_{2} \wedge \tilde{v}_{3}+\tilde{v}_{4}-\tilde{v}_{2} \vee \tilde{v}_{3}=\tilde{v}_{4}-\tilde{v}_{1} \\
\|\tilde{v}\|_{\mathrm{TV}} & =\left|\tilde{v}_{2} \vee \tilde{v}_{3}-\tilde{v}_{1}\right|+\left|\tilde{v}_{2} \wedge \tilde{v}_{3}-\tilde{v}_{2} \vee \tilde{v}_{3}\right|+\left|\tilde{v}_{2} \wedge \tilde{v}_{3}-\tilde{v}_{4}\right| \\
& =\tilde{v}_{2} \vee \tilde{v}_{3}-\tilde{v}_{1}+\tilde{v}_{2} \vee \tilde{v}_{3}-\tilde{v}_{2} \wedge \tilde{v}_{3}+\tilde{v}_{4}-\tilde{v}_{2} \wedge \tilde{v}_{3}=\tilde{v}_{4}-\tilde{v}_{1}+\tilde{v}_{2} \vee \tilde{v}_{3}-\tilde{v}_{2} \wedge \tilde{v}_{3} .
\end{aligned}
$$

So $\|\tilde{v}\|_{\mathrm{TV}}>\|\hat{v}\|_{\mathrm{TV}}$, which is our required contradiction of the minimality of $\Psi^{\epsilon}(\tilde{v})$.
We can use (3) to get an expression for $\Psi^{\epsilon}(\tilde{v})$. Indeed,

$$
\begin{aligned}
\Psi^{\epsilon}(\tilde{v}) & =\frac{\left[\left(1-\epsilon_{1}\right) \tilde{v}_{1}+\tilde{v}_{4}-1\right]^{2}}{2}+\tilde{v}_{2}^{2}+\tilde{v}_{3}^{2}+\lambda\left(\tilde{v}_{4}-\tilde{v}_{3}+\tilde{v}_{3}-\tilde{v}_{2}+\tilde{v}_{2}-\tilde{v}_{1}\right) \\
& \geq \frac{\left[\left(1-\epsilon_{1}\right) \tilde{v}_{1}+\tilde{v}_{4}-1\right]^{2}}{2}+2 \tilde{v}_{1}^{2}+\lambda\left(\tilde{v}_{4}-\tilde{v}_{1}\right) .
\end{aligned}
$$

since $\tilde{v}_{2}, \tilde{v}_{3} \geq \tilde{v}_{1}$, with equality iff $\tilde{v}_{2}=\tilde{v}_{3}=\tilde{v}_{1}$. Since this is a lower bound, we must have $\tilde{v}_{2}=\tilde{v}_{3}=\tilde{v}_{1}$. Therefore, as a function of $\tilde{v}_{1}$ and $\tilde{v}_{4}$, we must have (since $\tilde{v}$ is a minimizer)

$$
\begin{align*}
\frac{\partial}{\partial_{\tilde{v}_{1}}} \Psi^{\epsilon}(\tilde{v}) & =\left[\left(1-\epsilon_{1}\right) \tilde{v}_{1}+\tilde{v}_{4}-1\right]\left(1-\epsilon_{1}\right)+4 \tilde{v}_{1}-\lambda=0  \tag{5.19.4}\\
\frac{\partial}{\partial_{\tilde{v}_{4}}} \Psi^{\epsilon}(\tilde{v}) & =\left(1-\epsilon_{1}\right) \tilde{v}_{1}+\tilde{v}_{4}-1+\lambda=0 \tag{5.19.5}
\end{align*}
$$

Substituting (5.19.5) into (5.19.4) yields $\tilde{v}_{1}=\lambda\left(2-\epsilon_{1}\right) / 4$ and (5.19.5) gives the desired result for $\tilde{v}_{4}$. The corresponding result for $\epsilon_{2}>0$ is that $\tilde{v}_{4}=\tilde{v}_{3}=\tilde{v}_{2}=\lambda\left(2-\epsilon_{1}\right) / 4$ and $\tilde{v}_{1}=1-\lambda-\left(1-\epsilon_{1}\right) \tilde{v}_{1}$, for which the proof techniques are identical. The major difference comes in the definition of $\hat{v}$ in part (2), which would now be defined as $\hat{v}=\left(\tilde{v}_{1}+\left(1-\epsilon_{2}\right) \tilde{v}_{4}-\left(1-\epsilon_{2}\right) \tilde{v}_{2} \wedge \tilde{v}_{3}, \tilde{v}_{2} \vee \tilde{v}_{3}, \tilde{v}_{2} \wedge \tilde{v}_{3}, \tilde{v}_{2} \wedge \tilde{v}_{3}\right)^{T}$, however, apart from that the proof is verbatim from the $\epsilon_{1}$ case.

To see the final statement about $\operatorname{cond}\left(A_{\epsilon}^{\mathrm{TV}}\left(A_{\epsilon}^{\mathrm{TV}}\right)^{*}\right)$, we note first that for $\epsilon_{1} \geq 0$, $\epsilon_{2}=0$, the matrix $V_{\epsilon}$ has $V_{\epsilon} V_{\epsilon}^{*}=\operatorname{diag}\left(\frac{\left(1-\epsilon_{1}\right)^{2}+1}{2}, 1,1\right)$. Therefore $\left\|V_{\epsilon} V_{\epsilon}^{*}\right\|_{2}=1$ and $\left\|\left(V_{\epsilon} V_{\epsilon}^{*}\right)^{-1}\right\|_{2}=2 /\left(2-2 \epsilon_{1}+\epsilon_{1}^{2}\right)$. When considered as a map from $\mathbb{R}^{16}$ to $\mathbb{R}^{12}$, we can write $A_{\epsilon}^{\mathrm{TV}}$ as $V_{\epsilon} \oplus V_{\epsilon} \oplus V_{\epsilon}$. Thus $A_{\epsilon}^{\mathrm{TV}}\left(A_{\epsilon}^{\mathrm{TV}}\right)^{*}=V_{\epsilon} V_{\epsilon}^{*} \oplus V_{\epsilon} V_{\epsilon}^{*} \oplus V_{\epsilon} V_{\epsilon}^{*}$ and so $\left\|A_{\epsilon}^{\mathrm{TV}}\left(A_{\epsilon}^{\mathrm{TV}}\right)^{*}\right\|_{2}=1,\left\|\left(A_{\epsilon}^{\mathrm{TV}}\left(A_{\epsilon}^{\mathrm{TV}}\right)^{*}\right)^{-1}\right\|_{2}=2 /\left(2-2 \epsilon_{1}+\epsilon_{1}^{2}\right)$. Thus cond $\left(A_{\epsilon}^{\mathrm{TV}}\right)=2 /(2-$ $\left.2 \epsilon_{1}+\epsilon_{1}^{2}\right)$.

Proof of Theorem 4.5.1. Our proof here is almost identical to that of Theorem 4.2.1 part (ii). We will use Proposition 2.9.1. Set

$$
\begin{array}{rlr}
\iota_{n}^{1} & =\left(y^{\mathrm{TV}}, A_{\epsilon}^{\mathrm{TV}}\right) & \text { with } \epsilon=\left(4^{-n}, 0\right) \\
\iota_{n}^{2} & =\left(y^{\mathrm{TV}}, A_{\epsilon}^{\mathrm{TV}}\right) & \text { with } \epsilon=\left(0,4^{-n}\right) \\
\iota^{0} & =\left(y^{\mathrm{TV}}, A_{\epsilon}^{\mathrm{TV}}\right) & \text { with } \epsilon=(0,0) .
\end{array}
$$

By Lemma 5.19.1, we have $\Xi\left(\iota_{n}^{1}\right)=x^{1}, \Xi\left(\iota_{n}^{2}\right)=x^{2}$. Thus requirement (a) in Proposition 2.9.1 is satisfied with $S^{1}=\left\{e_{4} \otimes \mathbf{1}_{4}\right\}, S^{2}=\left\{e_{1} \otimes \mathbf{1}_{4}\right\}$ and $\kappa=2 \sqrt{2}$. It is also obvious (since $A_{\epsilon}^{\mathrm{TV}} \rightarrow A_{0,0}^{\mathrm{TV}}$ as $\epsilon \rightarrow(0,0)$ ) that Proposition 2.9.1. (b) is satisfied with $c_{f}=f\left(\iota^{0}\right)$. We immediately conclude by Proposition 2.9.1, part (iii) that $\epsilon_{\mathrm{B}}^{\mathrm{s}} \geq 2$ and that $\{\Xi, \Omega\}^{\Delta_{1}} \notin \Delta_{1}^{G}$.

It remains to show we show the results on the condition of elements $\iota \in \Omega$. Since $\operatorname{cond}\left(A_{\epsilon}^{\mathrm{TV}}\left(A_{\epsilon}^{\mathrm{TV}}\right)^{*}\right)=2 /\left(2-2 \epsilon_{1}+\epsilon_{1}^{2}\right)$ and $2-2 \epsilon_{1}+\epsilon_{1}^{2}=1+\left(\epsilon_{1}-1\right)^{2}$, we immediately obtain that $\operatorname{cond}\left(A_{\epsilon}^{\mathrm{TV}}\left(A_{\epsilon}^{\mathrm{TV}}\right)^{*}\right) \leq 2$.

The result $\|\iota\| \leq 2$ follows from the fact that

$$
\left\|A_{\epsilon}^{\mathrm{TV}}\right\|_{2}=\sqrt{\left\|A_{\epsilon}^{\mathrm{TV}}\left(A_{\epsilon}^{\mathrm{TV}}\right)^{*}\right\|_{2}} \leq \sqrt{\operatorname{cond}\left(A_{\epsilon}^{\mathrm{TV}}\left(A_{\epsilon}^{\mathrm{TV}}\right)^{*}\right)}=\sqrt{2}
$$

and that $\left\|y^{\mathrm{TV}}\right\|_{2} \leq 2$.
We now need to check the feasibility condition number. Let $\iota \in \Omega$. Then $\iota=$ $\left(y^{\mathrm{TV}}, A_{\epsilon}^{\mathrm{TV}}\right)$ for some $\epsilon$. Suppose that $(\hat{y}, \hat{A}) \in \tilde{\Omega}_{\infty}$ is such that $\left(\hat{y}+y^{\mathrm{TV}}, A_{\epsilon}^{\mathrm{TV}}+\hat{A}\right)$ is not feasible for the BPTV problem. Then there is no $x$ such that $\left(A_{\epsilon}^{\mathrm{TV}}+\hat{A}\right) x=\hat{y}+y^{\mathrm{TV}}$. In particular, the rank of $A_{\epsilon}^{\mathrm{TV}}+\hat{A}$ when viewed as a map from $\mathbb{R}^{16} \rightarrow \mathbb{R}^{12}$ must be strictly less than 12 , since otherwise $A_{\epsilon}^{\mathrm{TV}}+\hat{A}$ is surjective. We will argue that for this to happen, $\hat{A}$ must have a norm at least $1 / \sqrt{2}$.

Note that the active set $\mathcal{A}(\Omega)$ is exactly the entries with coordinates $S:=$ $\{(1,1),(1,4),(2,2),(3,3)\}$ for each of the matrices $V_{\epsilon}$. For $\operatorname{rank}\left(A_{\epsilon}^{\mathrm{TV}}+\hat{A}\right)<12$, we must therefore have $\operatorname{rank}\left(V_{\epsilon}+\hat{V}_{\epsilon}\right)<3$ where $\hat{V}_{\epsilon}$ is 0 except on $S$. Thus, we require at least one of the following:

$$
\left(V_{\epsilon}+\hat{V}_{\epsilon}\right)_{1,1}=\left(V_{\epsilon}+\hat{V}_{\epsilon}\right)_{1,4}=0 \quad \text { or }\left(V_{\epsilon}+\hat{V}_{\epsilon}\right)_{2,2}=0 \quad \text { or }\left(V_{\epsilon}+\hat{V}_{\epsilon}\right)_{3,3}=0
$$

But $\left(V_{\epsilon}\right)_{2,2}=\left(V_{\epsilon}\right)_{3,3}=1$ and $\left(V_{\epsilon}\right)_{1,1} \vee\left(V_{\epsilon}\right)_{1,4}=1 / \sqrt{2}$. Therefore $\left\|\hat{V}_{\epsilon}\right\|_{\max } \geq 1 / \sqrt{2}$. Thus since $\|\cdot\|_{2} \geq\|\cdot\|_{\max }, \rho\left(A_{\epsilon}^{\mathrm{TV}}, y^{\mathrm{TV}}\right)>1 / \sqrt{2}$. Finally since both $\left\|A_{\epsilon}^{\mathrm{TV}}\right\|_{2},\left\|y^{\mathrm{TV}}\right\| \leq 2$, we must have $C_{\mathrm{FP}}(\iota) \leq 2 \sqrt{2}$.

The proof of Theorem 4.5.2 is similar.
Proof of Theorem 4.5.2. As before, our aim will be to use Proposition 2.9.1. We pick $\iota^{0}, \iota_{n}^{1}$ and $\iota_{n}^{2}$ as in the proof of Theorem 4.5.1 and choose $\Omega=\cup_{n=1}^{\infty}\left\{\iota_{n}^{1}\right\} \cup_{n=1}^{\infty}\left\{\iota_{n}^{2}\right\} \cup\left\{\iota^{0}\right\}$. The argument that Proposition 2.9.1, (b) is satisfied is verbatim as in Theorem 4.5.1.

The proof that Proposition 2.9.1, (a) is satisfied is somewhat more involved Set

$$
\begin{aligned}
& S^{1}=\left\{v^{1} \otimes \mathbf{1}_{4} \mid v^{1}=(a, a, a, b) \text { with } a \in[0, \lambda / 2], b \in[1-3 \lambda / 2,1]\right\} \\
& S^{2}=\left\{v^{2} \otimes \mathbf{1}_{4} \mid v^{2}=(b, a, a, a) \text { with } a \in[0, \lambda / 2], b \in[1-3 \lambda / 2,1]\right\} .
\end{aligned}
$$

We have that $d_{\mathcal{M}}\left(x^{1}, x^{2}\right)$ with $x^{1} \in S^{1}, x^{2} \in S^{2}$ is bounded below by $\min S$, where $S \subseteq \mathbb{R}$ is defined by

$$
S:=\left\{\left\|w \otimes \mathbf{1}_{4}\right\|_{2} \mid w=(b-a, 0,0, a-b) \text { with } a \in[0, \lambda / 2], b \in[1-3 \lambda / 2,1]\right\} .
$$

If $a \in[0, \lambda / 2]$ and $b \in[1-3 \lambda / 2,1]$ then $b-a \in[1-2 \lambda, 1]$. Noting that $1-2 \lambda>0$ since $\lambda<(2+\sqrt{2})^{-2}$, we get that $|1-2 \lambda| \leq 1$. Thus $\min S \geq\left\|(1-2 \lambda, 0,0,1-2 \lambda) \otimes \mathbf{1}_{4}\right\|_{2}=$ $\sqrt{8}(1-2 \lambda)$. We set $\kappa=\sqrt{8}(1-2 \lambda)$.

By Lemma 5.19.1. we have $\Xi\left(\iota_{n}^{1}\right)=\left\{\eta\left(4^{-n}, \lambda\right) \otimes \mathbf{1}_{4}\right\}$ and $\Xi\left(\iota_{n}^{2}\right)=\left\{P \eta\left(4^{-n}, \lambda\right) \otimes \mathbf{1}_{4}\right\}$. If $\rho=\lambda\left(2-4^{-n}\right)$ it is easy to see that $\rho \in[0, \lambda / 2)$. Therefore $1-\lambda-\left(1-4^{-n}\right) \rho \geq$ $1-\lambda-\lambda / 2=1-3 \lambda / 2$. Moreover, $1-\lambda-\left(1-4^{-n}\right) \rho$ is clearly bounded above by 1 . Therefore $\eta\left(\epsilon_{1}, \lambda\right) \otimes \mathbf{1}_{4} \in S^{1},\left(P \eta\left(\epsilon_{2}, \lambda\right)\right) \in S^{2}$. Proposition 2.9.1, (a) follows.

We now need to check each of the condition numbers. This process is identical to the one in the proof of Theorem 4.5.1 noting that $C_{\mathrm{FP}}$ does not apply for a lasso problem.

We have now checked that the set $\Omega$ satisfies all the required bounds on the condition numbers and that Proposition 2.9.1, (a) and Proposition 2.9.1, (b) hold. Theorem 4.5.2 follows.

## Chapter 6

## Conclusions and future work

The main results of this thesis have shown that a general collection of mathematical problems used in the mathematics of information cannot be solved with a computational device. In many cases, this is unfortunately still the case with some restrictions on the condition number. By using a general algorithm, we have shown these results for a more general computational model than just a turing machine - indeed, all our results hold for BSS machines as well.

The natural question of how 'bad' this non-computability is lead to the novel definitions of breakdown epsilons, both in a deterministic and probabilistic setting. Small breakdown epsilons may mean that a non-computable problem is amenable to a solution that is somehow 'good enough'.

To demonstrate this, we introduced the RIP and nullspace property in levels, a new collection of conditions that guarantee that the method of compressed sensing will work well (assuming that the method can then be implemented on a computer). We showed that these concepts are more relevant to real world examples than the standard RIP and nullspace properties.

Although it is possible to produce an input set with the nullspace property/ nullspace property in levels so that basis pursuit denoising will be non-computable, the breakdown epsilon for such an input set was shown to be small. This goes some way to explaining the success of compressed sensing - if a matrix vector pair is sufficiently nice so as to exhibit the RIP/nullspace property in levels (which happens with high probability if the sampling pattern is chosen in a sensible random way) then non-computability will only affect the output in a way that is difficult to visualise with the human eye. Therefore although the approach fails in the traditional sense of computability, basis pursuit denoising is successful in practice.

Our results have shown that both image processing and statistical estimation are non-computable. In the case of statistical estimation, we were able to establish that the dual certificate criteria yields a positive result on the computability of the method. Establishing the relevance of this criteria to real world examples is an important future step.

Finally, for neural networks we observed that the computational problem of training a neural network and using it on a classification set is non-computable. Since we showed
this result using a general algorithm, this result applied even if the algorithm was given an oracle to avoid local minima for the non-convex training problem. We termed this the 'first paradox of neural networks': that in general, training a neural network is impossible.

Understanding neural networks also required an adaptation to the SCI hierarchy and general algorithms. We introduced the new concept of randomised general algorithms and showed that similar issues occur even if the algorithm is permitted to use a very general form of randomness. Intriguingly, we also showed that if the time taken to compute a randomised general algorithm is allowed to be non-measurable then the definition permits the existence of a randomised general algorithm which can solve LPO.

We also observed some important phenomena for neural networks: firstly, it is possible to train a neural network on a training set and get the right result on both the training set and an arbitrarily large classification set. However, there exist perturbations of the training set for which the neural network gives the wrong result.

This raises questions about the notion of 'success' in neural networks - the neural network was able to classify both the training set and classification set, but it is in some sense unstable. It is then pertinent to ask whether or not this approach was indeed successful.

The second phenomena that we observed was that there exists pairs of training sets which are arbitrarily close together so that no trained neural network can get the correct answer on the first training set but it is possible to get the right answer by training on the second training set. This shows that training neural networks can be extremely sensitive to perturbations.

In some sense these examples for neural networks were not isolated in that we showed each of these results for uncountably many examples of training sets and classification functions. This of course leads to the natural question of identifying which training sets and classification sets are somehow problematic.

As a final result, combining the first phenomena on success with the universal approximation theorem yields the second paradox of neural networks. Namely, the trained neural network is successful on both the training set and arbitrarily large classification set. However, this trained neural network exhibits an instability. On the other hand, the universal approximation theorem guarantees the existence of a stable neural network that also succeeds on the training set and the classification set. In some sense, the training process will identify the 'wrong' neural network', even if the training succeeds at finding the neural network that minimises the cost function.

We will now discuss some of the open questions that naturally follow from these results. This is done in two separate sections - firstly, we discuss 'general open questions' that are broad and may require new definitions. We then discuss 'specific open questions' that are more technical in nature and may result as a consequence of a particular lemma or proposition proven in this thesis.

### 6.1 General open questions

1. Of course, owing to the breadth of the field, it is impossible to cover every single technique used in the mathematics of information. We have discussed some broadly successful methods in this thesis, but there are others out there and it is natural to ask if they too are non-computable and if a small breakdown epsilon or a restricted input set is the reason why they might be useful in practice. Since we have chosen some very standard convex optimisation problems to demonstrate the non-computability issues, it is surely the case that our examples are not unique in exhibiting non-computability. We conjecture that these issues will be observed for the vast majority of techniques used in the mathematics of information.
2. On the one hand, these non-computability results are unfortunate. It would have naturally been beneficial if the celebrated methods of the field were computable for all possible choices of input data. On the other hand, this presents an opportunity for mathematicians. Namely, understanding exactly when the methods studied in this thesis can be computed and when they can't will require substantial mathematical analysis and potentially a variety of new techniques and algorithms. A large part of this question has been answered for basis pursuit and basis pursuit denoising. In that case, it was observed that sparsity and the RIP in levels have implications on both the method of basis pursuit and the computability of the method. We conjecture that a similar phenomena will be observed for the other areas discussed in this thesis - that the same structure that guarantees the method will be successful will also guarantee positive results on the computability of the method.
3. As mentioned in Section 4.5, it is important to note that the results in this thesis imply that comparisons between two different methods using empirical data are not valid unless there is some understanding of how closely the underlying algorithms were able to perform the methods. This will require considerable further work and suggests that in future, additional analysis will be required when future algorithms are constructed to demonstrate their robustness.
4. Standard models of complexity theory (for example, consideration of the classes $\mathcal{P}$ and $\mathcal{N} \mathcal{P}$ ) assume that the problem is itself computable. However, we have demonstrated here that there are non-computable problems which may be computable up to a certain tolerance. This will require a new theory of complexity - the seemingly oxymoronic idea of a 'complexity theory for non-computable problems'. We are currently undertaking research in this area.
5. As a related issue, at the time of writing the idea of computer aided proofs is gaining significant traction within mathematics. Indeed, a proof of the Kepler conjecture that used computational assistance has just been published. It is possible that future results will require the use of a computer applied to noncomputable problems to establish a result in pure mathematics. Again, this
seems like a contradiction in terms, but the breakdown epsilons may permit some leeway here if the mathematical argument is robust to slight errors in the computational approach.
6. The results on neural networks warrant substantial further thought. In particular, positive results need to establish more than just the existence of a neural network which will succeed. Such a result would also need to explain how training the neural network will produce an acceptable output (assuming that there is an oracle that can train correctly). In addition, there would need to be a counterpart result showing that the training process is computable with the given training set. This will likely require considerable resources and effort.
7. In the previous question, the word 'success' was used without consideration of the meaning of 'success' in the context of a neural network. However, the example of a neural network that succeeds on both the training and classification set but fails on uncountably many small perturbations shows that it may not be sufficient to declare a network successful if it works on the training set and is validated on a classification set. A precise, mathematical definition of success is required to properly understand why neural networks are so powerful in practice. This may in fact depend on the real-world application that the neural network is being used to help with. For example, a neural network that is being used to improve the quality of casual photography may be held to a very different standard of success compared to one that is being used in a self driving car.

### 6.2 Specific open questions

1. Throughout this thesis, there are a variety of breakdown epsilons presented. It is important to know if these results are optimal, or if it is possible to improve upon the results presented here either by means of a new technique or by pushing the existing proof techniques further.
2. The results here are typically done in the real input case. However, Fourier matrices (which are very important in compressed sensing) are complex. Analysing these inputs will require some further work - some results are already proven in the case of complex inputs (like Proposition 5.3.1), whereas others are only applicable for real inputs (like Lemma 5.7.1).
3. Theorem 4.2.15 and Theorem 4.3.5 are both specific examples of Proposition 5.11.2. This proposition constructs a family of matrices (depending on parameters $\alpha$ and $\gamma$ ) which satisfy the nullspace property but are somehow 'bad' inputs to a basis pursuit denoising or unconstrained lasso algorithm. It should be possible to use this proposition to prove a more general result than the specific choices of $\alpha$ and $\gamma$ parameters used in the two main theorems.
4. Proposition 5.11 .2 is only stated for the nullspace property and so far we have been unable to show a similar result for the RIP. Thus the question of whether or
not RIP matrices are non-computable with basis pursuit denoising is still open. A negative result may require very careful selection of the parameters $\alpha$ and $\gamma$ or perhaps an entirely new collection of 'bad' matrices whereas a positive result will require something akin to a proof that the RIP implies the success of compressed sensing whilst avoiding an argument that goes through the nullspace property akin to the one presented in It is not obvious whether or not we should expect a positive result.
5. Theorem 4.2.2 is a very specific example of a matrix vector pair with infinite RCC condition number. However, Lemma 5.7.1 gives examples of a much broader class of matrix vector pairs that have condition number. It is therefore possible to give a variety of examples for which the condition is infinity. A different example from just a Hadamard or a Bernoulli matrix is given in Proposition 5.7.2 where it is shown that under certain conditions the well studied Hadamard to Haar matrices also have infinite condition number. There should be a number of further extensions to these results that are available using Lemma 5.7.1.
6. Is it possible to expand the analysis done in 83 and 3.2 .2 to show that a wider variety of randomly sampled matrices exhibit the RIP $_{L}$ with a high probability? As in Section 3.2.2, we believe this can be achieved using results from for example [74].
7. Can one improve on the number of measurements required in Theorems 3.2 .10 \& 3.2.11 (perhaps by reducing log factors) or else show that the bounds in 3.2.4 $\&(3.2 .5)$ are optimal?
8. If instead of taking the measurement locations $\Omega$ at random using a multilevel subsampling scheme, for which deterministic $\Omega$, matrices $M$ and sparsity patterns $(\mathbf{s}, \mathbf{M})$ does $P_{\Omega} M$ satisfy the $\operatorname{RIP}_{L}$ with a sufficiently small constant $\delta_{s, M}$ for Theorem 3.3.4 to apply?
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## Appendix

## A. 1 BPDN stopping criteria

Proposition A.1.1. Fix $\epsilon>0$ and let $\left(x_{n}\right)$ be a sequence generated by a primal convergent algorithm for $B P_{\delta}$, where $\delta>0$. Assume that $\|b\|>\delta$. Define the sequences $\left(p_{n}\right)_{n=1}^{\infty}$ and $\left(G_{n}\right)_{n=1}^{\infty}$ by

$$
p_{n}= \begin{cases}\frac{A x_{n}-b}{\left\|A^{*}\left(A x_{n}-b\right)\right\|_{\infty}} & \text { if } A^{*}\left(A x_{n}-b\right) \neq 0 \text { or }\left\|A x_{n}-b\right\|_{2}>\epsilon+\delta \\ 0 & \text { otherwise }\end{cases}
$$

and $G_{n}=\left\|x_{n}\right\|_{1}+\min _{m \leq n}\left(\left\langle b, p_{m}\right\rangle+\delta\left\|p_{m}\right\|_{2}\right)$. Then

$$
\begin{equation*}
0 \leq\left\|x_{n}\right\|_{1}-B P_{\delta} \leq G_{n} . \tag{A.1.1}
\end{equation*}
$$

Furthermore, $\lim _{n \rightarrow \infty} G_{n}=0$.
To prove this theorem, we also need to prove Lemma 5.11.1.
Proof of Lemma 5.11.1. The statement that $0 \in M^{\mathrm{BP}}(y, A, \delta)$ if and only if $\|y\|_{2} \leq \delta$ is obvious from the fact that 0 has minimal $\ell^{1}$ norm and the fact that $\|A 0-y\|_{2}=\|y\|_{2}$. To see that if $0 \notin M^{\mathrm{BP}}(y, A, \delta)$ then for any $x \in M^{\mathrm{BP}}(y, A, \delta)$ we have $\|A x-y\|_{2}=\delta$, suppose otherwise. Our aim will be to construct a vector $\tilde{x}$ such that $\|\tilde{x}\|_{1}<\|x\|_{1}$, yet $\|A \tilde{x}-y\|_{2} \leq \delta$, contradicting the statement that $x$ is a minimiser.

Let $\|A x-y\|_{2}=\epsilon<\delta$. We consider $\tilde{x}=\left(\|y\|_{2}-\delta\right) x /\left(\|y\|_{2}-\epsilon\right)$. By the previous statement, $\|y\|>\delta$ and by definition, $0 \leq \epsilon<\delta$. Thus $\left(\|y\|_{2}-\delta\right) /\left(\|y\|_{2}-\epsilon\right)<1$. Furthermore, $x \neq 0$ so $\|\tilde{x}\|_{1}<\|x\|_{1}$. It remains to prove that $\|A \tilde{x}-y\| \leq \delta$. We have
by a simple calculation that

$$
\begin{aligned}
\left\|\frac{\|y\|_{2}-\delta}{\|y\|_{2}-\epsilon} A x-y\right\|_{2} & =\left(\frac{\|y\|_{2}-\delta}{\|y\|_{2}-\epsilon}\right)\left\|A x-y \frac{\|y\|_{2}-\epsilon}{\|y\|_{2}-\delta}\right\|_{2} \\
& =\left(\frac{\|y\|_{2}-\delta}{\|y\|_{2}-\epsilon}\right)\left\|A x-y\left(1+\frac{\delta-\epsilon}{\|y\|_{2}-\delta}\right)\right\|_{2} \\
& \leq\left(\frac{\|y\|_{2}-\delta}{\|y\|_{2}-\epsilon}\right)\left[\|A x-y\|_{2}+\frac{(\delta-\epsilon)\|y\|_{2}}{\|y\|_{2}-\delta}\right] \\
& =\left(\frac{1}{\|y\|_{2}-\epsilon}\right)\left[\epsilon\left(\|y\|_{2}-\delta\right)+(\delta-\epsilon)\|y\|_{2}\right]=\delta .
\end{aligned}
$$

The result follows.
We state without proof the following theorem (see [21,60 and similar discussions in (14, 94) which is itself a corollary of the Fenchel Duality Theorem.

Theorem A.1.2. Let $A \in \mathbb{R}^{m \times N}$. Suppose that $F$ and $G$ are convex functions with $F: \mathbb{R}^{m} \rightarrow(-\infty, \infty], G: \mathbb{R}^{N} \rightarrow(-\infty, \infty)$. If there is an $x \in \mathbb{R}^{N}$ with $A x \in \operatorname{dom}(F)$ and there are $\tilde{x}, \tilde{\xi}$ with $\tilde{x} \in \operatorname{argmin}_{x \in \mathbb{R}^{N}}(F(A x)+G(x))$ and $\tilde{\xi} \in \operatorname{argmax}_{\xi \in \mathbb{R}^{m}}\left(-F^{*}(\xi)-\right.$ $\left.G^{*}\left(-A^{*} \xi\right)\right)$ then

$$
F(A \tilde{x})+G(\tilde{x})=-F^{*}(\tilde{\xi})-G^{*}\left(-A^{*} \tilde{\xi}\right) .
$$

Moreover, $\tilde{x}, \tilde{\xi}$ solves

$$
\min _{x \in \mathbb{R}^{N}} \max _{\xi \in \mathbb{R}^{m}}\langle A x, \xi\rangle+G(x)-F^{*}(\xi)=\max _{\xi \in \mathbb{R}^{m}} \min _{x \in \mathbb{R}^{N}}\langle A x, \xi\rangle+G(x)-F^{*}(\xi)
$$

Proof. The sequence $\left(x_{n}\right)$ is bounded in the 1-norm, so it has a convergent subsequence $\left(x_{n_{k}}\right)$ with $\lim _{k \rightarrow \infty} x_{n_{k}}=x^{*}$ for some vector $x^{*}$. Since $\left(x_{n_{k}}\right)$ satisfies 4.2.1), we see that $x^{*}$ is an optimal point for $B P_{\delta}$. Therefore by Lemma 5.11.1, $\lim _{k \rightarrow \infty}\left\|A x_{n_{k}}-b\right\|_{2}=$ $\left\|A x^{*}-b\right\|_{2}=\delta>0$. We claim that for large enough $k,\left\|A^{*}\left(A x_{n_{k}}-b\right)\right\|_{\infty}$ is bounded away from zero. By continuity, it will suffice to show that $A^{*}\left(A x^{*}-b\right) \neq 0$. Indeed, with $f(x):=\|A x-b\|_{2}^{2}$, we note that $f$ is convex and see that $2 A^{*}\left(A x^{*}-b\right)=(\nabla f)\left(x^{*}\right)$. Thus $A^{*}\left(A x^{*}-b\right)=0$ if and only if $x^{*}$ is a global minimum for $f$ (because for any convex function $f, f^{\prime}(c)=0$ implies that $f(c)$ is a global minimum for $\left.f\right)$. But by the definition of a primal convergent algorithm there is an $x^{0}$ with $f\left(x^{0}\right)<\delta=f\left(x^{*}\right)$, contradicting the minimality of $f\left(x^{*}\right)$.

Note that the basis pursuit problem can be written as

$$
\arg \min _{x \in \mathbb{R}^{m}} \chi_{\|\cdot-b\|_{2} \leq \delta}(A x)+\|x\|_{1} \text { where } \chi_{K}(v)=\left\{\begin{array}{l}
0 \text { if } v \in K \\
\infty \text { otherwise }
\end{array}\right.
$$

Our aim will be to apply Theorem A.1.2 with $F=\chi_{\|\cdot-b\|_{2} \leq \delta}, G=\|\cdot\|_{1}$. Because norms are convex, it is clear that $F$ and $G$ are also convex. Since $\left\|A x^{0}-b\right\|<\delta$, there is an $x=x^{0}$ with $x \in \mathbb{R}^{N}$ and $A x \in \operatorname{dom}(F)$. Moreover, $G: \mathbb{R}^{N} \rightarrow(-\infty, \infty)$. The
existence of an $x^{*}$ is obvious. To see the existence of $\rho^{*}$, first note that

$$
F^{*}(\rho)=\sup _{\rho^{\prime} \in \mathbb{R}^{m}}\left\langle\rho, \rho^{\prime}\right\rangle-F\left(\rho^{\prime}\right)=\langle\rho, b\rangle+\sup \left\{\left\langle\rho, \rho^{\prime}-b\right\rangle \mid\left\|\rho^{\prime}-b\right\| \leq \delta\right\}=\langle\rho, b\rangle+\delta\|\rho\|_{2} .
$$

By splitting into two cases, one where $\|\rho\|_{\infty}>1$, and one where $\|\rho\|_{\infty} \leq 1$ (using Holder's inequality), we see that $G^{*}(\rho)=\chi_{\|\cdot\|_{\infty} \leq 1}(\rho)$. Thus $-F^{*}(\rho)-G^{*}\left(-A^{*} \rho\right)=$ $-\delta\|\rho\|_{2}-\chi_{\|\cdot\|_{\infty} \leq 1}\left(-A^{*} \rho\right)$ and so

$$
\max _{\rho \in \mathbb{R}^{m}}-F^{*}(\rho)-G^{*}\left(-A^{*} \rho\right)=\max \left\{-\delta\|\rho\|_{2}-\langle\rho, b\rangle \mid\left\|A^{*} \rho\right\|_{\infty} \leq 1\right\}
$$

Let $\rho^{n}$ be such that $\left\|A^{*} \rho^{n}\right\|_{\infty} \leq 1$ and $\lim _{n \rightarrow \infty}-\delta\left\|\rho^{n}\right\|_{2}-\left\langle\rho^{n}, b\right\rangle=\max _{\rho \in \mathbb{R}^{m}}-F^{*}(\rho)-$ $G^{*}\left(-A^{*} \rho\right)$. Since $\max _{\rho \in \mathbb{R}^{m}}-F^{*}(\rho)-G^{*}\left(-A^{*} \rho\right) \geq-F^{*}(0)-G^{*}\left(-A^{*} 0\right)=0$, we must have that for $n$ sufficiently large, $-\delta\left\|\rho^{n}\right\|_{2}-\left\langle\rho^{n}, b\right\rangle \geq-1$. Because $\left\|A x^{0}-b\right\|_{2}<\delta$, we can write $b=\eta+A x^{0}$ where $\|\eta\|_{2}<\delta$. Thus $-\left\langle\rho^{n}, b\right\rangle=-\left\langle A^{*} \rho^{n}, x^{0}\right\rangle-\left\langle\rho^{n}, \eta\right\rangle<$ $\left\|x^{0}\right\|_{1}+\|\eta\|_{2}\left\|\rho^{n}\right\|_{2}$, because $\left\|A^{*} \rho^{n}\right\|_{\infty} \leq 1$. Therefore

$$
0 \leq-\delta\left\|\rho^{n}\right\|_{2}-\left\langle\rho^{n}, b\right\rangle+1 \leq\left\|x^{0}\right\|_{1}+1-\left(\delta-\|\eta\|_{2}\right)\left\|\rho^{n}\right\|_{2}
$$

Thus $\left\|\rho^{n}\right\|_{2}$ must eventually be bounded. Therefore (for some $C>0$ )

$$
\max \left\{-\delta\|\rho\|_{2}-\langle\rho, b\rangle \mid\left\|A^{*} \rho\right\|_{\infty} \leq 1\right\}=\max \left\{-\delta\|\rho\|_{2}-\langle\rho, b\rangle \mid\left\|A^{*} \rho\right\|_{\infty} \leq 1,\|\rho\|_{2} \leq C\right\}
$$

and since the maximization on the right hand side is a maximization problem of a continuous function taken over a closed, bounded set, the maximum is attained at some $\rho^{*}$.

We can therefore apply Theorem A.1.2. We have

$$
\begin{equation*}
\left\|x^{*}\right\|_{1}=\operatorname{argmax}\left\{-\delta\|\rho\|_{2}-\langle\rho, b\rangle \mid\left\|A^{*} \rho\right\|_{\infty} \leq 1\right\}=-\delta\left\|\rho^{*}\right\|_{2}-\left\langle\rho^{*}, b\right\rangle \tag{A.1.2}
\end{equation*}
$$

Since

$$
\left\|A^{*} p_{m}\right\|_{\infty}=\left\{\begin{array}{l}
1 \text { if } A^{*}\left(A x_{m}-b\right) \neq 0 \text { or }\left\|A x_{n}-b\right\|_{2}>\epsilon+\delta \\
0 \text { otherwise }
\end{array}\right.
$$

we have that $p_{m}$ is feasible for the dual problem and thus

$$
\left\|x^{*}\right\|_{1} \geq \max _{m \leq n}-\delta\left\|p_{m}\right\|_{2}-\left\langle p_{m}, b\right\rangle=-G_{n}+\left\|x_{n}\right\|_{1}
$$

from which we immediately get A.1.1.
It remains to show that $G_{n} \rightarrow 0$. Since eventually both $\left\|A^{*}\left(A x_{n_{k}}-b\right)\right\|_{\infty} \neq 0$ and $\left\|A x_{n}-b\right\|_{2} \leq \epsilon+\delta$, we have $\lim _{k \rightarrow \infty} p_{n_{k}}=\frac{A x^{*}-b}{\left\|A^{*}\left(A x^{*}-b\right)\right\|_{\infty}}$, and we denote this limit by
$p^{*}$. We claim that $p^{*}=\rho^{*}$. If this claim holds then

$$
\begin{aligned}
-\delta\left\|\rho^{*}\right\|_{2}-\left\langle\rho^{*}, b\right\rangle=-\delta\left\|p^{*}\right\|_{2}-\left\langle p^{*}, b\right\rangle & =\liminf _{k \rightarrow \infty}-\delta\left\|p_{n_{k}}\right\|_{2}-\left\langle p_{n_{k}}, b\right\rangle \\
& \leq \liminf _{n \rightarrow \infty} \max _{m \leq n}-\delta\left\|p_{m}\right\|_{2}-\left\langle p_{m}, b\right\rangle \\
& \leq-\delta\left\|\rho^{*}\right\|_{2}-\left\langle\rho^{*}, b\right\rangle
\end{aligned}
$$

where we have used the continuity of norms and inner products and the maximality of $-\delta\left\|\rho^{*}\right\|_{2}-\left\langle\rho^{*}, b\right\rangle$. Since $\liminf _{n \rightarrow \infty} \max _{m \leq n}-\delta\left\|p_{m}\right\|_{2}-\left\langle p_{m}, b\right\rangle=\liminf -G_{n}+\left\|x_{n}\right\|_{1}$, we see that $\lim \inf -G_{n}+\left\|x_{n}\right\|_{1}=-\delta\left\|\rho^{*}\right\|_{2}-\left\langle\rho^{*}, b\right\rangle$. By (A.1.2), the right hand side is $\left\|x^{*}\right\|_{1}$ and by continuity the left hand side is $\left\|x^{*}\right\|_{1}+\liminf -G_{n}$. Therefore $-\lim \sup G_{n}=\liminf -G_{n}=0$ and because $G_{n} \geq 0$ by A.1.1), the result will follow.

It will therefore suffice to show that $p^{*}=\rho^{*}$. The final part of Theorem A.1.2 tells us that if $L(x, \xi)=\langle A x, \xi\rangle+\|x\|_{1}-\delta\|\xi\|_{2}-\langle\xi, b\rangle$ then

$$
L\left(x^{*}, \rho^{*}\right)=\min _{x \in \mathbb{R}^{N}} \max _{\xi \in \mathbb{R}^{m}} L(x, \xi)=\max _{\xi \in \mathbb{R}^{m}} \min _{x \in \mathbb{R}^{N}} L(x, \xi) .
$$

We therefore obtain the following saddle point property: that for all $x \in \mathbb{R}^{N}, \xi \in$ $\mathbb{R}^{m}$, we have $L\left(x^{*}, \xi\right) \leq L\left(x^{*}, \rho^{*}\right) \leq L\left(x, \rho^{*}\right)$. Thus $0 \in \partial L\left(\cdot, \rho^{*}\right)\left(x^{*}\right), \partial L\left(x^{*}, \cdot\right)\left(\rho^{*}\right)$ where $\partial$ denotes the subdifferential. The $x$ derivative yields $0 \in \partial\|\cdot\|_{1}\left(x^{*}\right)+A^{*} \rho^{*}$. In particular, since $v \in \partial\|\cdot\|_{1}\left(x^{*}\right)$ implies that $\left|v_{\operatorname{supp}\left(x^{*}\right)}\right|=\left|\operatorname{sgn}\left(x_{\operatorname{supp}\left(x^{*}\right)}^{*}\right)\right|=1$, $\left|v_{\text {supp }\left(x^{*}\right) c}\right| \in[0,1]$ and $x^{*}$ is non-zero, we must have $\|v\|_{\infty}=1$. Hence $\left\|A^{*} \rho^{*}\right\|_{\infty}=1$. In particular, $\rho^{*} \neq 0$ and so $L\left(x^{*}, \cdot\right)$ is differentiable at $\rho^{*}$. This derivative must be 0 and so $-\delta \frac{\rho^{*}}{\left\|\rho^{*}\right\|_{2}}-b+A x^{*}=0$. Thus $\rho^{*}=c\left(A x^{*}-b\right)$ for some $c \geq 0$. But $\left\|A^{*} \rho^{*}\right\|_{\infty}=1$ so $c=\left\|A^{*}\left(A x^{*}-b\right)\right\|_{\infty}$ and so $\rho^{*}=\frac{A x^{*}-b}{\left\|A^{*}\left(A x^{*}-b\right)\right\|_{\infty}}=p^{*}$.

## A. 2 Lasso stopping criteria

We will now prove the two results on when a lasso minimiser from section 5.15.
Proof of Lemma 5.15.2. We start by assuming that $\left\|A^{*} b\right\|_{\infty} \leq \frac{\lambda}{2}$. Set $-\lambda \rho=2 A^{*}(A 0-$ $b)$. Then $\|\rho\|_{\infty} \leq 1$, so $\rho$ is in the subdifferential of $\|\cdot\|_{1}$ at 0 . Therefore $2 A^{*}(A 0-$ b) $+\lambda \rho=0$ where $\rho \in \delta\left(\|\cdot\|_{1}\right)(0)$, and so 0 is indeed a minimiser. Conversely, if $0 \in \operatorname{argmin}_{x \in \mathbb{R}^{N}}\|A x-y\|^{2}+\lambda\|x\|_{1}$ then there is a $\rho$ in the subdifferential of $\|\cdot\|_{1}$ at 0 with $2 A^{*}(A 0-b)+\lambda \rho=0$. However, such a $\rho$ must have $\|\rho\|_{\infty} \leq 1$ and thus $\left\|2 A^{*}(-b)\right\|_{\infty} \leq \lambda\|\rho\|_{\infty} \leq \lambda$. Thus $\left\|A^{*} b\right\|_{\infty} \leq \lambda / 2$.

Proof of Lemma 5.15.3. Since the proof is very similar to the proof of Lemma A.1.1, we only give the details. Firstly, we note that lasso is equivalent to finding $\operatorname{argmin}_{x \in \mathbb{R}^{N}} F(A x)+G(x)$ where $F(x)=\|\cdot-b\|_{2}^{2}, G(x)=\lambda\|x\|_{1}$. It is clear that $A 0 \in \operatorname{dom}(F)$ and that the optimal value of lasso is attained at some $x^{*}$ (which by potentially passing to a convergent subsequence as in the proof of Lemma A.1.1 we set to be $x^{*}=\lim _{n \rightarrow \infty} x_{n}$ ). It is also easy to see that the convex conjugates of $F$ and $G$ are given by $F^{*}(\xi)=\|\xi\|_{2}^{2} / 4+\langle\xi, b\rangle$ and $G^{*}(\xi)=\chi_{\|\cdot\|_{\infty} \leq \lambda}(\xi)$. Since $F^{*}(\xi) \rightarrow \infty$ as $\|\xi\| \rightarrow$
$\infty$, the maximum of $-F^{*}(\xi)-G^{*}\left(A^{*} \xi\right)$ is attained. Thus Theorem A.1.2 applies and we get $\left\|A x^{*}-b\right\|_{2}^{2}+\lambda\left\|x^{*}\right\|_{1}=\max _{\xi \in \mathbb{R}^{m}}-F^{*}(\xi)-G^{*}\left(A^{*}(\xi) \geq-G(n)+\left\|A x_{n}-b\right\|_{2}^{2}+\lambda\left\|x_{n}\right\|_{1}\right.$.

All that remains is to see that $G_{n} \rightarrow 0$ as $n \rightarrow \infty$. As before, it will suffice to show that $\lim _{n \rightarrow \infty} p_{n}=\xi^{*}$ after passing to a subsequence. To see this, note that at any optimal points $\left(x^{*}, \xi^{*}\right)$ for both lasso and its dual, we must have that the subdifferential in the $\xi$ direction of $L\left(x^{*}, \xi^{*}\right)=\langle A x, \xi\rangle+\lambda\|x\|_{1}-\|\xi\|_{2}^{2} / 4$ at $\left(x, \xi^{*}\right)$ is 0 . In particular $A x^{*}-\xi^{*} / 2-b=0$ and thus $2\left(A x^{*}-b\right)=\xi^{*}$. Moreover, by 5.15.2, $x^{*} \neq 0$. Taking subdifferentails of the lasso objective function yields $2 A^{*}\left(A x^{*}-b\right)+\lambda \operatorname{sgn}(x)=0$. Since $x$ is non-zero, $\|\operatorname{sgn}(x)\|_{\infty}=1$ and so $\left\|A^{*}\left(A x^{*}-b\right)\right\|_{\infty}=\lambda / 2$. Thus $\lim _{n \rightarrow \infty} p_{n}=$ $2\left(A x^{*}-b\right)$ and so $p_{n}$ converges to $\xi^{*}$.

