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#### Abstract

We study the performance of optimal mass transport-based methods applied to point-set matching problems. The present study, which is based on the L2 mass transport cost, states that perfect matches always occur when the product of the point-set cardinality and the norm of the curl of the nonrigid deformation field does not exceed some constant. This analytic result is justified by a numerical study of matching two sets of pulmonary vascular tree branch points whose displacement is caused by the lung volume changes in the same human subject. The nearly perfect match performance verifies the effectiveness of this mass transport-based approach.
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## 1. Introduction.

1.1. Literature reviews. Registration concerns matching two or more sets of image data taken at different times or from different sensors. Depending on the type of image data, registration methods can be classified into two groups: intensity-based methods and featurebased methods. Comprehensive surveys of general registration methods can be found, for instance, in [29], [60]. Here, we are concerned only with the feature-based methods, where the features are special points in images, such as corners or salient boundary points. The associated point-set matching (registration) problem is to establish a consistent point-to-point correspondence between two point-sets. The most well known approach is the iterative closest point (ICP) algorithm [4], [58]. The advantage of ICP is the simplicity of its implementation. One limitation of ICP is its local convergence restriction (sufficient overlap between the pointsets is required for initialization). Another drawback is the algorithm's sensitivity to outliers. To alleviate these challenges, a variety of robust methods have been developed [15], [48]. For instance, in [15], Chui and Rangarajan proposed a robust point-matching method (TPS-RPM) that simultaneously estimates nonrigid transformations using splines and correspondence. A

[^0]type of matrix balancing technique called soft assignment is employed to establish symmetric correspondence and detect outliers.

The classic Monge-Kantorovich (MK) mass transport problem ${ }^{1}$ [24] is to move piles of soil at a minimal cost; the solution is called the optimal mass transport. This approach has been applied to intensity-based image registration, retrieval, and morphing [52], [23], [40], [59], [20], [35], [33]. The optimal cost function is the Wasserstein distance, which measures the dissimilarity of two distributions. One advantage of the MK mass transport approach is that the global minimizer can always be reached because of the inherent convexity of the problem. However, intensity-based methods are sensitive to intensity changes, which can be caused by noise or variations in illumination [60]. Experiments demonstrate that the morphing effect of mass transport approaches seems unavoidable and may lead to misregistration of medical images [33]. Recently, the mass transport approach has also been incorporated with kernel correlation [48] into feature-based methods [12]. When a finite kernel scale is used, the estimated correspondence is robust against distant outliers. Notice that the proposed model is an approximation of the MK problem when the kernel scale tends to infinity.
1.2. The present study. We apply two mass transport-based methods to register two large sets (hundreds of point-pairs) of landmark data acquired from a pair of lung CT images (acquired during breath-holds) and establish their correspondence. These methods are tested on the lung CT datasets of several human subjects measured at total lung capacity (TLC) and functional residual capacity (FRC); see Figure 1. Nearly perfect match results are obtained, which demonstrates the effectiveness of the mass transport methods. The results motivate us to further investigate under what conditions the optimal scheme transporting these points coincides with the ground truth correspondence.

Below are our analytic findings:
(a) We establish one sufficient condition (see Proposition 2.3 and Corollary 2.4) for perfect matches, which states that perfect matches always occur when the product of the pointset cardinality and the norm of the $\operatorname{curl}^{2}$ of the nonrigid deformation field does not exceed some constant.
(b) We find that using the L2 mass transport cost yields a better performance than using other mass transport costs because of the existence of some correspondence invariants for the L2 mass transport cost (section 2.2).
(c) In lung experiments, perfect matches are likely to occur at landmarks at lower generations (Figure 9). This result supports the proposed sufficient condition when the linear elastic theory predicts the large curls occurring near the lung periphery (in Appendix B).
(d) We demonstrate that the Hellinger distances-based point-set matching model [12] possesses cyclical monotonicity in the optimal transport (Remark 3.4). Experiments (section 4.3) demonstrate that (1) mass transport-based methods outperform TPS-

[^1]

Figure 1. Three-dimensional (3D) CT images of lungs. Left: (a) TLC (total lung capacity) and (b) FRC (functional residual capacity). Branch points are marked by green dots. The lungs, the airway tree, and the vessel tree are marked by cyan, red, and purple, respectively. Right: Two point-sets selected from CT images. The unit of the coordinates is mm. The direction $z$ is along the lung height; i.e., a small $z$ corresponds to the apex, and a large $z$ corresponds to the base. TLC is shown by markers $\times$ and FRC is shown by markers $\bullet$.

RPM, which does not possess cyclical monotonicity; (2) the HD model is more robust against outliers than the mass transport model.
To the best of our knowledge, this is the first study demonstrating the outstanding matching performance of mass transport methods.

This paper is organized as follows. In sections 2 and 3, we present several theoretical studies of the mass transport-based point-matching models, including the curl-cardinality relation and the cyclical monotonicity property. In section 4, we present various matching experiments performed on lung branch points to support the theoretical analysis. Lengthy proofs, including those for the curl-cardinality relations, the curl distribution of lung deformations, the asymptotic behavior of the rigid motion estimator, and the kernel scale selection in the HD model, are listed in the appendices.
2. Mass transport-based point-set matching models. In this paper, we let $\delta$ be the Dirac delta function and $\|\cdot\|_{2}=\|\cdot\|$ be the 2-norm. We denote the trace and the transpose of a matrix $X$ by $\operatorname{Tr}(X)$ and $X^{\top}$, respectively. The notation used throughout the paper is summarized in Table 1.
2.1. Mass transport problems and point-set matching problems. One central problem in elasticity theory concerns the determination of the deformation $T$ on a bounded open connected subset $\Omega$ of $\mathbf{R}^{3}$ subjected to some applied force. The deformation $T$ must be injective and orientation-preserving (i.e., the deformation $\operatorname{gradient} \operatorname{det}(\nabla T)$ is positive) to be physically acceptable.

The primary focus of this paper is the inverse problem, which is to determine the correspondence between two unlabeled point-sets $\left\{x_{i}\right\}_{i=1}^{n},\left\{y_{i}\right\}_{i=1}^{n}$ sampled from $\Omega$ and $T(\Omega)$. Here, the correspondence is described by a permutation $\tau$ on $\{1, \ldots, n\}$ such that $y_{i}=T\left(x_{\tau(i)}\right)$. To proceed, we require a stronger assumption about the transforms: $T$ is twice continuously differentiable and has the Helmholtz decomposition $T(x)=\nabla \phi+\nabla \times \psi$, where $\phi$ is strongly convex and $\nabla \cdot \psi=0$. Note that $\phi, \psi$ can be determined by solving Poisson's equation (see

Table 1
A summary of mathematical symbols.

| $T, S$ | general deformations (vector-valued functions) |
| :---: | :---: |
| $T_{A}, T_{S}$ | symmetric and skew symmetric parts of the $\nabla T$ matrices |
| $\phi, \psi($ except in section 3) | functions in the Helmholtz decomposition of $T$ |
| $\phi, \psi$ (in section 3) | dual variables in the HD model |
| $Q, R$ | rotations (orthogonal matrices) |
| $A$ | affine transforms (nonsingular matrices) |
| $t$ | translations (vectors) |
| $\sigma$ | kernel scales |
| $K, K_{i, j}$ | the Gaussian kernel function and its entries in matrix form |
| $X, Y, x_{i}, y_{j}$ | point-sets and points in the point-set |
| $\mu, \mu_{i, j}$ | correspondence matrices in mass transport and their entries |
| $\Gamma^{+}, \Gamma^{-}, \gamma_{i, j}^{+}, \gamma_{i, j}^{-}$ | correspondence matrices in the HD model and their entries |
| $\tau$ | permutation maps |
| $\Lambda(B ; k)$ | the $k$ th largest singular value of the matrix $B$ |
| $\omega_{\max }$ | the magnitude of the "curl" of $T$ defined in $(2.3)$ and (2.4) |

pages 238-242 in [41]):

$$
\nabla \cdot T=\nabla^{2} \phi, \nabla \times T=-\nabla^{2} \psi
$$

Suppose that the corresponding point-pairs $\left\{x_{i}, y_{\tau(i)}\right\}$ are nearby. Then, $\tau$ can be estimated by solving the following minimization problem:

$$
\begin{equation*}
\min _{\tau} \sum_{i=1}^{n}\left\|x_{i}-y_{\tau(i)}\right\|^{\alpha}, \quad \alpha \geq 1 \tag{2.1}
\end{equation*}
$$

This is a combinatorial optimization problem because $n$ ! possibilities must be evaluated. This difficulty can be alleviated if we instead consider a relaxed problem,

$$
\begin{equation*}
\min _{\mu_{i, j}} \sum_{i=1}^{n}\left\|x_{i}-y_{j}\right\|^{\alpha} \mu_{i, j} \tag{2.2}
\end{equation*}
$$

subject to the unit mass constraint, $\sum_{i=1}^{n} \mu_{i, j}=1=\sum_{j=1}^{n} \mu_{i, j}, \mu_{i, j} \geq 0$. This problem is known as the $L^{\alpha}$ MK mass transport problem. Here, the original permutation $\tau$ is relaxed to a correspondence matrix characterized by the doubly stochastic matrix $\left\{\mu_{i, j}: i, j=1, \ldots, n\right\}$ or the measure $\mu:=\sum_{i, j=1}^{n} \mu_{i, j} \delta\left(x-x_{i}, y-y_{j}\right)$. More precisely, $\tau(i)=j$ if $\mu_{i, j}=1$.

The relaxed problem described by (2.2) is a convex (in fact, linear) minimization problem, which has an optimal permutation matrix (the existence of this is guaranteed by Birkhoff's theorem) and can be solved by interior point methods [7] or primal-dual algorithms [23] (see also Chapter 4 in [9]). Finally, we say that a perfect match occurs if the underlying correspondence between two point-sets coincides with a minimizer $\left\{\mu_{i, j}\right\}_{i, j=1}^{n}$ of (2.2).
2.2. Two special properties of the $\mathbf{L} 2$ cost. In this paper, the MK method is defined by correspondence estimation using (2.2) with $\alpha=2$. This method has two special properties.

The first special property is the optimality condition, called cyclical monotonicity. A nonempty subset $\left\{\left(x_{i}, y_{i}\right)\right\}_{i=1}^{n}$ in $\mathbf{R}^{d}, d \geq 1$, is said to be cyclically monotone (see page 79 in
[49]) if for all $m \geq 2$ and for all subsets $\left\{\left(x_{i}, y_{i}\right)\right\}_{i=1}^{m}$,

$$
\sum_{i=1}^{m}\left\|x_{i}-y_{i}\right\|^{2} \leq \sum_{i=1}^{m}\left\|x_{i}-y_{i-1}\right\|^{2}, \text { with the convention } y_{0}=y_{m} .
$$

In this context, $\mu=\sum_{i=1}^{n} \delta\left(x-x_{i}, y-y_{i}\right)$ is optimal in the L2 mass transport problem when the correspondence $\left\{\left(x_{i}, y_{i}\right)\right\}_{i=1}^{n}$ is cyclically monotone. One key characterization of the optimality condition is that if the support of $\mu$ satisfies cyclical monotonicity, then $\mu$ is supported in the subdifferential of a proper lower semicontinuous convex function $\phi$ (see Theorem 2.27 in [49]), i.e., $y_{i} \in \partial \phi\left(x_{i}\right)$, where $\partial$ refers to subgradients [37]. ${ }^{3}$

Consider a transform $T: \mathbf{R}^{d} \rightarrow \mathbf{R}^{d}$ between two point-sets $\left\{x_{i}\right\}_{i=1}^{m},\left\{y_{i}\right\}_{i=1}^{n}$ in $\mathbf{R}^{d}$ with $y_{i}=T\left(x_{i}\right)$. When $T$ is the gradient of some convex function, then the correspondence can be recovered correctly by solving mass transport problems. This special class of transforms includes scalings, translations, positive definite affine transforms $(T) x):=A x+t$, where $A$ is positive definite), and other curl-free maps. Note that when $\phi$ is strongly convex and differentiable, the Hessian of $\phi$ is positive definite, which implies that $\nabla \phi$ is orientation-preserving and injective.

The second special property of the L2 cost is that the correspondence is invariant under an additional transform $S$. Here, we discuss two correspondence invariants: (i) between $\left\{S\left(x_{i}\right)\right\}_{i=1}^{n}$ and $\left\{S\left(y_{i}\right)\right\}_{i=1}^{n}$ and (ii) between $\left\{S\left(x_{i}\right)\right\}_{i=1}^{n}$ and $\left\{y_{i}\right\}_{i=1}^{n}$.

In $\mathbf{R}^{1}$, for one-dimensional (1D) point-sets, a cyclically monotone correspondence $\mu$ is a monotone rearrangement (in which the spatial ordering of points is preserved); see page 75 in [49]. Thus, cyclical monotonicity of $\left\{\left(x_{i}, y_{i}\right)\right\}_{i=1}^{n}$ implies that $\left\{S\left(x_{i}\right), S\left(y_{i}\right)\right\}_{i=1}^{n}$ and $\left\{S\left(x_{i}\right), y_{i}\right\}_{i=1}^{n}$ are cyclically monotonic if $S$ is an increasing function. We have both invariants (i) and (ii).

In $\mathbf{R}^{d}, d>1$, a cyclically monotone correspondence $\left\{\left(x_{i}, y_{i}\right)\right\}_{i=1}^{n}$ does not imply cyclical monotonicity of (i) $\left\{\left(S\left(x_{i}\right), S\left(y_{i}\right)\right)\right\}_{i=1}^{n}$ or (ii) $\left\{\left(S\left(x_{i}\right), y_{i}\right)\right\}_{i=1}^{n}$. Instead, for type (i), the correspondence in $L^{\alpha}$ cost is invariant under rigid motions and scalings $(S(x)=Q x+t$, $S(x)=a x+t$, with $a>0, t \in \mathbf{R}^{d}$, and $Q$ an orthogonal matrix). ${ }^{4}$ For invariant (ii), we will first demonstrate that the L2 cost possesses one additional (forward-backward) invariant.

Proposition 2.1 (forward-backward). Suppose that a matrix $\mu$ minimizes the L2 mass transport cost between $\left\{x_{i}\right\}_{i=1}^{n}$ and $\left\{y_{i}\right\}_{i=1}^{n}$. Let $S(x)=A x+t$ be an affine transform with a nonsingular symmetric matrix $A$ and a vector $t$. Then, the matrix $\mu$ also minimizes the $L 2$ mass transport cost between $\left\{S\left(x_{i}\right)\right\}$ and $\left\{S^{-1}\left(y_{j}\right)\right\}$ :

$$
\arg \min _{\mu} \sum_{i, j=1}^{n} \mu_{i, j}\left\|x_{i}-y_{j}\right\|^{2}=\arg \min _{\mu} \sum_{i, j=1}^{n} \mu_{i, j}\left\|\left(A x_{i}+t\right)-A^{-1}\left(y_{j}-t\right)\right\|^{2}
$$

[^2]In particular, the result holds for positive definite matrices $A$.
Proof. Because $\sum_{i=1}^{n} \mu_{i, j}=1=\sum_{j=1}^{n} \mu_{i, j}$, any minimizer $\mu_{i, j}$ for the cost

$$
\sum_{i, j} \mu_{i, j}\left\|\left(A x_{i}+t\right)-A^{-1}\left(y_{j}-t\right)\right\|^{2}=\sum_{i, j}(-2) \mu_{i, j} y_{j}^{\top} x_{i}+\text { constant terms w.r.t. } \mu_{i, j}
$$

also minimizes $\sum_{i, j=1}^{n} \mu_{i, j}\left\|x_{i}-y_{j}\right\|^{2}$.
Combining the first invariant with the optimal correspondence $\left\{\left(x_{i}, y_{i}\right)\right\}_{i=1}^{n}$ yields the optimal correspondence $\left\{\left(a x_{i}+t, y_{i}\right)\right\}_{i=1}^{n}$, where $a$ is a positive scalar, which is invariant (ii). In practical applications, the invariant of the L2 cost eliminates the difficulty of estimating the parameters $a, t$.
2.3. Curl-cardinality relations. Typically, the match error of the mass transport approach is caused by two factors, nonzero curls and outliers. We first examine the effect of curl on the occurrence of mismatch. A discussion regarding outliers will be presented in the following section.

According to the Helmholtz decompositions, a 3D smooth vector field can be expressed as a sum of a gradient function and a curl function. Regarding mass transport methods, point correspondence can be estimated correctly if the transform is the gradient of some convex function. However, these special transforms form a very small class, and they rarely occur in practical applications. Consider any point-set with finite cardinality $n$ sampled from $\Omega$. The following analysis demonstrates that if the curl magnitude $\omega_{\max }$ (Definition 2.1) of the transform $T$ is less than some upper bound $C / n$, then a perfect match can still be obtained; here, $C$ is a positive constant that is related to the constant in the isoperimetric inequality [10]. Empirical experiments demonstrate that the upper bound can be significantly improved if the point-set is scattered uniformly over some region of a high-dimensional space rather than concentrated in a circle.

Definition 2.1. For each $d \times d$ matrix $B$, let $\Lambda(B, k)$ be the $k$ th largest singular value of $B$. Let $T$ be a transform on $\mathbf{R}^{d}, d \geq 2$. Let $T_{S}$ and $T_{A}$ be the symmetric and skew symmetric parts of $\nabla T$ at each $x$ in the domain $\Omega$, i.e., $\nabla T(x)=T_{S}(x)+T_{A}(x)$. Define the maximum curl $\omega_{\max }$ of $T$ on $\Omega$ as

$$
\begin{equation*}
\omega_{\max }(T ; \Omega)=2 \tan ^{-1}\left(\frac{\max _{x} \Lambda\left(T_{A}(x), 1\right)}{\min _{x} \Lambda\left(T_{S}(x), d\right)}\right) \tag{2.3}
\end{equation*}
$$

In the case where $\Omega \subset \mathbf{R}^{3}$ and $T=\nabla \phi+\nabla \times \psi$ with $\phi$ strongly convex, we obtain

$$
\Lambda\left(T_{A}, 2\right)=0 \quad \text { and } \quad \Lambda\left(T_{A}, 1\right)=-\Lambda\left(T_{A}, 3\right)=2^{-1}\|\nabla \times T\|=2^{-1}\left\|\nabla^{2} \psi\right\|^{2}
$$

Thus, $\tan \left(\omega_{\max } / 2\right)$ is proportional to the maximum curl, $\max _{x}\|\nabla \times T(x)\|$.
To better understand $\omega_{\max }$, we first examine the upper bound on rotation angles for perfect matches.

Example 2.2. Consider one point-set consisting of $n$ points $\left\{x_{i} \in \mathbf{R}^{2}: i=1, \ldots, n \geq 2\right\}$ in a circle (centered at the origin) with radius $r$ and with polar angle $\left\{\theta_{i}=2 i \pi / n: i=1, \ldots, n\right\}$ and another point-set consisting of $\left\{y_{i}: i=1, \ldots, n\right\}$ in the circle with polar angle $\theta_{i}+\omega$.

Use the conventions $x_{n+1}=x_{1}$ and $x_{0}=x_{n}$. The perfect match condition is forfeited under $\omega$ if

$$
\sum_{i=1}^{n} x_{i} \cdot y_{i}=n r^{2} \cos \omega \leq \max \left(\sum_{i=1}^{n} x_{i+1} \cdot y_{i}, \sum_{i=1}^{n} x_{i-1} \cdot y_{i}\right)
$$

which implies $\tan |\omega| \geq(1-\cos (2 \pi / n)) / \sin (2 \pi / n)=\tan (\pi / n)$,
i.e., $|\omega| \geq \pi / n$. One can easily verify that $\Lambda\left(T_{A} ; 1\right) / \Lambda\left(T_{S}, 2\right)=\tan |\omega|$ and $\omega_{\max }$ in Definition 2.1 is exactly $2|\omega|$. Hence, a perfect match can be obtained if the rotation angle $\omega$ lies in $\left(\omega_{-}, \omega_{+}\right):=(-\pi / n, \pi / n)$ or $\omega_{\max } \leq 2 \pi / n$. Here, we term the range $\left(\omega_{-}, \omega_{+}\right)$the perfect match range. Note that this upper bound (which does not depend on the spatial size $2 r$ ) can be regarded as the angular resolution of the point-set (i.e., the average angle between points for $n$ points $\left\{x_{i}\right\}_{i=1}^{n}$ evenly spaced in the angular range $2 \pi$ ).

In the following proposition and corollary, we present the curl-cardinality relation for rotations and general transforms. Consider a point-set $\left\{x_{i}\right\}_{i=1}^{n}$ in $\mathbf{R}^{d}$, and generate another point-set $\left\{y_{i}\right\}_{i=1}^{n}$ by rotating $\left\{x_{i}\right\}_{i=1}^{n}$ by angle $\omega$. A rotation can be described by an orthogonal matrix $R$, so let $T(x)=R x$. Perform the decomposition $\nabla T=R=R_{S}+R_{A}$, where $R_{S}, R_{A}$ are the symmetric and skew symmetric parts of $R$. The magnitude of the rotation can then be measured by the ratio $\Lambda\left(R_{A}, 1\right) / \Lambda\left(R_{S}, d\right)$.

Proposition 2.3 (curl-cardinality for rotations). Suppose that the transform $T$ is a rotation:
(i) A perfect match can be obtained for a set of $n$ points in $\mathbf{R}^{d}$ if $\omega_{\max }\left(T, \mathbf{R}^{d}\right) \leq 2 \pi / n$.
(ii) Among all of the possible point-sets consisting of $n$ points, the point-set that consists of the vertices of the $n$-sided regular polygon has the smallest perfect match range, $\left(\omega_{-}, \omega_{+}\right):=(-\pi / n, \pi / n)$.
The proof can be found in Appendix A.
Corollary 2.4 (curl-cardinality for general deformations). Decompose the gradient of a general transform $T$ as a sum of the symmetric and skew symmetric parts,

$$
\nabla T=T_{S}+T_{A} \quad \text { on } \mathbf{R}^{d}, d \geq 2
$$

(i) For a general transform $T$ on $\mathbf{R}^{d}$, the above curl-cardinality relation still holds with the constant $C$ not necessarily equal to $2 \pi$ (the difference is due to the Riemann sum approximation).
(ii) Suppose that $T_{S}$ is constant and positive definite and can be factored as $T_{S}^{1 / 2} T_{S}^{1 / 2}$. The curl-cardinality relation can be improved, i.e., perfect matches occur if $\omega_{\max } \leq 2 \pi / n$, where

$$
\begin{equation*}
\omega_{\max }:=2 \tan ^{-1}\left(\max _{x} \Lambda\left(T_{S}^{-1 / 2} T_{A}(x) T_{S}^{-1 / 2}, 1\right)\right) \tag{2.4}
\end{equation*}
$$

The proof can be found in Appendix A. From the proof of Corollary 2.4, according to the isoperimetric inequality and Lemma A.1, one can easily verify that the upper bounds occur only when the points are exactly the vertices of the regular polygon. ${ }^{5}$

[^3]2.4. Curl-cardinality relations $\omega_{\max } \leq C / n^{-1 / d}$. At first glance, Proposition 2.3 (or Corollary 2.4) might make one pessimistic about the occurrence of perfect matches. However, usually the value $\omega_{+}-\omega_{-}$for rotating a high-dimensional point-set is far greater than $2 \pi / n$ (when the points are not concentrated in a planar circle). In fact, from the proof of the proposition, $n$ can be reduced to a maximum length of disjoint cycles of the corresponding permutation $\tau$. Let us examine one special case: In two dimensions, suppose the points are located at rectangular grid points $x_{i, j}=(i / \sqrt{n}, j / \sqrt{n})$ for $i, j=1, \ldots, \sqrt{n} \in \mathbf{N}$. Along the rectangular boundary, there are $4 \sqrt{n}$ points. The angular resolution is approximately $2 \pi / 4 \sqrt{n}=\pi / 2 \sqrt{n}$. Thus, $\omega_{+}-\omega_{-} \approx 1.57 n^{-1 / 2}{ }^{6}$ Similar arguments demonstrate that $\omega_{+}-\omega_{-} \approx 1.57 n^{-1 / 3}$ for the cases of 3D rectangular grids.

Here, one simulation of the curl-cardinality relation in which the coefficient is greater than $\pi / 2 \approx 1.57$ is presented. Consider a point-set randomly generated from the unit square $[0,1] \times[0,1]$ uniformly. Rotate the point-set along the $z$-axis by an angle $\omega$. Each perfect match range $\left(\omega_{-}, \omega_{+}\right)$is measured under various point cardinalities, $n=50, \ldots, 200$. The result is reported in Table 2 and Figure 2. In the figure, the green solid line reveals a linear relationship between $n^{-1 / 2}$ and $\omega_{+}-\omega_{-}$, where (approximately) $\omega_{+}-\omega_{-}=C_{2} n^{-1 / 2}$, with $C_{2}=2.90$. Similarly, we measure the perfect match range for 3D point-sets (randomly generated from $[0,1] \times[0,1] \times[0,1])$ with different point cardinalities. The result is shown by the red dashed line, which is (approximately) $\omega_{+}-\omega_{-}=C_{3} n^{-1 / 3}$, with $C_{3}=2.86$.

Table 2
$\left(\omega_{+}-\omega_{-}\right) \times 100$ based on 10 random samples.

| $n$ | 50 | 75 | 100 | 125 | 150 | 175 | 200 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Two dimensions | $46 \pm 4.4$ | $34.8 \pm 1.6$ | $28.8 \pm 1.6$ | $25.2 \pm 1.88$ | $23.3 \pm 1.88$ | $21 \pm 0.89$ | $19.2 \pm 1.4$ |
| Three dimensions | $84.8 \pm 6.9$ | $68.8 \pm 4.4$ | $62.8 \pm 3.4$ | $57.2 \pm 3.9$ | $51.6 \pm 2.6$ | $49.2 \pm 2.4$ | $46.8 \pm 1.6$ |



Figure 2. Robustness of the extra curl for randomly sampled point-sets. The graph is generated using Table 2. The $y$-axis is $\omega_{+}-\omega_{-}$, and the $x$-axis shows $n^{-1 / 2}$ (the green solid line) and $n^{-1 / 3}$ (the red dashed line) for two and three dimensions, respectively.

[^4]Consequently, under the same magnitude of curls, the difficulty matching 1000 (randomly sampled) 3D points in mass transport models is similar to the difficulty of matching 100 2D points and the difficulty of matching 40 points on the four sides of a square. Hence, it is not surprising that perfect matches occur when matching 3D lung point-sets containing 1000 points. See the experimental results for details.
3. Outliers in matching problems. In this section, we impose the same (small curl) assumption on transforms as in the previous section. Hence, the mass transport method yields the correct correspondence in this ideal case. We will study the outlier effect in mass transport models. In our experiment, outliers refer to the points that appear in one point-set but that are missing correspondences in the other point-set. From a mathematical viewpoint, because the points are unlabeled, it is impossible to distinguish outliers from the "inliers." Hence, perfect matches are unattainable when outliers exist. In fact, the matching result can be much worse. Sometimes, even a small number of distant outliers can cause large mismatches in the aforementioned mass transport model (see the experimental results). ${ }^{7}$

One possible solution is the HD model [12] in which correspondences are estimated by maximizing

$$
\begin{equation*}
\sum_{i, j=1}^{m, n} \sqrt{\gamma_{i, j}^{+} \gamma_{i, j}^{-}} \exp \left(-\left\|x_{i}-y_{j}\right\|^{2} / 2 \sigma^{2}\right) \tag{3.1}
\end{equation*}
$$

with respect to nonnegative unknowns $\gamma_{i, j}^{+}, \gamma_{i, j}^{-}$, subject to the unit mass constraint, $\sum_{i=1}^{m} \gamma_{i, j}^{+}=$ $1=\sum_{j=1}^{n} \gamma_{i, j}^{-}$for all $i, j$. Here, the correspondence is characterized by two matrices $\gamma_{i, j}^{+}, \gamma_{i, j}^{-}$. This model yields the same correspondence result as the mass transport model when $\sigma$ tends to infinity (section B. 3 in [12]).

In this section, we will demonstrate that the optimal correspondence in the HD model is indeed cyclically monotone (see Remark 3.4). Hence, the HD model can be viewed as a reweighted mass transport model in which the weight function is related to the spatial distance of each corresponding point-pair. When a finite kernel scale $\sigma$ is used, this model is robust to distant outliers (see the experimental results presented in section 4). Indeed, for some sufficiently large $\sigma$, the correspondence determined by the majority rule (see (4.2)) is identical to the correspondence generated using the MK mass transport model. Thus, robustness against outliers is obtained from the use of finite kernel scales.
3.1. Duality. We will examine the optimality condition in the HD model by analyzing the duality structure between the maximization problem (3.1) and its dual problem (3.3). Let $S=\left\{\left(\Gamma^{+}, \Gamma^{-}\right): \Gamma^{+}, \Gamma^{-}\right.$are $m \times n$ matrices with entries $\gamma_{i, j}^{+} \geq 0, \gamma_{i, j}^{-} \geq 0$ satisfying $\left.\sum_{j=1}^{n} \gamma_{i, j}^{+}=\gamma_{i}^{+}, \sum_{i=1}^{m} \gamma_{i, j}^{-}=\gamma_{j}^{-}\right\}$. Let

$$
E\left(\Gamma^{+}, \Gamma^{-}\right)= \begin{cases}\sum_{i=1, j=1}^{m, n} 2 \sqrt{\gamma_{i, j}^{+} \gamma_{i . j}^{-}} K\left(x_{i}, y_{j}\right) & \text { if }\left(\Gamma^{+}, \Gamma^{-}\right) \in S  \tag{3.2}\\ -\infty & \text { else }\end{cases}
$$

[^5]Let $T=\left\{(\phi, \psi):\right.$ vectors $\phi, \psi$ have positive entries $\phi_{i}, \psi_{j}$ with $\left.\phi_{i} \psi_{j} \geq K\left(x_{i}, y_{j}\right)^{2}\right\}$. Here, the dual problem max $E$ is presented:

$$
\begin{equation*}
\min _{(\phi, \psi) \in T} J(\phi, \psi), \text { where } J(\phi, \psi):=\sum_{i=1}^{m} \phi_{i} \gamma_{i}^{+}+\sum_{j=1}^{n} \psi_{j} \gamma_{j}^{-} . \tag{3.3}
\end{equation*}
$$

Indeed, these two problems are connected by the weak duality:

$$
\begin{equation*}
\max _{\left(\Gamma^{+}, \Gamma^{-}\right) \in S} E\left(\Gamma^{+}, \Gamma^{-}\right) \leq \min _{(\phi, \psi) \in T} J(\phi, \psi) . \tag{3.4}
\end{equation*}
$$

We say that $\left(\Gamma^{+}, \Gamma^{-}, \phi, \psi\right)$ is a saddle point if

$$
\begin{equation*}
E\left(\Gamma^{+}, \Gamma^{-}\right)=J(\phi, \psi) . \tag{3.5}
\end{equation*}
$$

The weak and strong dualities have been studied in [12], and the strong duality can be established using the strong duality theorem (see Proposition 5.2.1 in [3]). The following proposition summarizes the optimality conditions.

Proposition 3.1. Assume $K_{i, j}>0$ for all $i, j$. Then

$$
\max _{\left(\Gamma^{+}, \Gamma^{-}\right) \in S} E\left(\Gamma^{+}, \Gamma^{-}\right)=\min _{(\phi, \psi) \in T} J(\phi, \psi) .
$$

This result indicates the absence of the duality gap. That is, if the matrices $\left(\Gamma^{+}, \Gamma^{-}\right)$and the vectors $(\phi, \psi)$ are optimal, then from (3.4), the following conditions hold:

1. For all $i, j, \gamma_{i, j}^{+} \gamma_{i, j}^{-}\left(\phi_{i} \psi_{j}-K_{i, j}^{2}\right)=0$. Then, $\gamma_{i, j}^{+}=0=\gamma_{i, j}^{-}$for each pair $(i, j)$ with $\phi_{i} \psi_{j}>K_{i, j}^{2}$.
2. $\phi_{i} \gamma_{i, j}^{+}=\psi_{j} \gamma_{i, j}^{-}$for all $i, j$.

Conversely, when these two conditions are fulfilled, $\left(\Gamma^{+}, \Gamma^{-}, \phi, \psi\right)$ is a saddle point.
From Proposition 3.1, the $(i, j)$ entries $K_{i, j}^{2}$ should coincide with those in the product of the two vectors $\phi, \psi$ if $\gamma_{i, j}^{+} \gamma_{i, j}^{-}>0$. Thus, given a matrix $\left\{K_{i, j}: i=1, \ldots, m, j=1, \ldots, n\right\}$ with nonzero minors, ${ }^{8}$ the correspondence matrices $\left(\Gamma^{+}, \Gamma^{-}\right)$are highly sparse. Here, a block coordinate descent method to compute $\Gamma^{+}, \Gamma^{-}$is presented.

Algorithm 3.2 (correspondence estimation [12]).

1. Initialize matrix $\Gamma^{-}$with entries $\gamma_{i, j}^{-}=1 / n$ and matrix $K$ with entries $K_{i, j}=\exp \left(-\| y_{j}-\right.$ $\left.x_{i} \|^{\alpha} / 2 \sigma^{\alpha}\right)$. Let $\sigma$ be some kernel scale.
2. Repeat the iterations until they converge:

$$
\begin{equation*}
\gamma_{i, j}^{+} \leftarrow \frac{\gamma_{i, j}^{-} K_{i, j}^{2}}{\sum_{j=1}^{n} \gamma_{i, j}^{-} K_{i, j}^{2}}, \quad \gamma_{i, j}^{-} \leftarrow \frac{\gamma_{i, j}^{+} K_{i, j}^{2}}{\sum_{i=1}^{m} \gamma_{i, j}^{+} K_{i, j}^{2}} . \tag{3.6}
\end{equation*}
$$

In Theorem 4.5 of [13], any limit of the sequences is a global maximizer independent of the initial positive matrices $\Gamma^{+}$and $\Gamma^{-}$. Empirically, the convergence speed is typically acceptable for point-sets with hundreds of points and small kernel scales.

[^6]3.2. Cyclical monotonicity in the HD model. Rearrange and partition each pair of discrete masses $\nu^{+}, \nu^{-}$properly such that the matching is "bijective," i.e.,
$$
\nu^{+}=\sum_{i=1}^{n} \gamma_{i}^{+} \delta\left(x-x_{i}\right), \quad \nu^{-}=\sum_{i=1}^{n} \gamma_{i}^{-} \delta\left(y-y_{i}\right) .
$$

Then, the maximizer $\left(\Gamma^{+}, \Gamma^{-}\right)$of $E$ can be expressed as a pair of square diagonal matrices with diagonal entries $\left\{\gamma_{i}^{+}\right\}_{i=1}^{n}$ and $\left\{\gamma_{i}^{-}\right\}_{i=1}^{n}$. The next proposition characterizes the optimal bijective matching described by $\left\{\left(\gamma_{i}^{+}, \gamma_{i}^{-}\right): i=1, \ldots, n\right\}$.

Proposition 3.3. The above bijective matching is optimal if and only if

$$
\begin{equation*}
\frac{K_{i, i} K_{j, j}}{K_{i, j}^{2}} \geq \sqrt{\frac{\gamma_{i}^{+} \gamma_{j}^{-}}{\gamma_{j}^{+} \gamma_{i}^{-}}} \geq \frac{K_{j, i}^{2}}{K_{i, i} K_{j, j}} \text { for all } i, j \text {. } \tag{3.7}
\end{equation*}
$$

Note that for either $y_{i}=y_{j}$ or $x_{i}=x_{j}$ we have

$$
\begin{equation*}
\frac{\gamma_{i}^{-}}{\gamma_{j}^{-}}=\frac{\gamma_{i}^{+} K_{i, i}^{2}}{\gamma_{j}^{+} K_{j, i}^{2}} \quad \text { or } \quad \frac{\gamma_{i}^{+}}{\gamma_{j}^{+}}=\frac{\gamma_{i}^{-} K_{i, i}^{2}}{\gamma_{j}^{-} K_{i, j}^{2}}, \text { respectively. } \tag{3.8}
\end{equation*}
$$

Proof. (The only-if part) Let $(\phi, \psi)$ be a minimizer of the dual problem $J$. Then, we have $K_{i, i}^{2}=\phi_{i} \psi_{i}, K_{j, j}^{2}=\phi_{j} \psi_{j}$, and $K_{i, j}^{2} \leq \phi_{i} \psi_{j}$, which implies

$$
\frac{K_{i, i} K_{j, j}}{K_{i, j}^{2}} \geq \sqrt{\frac{\phi_{i} \phi_{j} \psi_{i} \psi_{j}}{\phi_{i}^{2} \psi_{j}^{2}}}=\sqrt{\frac{\psi_{i} \phi_{j}}{\phi_{i}} \frac{\psi_{j}}{\psi_{j}}}=\sqrt{\frac{\gamma_{i}^{+} \gamma_{j}^{-}}{\gamma_{i}^{-} \gamma_{j}^{+}}},
$$

where we also used $\gamma_{i}^{+} \phi_{i}=\gamma_{i}^{-} \psi_{i}$. Thus, we proved the first inequality. The second inequality is obtained by exchanging $i$ and $j$.
(The if part) Suppose that $\Gamma^{+}, \Gamma^{-}$, and $K_{i, j}$ satisfy the inequality. Let

$$
\phi_{i}=K_{i, i} \sqrt{\gamma_{i}^{-} / \gamma_{i}^{+}}, \quad \psi_{i}=K_{i, i} \sqrt{\gamma_{i}^{+} / \gamma_{i}^{-}} .
$$

One can then easily verify $\phi_{i} \gamma_{i}^{+}=\psi_{i} \gamma_{i}^{-}, \phi_{i} \psi_{j} \geq K_{i, j}^{2}$. From Proposition 3.1, $\left(\Gamma^{+}, \Gamma^{-}, \phi, \psi\right)$ is a saddle point. Thus, the diagonal matrices $\left(\Gamma^{+}, \Gamma^{-}\right)$are an optimal pair.

This proposition yields two consequences.
Remark 3.4 (cyclical monotonicity). The inequality in (3.7) yields the following "c"-cyclical monotonicity [50], where the cost function " $c$ " is defined as $-\log K$. For any natural number $N$ and any subset $\left\{\left(x_{1}, y_{1}\right), \ldots,\left(x_{N}, y_{N}\right)\right\}$ of two point-sets, the following inequality holds:

$$
\frac{K_{1,1}\left(\prod_{i=2}^{N-1} K_{i, i}^{2}\right) K_{N, N}}{\prod_{i=1}^{N-1} K_{i, i+1}^{2}} \geq \prod_{i=1}^{N-1} \sqrt{\frac{\gamma_{i}^{+} \gamma_{i+1}^{-}}{\gamma_{i}^{-} \gamma_{i+1}^{+}}}=\sqrt{\frac{\gamma_{1}^{+} \gamma_{N}^{-}}{\gamma_{1}^{-} \gamma_{N}^{+}}} \geq \frac{K_{N, 1}^{2}}{K_{1,1} K_{N, N}}
$$

i.e., we obtain the c-cyclical monotonicity

$$
\sum_{i=1}^{N} \log K_{i, i} \geq \sum_{i=1}^{N} \log K_{i, i+1}, \quad \text { where } K_{N, N+1}:=K_{N, 1}
$$

Figure 3. Illustration of closest point pairs. $x_{i}, y_{i}$ are a pair of closest points.
When $K(x, y)=\exp \left(-\|x-y\|^{2} / \sigma^{2}\right)$, cyclical monotonicity implies that $\left\{\left(x_{i}, y_{i}\right): i=1, \ldots, N\right\}$ is included in the subdifferential of a proper lower semicontinuous convex function. From (3.8), both the upper and lower bounds of the ratio $\gamma_{i}^{+} \gamma_{i+1}^{-} / \gamma_{i}^{-} \gamma_{i+1}^{+}$tend to 1 as $\sigma^{2} \rightarrow \infty$. Hence, the pair of limit correspondences in the HD model converge to the same limit, which is exactly the correspondence matrix in the mass transport model.

Remark 3.5 (closest point property [12]). Consider $K(x, y)=\exp \left(-\|x-y\|^{\alpha} / 2 \sigma^{\alpha}\right), \alpha \geq 1$. Consider two point-sets $\left\{x_{i}: i=1, \ldots, n\right\},\left\{y_{i}: i=1, \ldots, n\right\}$ with $\left|x_{i}-y_{i}\right|<\min _{j}\left\{\| x_{j}-\right.$ $\left.y_{i}\|,\| x_{i}-y_{j} \|: j \neq i\right\}$ for all $i$; i.e., $x_{i}$ is the closest point to $y_{i}$ among the first point-sets and vice versa (see Figure 3). $K_{i, i} K_{j, j} / K_{i, j}^{2}$ has a lower bound 1. Then, the bijective matching $\left\{\left(x_{i}, y_{i}\right): i=1, \ldots, n\right\}$ is optimal if $\gamma_{i}^{+} / \gamma_{i}^{-}$is constant for each $i$. Hence in this case, the HD model produces the same result as the ICP method [58]. The conclusion does not depend on $\sigma$.

Remark 3.4 demonstrates that in the case of no outliers, there exists a minimum kernel scale $\sigma_{\text {min }}$ such that the correspondence produced by the HD model with the kernel scale $\sigma \geq \sigma_{\min }$ is the same as the correspondence $\mu$ produced by the MK method and modified by the majority rule, (4.2). To suppress the outlier effect, we should use small kernel scales if possible. According to one example in Appendix D, the value of the minimum kernel scale $\sigma_{\text {min }}$ is approximately proportional to the spatial size of the point-set, the largest displacement, and the point cardinality (see (D.4)). In practice, because the displacement is unknown, we simply select $\sigma$ to be a value between $|\Delta| / 2$ and $2|\Delta|$, where $|\Delta|$ is the spatial size of point-sets.
3.3. Preprocessing for HD methods. One can use the moment method [44] to shorten the distance between the corresponding point pairs: Let $\hat{x}_{i}=x_{i}-t_{x}$ and $\hat{y}_{i}=y_{i}-t_{y}$, where $t_{x}:=n_{1}^{-1} \sum_{i=1}^{n_{1}} x_{i}, t_{y}:=n_{2}^{-1} \sum_{i=1}^{n_{2}} y_{i}$. Let $M_{X}:=n_{1}^{-1} \sum_{i=1}^{n_{1}} \hat{x}_{i} \hat{x}_{i}^{\top}, M_{Y}:=n_{2}^{-1} \sum_{i=1}^{n_{2}} \hat{y}_{i} \hat{y}_{i}^{\top}$ with singular value decompositions $M_{X}=U_{X} D_{X} U_{X}^{\top}$ and $M_{Y}=U_{Y} D_{Y} U_{Y}^{\top}$. Let

$$
\begin{equation*}
A=U_{Y} D_{Y}^{1 / 2} D_{X}^{-1 / 2} U_{X}^{\top} \tag{3.9}
\end{equation*}
$$

Then, $\left\{A \hat{x}_{i}\right\}_{i=1}^{n_{1}}$ and $\left\{\hat{y}_{i}\right\}_{i=1}^{n_{2}}$ have the same first two moments. Here, $t_{x}, M_{X}$ are called the first and second (central) moments of $\left\{x_{i}\right\}_{i=1}^{n_{1}}$.

One naive approach is the following: Employ the HD model on the point-sets $\left\{A \hat{x}_{i}\right\}_{i=1}^{n_{1}}$ and $\left\{\hat{y}_{i}\right\}_{i=1}^{n_{2}}$ instead of the original point-sets. However, in some cases, this approach could lead to poor performance because of the instability of the orthogonal matrices (in particular, the second moment has close eigenvalues. ${ }^{9}$ )

Instead, we consider the positive definite affine transform $T_{1}(x)=A x+t$ as the preprocessing transform, where $A=U_{X} D_{Y}^{1 / 2} D_{X}^{-1 / 2} U_{X}^{\top}$, and $t$ refers to a translation vector. Point-sets

[^7]are preprocessed in the manner $\left\{A\left(x_{i}-t_{x}\right)\right\},\left\{y_{i}-t_{y}\right\}$, where $t_{x}, t_{y} \in \mathbf{R}^{d}$ are chosen to match their first moments of the point-sets. We have empirically found that this preprocessing can shorten the distance between each desired point-pair and thus decrease the kernel scale requirement in the HD model. Hereafter, the HD method refers to the HD model applied to the preprocessed point-sets.

Two sets of experimental results are provided to demonstrate the method's performance (see Figures 4 and 5): (i) Figure 4 shows a comparison of the performance of the HD method with and without the preprocessing at matching two shapes. (ii) Figure 5 shows the matching result for the lung (TLC/FRC) branch points (shown in the left of Figure 6) obtained using the mass transport-based methods (the MK and HD methods). The details of the experimental setup can be found in section 4.4. Clearly, the use of preprocessing improves both matching results.


Figure 4. Top row: Point-set $X$, point-set $Y$, and the matching between $T_{1}(X), Y$, where an affine transform $T_{1}$ is estimated from the first two moments. Second row: The left subfigure shows the matching performance between $X, Y$; the right subfigure shows the matching performance between $T_{1}(X), Y$.
3.4. General transforms. In applications, we often must take on the task of matching point-sets with large curl and large cardinality. To overcome the restriction of the curlcardinality relation, we can incorporate other methods into the mass transport methods.

In the following, we consider the following smoothness assumption about $T$ : Express $T$ as the composition of two smooth transforms, $T=T_{2} \circ T_{1}$. We assume $T_{1}$ and $T \in \mathcal{N}_{\Phi(\Omega)}$, where $\mathcal{N}_{\Phi}$ is the reproducing kernel Hilbert space generated by a positive semidefinite kernel $\Phi$ with norm $\|\cdot\|_{\Phi(\Omega)}$. For simplicity, let $\Phi$ be a Gaussian kernel with kernel scales $\sigma_{S}$ and let the domain $\Omega$ be a ball. ${ }^{10}$
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Figure 5. Mismatches of the mass transport-based methods applied to lobe 1 under the existence of outliers. Left: The $x$-axis is the cardinality of outliers. The results from the MK method and the HD model are depicted as a blue dashed line and solid lines. Here, no positive definite affine transform is used. Middle: Another viewpoint of the left subfigure. The $x$-axis is the kernel scale $\sigma . \sigma=\inf$ refers to the MK method. Right: The mismatches of the MK and HD methods are presented. A positive definite affine transform is used in the HD method to match the moments of the two point-sets.


Figure 6. Left: 25 outliers (red $\bullet$ ) are added to the TLC point-set of the first lobe (shown in blue +). Right: 25 outliers (red $\bullet$ ) are added to the TLC point-set with subject ID H6972 (shown in blue +).

Here, we discuss two approaches for estimating $T_{1}$ (note that the transform $T_{2}$ is handled by the correspondence in the HD models).
3.4.1. HD-RBF. In section 3.3 of [12], the following model is proposed to estimate the point-to-point correspondence and the transform $T_{1}$ :

$$
\begin{equation*}
\min _{T_{1}} \min _{\Gamma^{+}, \Gamma^{-}}\left(-\sum_{i, j} \sqrt{\gamma_{i, j}^{+} \gamma_{i, j}^{-}} \exp \left(-\left\|T_{1}\left(x_{i}\right)-y_{j}\right\|^{2} / \sigma_{K}^{2}\right)+\lambda\left\|T_{1}\right\|_{\mathcal{N}_{\Phi(\Omega)}}^{2}\right) \tag{3.10}
\end{equation*}
$$

where $\lambda$ is some positive parameter and the basis functions for $T_{1}$ consist of Gaussian kernels and affine transforms. We will call this the HD-RBF model (Hellinger distances-radial basis functions). Our experimental results indicate that this model performs well at matching the lung point-sets even though the model is a nonconvex minimization problem. The introduction of the transform $T_{1}$ has two advantages. First, it provides one possible method for handling large curls. In fact, when $T_{1}$ is restricted to rigid motions, the optimal rigid motion will match the first two moments of the two point-sets (see Appendix C). Second, the displacement between each desired point pair can be greatly reduced. Because the optimal selection $\sigma$ depends on the largest displacement, a smaller kernel scale can be used, and we can obtain more robustness against outliers.
3.4.2. Hierarchical approaches. The second approach is a hierarchical method (coarsefine) approach for reducing the curl of deformations. The matching challenge in mass transport models is caused by the curl of the displacement and the point cardinality. Reducing one of these factors can improve the matching performance. The hierarchical approach attempts to split the original matching problem with large cardinality and large curl into two (or more) subproblems, each of which has either small cardinality or small curl. When the curlcardinality relation is fulfilled, perfect matches can be obtained for both subproblems.

Point-sets are selected from prominent geometric image features in images using differential operators (edge and corner operators, for instance [39]) or local descriptors (for instance, SIFT [28]). Several pairs of point-sets with different point cardinalities can be generated from one pair of images. Here, we demonstrate a coarse-fine approach to computing the correspondence between (fine) point-sets $X_{2}$ and $Y_{2}$ :

- Select a pair of coarse point-sets $X_{1}, Y_{1}$ and a pair of fine point-sets $X_{2}, Y_{2}$ from a pair of images. The fine point-sets have larger point cardinalities than the coarse point-sets.
- Use the mass transport methods to obtain the correspondence $\tau$ from $X_{1}, Y_{1}$.
- Estimate the transform $T_{1}$ from the problem

$$
\min \left|T_{1}\right|_{\mathcal{N}_{\Phi}} \text { subject to } T_{1}\left(x_{i}\right)=y_{\tau(i)} \text { for } x_{i} \in X_{1}, y_{i} \in Y_{1} .
$$

- Compute the correspondence via the mass transport methods on the pair of point-sets $T_{1}\left(X_{2}\right), Y_{2}$. Then, the transform $T_{2}$ can be estimated in a similar manner, if necessary.
Because of the following approximation theorem, the deformation between $\left\{y_{i}\right\}_{i}$ and $\left\{T_{1}\left(x_{i}\right)\right\}_{i}$ usually has a smaller curl than the deformation between $\left\{y_{i}\right\}_{i}$ and $\left\{x_{i}\right\}_{i}$. According to the curl-cardinality relation, the matching performance between two updated point-sets $\left\{y_{i}\right\},\left\{T_{1}\left(x_{i}\right)\right\}$ can be greatly improved compared with the one between the point-sets $\left\{y_{i}\right\}$ and $\left\{x_{i}\right\}$.

Theorem 3.1 (see Theorem 11.14 in [51]). Let $\mathcal{N}_{\Phi}$ be the reproducing-kernel Hilbert space generated by a positive semidefinite kernel $\Phi$ with norm $\|\cdot\|_{\Phi(\Omega)}$. For simplicity, let $\Phi$ be a Gaussian and let the domain $\Omega$ be a ball. Let $s_{T, X}$ be the radial basis function interpolant to $T \in \mathcal{N}_{\Phi(\Omega)}$ based on $T$ and $X=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$. Then, for every $l \geq 2, l \in \mathbf{N}$, there exist constants $h_{l}, C_{l}>0$ such that

$$
\left|D T(x)-D s_{T, X}(x)\right| \leq C_{l} h_{X, \Omega}^{l-1}|T|_{\mathcal{N}_{\Phi}(\Omega)}
$$

for all $x \in \Omega$, provided that $h_{X, \Omega}:=\sup _{x \in \Omega} \min _{x_{j} \in X}\left\|x-x_{j}\right\|_{2} \leq h_{l}$. Here, $D T$ and $D s_{T, X}$ refer to the first derivatives of $T$ and $s_{T, X}$, respectively.

Hence, the curl magnitude of the difference $T-s_{T, X}$ is bounded by the norm of $T$ and the fill distance $h_{X, \Omega}$. In the hierarchical approach, $s_{T, X}$ is the transform $T_{1}$. Suppose that the rate of increase of the point cardinality does not exceed the rate of decrease of the curl magnitude. As a consequence of the curl-cardinality relation, a perfect match can still occur in matching the fine point-sets.

Here, one simulation result is presented. Let $X$ be the uniform grid points in the square and $Y$ be the deformed point-set

$$
y_{i}=x_{i}+\exp \left(-\left\|x_{i}\right\|^{2}\right)\left(\begin{array}{cc}
0.5 & 0 \\
0 & 1
\end{array}\right) x_{i} .
$$



Figure 7. Matching results for hierarchical approaches. The left-1 and left-2 subfigures show the finer point-sets $X_{2}$ and $Y_{2}$, and the middle subfigure shows the point-sets $T_{1}\left(X_{2}\right)$ and $Y_{2}$, where the transform $T_{1}$ is estimated from the coarser point-sets $X_{1}$ and $Y_{1}$ in the left-4 and left- 5 subfigures.

Because the deformation is not curl-free, some mismatches are expected. We generate two pairs of point-sets, $\left(X_{1}, Y_{1}\right)$ with cardinality $n=5^{2}$ and ( $X_{2}, Y_{2}$ ) with cardinality $n=$ $10^{2}, \ldots, 30^{2}$. The transform $T_{1}$ is approximated by a linear combination of Gaussian basis functions $\exp \left(-\|x-y\|^{2} / 0.1^{2}\right)$ and affine transforms. The experimental result is shown in Figure 7 and Table 3. Note that perfect matches occur when the hierarchical approach is used. Another simulation experiment can be found in Figure 9.

Table 3
Matching results for hierarchical approaches, as shown in the third column. The transform $T_{1}$ is estimated by matching the coarser point-set with cardinality $5^{2}$. The second column shows the mismatches between $X_{2}$ and $Y_{2}$ that occur when using the HD model directly. The fourth and fifth columns show a comparison of the results obtained using the HD-RBF model with different $\lambda$ values. The poor performance of the HD-RBF model is partially caused by the identical eigenvalues for the second moment of $X_{2}$.

| $n$ | $X_{2}, Y_{2}$ | Hierarchy <br> $T_{1}\left(X_{2}\right), Y_{2}$ | HD-RBF <br> $\lambda=1$ | HDRBF <br> $\lambda=100$ |
| :---: | :---: | :---: | :---: | :---: |
| $10^{2}$ | 0 | 0 | 0 | 0 |
| $15^{2}$ | 0 | 0 | 0 | 0 |
| $20^{2}$ | 140 | 0 | 144 | 0 |
| $25^{2}$ | 390 | 0 | 395 | 370 |
| $30^{2}$ | 688 | 0 | 693 | 657 |

## 4. Experiments.

4.1. Experimental setup. Points located at the bifurcations of the major vascular trees are manually selected and assigned correspondences from a pair of 3D CT images. First, the vascular trees from both images are automatically extracted using the segmentation software package PW2:VIDA Diagnostics (Coralville, IA). The major vessel trees are then obtained by applying a morphology opening with a structure element of $3 \times 3 \times 3$ voxels, and then a connected component process is performed on the segmented vessel trees to remove small branches. A set of points located at the major vascular trees in one image is then generated by 3D skeletonization and postanalysis. Next, a semiautomatic system [32] is adopted to guide the observer in finding the corresponding points in the other image. With the semiautomatic tool, each point pair manually annotated by the observer is added to a thin-plate spline as a warping function for the two images. The warping function is then utilized to predict its location when a new landmark point is presented to the observer. As more matching points are added to the system, the warping function becomes more accurate, and the task of the observer becomes easier, provided that there are increasingly accurate starting points.

Remark 4.1. There are several research studies related to lung registration. The intensitybased lung registration method matches the intensity patterns of the images retrieved at different lung volumes by minimizing a similarity measure [42], [14], [36], [55], [56]. The sum of the squared tissue volume difference (SSTVD) is a new similarity criterion based on preserving tissue mass of the lung at different volumes [56]. SSTVD has been demonstrated to yield an improved registration for large deformations in the lower lobes. However, such methods incur high computational costs, ${ }^{11}$ and a possible mismatch of important anatomical landmarks may occur when registration optimization falls into a local minima. In addition to intensity data, anatomical features have also been used to derive the transformation from one lung dataset to another [17], [5], [26], [11]. To further improve the accuracy of registering intrasubject datasets across large lung volume changes, hybrid methods that utilize both anatomical landmark and intensity information have been proposed [34], [27], [54], [21]. The correspondences between anatomical points, such as the bifurcation points of airways and/or vascular trees and vertebrae, were manually designated by experts. ${ }^{12}$

In this work, we use two types of point-sets: (i) Six pairs of CT images are used; they have subject IDs 5972, 5974, 5978, 5983, 6012, and 6019. Approximately 100-200 landmark pairs extracted from the branch points of the vessel trees are generated for each image pair. Figure 1 shows an example of the landmark locations; segmentations of the lungs and the vascular and airway trees are also shown for reference. (ii) One large lung point-set (subject ID H8756) consists of approximately 62500 points, which are the branch points of approximately 20 generations of airway trees in the five lung lobes generated by the volume filling technique [47], [46] (see Figure 8).

Consider two sets of branch points $\left\{x_{i}\right\}_{i=1}^{m}$ and $\left\{y_{j}\right\}_{j=1}^{n}$. Because the correspondence matrices $\Gamma^{+}$and $\Gamma^{-}$are generally different matrices, we assign the correspondence by the following majority rule: ${ }^{13}$

$$
\begin{equation*}
y_{j} \text { is assigned to } x_{i} \text { if } \gamma_{i, j}^{+} \geq \gamma_{i, k}^{+} \text {for all } k \text {. } \tag{4.2}
\end{equation*}
$$

That is, $j=\arg \min _{j}\left\{\gamma_{i, j}^{+}: j=1, \ldots, n\right\}$. The matching performance of each method is evaluated using the match error, i.e., the total number of mismatched pairs from the second point-set not including outliers. ${ }^{14}$
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Figure 8. A 3D view of five lung lobes marked with five different colors.

### 4.2. Lung point-sets without outliers.

4.2.1. $L^{\alpha}$ mass transport costs. The following two experiments demonstrate that the correspondence of lung point-sets (under volume change) can be estimated using the mass transport model, specifically the L2 mass transport model (the MK method). Here, the lung point-set is extracted from subject ID H8756.

First, experiments are conducted on six pairs of point-sets (TLC/FRC), each of which contains 1000 points. In the first five experiments, a pair of point-sets is selected from one of the five lung lobes with a point ID from 1 to 1000, i.e., 1000 point-pairs at the lowest generation. The datasets of data 1 , data $2, \ldots$, data 5 refer to the $i$ th lobe, where $i=$ $1,2, \ldots, 5$. Their spatial location is shown in Figure 8. In the sixth experiment, a collection of 1000 point pairs is assembled from these five lobes (we take the first 200 point-pairs from each lobe). The correspondence is obtained by minimizing the $L^{\alpha}$ mass transport cost

$$
\sum_{i, j=1}^{n} \mu_{i, j}\left\|x_{i}-y_{j}\right\|^{\alpha}, \text { where }\left\{\mu_{i, j}\right\} \text { is a doubly stochastic matrix. }
$$

The computation is performed using the MATLAB function linprog, which is based on the standard interior point method [57], [7]. ${ }^{15}$ Several different powers $\alpha$ are used, and their corresponding match errors are reported in Table 4. The cost with $\alpha=2$ yields the lowest match error. Hence in the following experiments, we will focus on the L2 mass transport cost.

When $\alpha \neq 2$, the correspondence is not translationally invariant. One question arises: Can the match result be improved if an extra translation $t$ is applied to one point-set? Typically it can, but not for all cases. Consider the translation $t$ that matches the mass center of two point-sets, $t=n^{-1}\left(\sum_{i=1}^{n} x_{i}-\sum_{i=1}^{n} y_{i}\right)$. The result is reported in Table 5 . By comparing this

[^10]Table 4
Mismatches of the mass transport model to match 1000 points under different $\alpha$ values. Indices 1 to 5 refer to the point-sets from the first lobe to the fifth lobe. Index 6 refers to a pair of point-sets assembled by five sets of 200 point-pairs from each lobe.

| Index | $\alpha=0.9$ | $\alpha=1$ | $\alpha=1.01$ | $\alpha=1.05$ | $\alpha=1.2$ | $\alpha=1.5$ | $\alpha=2$ | $\alpha=3$ | $\alpha=4$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 526 | 196 | 121 | 29 | 0 | 0 | 0 | 0 | 7 |
| 2 | 900 | 508 | 404 | 209 | 53 | 0 | 0 | 0 | 18 |
| 3 | 414 | 19 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 4 | 910 | 490 | 349 | 146 | 0 | 0 | 0 | 78 | 144 |
| 5 | 867 | 362 | 266 | 148 | 0 | 0 | 0 | 0 | 60 |
| 6 | 416 | 13 | 5 | 0 | 0 | 0 | 0 | 0 | 36 |

Table 5
Mismatches of the mass transport model with their mass centers matched.

| Index | $\alpha=1$ | $\alpha=1.01$ | $\alpha=2$ | $\alpha=3$ | $\alpha=4$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 8 | 2 | 0 | 0 | 0 |
| 2 | 88 | 70 | 0 | 38 | 40 |
| 3 | 2 | 0 | 0 | 0 | 0 |
| 4 | 86 | 79 | 0 | 0 | 28 |
| 5 | 166 | 154 | 0 | 0 | 0 |
| 6 | 4 | 2 | 0 | 0 | 0 |

table with Table 4, we see that the results are better than the results for the case without translations.

Next, the mass transport model is tested on all of the 62500 point-pairs for subject H 8756 . Unfortunately, this is a very difficult linear programming problem because of dense constraints. The total number of (primal and dual) unknowns is at least $62500+62500^{2}$. Because of the significant computation cost, we will match a small subset of all of the point-pairs each time (we use 500 point-pairs per trial and a total of 125 matching trials). ${ }^{16}$ In the $i$ th experiment, we match a pair of point-sets consisting of 500 point pairs with ID numbers from $500(i-1)+1$ to $500 i$, where $i$ ranges from 1 to 125 . The number of mismatches is reported in the left subfigure of Figure 9. Note that perfect matches occur in the first 20 pairs of point-sets, as shown in the stars with an $x$-coordinate not exceeding 10000. Mismatches occur for the branch points with higher point IDs, i.e., those located at higher generations (generations greater than 12; see the right subfigure of Figure 9). This result is consistent with our theoretical analysis: a large curl exists on the branch points close to the boundary (see Appendix B). For a fixed point cardinality, a mismatch error is more likely to occur when the applied deformation has a larger curl (this follows from the curl-cardinality relation).

Finally, we report results of an experiment in which a hierarchical approach is used. We estimate the transform $T$ using a pair of coarse point-sets, which are each composed of 50 points selected from each 500-point point-set. The total number of mismatches in the above
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Figure 9. Mismatch errors for matching point-sets consisting of 500 point pairs consecutively selected from the 62500 point-pairs. The left and middle subfigures show the mismatches without (left) and with (middle) transforms that were estimated using a pair of coarse point-sets with a cardinality of 50 points. The x-axis shows the last point ID for each point-set. For instance, $x=10000$ refers to the point-set with IDs from 99501 to 10000. Right: The $y$-axis shows the corresponding generation information for each point pair. For example, the first $10^{4}$ branch points have generation IDs less than 13 .
experiment is 2671 out of 62500 , which is $4.3 \%$. When a coarse point set ( 50 points selected from each set of 500 points) is used, the number of mismatches reduces to 282 , which is $0.45 \%$. See the right subfigure of Figure 9. (The mismatch error is zero for each pair of coarse point-sets with a cardinality of 50 .)
4.3. Comparisons to other methods. Matching lung point-sets is not an easy task for other methods. Here, we provide several comparisons to other methods. One naive approach is to simply assign the correspondence of each point as the closest point in the other pointset; this approach is known as the closest point (CP) method. In general, the result is not symmetric; i.e., when $x_{1}$ is assigned to $y_{1}$, the assignment can change if the roles of the two point-sets are exchanged. To fix this inconsistency, the Sinkhorn matrix balancing [43] is introduced in the well-known TPS-RPM method. This method assigns a unit mass to each point, and a doubly stochastic matrix is generated to represent the matching result symmetrically. In the TPS-RPM method, one extra row and one extra column are added to address the outliers (this is called the soft assignment). Moreover, the TPS-RPM method includes the following appealing procedure: A sequence of transforms $T$ can be estimated when the kernel scale $\sigma$ is gradually decreased from a large value to a small positive value. The TPS-RPM method is a state-of-the-art method for medical imaging analysis (see [19], [6]). To clarify the performance, no outliers are added to the point-sets.

Table 6 shows a comparison of the results obtained using the CP method, the Sinkhorn balancing (SB) method, the TPS-RPM method, the MK method, and the HD-RBF method $\left(\sigma_{K}=100, \sigma_{S}=50\right)$. Clearly, the HD-RBF method gives the best correspondence result. ${ }^{17}$

[^12]Table 6
Mismatches of various methods. The parameter $\lambda=1$ is used in both the TPS-RPM and the HD-RBF methods. In the TPS-RPM method, we use the deterministic appealing rule, $\sigma=100 \times 0.9^{k}, k=0,1,2, \ldots$.

| Subject ID | H5972 | H5974 | H5978 | H5983 | H6012 | H6019 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Cardinality of point-pairs | 171 | 188 | 181 | 128 | 254 | 243 |
| CP | 127 | 147 | 130 | 128 | 199 | 189 |
| SB $(\sigma=100)$ | 167 | 179 | 178 | 126 | 250 | 237 |
| TPS-RPM | 160 | 179 | 177 | 119 | 248 | 241 |
| MK | 0 | 0 | 0 | 0 | 0 | 25 |
| HD-RBF $(\sigma=100)$ | 0 | 0 | 0 | 0 | 2 | 2 |

In comparison with the MK method, $T_{1}$ (H6019) with a nonzero curl is estimated in the HD-RBF model such that the transform from $\left\{T_{1}\left(x_{i}\right)\right\}_{i=1}^{n}$ to $\left\{y_{i}\right\}_{i=1}^{n}$ has a smaller curl. When the HD method was applied to the six subjects preprocessed by affine transforms given by (3.9), the same matching result was generated. Finally, note that there is little difference between the matching performance of the SB and TPS-RPM methods, even though the latter method makes some effort to estimate the transformations. ${ }^{18}$

To illustrate the differences between the TPS-RPM and the mass transport methods (MK and HD), we select two small point-sets from the two point-sets (see Figure 10(e)). The two point-sets are separately matched by the SB method, the CP method, the HD model, and the MK method. ${ }^{19}$ Each correspondence is represented by a matrix, in which the $(i, j)$ entry is some "likelihood" of assigning the $i$ th point in the first point-set to the $j$ th point in the second point-set (see Figure 10). Clearly, the mass transport methods (HD, MK) outperform the other two methods. The HD model in Figure 10(c) provides an approximate solution for the mass transport problem (see Figure 10(d)). Moreover, the performance of the SB method is worse than that of the CP method.

Last, we would like to highlight that the correspondence generated using the TPS-RPM method is essentially different from that from the mass transport method, despite their similar appearance. In TPS-RPM, the kernel matrix $\left\{K_{i, j}:=\exp \left(-\left\|x_{i}-y_{j}\right\|^{2} / \sigma^{2}\right)\right\}_{i, j}$ is always dense because the Sinkhorn matrix balancing does not change the ratio $K_{i_{1}, j_{1}} K_{i_{2}, j_{2}} / K_{i_{1}, j_{2}} K_{i_{2}, j_{1}}$. The dense stochastic matrix is irrelevant to the permutation matrix obtained in the mass transport methods (except for the case in which these points are the closest point pairs). Determination of the correct correspondence using the TPS-RPM method relies on the correct estimation of the transforms. However, even for two 1D point-sets without outliers, the doubly stochastic matrix produced by SB is generally not the permutation that places both point-sets in order. In these cases, the TPS-RPM method could fail to produce a transform $T$ based on thin-plate splines such that the desired point-pairs form the closest point pairs. The soft assignment is forced to remove several "extra" points and label them as "outliers" to generate a permutation matrix at the end of the deterministic appealing.
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(a) CP

(c) HD

(b) SB

| 1.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0.0 | 1.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| 0.0 | 0.0 | 1.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| 0.0 | 0.0 | 0.0 | 1.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |  |  |  |  |
| 0.0 | 0.0 | 0.0 | 0.0 | 1.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 1.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 1.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |  |  |  |  |  |
| 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 1.0 | 0.0 |
| 0.0 | 0.0 | 0.0 | 0.0 | 1.0 |  |  |  |  |  |

(d) MK

(e) 10 points

Figure 10. Matching 10 points. The ground truth correspondence is the identity matrix. (a)-(d) show the correspondence of each method. Each diagonal entry is expected to be the maximal entry of each column, which is marked in yellow. The match errors are 3 (a), 7 (b), 0 (c), and 0 (d), respectively. (a) The matrix $K_{i, j}=\exp \left(-\left\|x_{i}-y_{j}\right\|^{2} / 100^{2}\right)$. (b) The doubly stochastic matrix $\left\{\mu_{i, j}: i, j=1, \ldots, 10\right\}$ after performing Sinkhorn matrix balancing on $K_{i, j}$. (c) $\left\{\gamma_{i, j}^{+} \gamma_{i, j}^{-}\right\}_{i, j=1}^{10}$ by the HD model. (d) $\left\{\mu_{i, j}\right\}_{i, j=1}^{10}$ is the minimizer of the MK method. (e) Illustration of two point-sets with 10 points each. The lines show the ground truth correspondence.

### 4.4. Lung point-sets with outliers.

4.4.1. Five lung lobes of subject H8756. In the following section, we compare the MK method with the HD method for a pair of point-sets, selected from among the five lung lobes and to which randomly generated outliers have been added. The spatial size of the point-sets is approximately 200 mm , and thus we choose multiples of 100 for kernel scales.

Two point-sets $X, Y$ with the same cardinality are assembled from two parts: (i) 200 point pairs of one lung lobe in the TLC and FRC phases and (ii) outliers with the same cardinality. Both the point-sets $X, Y$ include outliers (with the same cardinality) generated using a normal distribution $\operatorname{Normal}\left(\mu_{i}, \Sigma\right)$, with means $\mu_{1}=(2 / n) \sum_{i=1}^{n / 2} x_{i}$ and $\mu_{2}=(2 / n) \sum_{i=n / 2+1}^{n} y_{i} \cdot{ }^{20}$ We choose multiples of the identity matrices $s^{2} I$ for covariances $\Sigma$, with $s^{2}=30^{2}, 60^{2}, 120^{2}$, and $180^{2}$. Figure 5 shows the point-set (TLC) of the first lobe with a set of 25 outliers added.

We perform matching experiments with the outlier cardinality from 0 to 25 (chosen from
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Figure 11. Mismatches for the $M K\left(\sigma_{K}=\inf \right)$ and $H D$ methods applied to data from five lobes to which outliers have been added. The x-axis shows the kernel scale $\sigma_{K}$. The first row shows the results from the first, second, and third lobes (left to right). The second row shows the results from the fourth and fifth lobes.
the aforementioned 25 outliers). The HD method is applied on the point-sets preprocessed by the positive definite affine transforms. The result of each lung lobe is reported separately in the five figures (Figure 11). For visual clarification, we report only the average mismatches of the four $s^{2}$ values. The $y$-axis represents the number of mismatches (not including outliers). The HD method, with $\sigma_{K}$ ranging from 12.5 to 400 , outperforms the MK method.
4.4.2. Six subjects. We repeat the same outlier generation rule and experimental procedure on the vessel branch points of six subjects (see the right subfigure of Figure 5). The result is reported in Figure 12. The HD method with $\sigma_{K}=100$, 200 outperforms the MK method $\left(\sigma_{K}=\inf \right)$. Hence, the HD method with the proper kernel scale is more robust against the existence of outliers than the MK method.
4.5. Conclusion. In this work, we consider the lung deformation between TLC and FRC as one example. Nearly perfect matching results validate the effectiveness of the mass transport model, especially when the L2 mass transport cost is used. This result motivates our theoretical analysis. Generally, the performance of a point-set matching method depends on the assumed transforms. In this work, the deformation is assumed to be a vector field with a small curl (with respect to the point cardinality). The mechanics of perfect matches are studied from the viewpoints of the curl-cardinality relation and an L2-invariant property. The theoretical analysis and experimental results suggest that the mass transport method is a suitable tool for handling point-set registration problems subject to elastic deformations. One potential application is to cluster analysis of both airway and vessel tree branching patterns and classification of normal and abnormal lungs based on lung deformation.

Remark 4.2. The correspondence estimation problem also arises in shape analysis (see, e.g., [1], [38]), where shapes are modeled as compact smooth Riemannian manifolds equipped


Figure 12. Mismatches for the $M K$ and HD methods applied to six subjects to which outliers have been added. The first row (left to right) shows the results of the following subjects: ID H5972 (171 point-pairs), H5974 (188 point-pairs), and H5978 (181 point-pairs). The second row shows the results of the following subjects: ID H5983 (128 point-pairs), H6012 (254 point-pairs), and H6019 (243 point-pairs).
with an intrinsic metric. One stable intrinsic metric is the diffusion metric, which is based on the solution of the heat equation. Gromov-Wasserstein distances are introduced for shape matching [31], [38]. These distances are also defined based on the idea of optimal mass transport and the heat kernel signature [45]. In [38], the authors propose a game-theoretic approach to recovering sparse correspondences between shapes. Gromov-Wasserstein distances measure the overall distortion of the pairwise distances within point-sets, whereas Wasserstein distances measure the transporting cost between correspondences. One advantage of Gromov-Wasserstein distances is that they are invariant under rigid transforms. An interesting question (which is beyond the scope of this paper) arises: Do similar conditions to ensure perfect matches (under certain classes of deformations) exist?

Appendix A. Proofs of curl-cardinality relations. To prove these relations, we need the following lemma.

Lemma A.1. Fix a skew symmetric $d \times d$ matrix $B$. Let $\mathcal{A}$ be the set of all skew symmetric $d \times d$ matrices $A$ of the form $v w^{\top}-w v^{\top}$ with $v, w$ in $\mathbf{R}^{d}$. We have

$$
\operatorname{Tr}(B A) \leq \Lambda(B ; 1) \operatorname{Tr}\left(2 A A^{\top}\right)^{1 / 2}
$$

Also the maximum of $\operatorname{Tr}\left(2 A A^{\top}\right)^{-1 / 2}|\operatorname{Tr}(B A)|$ is obtained if and only if the vectors $v, w$ corresponding to the maximizer $A$ lie in the subspace spanned by singular vectors of $B$ corresponding to $\Lambda(B ; 1)$.

Proof. According to the matrix theory (page 107 in [22]), a skew symmetric matrix $B$ can be expressed as

$$
B=\sum_{j=1}^{k} \beta_{j}\left(u_{2 j-1} u_{2 j}^{\top}-u_{2 j} u_{2 j-1}^{\top}\right),
$$

where $\left\{\beta_{1} \geq \beta_{2} \geq \cdots \geq \beta_{k}>0\right\}$ are singular values and $\left\{u_{j}\right\}_{j=1}^{2 k}$ are orthonormal singular vectors of $B$. Observe that for $v, w \in \mathbf{R}^{d}$,

$$
\begin{aligned}
& \operatorname{Tr}\left(B\left(w v^{\top}-v w^{\top}\right)\right) \\
= & 2 \sum_{i=1}^{k} \beta_{i} \operatorname{det}\left(\begin{array}{cc}
v \cdot u_{2 i-1} & v \cdot u_{2 i} \\
w \cdot u_{2 i-1} & w \cdot u_{2 i}
\end{array}\right) \leq 2 \beta_{1} \sum_{i=1}^{k}\left|\operatorname{det}\left(\begin{array}{cc}
v \cdot u_{2 i-1} & v \cdot u_{2 i} \\
w \cdot u_{2 i-1} & w \cdot u_{2 i}
\end{array}\right)\right| \\
\leq & 2 \beta_{1}\left(\|v\|^{2}\|w\|^{2}-(v \cdot w)^{2}\right)^{1 / 2}=\beta_{1} \operatorname{Tr}\left(2 A A^{\top}\right)^{1 / 2}, \quad A:=v w^{\top}-w v^{\top} .
\end{aligned}
$$

The second and third equalities hold only when the above determinant is positive and $v, w$ are a pair of vectors lying in the subspace spanned by $u_{1}, u_{2} .{ }^{21}$
A.1. Proofs of Proposition 2.3. The case $n=2$ is obvious. Here, we focus on the case for $n \geq 3$. Let $R$ be a rotation matrix with a minimum of $\Lambda\left(R_{A} ; 1\right)$, which leads to the occurrence of a mismatch. Then, there exist some $m \in \mathbf{N}, m \leq n$ and some relabeling on $\left\{R x_{i}\right\}_{i=1}^{n}$ such that

$$
\sum_{i=1}^{m}\left\|R x_{i}-x_{i}\right\|^{2} \geq \sum_{i=1}^{m}\left\|R x_{i}-x_{i+1}\right\|^{2} \text {, i.e., } \sum_{i=1}^{m} x_{i}^{\top} R\left(x_{i}-x_{i+1}\right) \leq 0
$$

We focus on the case of $m=n$, corresponding to the smallest $\Lambda\left(R_{A} ; 1\right)$ for mismatches. Reformulating the inequality yields

$$
\begin{equation*}
\sum_{i=1}^{n} \operatorname{Tr}\left(R\left[\left(x_{i}-x_{i+1}\right)\left(x_{i}-x_{i+1}\right)^{\top}-\left(x_{i+1} x_{i}^{\top}-x_{i} x_{i+1}^{\top}\right)\right]^{\top}\right) \leq 0 \tag{A.1}
\end{equation*}
$$

Equivalently,

$$
\begin{equation*}
\operatorname{Tr}\left(R S^{\top}\right) \leq \operatorname{Tr}\left(R A^{\top}\right) \text {, i.e., } \operatorname{Tr}\left(R_{S} S^{\top}\right) \leq \operatorname{Tr}\left(R_{A} A^{\top}\right) \tag{A.2}
\end{equation*}
$$

where the following notations are used: $S:=\sum_{i=1}^{n} S_{i}$ with $S_{i}:=\left(x_{i}-x_{i+1}\right)\left(x_{i}-x_{i+1}\right)^{\top}$ and $A:=\sum_{i=1}^{n} A_{i}=\sum_{i=1}^{n} \hat{A}_{i}$ with

$$
\hat{A}_{i}:=x_{i+1} x_{i}^{\top}-x_{i} x_{i+1}^{\top}, A_{i}:=\left(x_{i+1}-x_{1}\right)\left(x_{i}-x_{1}\right)^{\top}-\left(x_{i}-x_{1}\right)\left(x_{i+1}-x_{1}\right)^{\top} .
$$

Note that

$$
\begin{equation*}
\min _{R_{S}} \operatorname{Tr}\left(R_{S} S^{\top}\right) \leq \operatorname{Tr}\left(R_{S} S^{\top}\right) \leq \operatorname{Tr}\left(R_{A} A^{\top}\right) \leq \max _{A} \operatorname{Tr}\left(R_{A} A^{\top}\right) \tag{A.3}
\end{equation*}
$$

Examine the left- and right-hand sides of (A.3): (i) For the left-hand side of (A.3), let $a$ be the smallest eigenvalue of $R_{S}$ and $L$ be the length $L=\sum_{i=1}^{n}\left\|x_{i}-x_{i+1}\right\|$. Then,

$$
\min _{R_{S}} \operatorname{Tr}\left(S R_{S}^{\top}\right)=\min _{R_{S}} \sum_{i=1}^{n}\left(x_{i+1}-x_{i}\right)^{\top} R_{S}\left(x_{i+1}-x_{i}\right) \geq a \operatorname{Tr}(S) \geq a n^{-1} L^{2}
$$

[^15]where the second inequality is derived from Cauchy-Schwarz inequalities and equality holds if and only if $\left\|x_{i}-x_{i+1}\right\|$ is constant for each $i$. (ii) For the the right-hand side of (A.3), observe that
\[

$$
\begin{equation*}
\max _{A} \operatorname{Tr}\left(A R_{A}^{\top}\right)=\sum_{i=1}^{n} \max _{A_{i}} \operatorname{Tr}\left(A_{i} R_{A}^{\top}\right) \leq \Lambda\left(R_{A}, 1\right) \max _{A_{i}} \sum_{i=1}^{n} \operatorname{Tr}\left(2 A_{i} A_{i}^{\top}\right)^{1 / 2} \tag{A.4}
\end{equation*}
$$

\]

where equality holds only if $\left\{x_{i}-x_{1}\right\}_{i=2}^{n}$ lie in the subspace spanned by the singular vectors of $R_{A}$ corresponding to $\Lambda\left(R_{A}, 1\right)$ (Lemma A.1); i.e., the set $\left\{x_{i}\right\}_{i=1}^{n}$ is coplanar. Note that

$$
4^{-1} \sum_{i=1}^{n} \operatorname{Tr}\left(2 A_{i} A_{i}^{\top}\right)^{1 / 2}=\sum_{i=1}^{n} 2^{-1}\left[\left\|x_{i}-x_{1}\right\|^{2}\left\|x_{i+1}-x_{1}\right\|^{2}-\left(\left(x_{i}-x_{1}\right) \cdot\left(x_{i+1}-x_{1}\right)\right)^{2}\right]^{1 / 2}
$$

is the area of a polygon assembled from $n$ triangles with vertices $\left\{x_{i}, x_{i+1}, x_{1}\right\}_{i=1}^{n}$. Hence, (A.4) implies that

$$
\max _{A} \operatorname{Tr}\left(A R_{A}^{\top}\right) / 4 \Lambda\left(R_{A}, 1\right)
$$

is bounded above by the maximum area of the closed polygon with given side lengths. From [25], the maximum area occurs when the polygon is inscribed in a circle. Let Area be the area of the polygon.

In summary, (A.3) yields

$$
a n^{-1} L^{2} \leq 4 \Lambda\left(R_{A}, 1\right) \text { Area }, \text { then } \Lambda\left(R_{A}, 1\right) / a \geq L^{2} /(4 n A r e a) \geq \pi / n
$$

where the isoperimetric inequality $L^{2} /$ Area $\geq 4 \pi$ (page 33 in [10]) is used. In fact, the isoperimetric inequality for polygons [25] ( $L^{2} /$ Area $\left.\geq 4 n \tan (\pi / n)\right)$ shows that

$$
\begin{equation*}
\Lambda\left(R_{A}, 1\right) / a=\Lambda\left(R_{A}, 1\right) / \Lambda\left(R_{S}, d\right) \geq L^{2} /(4 n \text { Area }) \geq \tan (\pi / n) \tag{A.5}
\end{equation*}
$$

The above arguments also show that the lower bound of $\Lambda\left(R_{A}, 1\right) / \Lambda\left(R_{S}, d\right)$ is reached only when $\left\{x_{i}\right\}_{i=1}^{n}$ are vertices of a regular polygon. On the other hand, according to Example 2.2, the lower bound can be obtained by choosing $\left\{x_{i}\right\}_{i=1}^{n}$ as vertices of a regular polygon, which completes the proof of the perfect match condition $\omega_{\max } \leq 2 \pi / n$.
A.2. Proof of Corollary 2.4. Define $L$ and Area as in section A.1.

Proof of Corollary 2.4(i). For simplicity, we consider only $d=3$ here and present the proof in the following. The occurrence of mismatches implies the existence of $n \in \mathbf{N}$ and some subset $\left\{x_{i}\right\}_{i=1}^{n}$ with convention $x_{n+1}:=x_{1}$ such that

$$
\sum_{i=1}^{n}\left(x_{i}-x_{i+1}\right) \cdot T\left(x_{i}\right)=\sum_{i=1}^{n} x_{i+1} \cdot\left(T\left(x_{i+1}\right)-T\left(x_{i}\right)\right) \leq 0 \text { for some } n
$$

Then,

$$
\begin{equation*}
\sum_{i=1}^{n}\left(x_{i}-x_{i+1}\right) \cdot\left(T\left(x_{i}\right)-T\left(x_{i+1}\right)\right) \leq-\sum_{i=1}^{n}\left(x_{i}-x_{i+1}\right) \cdot\left(T\left(x_{i}\right)+T\left(x_{i+1}\right)\right) \tag{A.6}
\end{equation*}
$$

The left-hand side of (A.6) has a lower bound,

$$
\begin{equation*}
\sum_{i=1}^{n}\left(\left(x_{i+1}-x_{i}\right)^{\top} T_{S}\left(\xi_{i}\right)\left(x_{i+1}-x_{i}\right)\right) \geq n^{-1}\left(\min _{x} \Lambda\left(T_{S}(x), 3\right)\right)\left(\sum_{i=1}^{n}\left|x_{i+1}-x_{i}\right|\right)^{2} \tag{A.7}
\end{equation*}
$$

which is an approximation of $n^{-1}\left(\min _{x} \Lambda\left(T_{S}(x), 3\right)\right) L(\partial \Omega)^{2}$ (the existence of $\xi_{i}$ is ensured by the mean value theorem). On the other hand, the right-hand side of (A.6) can be regarded as the Riemann sum of one line integral,

$$
\begin{aligned}
& \sum_{i=1}^{n}\left(x_{i}-x_{i+1}\right) \cdot\left(T\left(x_{i}\right)+T\left(x_{i+1}\right)\right) \approx 2 \int_{\partial \Omega} T(x) \cdot d x \\
= & 2 \int_{\Omega}(\nabla \times T(x)) \cdot \mathbf{n} d a
\end{aligned}
$$

which is bounded above by $2\left(\max _{x \in \Omega}|\nabla \times T(x)|\right)$ Area, where $d a$ is the area element.
If the above two approximation errors can be neglected, then together with the inequality $L(\partial \Omega)^{2} \geq 4 \pi \operatorname{Area}(\Omega)$, we have

$$
4 \pi n^{-1} \operatorname{Area}(\Omega) \leq n^{-1} L(\partial \Omega)^{2} \leq \frac{2 \max _{x \in \Omega}|\nabla \times T(x)|}{\min _{x} \Lambda\left(T_{S}(x), 3\right)} \operatorname{Area}(\Omega) .
$$

Hence,

$$
\frac{\max _{x \in \Omega}|\nabla \times T(x)|}{\min _{x} \Lambda\left(T_{S}(x), 3\right)} \geq \frac{2 \pi}{n},
$$

which verifies the curl-cardinality relation $\omega_{\max } \leq C / n$ for perfect matches, where $C$ might be different from $2 \pi$ due to the approximation difference of the Riemann sums.

Proof of Corollary 2.4(ii). Obviously, the left-hand side of (A.6) has a lower bound:

$$
\sum_{i=1}^{n} a\left\|x_{i}-x_{i+1}\right\|^{2} \geq a L^{2} / n, \text { where } a=\Lambda\left(T_{S}\left(\xi_{i}\right) ; 1\right)
$$

and $\xi_{i}$ is some point between $x_{i}, x_{i+1}$ (the mean value theorem). However, when $T_{S}$ is constant, we can derive a tighter bound. Let $x_{i}=T_{S}^{-1 / 2} y_{i}$ for $i=1, \ldots, n$. Then the mean value theorem indicates the existence of $\xi_{i}$ such that the left-hand side becomes

$$
\sum_{i=1}^{n}\left(x_{i}-x_{i+1}\right) \cdot\left(T_{S}\left(\xi_{i}\right)\left(x_{i}-x_{i+1}\right)\right)=\sum_{i=1}^{n}\left\|y_{i}-y_{i+1}\right\|^{2} .
$$

The right-hand side of (A.6) can be reformulated as

$$
\begin{aligned}
& \sum_{i=1}^{n}\left(x_{i}+x_{i+1}\right) \cdot\left(T\left(x_{i}\right)-T\left(x_{i+1}\right)\right)=\sum_{i=1}^{n}\left(x_{i}-x_{1}+x_{i+1}-x_{1}\right) \cdot\left(T\left(x_{i}\right)-T\left(x_{i+1}\right)\right) \\
= & \sum_{i=1}^{n}\left(\hat{x}_{i}+\hat{x}_{i+1}\right) \cdot\left(\left(T_{S}+T_{A}\left(\eta_{i}\right)\right)\left(\hat{x}_{i}-\hat{x}_{i+1}\right)\right)=\sum_{i=1}^{n} \operatorname{Tr}\left(T_{A}\left(\eta_{i}\right)\left(\hat{x}_{i} \hat{x}_{i+1}^{\top}-\hat{x}_{i+1} \hat{x}_{i}^{\top}\right)\right), \\
= & \sum_{i=1}^{n} \operatorname{Tr}\left(T_{S}^{-1 / 2} T_{A}\left(\eta_{i}\right) T_{S}^{-1 / 2}\left(\hat{y}_{i} \hat{y}_{i+1}^{\top}-\hat{y}_{i+1} \hat{y}_{i}^{\top}\right)\right),
\end{aligned}
$$

where $\eta_{i}$ is some point lying on the segment between $x_{i}$ and $x_{i+1}$ (by the mean value theorem), and $\hat{x}_{i}=x_{i}-x_{1}, \hat{y}_{i}=y_{i}-y_{1}$. Divide the skew polygon with vertices $\left\{y_{i}\right\}_{i=1}^{n}$ into $n-2$ triangles, each of which has vertices $\left\{y_{1}, y_{i}, y_{i+1}\right\}_{i=2}^{n-1}$. By Lemma A.1, the right-hand side can be regarded as

$$
\sum_{i=2}^{n-1} \operatorname{Tr}\left(T_{S}^{-1 / 2} T_{A}\left(\eta_{i}\right) T_{S}^{-1 / 2} A_{i}\right) \leq \sum_{i=1}^{n} \beta_{1}\left(\eta_{i}\right) \operatorname{Tr}\left(2 A_{i} A_{i}^{\top}\right)^{1 / 2}
$$

where $A_{i}=\hat{y}_{i} \hat{y}_{i+1}^{\top}-\hat{y}_{i+1} \hat{y}_{i}^{\top}$ and $\beta_{1}\left(\eta_{i}\right)$ is the largest singular value of the skew symmetric matrix $\left\{T_{S}^{-1 / 2} T_{A}\left(\eta_{i}\right) T_{S}^{-1 / 2}\right\}_{i=1}^{n}$. Note that the equality holds only when $\left\{y_{i}\right\}_{i=1}^{n}$ are coplanar.

Following this procedure, the same arguments in the proof of Proposition 2.3 yield

$$
\tan \frac{\omega_{\max }(T ; \Omega)}{2} \geq \frac{L^{2}}{4 n \text { Area }}
$$

where $\omega_{\max }(T ; \Omega)$ is the largest singular value of $T_{S}^{-1 / 2} T_{A}(x) T_{S}^{-1 / 2}$ among all $x$ in $\Omega$. Hence, we have the curl-cardinality relation for perfect matches: $\omega_{\max } \leq 2 \pi / n$ according to the isoperimetric inequality.

Appendix B. Large curls near the lung periphery. We will provide one explanation for the occurrence of large curls near the boundary of the domain, namely the lung periphery. First, we briefly describe the mechanics of breathing. The repeated inflation and deflation of the lungs are controlled by the respiratory muscles, the diaphragm, and the intercostal muscles. During inhalation, the diaphragm and the intercostal muscles contract and create negative pressure (relative to atmospheric pressure) surrounding the lungs. The expansion decreases the pressure in the chest cavity and allows air flow in, which inflates millions of alveoli. The region around the lungs in which this negative pressure acts is called the pleural space and is filled with a very thin layer of lubricating fluid that separates the outer surface of the lungs from the inner surface of the rib cage (see [2, page 4]).

The lungs, which are made of spongy and elastic tissue, are commonly modeled as a linear, isotropic, and homogeneous medium [53]. In this situation, the displacement field $u(x):=T(x)-x$ on the domain $\Omega$ (lungs) satisfies the Lamé equilibrium equations in the linear elasticity theory:

$$
\mu \nabla^{2} u+\nabla((\mu+\lambda) \nabla \cdot u)=f, \text { subject to several boundary conditions on } u
$$

where $\mu>0$ and $\lambda>0$ are called the Lamé constants and the vector function $f$ is the body force.

We will study the spatial distribution of the curl $\nabla \times T=\nabla \times u$. According to the classic uniqueness result of the Lamé equations, $u$ is unique up to some rigid body displacement if traction is prescribed over the entire surface. Based on the superposition principle, the solution $u$ can be constructed as the sum of a particular solution of the inhomogeneous equilibrium equations and a solution of the homogeneous equilibrium equations subject to the desired boundary condition.

To proceed, we assume that the body forces are derived from a scalar potential, i.e., $f=\nabla \xi$. This assumption is valid in many cases, i.e., for the gravity forces. Consider a particular solution of the gradient form $u=\nabla \phi$. Then,

$$
\nabla\left((\lambda+2 \mu) \nabla^{2} \phi-\xi\right)=0
$$

Hence, one particular solution can be obtained by solving Poisson's equation:

$$
\nabla^{2} \phi=\frac{\xi}{2 \mu+\lambda}
$$

Note that $u$ is curl-free, and thus the body force does not contribute any curl on the displacement field $u$ (However, the nonzero $f$ does affect the boundary condition for $u$.)

According to Helmholtz's theorem, a vector field $u$ on a bounded domain $\Omega$ in $\mathbf{R}^{3}$ can be decomposed into a sum, $u=\nabla \tilde{\phi}+\nabla \times \psi$ with $\nabla \cdot \psi=0$. Substituting the decomposition into the homogeneous Lamé equations leads to

$$
\begin{equation*}
\mu \nabla \times \nabla^{2} \psi+(\lambda+2 \mu) \nabla\left(\nabla^{2} \tilde{\phi}\right)=0 \tag{B.1}
\end{equation*}
$$

The desired displacement field is that satisfying the boundary condition.
Note that $\nabla \times u=-\nabla^{2} \psi$. By applying the divergence and curl operator on (B.1), we have $\nabla^{2} \nabla^{2} \tilde{\phi}=\nabla^{2} \nabla^{2} \psi=0$. Thus, for each unit vector $v \in \mathbf{R}^{3}, v \cdot \nabla^{2} \psi$ is harmonic, which implies that the extreme values of $v \cdot \nabla^{2} \psi$ occur at the boundary $\partial \Omega$ (see [18, Theorem 2.3, page 15]). Hence, regardless of the boundary condition, the maximum magnitude of the curl $\nabla \times u$ occurs at the boundary of the elastic object. This theoretical result is consistent with our lung experiments: Mismatches occur at the branch points of higher generations. ${ }^{22}$

Appendix C. Rotations. Here, we study one asymptotic property in the kernel correlation method [48] and (3.10) about the rigid motions, $T(x)=Q x+t$.

Denote two point-sets by $X:=\left\{x_{i}: i=1, \ldots, n_{1}\right\}$ and $Y:=\left\{y_{j}: j=1, \ldots, n_{2}\right\}$ in $\mathbf{R}^{d}$. The transformation $T$ is estimated through

$$
\begin{equation*}
\min _{T}\{K(Y, Y)-2 K(Y, T(X))+K(T(X), T(X))\} \tag{C.1}
\end{equation*}
$$

where $\sigma$ is the kernel scale and

$$
K(X, Y)=\left(n_{1} n_{2}\right)^{-1} \sum_{i, j=1}^{n_{1}, n_{2}} \exp \left(-\left\|x_{i}-y_{j}\right\|^{2} / \sigma^{2}\right)
$$

A minimizer $T$ depends on the size $\sigma$. To avoid local optimal solutions, the kernel scale $\sigma$ should not be too small. Experiments show that the number of local optimal solutions is reduced when $\sigma$ is large [48].

Observe that a minimizer ( $Q, t$ ) in (C.1) maximizes the second term in (C.1),

$$
\max _{Q, t} \sum_{i=1, j=1}^{n_{1}, n_{2}} \exp \left(-\left\|y_{j}-Q x_{i}-t\right\|^{2} / \sigma^{2}\right)
$$

[^16]since the remaining terms are constant. Denote the first moment and the second (central) moment of $X$ by $t_{X}, M_{X}$;
\[

$$
\begin{equation*}
t_{X}=n_{1}^{-1} \sum_{j=1}^{n_{1}} x_{j}, \quad M_{X}=n_{1}^{-1} \sum_{j=1}^{n_{1}}\left(x_{j}-t_{X}\right)\left(x_{j}-t_{X}\right)^{\top} . \tag{C.2}
\end{equation*}
$$

\]

Likewise, let $t_{Y}, M_{Y}$ be the first moment and the second moment of $Y$.
The following proposition shows that in the asymptotic case $\sigma \rightarrow \infty$, the rigid motion "matches" both the first moments and the eigenvectors of the second moments of two pointsets. This asymptotic result also holds for the rigid motion in the HD-RBF model, the first term of (3.10)..$^{23}$ This study shows that the transforms $T_{1}$ with nonzero curl can be estimated via optimizing the cost function with kernel scales sufficiently large.

Proposition C. 1 (rigid motions). Consider two point-sets $\left\{y_{i}: i=1, \ldots, n_{2}\right\}$ and $\left\{Q x_{i}+t\right.$ : $\left.i=1, \ldots, n_{1}\right\}$ with $\sum_{i=1}^{n_{1}} x_{i}=0$. Let $T(x ; \sigma)=Q(\sigma) x+t(\sigma)$ be a maximizer of the function in (C.1), with $Q(\sigma) \in \mathbf{R}^{d \times d}$ being an orthogonal matrix and $t(\sigma) \in \mathbf{R}^{d}$. Let $(Q, t)$ be a limit of $(Q(\sigma), t(\sigma))$ as $\sigma \rightarrow \infty$ :

- Then the first moments of these two point-sets are identical, $n_{2}^{-1} \sum_{j=1}^{n_{2}}\left(y_{j}-t\right)=$ $n_{1}^{-1} \sum_{i=1}^{n_{1}} Q x_{i}$.
- Assume that the second (central) moments $M_{X}, M_{Y}$ both have distinct eigenvalues with SVD

$$
\begin{equation*}
M_{X}=U_{X}^{\top} D_{X} U_{X}, \quad M_{Y}=U_{Y}^{\top} D_{Y} U_{Y} \tag{C.3}
\end{equation*}
$$

Then $Q=U_{Y}^{\top} U_{X}$, and thus the eigenvectors of $Q M_{X} Q^{\top}$ and $M_{Y}$ are parallelized. Note that $Q M_{X} Q^{\top}$ is the second moment of the rotated first point-set, $Q M_{X} Q^{\top}=$ $n_{1}^{-1} \sum_{i=1}^{n_{1}}\left(Q x_{i}\right)\left(Q x_{i}\right)^{\top}$.
Proof. As $\sigma^{2}$ approaches infinity, $1 / \sigma^{2} \rightarrow 0$, the Taylor expansion shows that

$$
\max _{Q, t}\left(n_{1} n_{2}\right)^{-1} \sum_{i=1, j=1}^{n_{1}, n_{2}}\left(1-\left\|y_{j}-Q x_{i}-t\right\|^{2} / \sigma^{2}+\left\|y_{j}-Q x_{i}-t\right\|^{4} / 2 \sigma^{4}\right)+O\left(1 / \sigma^{6}\right)
$$

Since $\sum_{i=1}^{n_{1}} x_{i}=0$, the leading term is $\sum_{i=1, j=1}^{n_{1}, n_{2}}\left\|y_{j}-Q x_{i}-t\right\|^{2}=\sum_{i, j}\left(\left\|y_{j}-t\right\|^{2}+\left\|x_{i}\right\|^{2}\right)$. As $\sigma \rightarrow \infty$, the optimal translation vector $t$ tends to $n_{2}^{-1} \sum_{j=1}^{n_{2}} y_{j}$, which implies that $\sum_{j=1}^{n_{2}}\left(y_{j}-\right.$ $t)=0$.

For notational simplicity, we replace $\left(y_{j}-t\right)$ by $y_{j}$, and then $\sum_{j=1}^{n_{2}} y_{j}=0$. The asymptotic behavior of $Q$ depends on the next leading term

$$
\left(2 \sigma^{4} n_{1} n_{2}\right)^{-1} \sum_{i=1, j=1}^{n_{1}, n_{2}}\left\|y_{j}-Q x_{i}\right\|^{4}=\left(2 \sigma^{4} n_{1} n_{2}\right)^{-1} \sum_{i=1, j=1}^{n_{1}, n_{2}} 4\left(y_{j}^{\top} Q x_{i}\right)^{2}+\text { some constants. }
$$

Hence, $Q$ is a maximizer of the function

$$
\begin{align*}
& \sum_{i=1, j=1}^{n_{1}, n_{2}}\left(n_{1} n_{2}\right)^{-1}\left(y_{j}^{\top} Q x_{i}\right)^{2}=\sum_{i=1, j=1}^{n_{1}, n_{2}}\left(n_{1} n_{2}\right)^{-1} \operatorname{Tr}\left(Q x_{i} x_{i}^{\top} Q^{\top} y_{j} y_{j}^{\top}\right)  \tag{C.4}\\
= & \operatorname{Tr}\left(Q M_{X} Q^{\top} M_{Y}\right)=\operatorname{Tr}(D_{X} \overbrace{U_{X} Q^{\top} U_{Y}^{\top}}^{\top} D_{Y} \overbrace{U_{Y} Q U_{X}^{\top}}^{\top} \tag{C.5}
\end{align*},
$$

[^17]

Figure 13. Illustration of the bijective structure. Unit masses are divided into $\alpha_{i}^{-1} \gamma_{i}, 1-\alpha_{i}^{-1} \gamma_{i}$, and $\alpha_{i+1}\left(1-\alpha_{i}^{-1} \gamma_{i}\right), \gamma_{i+1}$, respectively.
which can be expressed as $\operatorname{Tr}\left(D_{X} Q_{1} D_{Y} Q_{1}^{\top}\right)$ with $Q_{1}:=U_{X} Q^{\top} U_{Y}^{\top}$. Note that $Q_{1} Q_{1}^{\top}=I$. By the matrix theory, ${ }^{24}$

$$
\begin{align*}
& \max _{Q_{1}}\left\{\operatorname{Tr}\left(D_{X} Q_{1} D_{Y} Q_{1}^{\top}\right): Q_{1} \text { orthogonal }\right\}  \tag{C.6}\\
\leq & \max _{U, V}\left\{\operatorname{Re} \operatorname{Tr}\left(D_{X} U D_{Y} V\right): U, V \text { unitary }\right\} \leq \sum_{i=1}^{d} \sigma_{i}\left(D_{X}\right) \sigma_{i}\left(D_{Y}\right), \tag{C.7}
\end{align*}
$$

with the singular values $\sigma_{i}$ of $D_{X}, D_{Y}$ both arranged in decreasing order. On the other hand, clearly when $Q_{1}$ is the identity matrix, the maximal value is attained. Therefore, from the definition of $Q_{1}$, the optimal matrix $Q$ is given by $U_{Y}^{\top} U_{X}$, which implies that $Q M_{X} Q^{\top}=$ $U_{Y}^{\top} D_{X} U_{Y}$. Compared with $M_{Y}=U_{Y}^{\top} D_{Y} U_{Y}$, in the asymptotical case the eigenvectors of $Q M_{X} Q^{\top}$ and $M_{Y}$ are parallelized.

Appendix D. Finite kernel scales. Generally, the correspondence in the HD model with finite kernel scales is not a permutation matrix. Here is one example to illustrate the recovery of the binary correspondence by the majority rule, provided that the kernel scales $\sigma$ are large enough. Besides, as the number of points increases, the requirement on $\sigma$ becomes harsh.

Consider one point-set consisting of $2 n+1$ points, $\left\{x_{i}=(i-1) a\right\}_{i=1}^{2 n+1}$, with spatial resolution $a \in \mathbf{R}^{d}$ and its translated point-set $\left\{y_{i}=(i-1) a+b\right\}_{i=1}^{2 n+1}$ with translation $b \in \mathbf{R}^{d}$ and $b \cdot a>0$. Let $\Delta=n a$; then the spatial size of the point-set is $|\Delta|$. The following computation provides a lower bound $\sigma$, approximately $|\Delta| \sqrt{2 n a \cdot b /|a|}$, such that (i) $\gamma_{i, j}^{+}=$ $0=\gamma_{i, j}^{-}$for all $j \neq i, i+1$ and (ii) both $\gamma_{i, i}^{+}$and $\gamma_{i, i}^{-}$are greater than $1 / 2$.

Let us adopt the notation in section 3.2 and assume the bijective matching structure $\left\{\left(\gamma_{i}, \alpha_{i}^{-1} \gamma_{i}\right),\left(\alpha_{i+1}\left(1-\alpha_{i}^{-1} \gamma_{i}\right), 1-\alpha_{i}^{-1} \gamma_{i}\right): i=0,1, \ldots, 2 n\right\} \cup\left\{\left(\gamma_{2 n+1}, \alpha_{2 n+1}^{-1} \gamma_{2 n+1}\right)\right\}$, where $\left\{\alpha_{i}\right\}_{i=0}^{2 n+1}$ will be determined later (see Figure 13). Clearly,

$$
\begin{equation*}
\alpha_{i}\left(1-\alpha_{i-1}^{-1} \gamma_{i-1}\right)+\gamma_{i}=1, \text { i.e., }\left(\alpha_{i}-1\right)+\gamma_{i}=\gamma_{i-1} \alpha_{i} / \alpha_{i-1} \tag{D.1}
\end{equation*}
$$

[^18]Claim. For $i=0,1, \ldots, 2 n$,

$$
\alpha_{i+1} / \alpha_{i}=: G=\left(K_{i+1, i}^{-1} K_{i, i}\right)^{2}=\exp \left(-(2 b+a) \cdot a / \sigma^{2}\right) .
$$

For even indices $i$, the optimal condition in (3.8) of the partition $\alpha_{i}^{-1} \gamma_{i}, 1-\alpha_{i}^{-1} \gamma_{i}$ yields

$$
\frac{\alpha_{i}^{-1} \gamma_{i}}{1-\alpha_{i}^{-1} \gamma_{i}}=\frac{K_{i, i}^{2} \gamma_{i}}{K_{i+1, i}^{2}\left(\alpha_{i+1}\left(1-\alpha_{i}^{-1} \gamma_{i}\right)\right)},
$$

i.e., $\alpha_{i+1} \alpha_{i}^{-1}=K_{i, i}^{2} / K_{i+1, i}^{2}$. Similar arguments show that $\alpha_{i+1} \alpha_{i}^{-1}=K_{i, i}^{2} / K_{i+1, i}^{2}$ for odd indices $i$. Hence, the claim is verified.

Hence, $\alpha_{i} \alpha_{k}^{-1}=G^{i-k}$. Note that $\gamma_{0}=1$. By eliminating $\gamma_{1}, \ldots, \gamma_{k-1}$, the recursive relation (see (D.1)) leads to

$$
\begin{equation*}
\gamma_{k}+k \alpha_{k}=\alpha_{k} \sum_{i=0}^{k} \alpha_{i}^{-1}=\left(G^{k}+G^{k-1}+\cdots+1\right) . \tag{D.2}
\end{equation*}
$$

By symmetry, $\alpha_{i}=\alpha_{2 n-i}^{-1}$, and then $\alpha_{n}=1$. Thus,

$$
\begin{equation*}
\gamma_{n}=\left(G^{n}+G^{n-1}+\cdots+1\right)-n=(1-G)^{-1}\left(1-G^{n+1}\right)-n . \tag{D.3}
\end{equation*}
$$

From (D.2), $\alpha_{k}=G^{k-n}$, and the expression for $G^{n+1}$ in (D.3),

$$
\gamma_{k}-\gamma_{k+1}=G^{k-n}\left((k+1) G-k-G^{n+1}\right)=G^{k-n}(1-G)\left(\gamma_{n}+n-k-1\right),
$$

which implies that $\gamma_{k}>\gamma_{k+1}$ for $k<n$, and $\gamma_{n}$ is the minimum. Hence, the success of the majority rule relies on $\gamma_{n}>1 / 2$. By convexity, $(1-G)^{-1}\left(1-G^{n+1}\right) \geq n+1-n(n+1)(1-G) / 2$. Then, $\gamma_{n} \geq 1-n(n+1)(1-G) / 2$. Along with (D.3), we obtain one sufficient condition, $1>n(n+1)(1-G)$. Let $\Delta:=n a$. By the linear expansion of $G$, the minimal kernel scale is approximately a multiple of the spatial size of the point-set,

$$
\begin{equation*}
\sigma \geq \sqrt{n(n+1)(2 b+a) \cdot a}=\sqrt{(1+1 / n)(2 n b \cdot \Delta /|\Delta|+1)}|\Delta| . \tag{D.4}
\end{equation*}
$$

This result explains our selection $\sigma$.
Acknowledgments. The authors thank the referees for their valuable comments and suggestions and for informing them of the Gromov-Wasserstein metrics. C. Lin thanks the Department of Mathematics, National Center for Theoretical Sciences (Taipei office), Taiwan, for hosting his visit during the course of this study, and Dr. Youbing Yin for processing CT image data. The point-set in Figure 4 was provided courtesy of Prof. Washington Mio of Florida State University.

## REFERENCES

[1] A. Albarelli, E. Rodola, and A. Torsello, A game-theoretic approach to fine surface registration without initial motion estimation, in Proceedings of the 23rd IEEE Conference on Computer Vision and Pattern Recognition (CVPR'10), 2010, pp. 430-437.
[2] J. H. T. Bates, Lung Mechanics: An Inverse Modeling Approach, Cambridge University Press, Cambridge, UK, 2009.
[3] D. P. Bertsekas, Nonlinear Programming, Athena Scientific, Belmont, MA, 2003.
[4] P. J. Besl and N. D. McKay, A method for registration of 3-D shapes, IEEE Trans. Pattern Anal. Mach. Intell., 14 (1992), pp. 239-256.
[5] M. Betke, H. Hong, D. Thomas, C. Prince, and J. P. Ko, Landmark detection in the chest and registration of lung surfaces with an application to nodule registration, Med. Image Anal., 7 (2003), pp. 265-281.
[6] L. Bondar, M. S. Hoogeman, E. M. Vásquez Osorio, and B. J. M. Heijmen, A symmetric nonrigid registration method to handle large organ deformations in cervical cancer patients, Med. Phys., 37 (2010), pp. 3760-3772.
[7] S. Boyd and L. Vandenberghe, Convex Optimization, Cambridge University Press, Cambridge, UK, 2004.
[8] Y. Brenier, Polar factorization and monotone rearrangement of vector-valued functions, Comm. Pure Appl. Math., 44 (1991), pp. 375-417.
[9] R. Burkard, M. Dell'Amico, and S. Martello, Assignment Problems, Revised Reprint, SIAM, Philadelphia, 2009.
[10] M. P. Carmo, Differential Geometry of Curves and Surfaces, Prentice-Hall, Englewood Cliffs, NJ, 1976.
[11] R. Castillo, E. Castillo, R. Guerra, V. E. Johnson, T. McPhail, A. K. Garg, and T. GuerRERO, A framework for evaluation of deformable image registration spatial accuracy using large landmark point sets, Phys. Med. Biol., 54 (2009), pp. 1849-1870.
[12] P. Chen, A novel kernel correlation model with the correspondence estimation, J. Math. Imaging Vision, 39 (2011), pp. 100-120.
[13] P. Chen and C. Gui, Alpha divergence based mass transport models for image matching problems, Inverse Probl. Imaging, 5 (2011), pp. 551-590.
[14] G. E. Christensen, J. E. Song, W. Lu, I. E. Naqa, and D. A. Low, Tracking lung tissue motion and expansion/compression with inverse consistent image registration and spirometry, Med. Phys., 34 (2007), pp. 2155-2163.
[15] H. Chui and A. Rangarajan, A new algorithm for non-rigid point matching, Comput. Vis. Image Understand., 89 (2003), pp. 114-141.
[16] L. C. Evans, Partial Differential Equations Methods and Monge-Kantorovich Mass Transfer, S. T. Yau, ed., International Press, Boston, MA, 1997.
[17] L. Fan, C. W. Chen, J. M. Reinhardt, and E. A. Hoffman, Evaluation and Application of $3 D$ Lung Warping and Registration Model Using HRCT Images, Proc. SPIE 4321, SPIE, Bellingham, WA, 2001, pp. 234-243.
[18] D. Gilbarg and N. S. Trudinger, Elliptic Partial Differential Equations of Second Order, SpringerVerlag, Berlin, New York, 1983.
[19] M. Groher, D. Zikic, AND N. Navab, Deformable 2D-3D registration of vascular structures in a one view scenario, IEEE Trans. Med. Imag., 28 (2009), pp. 847-860.
[20] S. Haker, L. Zhu, A. Tannenbaum, and S. Angenent, Optimal mass transport for registration and warping, Int. J. Comput. Vis., 60 (2004), pp. 225-240.
[21] X. HAN, Feature-constrained nonlinear registration of lung CT images, in MICCAI 2010 Grand Challenges in Medical Image Analysis: Evaluation of Methods for Pulmonary Image Registration, Beijing, China, 2010.
[22] R. A. Horn and C. R. Johnson, Matrix Analysis, Cambridge University Press, Cambridge, UK, 1985.
[23] T. KaiJser, Computing the Kantorovich distance for images, J. Math. Imaging Vision, 9 (1998), pp. 173191.
[24] L. V. Kantorovich, On the transfer of masses, Dokl. Akad. Nauk. SSSR, 37 (1942), pp. 227-229.
[25] M. Karlsson and B. Berndtsson, The Maximum Polygon Area and Its Relation to the Isoperimetric

Inequality, preprint, Department of Mathematical Sciences, Chalmers University of Technology and Göteborg University, Göteborg, Sweden, 2005.
[26] M. R. Kaus, K. K. Brock, V. Pekar, L. A. Dawson, A. M. Nichol, and D. A. Jaffray, Assessment of a model-based deformable image registration approach for radiation therapy planning, Int. J. Radiat. Oncol. Biol. Phys., 68 (2007), pp. 572-580.
[27] B. Li, G. E. Christensen, E. A. Hoffman, G. Mclennan, and J. M. Reinhardt, Pulmonary CT image registration and warping for tracking tissue deformation during the respiratory cycle through $3 D$ consistent image registration, Med. Phys., 35 (2008), pp. 5575-5583.
[28] D. G. Lowe, Distinctive image features from scale-invariant keypoints, Int. J. Comput. Vis., 60 (2004), pp. 91-110.
[29] J. B. A. Maintz and M. A. Viergever, A survey of medical image registration, Med. Image Anal., 2 (1998), pp. 1-36.
[30] R. J. McCann, Existence and uniqueness of monotone measure-preserving maps, Duke Math. J., 80 (1995), pp. 309-323.
[31] F. Mémoli, Spectral Gromov-Wasserstein distances for shape matching, in Workshop on Non-Rigid Shape Analysis and Deformable Image Alignment (ICCV workshop, NORDIA'09), 2009.
[32] K. Murphy, B. van Ginneken, J. Pluim, S. Klein, and M. Staring, Semi-automatic reference standard construction for quantitative evaluation of lung CT registration, in Proceedings of the 11th International Conference on Medical Image Computing and Computer-Assisted Intervention, Lecture Notes in Comput. Sci. 5242, Springer, Berlin, 2008, pp. 1006-1013.
[33] O. Museyko, M. Stiglmayr, K. Klamroth, and G. Leugering, On the application of the MongeKantorovich problem to image registration, SIAM J. Imaging Sci., 2 (2009), pp. 1068-1097.
[34] D. Paquin, D. Levy, and L. Xing, Hybrid multiscale landmark and deformable image registration, Math. Biosci. Eng., 4 (2007), pp. 711-713.
[35] J. Rabin, J. Delon, and Y. Gousseau, A statistical approach to the matching of local features, SIAM J. Imaging Sci., 2 (2009), pp. 931-958.
[36] J M. Reinhardt, K. Ding, K. Cao, G. E. Christensen, E. A. Hoffman, and S. V. Bodas, Registration-based estimates of local lung tissue expansion compared to xenon CT measures of specific ventilation, Med. Image Anal., 12 (2008), pp. 752-763.
[37] R. T. Rockafellar, Convex Analysis, Princeton University Press, Princeton, NJ, 1970.
[38] E. Rodolá, A. M. Bronstein, A. Albarelli, F. Bergamasco, and A. Torsello, A game-theoretic approach to deformable shape matching, in Proceedings of the 25th IEEE Conference on Computer Vision and Pattern Recognition (CVPR'12), 2012.
[39] K. Rohr, Landmark-based image analysis: Using geometric and intensity models, in Computational Imaging and Vision, Kluwer Academic Publishers, Dordrecht, The Netherlands, 2001.
[40] Y. Rubner, C. Tomasi, and L. J. Guibas, The earth mover's distance as a metric for image retrieval, Int. J. Comput. Vis., 40 (2000), pp. 99-121.
[41] A. S. SaAdA, Elasticity: Theory and Applications, Pergamon Unified Engineering Series 16, Pergamon Press, New York, Toronto, Oxford, UK, 1974.
[42] D. Sarrut, V. Boldea, S. Miguet, and C. Ginestet, Simulation of four-dimensional CT images from deformable registration between inhale and exhale breath-hold CT scans, Med. Phys., 33 (2006), pp. 605-617.
[43] R. Sinkhorn, A relationship between arbitrary positive matrices and doubly stochastic matrices, Ann. Math. Statist., 35 (1964), pp. 876-879.
[44] J. Sprinzak and M. Werman, Affine point matching, Pattern Recognition Lett., 15 (1994), pp. 337-339.
[45] J. Sun, M. Ovsjanikov, and L. Guibas, A concise and provably informative multi-scale signature based on heat diffusion, in Proceedings of the Symposium on Geometry Processing (SGP'09), Aire-la-Ville, Switzerland, 2009, pp. 1383-1392.
[46] M. H. Tawhai, P. J. Hunter, J. Tschirren, J. M. Reinhardt, G. McLennan, and E. A. Hoffman, CT-based geometry analysis and finite element models of the human and ovine bronchial tree, J. Appl. Physiol., 97 (2004), pp. 2310-2321.
[47] M. H. Tawhai, A. J. Pullan, and P. J. Hunter, Generation of an anatomically based three-dimensional model of the conducting airways, Ann. Biomed. Eng., 28 (2000), pp. 793-802.
[48] Y. Tsin and T. Kanade, A correlation-based approach to robust point set registration, in Proceedings
of the 8th European Conference on Computer Vision (ECCV'04), 2004, pp. 558-569.
[49] C. Villani, Topics in Optimal Transportation, Grad. Stud. Math. 58, AMS, Providence, RI, 2003.
[50] C. Villani, Optimal Transport: Old and New, Grundlehren Math. Wiss. 338, Springer, Berlin, 2009.
[51] H. Wendland, Scattered Data Approximation, Cambridge University Press, Cambridge, UK, 2005.
[52] M. Werman, S. Peleg, and A. Rosenfeld, A distance metric for multi-dimensional histograms, Comput. Vis. Graph. Image Process., 32 (1985), pp. 328-336.
[53] R. Werner, J. Ehrhardt, R. Schmidt, and H. Handels, Patient-specific finite element modeling of respiratory lung motion using $4 D$ CT image data, Med. Phys., 36 (2009), pp. 1500-1511.
[54] Y. Yin, E. A. Hoffman, K. Ding, J. M. Reinhardt, and C. L. Lin, A cubic B-spline-based hybrid registration of lung CT images for a dynamic airway geometric model with large deformation, Phys. Med. Biol., 56 (2011), pp. 203-218.
[55] Y. Yin, E. A. Hoffman, and C. L. Lin, Local Tissue-Weight-Based Nonrigid Registration of Lung Images with Application to Regional Ventilation, Proc. SPIE 7262, SPIE, Bellingham, WA, 2009.
[56] Y. Yin, E. A. Hoffman, and C. L. Lin, Mass preserving nonrigid registration of CT lung images using cubic B-spline, Med. Phys., 36 (2009), pp. 4213-4222.
[57] Y. Zhang, Solving large-scale linear programs by interior-point methods under the MATLAB environment, Optim. Methods Softw., 10 (1998), pp. 1-31.
[58] Z. ZHANG, Iterative point matching for registration of free-form curves and surfaces, Int. J. Comput. Vis., 13 (1994), pp. 119-152.
[59] L. Zhu, Y. Yang, S. Haker, and A. Tannenbaum, An image morphing technique based on optimal mass preserving mapping, IEEE Trans. Image Process., 16 (2007), pp. 1481-1495.
[60] B. Zitova and J. Flusser, Image registration methods: A survey, Image Vis. Comput., 21 (2003), pp. 977-1000.


[^0]:    *Received by the editors February 1, 2012; accepted for publication (in revised form) December 17, 2012; published electronically April 3, 2013.
    http://www.siam.org/journals/siims/6-2/86443.html
    ${ }^{\dagger}$ Department of Applied Mathematics, National Chung Hsing University, Taichung, Taiwan (pengwen@nchu.edu. tw). This author's research was supported by grants NSC-99-2115-M-002-014-MY2 and NSC-101-2115-M-002-007.
    ${ }^{\ddagger}$ Department of Mechanical and Industrial Engineering, University of lowa, lowa City, IA 52242 (ching-longlin@uiowa.edu). This author's research was supported by NIH grant R01-HL-094315.
    ${ }^{\text {§ }}$ Department of Applied Mathematics and Center of Mathematical Modeling and Scientific Computing, National Chiao Tung University, Hsin Chu, Taiwan, and Department of Mathematics, National Taiwan University, Taipei, Taiwan (chern@math.ntu.edu.tw). This author's research was supported by NSC 99-2115-M-002-003-MY3.

[^1]:    ${ }^{1}$ A survey of theoretical studies of this problem can be found in [16] or [49].
    ${ }^{2}$ Using the Helmholtz decomposition, a vector field on $\mathbf{R}^{d}$ can be expressed as a sum of a divergence-free vector field and a curl-free vector field. Additionally, according to Brenier's polar factorization theorem [8], [49, Theorem 3.8], an L2 vector-valued mapping can be expressed as a composition of the gradient of a convex function and a measure-preserving mapping.

[^2]:    ${ }^{3}$ Regard two point-sets as finite realizations of two random variables. According to Theorem 2.32 in [49] or [30], for two probability measures $\mu, \nu$, where $\mu$ is absolutely continuous with respect to the Lebesgue measure, there exists a unique measurable map $T$ such that the push-forward measure $T \# \mu=\nu$ and $T=\nabla \phi$ for some convex function $\phi$.
    ${ }^{4}$ In general, the correspondence in the mass transport cost $\|x-y\|^{\alpha}$ is not invariant under affine transforms. Here is one example: Let $\left\{x_{i}\right\}_{i=1}^{4}=\{(1,1),(0,1),(0,0),(-1,0)\}$ and $\left\{y_{i}\right\}_{i=1}^{4}=\{(-1,1),(0,1),(0,0),(1,0)\}$. Consider two affinely transformed point-sets $\left\{A x_{i}\right\},\left\{A y_{i}\right\}$, where $A$ is a diagonal matrix with diagonal entries $[a, 1]$. For $a \in(0,1)$ and close to zero, $x_{1}$ is matched with $y_{2}$ (consider $\left\{x_{i}\right\}_{i=1}^{4}$ and $\left\{y_{i}\right\}_{i=1}^{4}$ as $\left\{x_{1}, x_{2}\right\} \cup\left\{x_{3}, x_{4}\right\}$ and $\left\{y_{1}, y_{2}\right\} \cup\left\{y_{3}, y_{4}\right\}$ ). However, $x_{1}$ is matched with $y_{4}$ for $a$ sufficiently greater than 1 (consider $\left\{x_{i}\right\}_{i=1}^{4}$ and $\left\{y_{i}\right\}_{i=1}^{4}$ as $\left\{x_{1}\right\} \cup\left\{x_{2}, x_{3}\right\} \cup\left\{x_{4}\right\}$ and $\left.\left\{y_{1}\right\} \cup\left\{y_{2}, y_{3}\right\} \cup\left\{y_{4}\right\}\right)$.

[^3]:    ${ }^{5} \mathrm{In}\left(\right.$ ii), points $\left\{x_{i}\right\}_{i=1}^{n}$ are the vertices $\left\{y_{i}\right\}_{i=1}^{n}$ of the regular polygon under affine transforms, $x_{i}=T_{S}^{-1 / 2} y_{i}$.

[^4]:    ${ }^{6}$ To see the origin of the factor $n^{1 / 2}$, consider a polygon $\left\{x_{i}\right\}_{i=1}^{m}$ with constant side lengths $\left\|x_{i}-x_{i-1}\right\|=h$ for $i=1, \ldots, m$ and $x_{0}=x_{m}$. Fix Area (the area of the enclosed region). Since $\operatorname{Tr}(S)=m h^{2}$, an upper bound for $\tan |\theta|$ is $m h^{2} / 4$ Area (see (A.5)). Hence, the tightest bound for $\omega_{\max }$ is given by the polygon with the minimum cardinality $m$.

[^5]:    ${ }^{7}$ For example, consider 1D point-sets $\left\{x_{i}\right\},\left\{y_{i}\right\}$ on the $x$-axis with perfect matches. Add one outlier $x$ to $\left\{x_{i}\right\}$ and add one outlier $y$ to $\left\{y_{i}\right\}$, where $x>x_{i}$ and $y<y_{i}$ for all $i$. Then, we obtain a $100 \%$ mismatch rate.

[^6]:    ${ }^{8}$ All square submatrices have a nonzero determinant.

[^7]:    ${ }^{9}$ For instance, one point-set is a set of rectangular grid points. See the experimental results presented in Table 3.

[^8]:    ${ }^{10}$ The domain $\Omega$ is required to satisfy an interior cone condition (see Definition 3.6 in [51]). Every ball satisfies the condition (see Lemma 3.10 in [51]).

[^9]:    ${ }^{11}$ Computational time varies from several minutes to several hours depending on the input image size and the implementation method (e.g., sampling points, GPU, multithreading).
    ${ }^{12}$ Some recently published work has shown that it is possible to generate large numbers of corresponding landmarks (more than 1000) from a pair of lung CT datasets with semiautomatic tools [32], [11]. Although semiautomatic tools [32], [11] were developed to accelerate the process, the task of designating the correspondences between the points remains a labor-intensive task.
    ${ }^{13}$ If one is concerned about the symmetry, the following majority rule is suggested:

    $$
    \begin{equation*}
    y_{j} \text { is assigned to } x_{i} \text { if } \gamma_{i, j}^{+} \gamma_{i, j}^{-} \geq \gamma_{i, k}^{+} \gamma_{i, k}^{-} \text {for all } k . \tag{4.1}
    \end{equation*}
    $$

    ${ }^{14}$ Because points have no label, we generally cannot distinguish between outliers (the points with missing correspondence) and inliers. Hence, for all experimental results, we do not consider the cases in which outliers are accidentally detected.

[^10]:    ${ }^{15}$ The MATLAB code to set up the input arguments of linprog will be available online from http://web. nchu.edu.tw/~pengwen, and other source code will be provided upon request.

[^11]:    ${ }^{16}$ The experiment with $500 \times 125$ point-pairs took approximately 4 hours (to complete the 125 matching trials; each trial required approximately 2 minutes) using the interior point method on a server with 60 GB of memory. We also conducted several experiments where we matched a point-set with a size of 1000. However, it converged too slowly. For matching 2000 point-pairs, 60 GB of memory is also not sufficient to execute the interior point method.

[^12]:    ${ }^{17}$ In fact, in subject ID H6012, the points with ID 6 and ID 8 in one point-set are incorrectly assigned to the points with ID 8 and ID 6 in the other point-set. The points are quite close to each other (they are at approximately a 1.9 mm apart). Here, the results of using the HD-RBF method with different $\lambda$ values are presented:

    - For the cases where $\lambda=1$ and 10 , in the six subjects, the errors were $0,0,0,0,2(\mathrm{H} 6012), 2(\mathrm{H} 6019)$; in the five lobes, there were zero errors.
    - For the case where $\lambda=0.02$, in the six subjects, the errors were $0,3,8,0,2(\mathrm{H} 6012), 15(\mathrm{H} 6019)$; in the five lobes, the errors were $0,0,0,0,2,2$.

[^13]:    ${ }^{18}$ The computational cost of matching a pair of two point-sets is very high. For subject H6012, the time spent was 235 seconds ( 200 inner iterations for SB and 20 outer iterations for the spline estimation) for the TPS-RPM method; in comparison, the time required for the HD method was less than 2 seconds.
    ${ }^{19}$ The kernel scale is $\sigma=100$ for both the SB and HD methods.

[^14]:    ${ }^{20}$ Choosing a nonzero mean shift yields a stronger outlier effect. Empirically, the MK method and the HD method with proper kernel scales both work quite well for the case where $\mu_{1}=n^{-1} \sum_{i=1}^{n} x_{i}$ and $\mu_{2}=$ $n^{-1} \sum_{i=1}^{n} y_{i}$.

[^15]:    ${ }^{21}$ The second inequality comes from the following fact. Let $x=\left[v \cdot u_{1}, v \cdot u_{2}, \ldots, v \cdot u_{2 k-1}, v \cdot u_{2 k}\right], y=$ $\left[w \cdot u_{1}, w \cdot u_{2}, \ldots, w \cdot u_{2 k-1}, w \cdot u_{2 k}\right] /\|w\|$, and $z=\left[w \cdot u_{2},-w \cdot u_{1}, \ldots, w \cdot u_{2 k},-w \cdot u_{2 k-1}\right] /\|w\|$. Then, $x \cdot y=v \cdot w$, $y \cdot z=0$ and $\|x\|=\|v\|,\|y\|=\|z\|=1$. Since $x \cdot y, x \cdot z$ are the scalar projections of $x$ onto orthogonal vectors $y, z$, then $\|x\|^{2} \geq(x \cdot y)^{2}+(x \cdot z)^{2}$, i.e., $(x \cdot z\|w\|)^{2} \leq\|v\|^{2}\|w\|^{2}-(v \cdot w)^{2}$, which yields the second inequality.

[^16]:    ${ }^{22}$ Note that $T(x)=x+u$. Here, we ignore the variation of $\omega_{\max }$ contributed from the denominator $1+\Lambda\left(\nabla^{2} \tilde{\phi}\right)$.

[^17]:    ${ }^{23}$ We use the initialization $\gamma_{i, j}^{+}=1 / n_{1}, \gamma_{i, j}^{-}=1 / n_{2}$ to estimate $T_{1}$ in the nonconvex minimization problem.

[^18]:    ${ }^{24}$ Given two $m \times n$ matrices $B_{1}, B_{2}$, consider the problem

    $$
    \min _{U, V}\left\|B_{1}-U B_{2} V\right\|^{2}, \text { equivalently, } \max _{U, V} \operatorname{Re} \operatorname{tr} B_{1}^{*} U B_{2} V
    $$

    where two "rotations" $U, V$ are $m \times m$ and $n \times n$ unitary matrices, respectively. The maximum value is $\sum_{j=1}^{q} \sigma_{j}\left(B_{1}\right) \sigma_{j}\left(B_{2}\right)$, where the singular values $\left\{\sigma_{j}\left(B_{1}\right)\right\}_{j=1}^{q},\left\{\sigma_{j}\left(B_{2}\right)\right\}_{j=1}^{q}$ of $B_{1}$ and $B_{2}$ are both arranged in decreasing order (see page 435 in [22]).

