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Abstract

We examine the freshwater balance of Hudson and James hayshéallow and fresh seas that annually receive 12% of the pan
Arctic river rundf. The analyses use the results from a 3—D sea ice-ocean daupléel with realistic forcing for tides, rivers,
ocean boundaries, precipitation, and winds. The modellaiions show that the annual freshwater balance is esigiigween

the river input and a large outflow toward the Labrador shrifer waters are seasonally exchanged from the nearstgicer®

the interior of the basin, and the volumes exchanged araaniia (of the same order of magnitude as the annual riyart)n This
lateral exchange is mostly caused by Ekman transport, andagnitude and variability are controlled by the curl of stress at
the surface of the basin. The average transit time of the wegers is 3.0 years, meaning that the outflow is a complexurexof

the rundf from the three preceding years.

Keywords: freshwater, rivers, sea ice, polar, Arctic, Hudson Bay
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1. Introduction and Saucier, 2008a, on the freshwater of HIB, Foxe Basin, and

Seasonal changes in insolation at high latitudes lead to amudson strait).
9 9 A recent observational study highlights how the outflow

temperatures above and below the freezing point of watés, Th. from Hudson Strait (the channel linking HJB to the Labrador

causes the seasonal storage of water in snow and ice duri a) is a significant contributor to the freshwater flux oher t

e o e e i oy rador ST, bt by conveying the feshter rom 108
pring ’ Y €an byng by recycling part of the Bién Current (Straneo and Saucier

observed in Hudsor James bays (HJB), a shallow and semi- o . . .
enclosed basin located upstream of the Labrador Shelf anrd Cu2008b)' The variability and magnitude of this fresh outflaw i

) . . ) only weakly related to local wind forcing, and the importanc
rent (Fig. 1). The river discharge n .H‘]B qucFuates by a facto of an upstream control (i.e. from HJB) is suggested by these a
of three over seasons &by et al., this issue), with a mean value

o 635y o 12% o th total pan-Arctc (L. L1132 4% Sherind 1 e e Sue s
mers et al., 2001). This value represents the annual addifio P y My .

P who calculated lagged-correlations between salinitiesfthe
a 80 cm layer of freshwater if distributed over the whole are . . . .
; . . . abrador Shelf and interannual river discharge or ice valum
of the basin. Satellite observations show the formation of

From HJB. They obtained a significant inverse correlation be

complete ice cover around December and its cc_)m_plete OllsaFi)\7veenthe runfy and the salinity by assuming a point-wise réino
pearance by early summer (Hochheim et al., this issue). Thg

: ; . and a travel time of nine months before reaching the shelf. A
thickness of the ice cover is only known from measurements - . . . .
o ) e more sophisticated river water tracking algorithm bgripet al.
nearshore and qualitative estimates from satellite imagais . o o
range between one and two meters during the peak of Win(_2005) recently illustrated how the salinity minimum reded
ter ?Markham 1986: Prinsenberg, 1988) 'Ig']he rsci itaBon at the shelf would be in fact a combination of the rtfrfoom
! ' g ' precipita three diferent years owing to the spatially-distributed rtfrio-
and evaporatiof rates over the basin are alsdtaiult to esti- side the large basin
mate from the limited observations, and the literature ooy 9 '

conflicting estimates: Prinsenberg (1980) suggests a imegat ot Qltr(lgggg) tggeftfedlzf dggomth“gysrfee:ealﬁigggt?)) raeg?:LDthe
P — E rate, while Fig. 2.5 from Gill (1982) suggests a posi- ) 9 9 q

. Labrador Shelf, they both assume freshwater to be advested a
-1 ~ -1 3

tive rate of 200kgm’y™* at 60N (~ 2.20 ki y~* for HIB). in a pipeline: the outflow downstream is solely determined by

Nevertheless these values®f E remain smaller than the an-

nual rundf or ice melt by a factor of two or more (see Straneothe freshwater input upstream (scenario 1). This will not be
y the case if processes within HIB act to spatially redisteibu

*Corresponding author fthe freshwater and complicate its pa_thwa}y (s_cenarlo 2). For
Email addresspierre@ccpo.odu.edu (P. St-Laurent) instance, the plume of the Mackenzie River in the Beaufort

IPresent address: Center for Coastal Physical Oceanog@uhpominion  Sea sometimes stretches 400 kfiftbe shelf (Macdonald et al.,
University, 4111 Monarch Way, Norfolk, VA 23508, USA.
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1999). Such interactions with thé&shore region matters for the that this rundf dataset includes thefect of dams and diver-
climate of the bay, its ecosystem, and its biogeochemiaal co sions around HJB. Three-hourly winds and precipitation are
ditions. Riverine freshwater increases the stability efwater  taken from the high-resolution (15 km), data-assimilatiog-
column and thus exerts a control on the mixing and formatiorerational model used for weather forecast in Canada (GEM,
of the bays’ waters. The river waters also impact the primaryGlobal Environmental Model, €€ et al., 1998).
production, the basic component of the food web, which re- The simulations are conducted using the same model con-
lies on vertical exchanges with nutrient-rich deep waterg.(  figuration as in the study of Saucier et al. (2004a) except for
Kuzyk et al. 2010; Sibert et al., this issue). Finally, thesp several minor enhancements. First, the atmospheric angd-hyd
tial redistribution of the riverine tracers is likely to b&férent  logic forcing was extended to cover the period of the simula-
according to the scenario. These tracers include colorgd dition. Then, the air-ocean drag dbeient was updated accord-
solved organic matter (CDOM, Granskog et al. 2007), whiching to Zedler et al. (2009, Table A2, right column). The aki-i
absorb the light necessary for the primary production, dsml a drag codicient is 12 x 102 as suggested by Hibler (1979).
mercury, a contaminant found in very high concentrations irFinally, the model was modified for the use of salty sea ice
marine mammals, and a concern for the health of the norther{v psu, e.g. Prinsenberg 1984) instead of pure fresh sea ice.
residents (Hare et al., 2008). It is found that these modifications have only a sméket on

The objective of this study is to determine the kinematicsthe simulated seasonal cycle, but they are nevertheldsslat
or fate, of the river waters of HIB. More specifically, we isve for completeness.
tigate the following aspects: To what extent do the rivererst
spread to the interior region of the basin? Which processes co2.2. Spin-up of the Model
trol the exchanges with the interior? What is the transit tohe The model results presented in this study are obtained us-

sections describe the methodology of the study and thetsesulig August 2004 (we did not consider spinning the model using

process, and the transit time of the river waters. obtain a stable seasonal cycle for the salinity and temperat
fields. Trends in these fields rapidly disappear within fivarge
2 Method of spin-up, and all transient oscillations have disappeafter

20years. It is this stable seasonal cycle that is used fahall
2.1. The Sea Ice-Ocean Coupled Model and its Forcings calculations and figures.

For this study we make use of a regional 3-D numerical ) ] )
model developed by Saucier et al. (2004a). Our study speci-3- Comparison with Observations
ically focuses upon the Hudson and James bays (referred to Extensive comparisons between the model and observations
as HJB) even though the model domain also includes Hudsoare available in the work of Saucier et al. (2004a). We nbeert
Strait and Foxe Basin. The ocean module (Backhaus, 1988ss present here a comparison with observations receattly a
1985) solves the primitive equations with a resolution okdfD  quired during the ArcticNet and Merica cruises. We spedlfica
in the horizontal and 10 m in the vertical. The internal Rgssb show the salinity field since it largely controls the densityhe
radius of deformation is about 10 km in HIB so that the modelvaters (and thus the pressure field and its gradient) anathe |
partially resolves the mesoscale eddies (eddy-permjttinge  cal concentration of freshwater. The top panel of Fig. 2 show
ocean model is coupled to a dynamic and thermodynamic twathe surface salinity in late summer for the model (year 2003)
layer sea ice model (see Hunke and Dukowicz, 1997; Semtand observations (year 2005, see Laparsset al. 2009). Al-
ner, 1976) and a single layer snow model. As in Saucier et athough the years areftirent, the main features of the salinity
(20044a), the prognostic equations are integrated withavinly ~ field are preserved over years and apparent in both obsmmgati
recourse to nudging or restoring conditions. and model results, notably the relatively fresh boundagyore

The simulations are initialized from a composite of his-and the saltier interior region. We also note that the |ocedif
toric salinity-temperature profiles (see Saucier et al420@nd the isohalines and their spacing (gradient) are similal) anal
conducted under realistic forcing from tides, ocean botieda b). The bottom part of Fig. 2 shows a salinity transect along
river rundf, and atmosphere. Tides are introduced by prescrib61°N from the Merica cruises (Saucier et al., 2004b) and for
ing the sea elevation at the open boundaries according to Mathe same year as in the simulation. Again the model repraduce
sumoto et al. (2000). Temperature and salinity at thesedsoun the key features of the salinity field, including the wedge of
aries are set according to historic profiles acquired at thetm  freshwater in the eastern part and the saltier interior.mbdel
of Hudson Strait (Canadian Marine Environmental Data Seris slightly too stratified around 30 m (a frequent problemhwit
vice) and in Fury & Hecla Strait (Barber, 1965; Sadler, 1982) statistical closure schemes, Martin 1985) and slightlyenas-
Observed daily river run® is obtained from provincial insti- timates the salinity of the mixed bottom layer (the modekgiv
tutions of Quebec, Ontario, Manitoba, and from HYDAT (HY- values around 32.9 psu). Nevertheless this comparisorremnfi
drometric DATabase, Environment Canada) when availabd¢e N that the high-resolution forcings lead to a realistic solutand
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that the model is able to reproduce the main dynamical pro- The same equation is used for ice mélt € 0), and its

cesses governing the freshwater balance of the basin. impact on the freshwater budget is best seen by comparing the
freshwater content (in #) of the cell before and after the salt
2.4. Choice of the Reference Salinity adjustment. Using Egs. 1 and 2, this is:

Following McPhee et al. (2009), we define one cubic meter
of seawater as a mixture of salty ocean water (of fixed swlinit P
So) and of freshwater§ = 0psu). The local freshwater con- AxAyAz[SO -S" So- S] _ _ S~ Sice Pice T At AAXAY.

after before

centration, 0< cpy < 1, is thus defined as: So So So  pwat @)
Coy = (So—9)/So if S< Sy, 0 Eqg. 3 shows that the freshwater involved in the growth (melt)
0 if S > So. of ice is directly subtracted (added) to the freshwater eanf

. the upper ocean during the salt adjustment. The fagigiowat
Note that some authors a".(m.’” to be negat_lve Whe?‘ > So. akes into account theftierence of density between ice and wa-
In our case these two definitions are equivalent since the re er, while the facto(S — Sice) /So is necessary wheSice # 0
erence salinitySy = 33 psu corresponds to the salinity of the (héreS- ~ 7psu) oe] 10 e

. . . .. ice — .

bottom layer (see F.'g' 2c) or similarly to the maximum s#ini This adjustment of the surface ocean salinity can result in
of the waters entering HJB (32.8 psu accqrdlng to Prlnsg;\ber both the destabilization of the upper water column (duroe i
1?8:)' AIZO ff‘o_t_e tha_t the ?Odel (;:allcdulatlons are 'nde.pemd.erbrowth) or its stabilization (during ice melt). The verfi¢ar-
ort e?“”b ellnltlodn since t $hmo he' yn?mllcs_are W”m;n M bulence closure model takes into account these conditions i
term of absolute enS|t_|es. € choiceSy on y_|mpacts the s budget of turbulent kinetic energy (see Mellor and Yaead
freshwater budget that is computed a posteriori from theghod 1982; Canuto et al., 2001, for a description of the turbuenc
salinities and velocities. model). Relatively high levels of turbulent kinetic eneigyd

Previous studies used similar values for the salinity refer _ .. o ; ; : ;
. vertical mixing are produced during sustained periods ef ic
ence of HJB (32.8 psu for Prinsenberg 1984; 33.1 psu for (Bmﬁérowth and tr?e oppgsite during ice?nelt p
et al. 2007). The use of a higher reference salinity, such a ' ’

So = 34.8 psu, would (_Jnly scale (roughly double) the freshwa-z_el Passive Numerical Tracer

ter content of the basin and the freshwater fluxes at its mouth . . .
Since both inflowing and outflowing fluxes would be scaled, 1he Study presents results from experiments involving a
the higher reference value would represent a larger voluime gassive numerical trgcer that is m;ected into the systetheat
freshwater transiting through the basin, with no rfééet onits ~ S@me rate and locations as the river waters (e.g., Jahn, et al.
budget. The definition of freshwater above is also appregria 2010)- A concentration of one (zero) in a given location cor-
for the sea ice, with the exception that water is denser than | €SPONdS to pure (absence of) river water. With this traer w

so that a density ratio is taken into account during the ¢alcu aim to track the river waters in the most realistic way pdssib
so that we must take into account the seasonal transfonmaitio

tions.
these waters into sea ice. The contribution from the riveersa
2.5 Treatment of Ice Growth and Ice Melt to the local ice growtimelt rate (7, in ms?) is defined as:
The coupling between the sea ice and ocean models re- r Criv 4
sults in fluxes of freshwater and brine at the ice-oceanfater Crw (4)

These fluxes are modeled astdsive fluxes, meaning that ice

growthymelt results in a modification of the salinity of the upper During the ice growth period{> 0), ¢y is the concentration
ocean (a salt adjustment) while the volume of the water colum ©f the river tracer in the first (surface) model level, ang is

is unaltered (an approximation commonly used in ocean modhe freshwater concentration in the same level. Duringdke i
els; e.g. in the Regional Ocean Modeling System, ROMS). Fofelt period " < 0), ¢y is the thickness of solid river tracer,
a grid cell located in the surface level of the ocean model, th@ndcw is the ice thickness. Note thaf, < cq at all times.

Eq. 20): This procedure allows us to track the river tracer during the

whole year in a realistic manner. The procedure is not the mos
(S' - S) pwatAXAYAZ = (S — Sice) picel AtAAXAY,  (2)  appropriate for substances such as mercury (that are edject

. . N when ice forms), but it will be seen later (Fig. 7a) that mdst o
whereAxAyAzis the volume of the cell considere8l(S') iSits  he river water remains liquid during winter (e.g., Macdona

salinity in gkg before (after) the salt adjustmepiat andpice g a1., 1995), which minimizes this issue. Another disatage
are the density of water and icBice the salinity of ice,l" the ¢ haying the river tracer involved in the ice growrielt cycle
rate of ice growth or melt (in s, positive for growth), and s that we must consider both solid and liquid fluxes of river
0 < A < 1 the fraction of the cell that is ice-covered. The left tracer. It will be shown later that the movements of rivecéra

hand side of Eq. 2 represents the change in the salt content (fnostly occur during the ice-free period (Fig. 7b), whichoals
grams) of the cell, and this is equal to the amount of salt thaf,inimizes this issue.

must be rejected by the newly formed ice to go from a salinity
S to a salinitySjce (right hand side of Eq. 2; note th&t> Sjce).



3. Results with the known currents of the basin (Prinsenberg, 1986ajatWh
is less expected is that the river waters seem to be onlylpose
3.1. The Annual Freshwater Budget trapped to the coastlines, leaking toward the interior efthsin
The freshwater budget of a coastal basin describes how thg scales of 100 km rather than 10 km.
various processes balance each other so that the freslowater As it will be shown later, this seaward transport of the river
tent of the basin is maintained on long timescales. Table Yracer is driven by genuine physical processes rather than a
shows this budget calculated from the annual mean of the sinficial effects such as numerical or subgrid scalugion. The
ulation starting in August 2003 and ending in August 2004 (se existence of such seaward transport is supported by a mertai
Method). The top part of the table describes a balance betwegumber of observations. Granskog et al. (2009) calculdted t
the riverine and atmospheric inputs of freshwater, tffect  distribution of riverine freshwater in southwestern HJBard-
from ice growth and ice melt, and the net lateral exchange oihg to 580 measurements in late summer 2005. Their results
freshwater at the mouth of the system. The growth and melt oflearly show concentrations decreasing seaward on schles o
ice over HJB as a whole nearly cancel each other, and thebpati1 00 km rather than 10 km. Further evidence is given in Fig 4b,
distribution of ice growth and melt within the basin is siatil  where the simulated surface salinity is shown for the same pe
to that of Saucier et al. (2004a, their Figs. 10 and 13). The fa riod as the tracer concentration from Fig. 4a. Striking Ein
that ice growth and melt mostlyfiset each other for HIB as ties are visible between the salinity of the water and theetra
a whole is also visible in Fig. 3: during winter the liquid and concentration, which suggests that river waters are toge lar
solid components change at the same rate and the total volungegree responsible for the freshness of the wat@ssore dur-
of freshwater (red curve) is constant. Over May to October ang the summer period. This model result is consistent with
small increase in total freshwater is visible and it is mo&ly the observed salinity charts (see section 2, and also théscha
related to the seasonal river forcing (Saucier et al. 200%a;  from Prinsenberg 1986b) that show similar features dutfieg t
Fig. 2f; Dery et al., this issue). summer. Finally, Macdonald et al. (1999) report similarerbs
The fluxes through the four channels bounding HJB in thevations for the plume of the Mackenzie River in the Beaufort
north (Fig. 1) are shown in the lower part of Table 1. Reldyive Sea. In the next sections we will investigate the meaning and

small amounts of freshwater enter HJB through the west (negamportance of this fishore transport of the river waters.
tive fluxes), so that the bulk of the exchange is a large fresém

flux leaving HJIB through the easternmost channel. The magnB.3. Exchanges between the Boundary and Interior Regions
tude of this freshwater outflow (802 Kny~*) is consistent with For simplicity we first consider the cross-shore exchanges
measurements made downstream of HIB (760-880kt or  of freshwater without distinguishing its origin (river orgeipi-
24-28 mSy, Straneo and Saucier 2008b, Table 2). The volumg@tion); we will go back to the specific case of the river water
fluxes describe a similar pattern with inflow in the west antl ou once the processes involved are identified. We begin by iden-
flow in the east. The net volume flux nearly equates the rivefifying the boundary and interior areas: the boundary halds
inflow since all other sources of volume in the budget (9. narrow, swift flow that follows the shorelines, while thedrior
andE) are parameterized asfllisive fluxes, which means that has a broad, slow flow following a closed circuit (e.g., Ped-
they do not modify the volume of the basin. In all cases theosky, 1996, p. 2). Thus the two regions are naturally idisuti
volume contribution fronP — E is negligible compared to the from the mean streamlines, or more specifically those of the
changes associated with the volume fluxes at the mouth of theurface currents (first model level, 0-10 m, see Li et al. 2006
bay. since we focus upon the buoyant freshwater. The mean stream-
The annual freshwater budget illustrates that the basitlynosjines (Fig. 4c) depict a counter-clockwise flow around Hutdso
exports freshwater from local sources (rivers and net piteei  Bay, with the waters leaving Hudson Bay through the eastern-
tion), and that the river rurfbis the most important contribu- most channel, and then heading toward the east along the-sout
tor to the annual budget. The next sections focuses upoe thegrn shore of Hudson Strait. The flow is relatively strong ie th
important river waters and more specifically on their trtaje¢  nearshore region and rather quiescent in the central regos

within the basin. streamline highlighted in black marks the frontier betwéen
. boundary (open streamlines) and interior (closed strees)i
3.2. The Fate of the River Waters regions. Note that having a streamline as the frontier doés n

In order to track the river waters numerically we tag themmean the interior is isolated from the boundary: seasonal ad
with a passive tracer described in Method. Figure 4a showsection, and eddy exchange of scalars, can act across the mea
the surface concentration of the river tracer once its aonce streamline.
tration has reached steady-state. The concentration i8nsho  We now examine the contribution of lateral fluxes (i.e. the
for the summer period when observations of the surface-salirboundaryinterior exchanges) in the freshwater budget of the in-
ity are available for comparison (see Method for a desanipti terior. This budget is shown in Fig. 5a,b, wh&fstands for the
of the data). The figure shows that the highest concentiatiortotal (solid plus liquid) freshwater content. The voluMeun-
are found near the shorelines, and that most river plumeteare dergoes large seasonal variations, decreasing by 22%lkm
flected toward the right as expected from the Coriolis foildee ~ ing the autumn, and increasing during early winter and durin
tracer field evolves over time by moving in a counter-clodaevi summer. It is also seen in Fig. 5b that the large variations in
sense and leaving through Hudson Strait, which is congisterfdV/dt, red curve in b) cannot be explained by the divergence of
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ice and by net precipitation, so that lateral exchanges tmist from Fig. 5d (right hand side of Eqg. 6) to the blue and green
responsible for the large variations. In particular, theréase curves of Fig. 5c¢ (left hand side). The relation can be summa-
in V during the summer is what is expected from the observedized in the following way. A counter-clockwise tendencytlie
and simulated summer surface salinity charts (see thequevi wind stress (positive curN x ts > 0) forces the surface waters
section). The next step is to identify what processes armbeh to leave the interior region (divergence, Ms > 0). A clock-
the lateral exchanges. wise tendency in the wind stress (negative cWlx 75 < 0)
forces the surface waters to enter the interior region (eenv
3.4. What Regulates the Freshwater Content in the Interior? gence,V - Mg < 0). These concepts are illustrated in Fig. 6.
Two processes are likely to contribute to the cross-shordlote that the horizontal scale of the wind stress field is amp
transport of freshwater: 1) Ekman transport in the fresfeser ~ able with the size of the domain.
layer (e.g., Lentz, 2004), and 2) eddies formed through-baro It is worth noting that Eq. 6 relates the curl of the stress at
clinic instability of the boundary current (e.g., Spall02). As the surface of the sea to the Ekman volume transport. How-
afirst attempt we will assume the Rossby and horizontal EkmaRVer itis the Ekman transport of freshwater that is the qant
numbers to be small, so that we neglect exchanges due teseddf@f interest here, and it could fééer appreciably from the vol-
and assume that the flow can be decomposed into geostroptif€ transport depending on the cross-shore salinity gremie
and Ekman components (e.g.[iMer, 2006, section 15.2). The Figure 5¢ shows that in fact the volume and freshwater trans-

latter is defined by the dynamical balance: ports share the same seasonal evolution. The salinity fiéld o
causes a slight amplification or damping of the seasonality i
FE3 X Ug = 9 Ag 9 Uer ) some periods. In other words, variations in the cross-staxe
0z "0z of freshwater (a product of velocity and freshwater coneent

tion) are more determined by the velocities than by salinity
Another dynamical consideration is that the Ekman trans-
port is driven by the stress at the top of the water columngiwhi

where f is the Coriolis parametees the unit vector pointing
upward,uex the Ekman velocity as a function of position and

t!me, 0/0z1s thg vertl'cal dgrlvatlve, ands IS the modgl_ VeI differs from the wind stress in winter. During this period, the
t!cal turbulent V'SCO.S!ty being also a function of ppsmapd ice cover acts as an intermediary that transfers part of thé w
t!me. Ekmgn velocities are computed at each grid point a_ngtress to the ocean (sea ice tends to be driven by winds, and
timestep, WithAsdUei/0Z set to the surface stress, anda nO'SI'pdamped by its contact with the ocean and by ice-ice interac-
qopdltlor_l gt the bottom. Note théligeo/0Z is assumgd N€9° tion; Martinson and Wamser 1990; Steele et al. 1997. This is
ligible within the Ekman layers. The surface stress is define most likely the case in the interior region since the cusene
as a smooth function of the wind stress (ice-free period)and ¢, \\cak ‘see Fig. 4c, and Markham 1986). It raises the ques-
t1h9e8|9ce-gcean hs trET(S (|ce-c<|)ve_r_ed penookl; see (I;/IetIWIor anrt{‘l&a tion of whether sea ice plays a role in the seasonality of the
ot )- hncet f? man ve (|)C|t||es Z‘fe‘? ta'ﬂe ,tl_e_cor PO Ekman exchange. Figure 5d shows that the curl of the surface
ing freshwater fluxes are calculated using the salinityreefee 0.5 ang wind stress are identical during the ice-frdegéas
So Fi h h . b he | | expected), and similar during the ice-thick period (Jaime).
igure Sc shows the comparison between the lateral exqefore the sea ice in the interior of Hudson Bay is mostly

change of freshwater caused by the true modelvelocitiels:(re(e)mob"e (in agreement with Markham 1986) and allows, to a
and the lateral exchange of freshwater due to Ekman vesscit large extent, the transmission of the wind stress to therwate

(green curve). The two timeseries are very close to one anoth
meaning that Ekman velocities are in a large part respanfibl
the exchanges of freshwater between the interior and bwndaregions

regions. The interior region releases freshwater to thadaty The last two sections presented the seasonal variability of

region during the autumn (negative fluxes), and then reseive[he freshwaters and the main process driving the croseshor

freshwater from the boundary region in early winter and dur'fluxes of freshwater. We will now examine how these findings
ing the summer. These results essentially reflect the i@m@t apply to the specific case of the river freshwater

in the freshwater content of the interior region that werense

previou§|y (Fig. 5b, red curve). N 3.5. The Pathway and Transit Time of the River Waters
The important role played by the Ekman velocities for the The pathway and transit time of the river waters is examined

regulation of the freshwater present in the_ interior mei_anm;_ t by once again making use of the numerical river water tracer
the stress applied at the surface of the basin exerts a seymifi described in section Method. In this experiment, the ingect

control over these exchanges. The dynamical relation B¥twe o tracer starts on 1 April (beginning of the freshet) kst
the two is directly obtained by computing the divergefcef for one year (i.e. until the beginning of the next freshetptéN
the EI.<man volume transpolls = —€s x 75/ (fpo) (EkManN, ¢ the river forcing remains active at all time even thotlgh
1905): 1 injection of river tracer stops after one year. Also, altijothis
V- -Mg= o (VX 719)3 (6) tracer experiment spans over 10years, it is the same séasona

po wind and river forcing that is applied each year (see Method)
where the subscript 3 refers to the vertical component of the  Once the injection period is completed, the volume of river
curl. Such relation is apparent when comparing the blueecurviracer,R(t), is gradually exported out of HIB by the circulation,
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column. We conclude that the sea ice plays a small role in the
seasonality of the exchange between the interior and boynda



andR(t) can be represented as either a linearly or exponentiallyater that mostly comes from the boundary (dotted line). But

decreasing function: from year 3 and onward, the influence of the interior becomes
. . significant (blue and green curves share the same slopehand t
R(t> 0) = R0<1 - 2—T1) (linear) 7y rae of release slows down (dashed line). This means that the
- Ry exp(—le) (exponential). excursion in the interior contributes to lengthen the titatitae

) ) ) of the river tracer. This is quantified by comparing the dbtte
whereR, is the volume of river tracer present in HJB at the gng dashed lines. The dotted line (years 0-3; little infleenc

end of the injection period (at= 0), andT,, T, are constants  from interior) represents a transit time Bf = 2.2 years, while
obtained from regression of the model results. The timevate  ne dashed line gives a longer transit timéTef= 3.0 years.

between the injection of a tracer parcel and the momentiekea
HJB is defined as its transit time (Zimmerman, 1988). Some of
the dyed waters leave the system faster than others and so e
values reported below correspond to the average transit tim  Tne objective of this study was to examine the pathway, or

for the whole volume of tracer injected. Following Zimmerma. inematics, of the river waters of HIB. The study necessitat
(1988), and assuming for simplicity that all river tracerq®s  certain number of simplifications, one of them being that we e

Discussion

entered HJB at = 0, the average transit time is given by: amined in detail the components of the freshwater balanee ov
© 1 dR a finite period of time (August 2003—August 2004). It raises
T=- t% s dt (8)  the question of whether these components and processes have
0

the same importance during other years. We speculate fisat it
By inserting Eqg. 7 into Eqg. 8, we see thai, T, correspond the case, given the large seasonality of the insolationesteth
to the average transit time in the linear and exponentia@sas high latitudes that leads to particularly marked seasoyaks
respectively. and, in comparison, small interannual variability. Foitamee,
The red curve of Fig. 7a shows the volume of dyed river wa-the seasonality of the bay’s waters and that of its hydralogi
ter within the basin during the injection period and after-n  forcing in 2003—-2004 are qualitatively the same, and quanti
malized by the annual river input. The volume of dyed river wa tatively close, to those from the 1996-1998 period considier
ter increases rapidly during the injection period (endingnae by Saucier et al. (2004a). We also examined the generality of
0) and gradually decreases afterward. About 15% of the riveour analysis regarding the curl of the wind stress by compar-
waters have left the basin when the injection period comes ting them with NCEP winds (National Centers for Environmen-
an end (i.e. attime 0). The green and blue curves also regresetal Prediction, Kalnay et al., 1996) covering a 30-year quri
the amount of dyed river water, but within the boundary and(1979-2008). The curl over the 30 years has a mean value sim-
interior regions instead of the whole bay. Initially thesenio  ilar to that from the 2003-2004 forcing, and seasonal psriod
river waters within the interior region since the river infloc-  of strongly cycloniglightly anticyclonic conditions similar to
curs in the boundary region. The volume of river water withinthose described in section 3.4 (see also Sutherland ehil., t
the interior (blue curve) increases during the summer of eacissue, on the role of the curl during other years). For theae r
year, while release occurs during the autumn (see the clpse- sons, we believe the results obtained here with the forciomg f
in Fig. 7b). This is consistent with the seasonal exchange a2003-2004 are likely to be generally applicable.
freshwater identified in the previous sections (Fig. 5¢c) @n Another methodological consideration is that mesoscale ed
shows that freshwater of riverine origiffectively contributes dies are partly resolved by the 10 km model grid (eddy-peimgit
to the seasonal exchange of freshwater. Fig. 7b also shaws thresolution). Such eddies are known to contribute signiflgan
most interiofboundary exchanges occur during the ice-free peto the along-shore transport of freshwater in Hudson StBaither-
riod, and thus what is exchanged is mostly liquid river trace land et al., this issue). Could cross-shore eddy transpeyta
Finally, Fig. 7a shows that 20% of the river runff is trans-  major role in eddy-resolving simulations of HIB? Although i
formed into ice, a proportion similar to what is observedant ~ creased eddy activity is expected at finer resolution, itnsee
of the Mackenzie River in the Arctic Ocean (15%, Macdonaldunlikely to become the dominant process (i.e. overcomieg th
etal., 1995). Ekman transport) simply by changing the resolution fromdl0 t
The volume of river water within the interior increases up to3 km (eddy resolving). Comparison with observations (Fjg. 2
the summer of year 1 (reaching one quarter of the annual riveshow that the current resolution isfBaient to yield realistic
input), and decreases afterward (Fig. 7b). At this poinfrtte  results at the scales of interest. We also note that the Ekman
rior region has become a net source of river water for the #oun dynamics highlighted in this study (e.g., Eq. 6) do not depen
ary region (the exchanges between the interior and bouradary on the horizontal resolution of the ocean model; this dynam-
illustrated in Fig. 8). From Fig. 7a, this flux from the interto  ics mostly depend on the wind forcing, which originates fram
the boundary region increases until time 3.5, when the sbbpe highly realistic regional atmospheric model (see Methdd).
the blue and green curves become equal, meaning that the baglly, eddy fluxes are unlikely to dominate the cross-share e
is now releasing equal amounts from the interior and boundehanges since the positi— E rate over the interior region
ary regions. The influence of the interior region on the rdite orequires a net lateral flux of freshwater directed onshaee (i
flushing of the whole bay is illustrated by the dotted and ddsh divergent, like the mean Ekman fluxes), while eddffidiion
lines in Fig. 7a. Prior to year 3, the bay linearly releasesrri  of freshwater must be directedfshore (downgradient; see the
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salinity charts in Fig. 2). These considerations suppa@tréda ~ man dynamics) a seasonal advection of the river waters in the
sults from the simulations. cross-shore direction. We estimate that this cross-shans-

We initially envisioned two scenarios for the fate of theeriv  port involves about 25% of the annual river input. Such cross
waters of HJIB. In scenario 1, the outflow is a function of theshore transport of river water modifies the density figfdlwore,
river rundf, the distance to the mouth of the bay, and the ad-and could play a significant role in the dispersion of rivactr
vective velocity. This corresponds to the study fro@rpet al.  ers such as mercury and colored dissolved organic mattir, wi
(2005), who illustrated how the spatially-distributed offnin potential implications for marine life.
the wide bay leads to an outflow over the Labrador Shelf made
of river waters from the three preceding years. This basic co
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Table 1: Annual budget (August 2003 to August 2004) for tlestimater (FW) and volume (Vol.) of Hudson and James bays, fykhrelative toSgy = 33 psu.
The top table lists the sources and sinks of freshwater, latbtver table details the fluxes through the four channets (G4, see Fig. 1) making the mouth of
Hudson Bay (positive fluxes are outward). Note that the riuenf for this period is slightly lower than the long-term mean (&85 y~1, Lammers et al., 2001).
P — E stands for precipitation minus evaporation rate.

Riv.. + P-E - Growth + Melt = NetFlux + Residual
607 + 222 - 729 + 649 = 743 + 6
NetFlux = Ch.1 + Ch.2 + Ch.3 + Ch.4 + Residual
Fw 743 = -16 + -57 + 14 + 802 + —
\ol. 607 = -b56 + -2026 + -3474 + 6615 + 48
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Figure 1: (left) Hudson Bay (HB) within the Arctic region. &ldrainage basin of HIB is shown by the white dashed line. gtigovn are the basins surrounding
HB: Hudson Strait (HS), Labrador Sea (LS),fBaBay (BB), and Arctic Ocean (AO). The surface currents of il the Labrador Current (LC) are schematized
by the magenta and black arrows respectively. (right) Bathgnoé Hudson and James bays, with the four channels of HudsgrbBing labeled 1-4.
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Figure 4: a) Spatial distribution of the river tracer durthg summer. The black lines delimitate the extent of the tragaerément. The arrows show the location
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Figure 8: Schematic for the fluxes of river tracer once theciige is completed. Note that the interior region cannot el river tracer directly outside of
Hudson Bay; it can only exchange river tracer with the boupndegion.
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