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Abstract. Continuous time-series estimates of net ecosystem carbon exchange (NEE) are
routinely made using eddy covariance techniques. Identifying and compensating for errors in
the NEE time series can be automated using a signal processing filter like the ensemble
Kalman filter (EnKF). The EnKF compares each measurement in the time series to a model
prediction and updates the NEE estimate by weighting the measurement and model prediction
relative to a specified measurement error estimate and an estimate of the model-prediction
error that is continuously updated based on model predictions of earlier measurements in the
time series. Because of the covariance among model variables, the EnKF can also update
estimates of variables for which there is no direct measurement. The resulting estimates evolve
through time, enabling the EnKF to be used to estimate dynamic variables like changes in leaf
phenology. The evolving estimates can also serve as a means to test the embedded model and
reconcile persistent deviations between observations and model predictions.

We embedded a simple arctic NEE model into the EnKF and filtered data from an eddy
covariance tower located in tussock tundra on the northern foothills of the Brooks Range in
northern Alaska, USA. The model predicts NEE based only on leaf area, irradiance, and
temperature and has been well corroborated for all the major vegetation types in the LowArctic
using chamber-based data. This is the first application of the model to eddy covariance data.

Wemodified theEnKFbyaddinganadaptivenoise estimator thatprovides a feedbackbetween
persistent model data deviations and the noise added to the ensemble ofMonte Carlo simulations
in the EnKF.We also ran the EnKFwith both a specified leaf-area trajectory and with the EnKF
sequentially recalibrating leaf-area estimates to compensate for persistent model-data deviations.
When used together, adaptive noise estimation and sequential recalibration substantially
improved filter performance, but it did not improve performance when used individually.

The EnKF estimates of leaf area followed the expected springtime canopy phenology.
However, there were also diel fluctuations in the leaf-area estimates; these are a clear indication
of a model deficiency possibly related to vapor pressure effects on canopy conductance.

Key words: Alaska, USA; data assimilation; ecosystem carbon balance; ecosystem models; eddy
covariance; Kalman filter; net ecosystem carbon exchange.

INTRODUCTION

The development of eddy covariance techniques has

revolutionized the study of ecosystem carbon budgets

(e.g.,Wofsy et al. 1993, Anthoni et al. 1999, Running et al.

1999, Ehman et al. 2002, Falge et al. 2002a, b, Law et al.

2002, 2003, Baldocchi 2003, Sacks et al. 2006). The long,

high-frequency eddy covariance time-series data give a

unique, nearly continuous, and nondestructivemeasure of

net ecosystem carbon exchange (NEE) impossible to

attain by other methods. These data have also proven to

be very valuable to develop, constrain, and test models

(e.g., Williams et al. 1996, 2005, Gove and Hollinger

2006). Through the use of inverse modeling, they are a

useful way to estimate properties of the surrounding
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vegetation that would otherwise be difficult to measure

(e.g., canopy light adsorption; Hanan et al. 2002).

As with any measurement, errors in eddy covariance

data can arise from several sources. It is therefore

important to identify and compensate for these errors. A

typical first step in the analysis of any type of data is to

plot and examine the data so that obvious errors can be

identified and removed before further analysis. For time-

series data, the analogous procedure can be automated

through the use of a signal processing filter like the

ensemble Kalman filter (EnKF; Evensen 2003). In the

filter, potential errors are identified by comparing each

measurement in the time series to the predictions of a

model (e.g., a NEE model). Instead of removing the

suspect data, the filter replaces the measurements with a

weighted mean of the measurement and the model

prediction; the relative weighting is based on a specified

estimate of measurement error and an estimate of the

model-prediction error that is continuously updated

based on how well the model predicted earlier measure-

ments in the time series.

The EnKF can also be used for data assimilation

(Wang et al. 2000). Because of the covariance among

variables in the model, measurements assimilated

through the EnKF can be used to constrain estimates

of variables for which there are no direct measurements.

Unlike many data assimilation approaches (e.g., Wu et

al. 2009), variable estimates in the EnKF are updated

with each measurement in the time series. The estimates

therefore evolve through time, thereby providing a

means to estimate dynamic variables like phenological

changes in leaf area. In addition, the sequential updating

of estimates continuously recalibrates the model to

current conditions, thereby compensating for model

inadequacies. The time trajectory of estimated variables

provides a means to identify those inadequacies and

thereby test the model.

Here we present a signal processing filter for eddy

covariance data based on a model of arctic NEE (Shaver

et al. 2007) embedded in an EnKF. The model was

developed from chamber-based estimates of NEE, but

has never before been applied to eddy covariance data.

Our application of the model and the EnKF has three

goals: (1) signal processing to assess the capabilities of

the linked model-EnKF to filter random noise from the

eddy covariance data stream, (2) data assimilation to use

the linked model EnKF to estimate the phenological

changes in leaf area around the eddy covariance tower,

and (3) model testing to test the embedded NEE model

against eddy covariance data using the EnKF. Although

the NEE model used here is strictly applicable only to

low arctic ecosystems, models for other ecosystems

could be used within the same signal processing scheme.

KALMAN FILTERING

The Kalman filter (KF; Brown 1983, Young 1984) is a

signal processing algorithm that can be used to filter

noise-corrupted time series based on sequential, maxi-

mum-likelihood fits to an embeddedmodel. The approach

is Bayesian, requiring both a prediction (or forecasting)

step and a correction (or analysis) step. In the prediction

step, the model is used to estimate a future state of the

system (e.g., net ecosystem carbon exchange [NEE]) and

to project a priori model uncertainty forward in time. In

the correction step, the model prediction is compared to

measurements and adjusted based on an assessment of the

projected model uncertainty relative to the measurement

error. Adjustments can also be made to unobserved

variables in the model based on their covariance with the

observed variables. In this way, confidence in the model is

used to reduce noise in the measurements, and the

measurements are continuously used to recalibrate both

observed and unobserved components of the model and

to quantify model uncertainty over time. The original KF

could only be coupled to a linear model (Brown 1983,

Young 1984). However, subsequent versions have ex-

tended the application to nonlinear models (e.g., the

extended KF [Brown 1983, Cosby and Hornberger 1984,

Young 1984]; the unscented KF [Gove and Hollinger

2006]; and the ensemble KF [EnKF; Evensen 2003,

Williams et al. 2005, Chen et al. 2008]).

The EnKF is a Monte Carlo based version of the KF

that is particularly straightforward to use with nonlinear

models. Before applying the EnKF (Table 1), a Monte

Carlo procedure is used to generate a random ensemble of

initial model state vectors (x
*i(0j0)). The EnKF then uses a

model ( f ) to predict the future system states (x
*i(tjt�1)) for

the ensemble based on the ensemble of past states

(xi(t�1jt�1)) and a vector of external drivers (ut). The

Monte Carlo procedure is then used to corrupt each

member of this ensemble of predictions with noise (N(Qt))

to reflect model uncertainty. As with most applications,

we will assume that this noise is zero mean, Gaussian, and

that the noise is independent among state variables. The

uncertainty propagated forward from previous model

TABLE 1. Ensemble Kalman filter (EnKF) components.

Component of filter, equation Representation

Predict (forecast)

x
*i(tjt�1) ¼ f(xi(t�1jt�1), ut) predicted state

xi(tjt�1) ¼ x
*i(tjt�1) þ N(Qt) corrupted state estimate

dit ¼ xiðtjt�1Þ �
1

n

Xn

i¼1

xiðtjt�1Þ ensemble deviations

Pt ¼
1

n

Xn

i¼1

ðditd
>
it Þ estimate covariance

Correct (analysis)

yit ¼ zt � Htxi(tjt�1) þ N(Wt) innovations

St ¼
1

n

Xn

i¼1

ðyity
>
it Þ innovations covariance

Kt ¼ PtH
>
t S�1

t Kalman gain

xi(tjt) ¼ xi(tjt�1) þ Ktyit updated state

Note: See Table 4 for symbols and definitions.
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steps plus the uncertainty associated with the current

model step (N(Qt)) is quantified in an estimate covariance

matrix (Pt), which is approximated by the covariance

matrix for the ensemble of Kalman state vectors.

To compare each member of the ensemble to

observations, the modeled variables for which there

are observations are first extracted from the Kalman

state vector using an observation matrix (Ht). An

ensemble of innovations (yit) is then generated by

subtracting the model predictions from the observations

and adding noise (N(Wt)) to reflect uncertainty associ-

ated with the measurements (again assumed zero-mean,

Gaussian, and independent among observation vari-

ables). The total model plus measurement uncertainty is

quantified in the covariance matrix for the ensemble of

innovations (St) assuming that the model is unbiased

(i.e., assuming the mean of the yit over the ensemble is

zero). A correction matrix, the Kalman gain (Kt), is then

calculated from the estimate covariance (Pt) and the

innovations covariance (St); in essence, the Kalman gain

quantifies the fraction of the total uncertainty that can

be attributed to the model. Finally, the ensemble of

estimated state vectors is corrected using the Kalman

gain and the ensemble of innovations. This correction is

imposed on both the observed and unobserved compo-

nents of the state vector; corrections on the unobserved

components are based on their covariance with the

observed components as quantified in the estimate

covariance matrix (Pt).

If uncertainty in the model is high relative to the total

uncertainty (Kt near 1), then a large correction is imposed

and the ensemble of corrected state vectors will collapse

close to the observation. If the uncertainty in the model is

low relative to the total uncertainty (Kt near 0), then only

a small correction is imposed and the spread in the values

of the ensemble of state vectors remains relatively

unchanged. The mean of the corrected estimates of the

ensemble is the EnKF output and represents the best

estimate of the true value of the Kalman state vector x.

The spread among the ensemble of corrected estimates

quantifies the confidence in that output.

COMPENSATING FOR PERSISTENT DEVIATIONS

AND MODEL TESTING

The model embedded in the ensemble Kalman filter

(EnKF) is at best only an approximation of the real

system it is intended to represent. It is therefore possible

that important processes have been either misrepresent-

ed or unspecified in the model. These model deficiencies

result in deviations between predictions and observa-

tions that can be usefully partitioned into two categories:

1) Model deficiencies resulting in nonperiodic devia-

tions that have durations that are shorter than twice the

sampling interval in the time-series data and

2) Model deficiencies resulting in periodic deviations

or deviations that are persistent for more than twice the

sampling interval in the time-series data.

Deviations of the first type might arise, for example,

in eddy covariance data during the transition from a

stable to turbulent boundary layer (Papale et al. 2006)

or as the result of rapid transitions in the nighttime

radiation budget with the passage of clouds (Cava et al.

2004). Without some other source of information to

resolve the underlying mechanisms, there is no way of

knowing from the NEE time series itself if deviations of

the first type are the result of a flaw in the model or

random measurement errors. We therefore treat such

deviations as random errors, fully recognizing that they

might represent real processes that cannot be resolved in

our data.

Because of the temporal autocorrelation in deviations

of the second type, they are a clear indication of either a

deficiency in the model (Lin and Beck 2007) or a

comparable drift or bias in the instrumentation used to

measure the input (ut) or observation (zt) time series

(e.g., Burba et al. 2008). Again, there is no way to

distinguish between these two possibilities based on the

time-series data alone. We will assume that any such

deviations are the result of a deficiency in the model but

include the possibility of instrument drift in the post-

filtering analysis of the results. More importantly, the

autocorrelation in these deviations makes it possible to

compensate (at least partially) for them in a signal

processing context (i.e., data noise filtering) and

provides diagnostic insights into why and how the

model failed in a model-testing context.

The objective of signal processing is to filter random

noise from the observation (zt) time series. Deviations of

the second type listed are clearly not random and ideally

should not be filtered from the time series. Because of

their autocorrelation, they can be compensated for by

sequentially recalibrating the model to fit the observa-

tions. If the deviations are autocorrelated, then a

recalibration to the current measurement should de-

crease the deviations for the next measurement (we

assume positive autocorrelations to avoid the problems

inherent with negative autocorrelations). This recalibra-

tion will automatically be accomplished through the

correction step of the EnKF if the appropriate

calibration variable is included as an unobserved

component of the Kalman state vector (x). For this

automatic recalibration to work, the calibration variable

must have two properties: (1) it must have a direct

influence on the value of the observed variable with the

autocorrelated deviations, and (2) it must itself be

autocorrelated so that the effects of recalibration are

passed from time step to time step. If such a variable

does not already exist in the Kalman state vector, then

the vector can be augmented with a parameter that

directly influences the observed variable. To assure

autocorrelation for this augmented parameter, its value

is set to its previous value by the model embedded in the

EnKF ( f ). Its value is corrupted by the Monte Carlo

procedure following the prediction step and is adjusted

(i.e., recalibrated) based on its covariance with the
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observed variables in the correction step (quantified in

Pt).

This correction step adjusts the variable toward a

value that is more consistent with the observations (i.e.,

recalibrates the model). However, a single random

deviation in the observations (i.e., random measurement

errors or deviations of the first type listed above) results

in a decrease in the Kalman gain for the current step

(elements of St are larger but Pt is unaffected) and

therefore only results in small adjustments to the

variable in the current step. The uncertainty is therefore

propagated forward to the model predictions in the

following step. If the deviations are persistent (i.e., the

second type of deviations), then the model uncertainty

builds through time and the variable adjustments

increase until the filter converges on a new calibration

of the model.

Sequential recalibration of the unobserved compo-

nents of the Kalman state vector can also serve as a

diagnostic tool for assessing the cause of the second type

of deviation (Beck and Young 1976, Cosby et al. 1984)

and thereby help identify potential problems with the

embedded model. Through the sequential recalibration,

the autocorrelated deviations in the predictions are

transposed onto the unobserved components of the

Kalman state vector (although corrupted to account for

model uncertainty by the Monte Carlo procedure).

Thus, the sequential recalibration is a means of

segregating the autocorrelated, type-two deviations from

the random, type-one deviations. In addition, for more

complex models and multiple observation variables, the

transposed deviations are isolated to specific process

variables or parameters through their covariance with

the observed variables (as quantified in Pt). Thus the

EnKF can help identify which part of the model is

deficient.

ADAPTIVE NOISE ESTIMATION

One of the most difficult and subjective aspects of

applying the Kalman filter is quantifying the uncertain-

ty associated with the current model step (specifying Qt

in Table 1). This difficulty is particularly acute when the

filter compensates for deviations caused by misrepre-

sented or unspecified processes in the model. As a

consequence, the appropriate values of the elements of

Qt can change, being relatively small when the

misrepresented processes have little effect on the system

behavior, but large when they cause major shifts in the

system state. Setting the values in Qt too small will

cause the filter to respond and converge slowly after a

shift in system state (Fig. 1A). Setting the values in Qt

too large will allow the filter to converge rapidly after a

state shift, but will result in poor filtering of the

observations because of unnecessarily large model

uncertainty once the filter has converged on the new

state (Fig. 1B).

To alleviate this problem, Jazwinski (1998; see also

Vallino 1985) proposed an adaptive noise estimation

scheme in which Qt adapts to changes in the magnitude

of the innovations (yit). Thus, if the innovations are

persistently large because of a model bias, the values in

Qt increase, allowing the filter to converge on the

observations more rapidly (Fig. 2). Once the filter has

converged on the observations, the values in Qt again

decrease to a magnitude consistent with the variation in

the innovations (Fig. 3). We adapted Jazwinski’s scheme

to the EnKF (Table 2).

The essence of the Jazwinski (1998) approach is based

on the observation that if the model is unbiased, then the

innovations covariance is the sum of three sources of

uncertainty: the measurement error, the error propagat-

ed forward in time by the model, and the current model

error, given as St¼WtþHtP*tH
>
t þHtQtH

>
t , where P*t

is the covariance matrix of the ensemble of predicted

Kalman state vectors (x*i(tjt�1)) before they are corrupt-

ed by N(Qt) (Table 2) and P*t and Qt are pre- and post

multiplied by the measurement matrix and its transpose

(Ht and H>t ) to extract only those components asso-

ciated with the measured variables. An estimate of

HtQtH
>
t can then be calculated by difference. However,

this residual must then be distributed among the

observed and unobserved state variables by pre- and

post-multiplying by an error distribution matrix and its

transpose (Ct and C>t ). Finally, to avoid oversensitivity

to random perturbations (Jazwinski 1998), the new

estimate of Qt is averaged with the previous estimate

using a weighting factor (a) that regulates how quickly

Qt is allowed to adapt.

To build the error distribution matrix, Ct, we assume

that the model has been written so that the observations

can be compared directly to the corresponding state

variables without transformation (Table 2). Thus, the

measurement matrix, Ht, is composed of only 1’s and

0’s; there is only a single 1 per row; and there is at most a

single 1 per column. This assumption allows us to build

Ct based on a regression of the ensemble of unobserved

variables on the ensemble of observed variables using

the estimate covariance matrix (Pt; based on the

corrupted state vectors). The partial regression coeffi-

cients in the portion of Ct associated with unobserved

variables are calculated as ðHtPtH
>
t Þ
�1
HtPtðI�H>t HtÞ,

which will distribute uncertainty in the observed

variables onto the unobserved variables, where I is the

identity matrix. The uncertainty in the observed

variables is accounted for by adding the measurement

matrix (Ht) to fill in the portion of Ct associated with the

observed variables.

By accounting for the uncertainty both directly

through the observed variables and indirectly through

the regression of the unobserved variables on the

observed variables, we have accounted for the uncer-

tainty twice (if the regressions were perfect). That is, the

noise imposed on the unobserved variables [through

N(Qt)] will be propagated through the model (by the

function f ) and added to the noise already imposed

directly on the observed variables. To correct for this
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double accounting, we add a weighting factor (0 , b ,

1) that distributes the uncertainty between the unob-

served and observed components of the Kalman state

vector. If b is small, most of the uncertainty is

distributed to the unobserved state variables. If b is

large, most of the uncertainty is distributed to the

observed variables (Fig. 2). The best value for b will

depend upon the model, the observations, and the

measurement frequency, but can be found through an

analysis of the variances in the filter. We present this

analysis in the Results section.

In our application we have only two components to

the Kalman state vector, thus b allows us to partition

error specifically between the two components. With a

higher dimension state vector, it might be possible to

customize the error-distribution matrix to have a more

targeted distribution of uncertainty.

THE PLIRTLE NEP MODEL

We embedded the PLIRTLE model of Shaver et al.

(2007) into the EnKF [the name PLIRTLE derives from

the functional representation P(L, I ) � R(T, L)]:

FC ¼ �½PðL; IÞ � RðT; LÞ�

RðT; LÞ ¼ R0 þ RLLe/T

PðL; IÞ ¼ Pmax

k
ln

Pmax þ E0I

Pmax þ E0Ie�kL

� �
ð1Þ

where FC, P, and R are net ecosystem carbon

exchange (NEE), photosynthesis, and ecosystem res-

piration (all in lmol CO2�[m2 ground]�1�s�1), L is the

leaf area index (m2 leaf/m2 ground), T is air

temperature (8C), I is photosynthetic proton flux

density (PPFD; lmol photons�[m2 ground]�1�s�1), R0

and RL are respiration parameters (lmol CO2�[m2

ground]�1�s�1 and lmol CO2�[m2 leaf]�1�s�1, respec-

tively), / is the temperature response coefficient for

respiration (8C�1; Q10 ¼ e10/), Pmax is the maximum

foliar photosynthetic rate (lmol CO2�[m2 leaf]�1�s�1),
E0 is the quantum yield (lmol CO2/lmol photons),

FIG. 1. Performance of the ensemble Kalman filter (EnKF) with large and small model noise estimates. The PLIRTLE model
(Eq. 1; Shaver et al. 2007) was used to simulate net ecosystem carbon exchange (NEE) under constant light and temperature, but
with a major defoliation event on day 1 (open circles). PLIRTLE was then embedded in the EnKF with the leaf area index (LAI)
included as an estimated, but unobserved, variable in the Kalman state vector. When the noise corruption [N(Qt); see Table 1] is
;1% of NEE and LAI (Q small; panel A), the mean ensemble estimates of NEE and LAI (thick black lines) slowly converge on the
true values following the defoliation event. However, once the EnKF converges on the new condition, the ensemble of model
estimates is tightly constrained (thin black lines enclose the range of the 100 simulations in the ensemble). When the noise
corruption is ;10% (Q large; panel B), the mean ensemble estimates converge quickly, but the ensemble of model estimates is
poorly constrained.
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and k is Beer’s light extinction coefficient (m2 ground/

m2 leaf ).

The most remarkable characteristics of this model are

(1) only PPFD, air temperature, and leaf area are

required to reliably predict NEE for all the major

vegetation types in the low arctic (r2 . 0.77) and (2) the

same values for the six parameters apply to all major

arctic vegetation types in both northern Sweden and the

North Slope of Alaska (Shaver et al. 2007; Table 3).

Shaver et al. (2007) derived this model from many

chamber-based flux measurements (1410 individual flux

estimates); this is the first application of the model to

eddy covariance data. We assumed that the eddy

covariance NEE estimate above the canopy is approx-

imately equal to the negative of net ecosystem produc-

tion (NEP); i.e., we assumed 0 lateral carbon exchange

and negligible recycling of C respired below the eddy

covariance sensor (Goulden et al. 1997).

We had no direct estimate of the leaf area in the tower

footprint and therefore had to include it as a predicted

variable in the model.With thismodification to themodel,

we were able to use the EnKF to estimate leaf area based

on the assimilated eddy covariance data; this application

of the EnKF is analogous to the Hanan et al. (2002)

inverse modeling estimates of canopy light adsorption.

Because the data we used were for early spring when

leaves were expanding, we expected leaf area to increase

steadily through the measurement period and the rate of

increase to be proportional to temperature (approxi-
mately equivalent to leaf area increasing in proportion

to the degree-day sum):

dL

dt
¼ aT: ð2Þ

However, we had no independent way to estimate the

rate constant (a in m2�m�2�8C�1) and there is not enough
information in the NEE time series to estimate both L

and a in an augmented state vector. Instead, because we

expected the rate of leaf area increase to be slow relative

to the half-hour sampling interval of the eddy covari-

ance data, we assumed no change in leaf area in the

model and let the EnKF update leaf area estimates

through the correction step:

dL

dt
¼ 0: ð2aÞ

This estimation of leaf area provides the only autocor-

FIG. 2. Performance of the EnKF with adaptive model noise estimates. Simulations are as in Fig. 1, but with an adaptive
algorithm to allow changes in Qt. Two values of the weighting factor (b) in the adaptive noise feedback were used. (A) When b is
small, most of the uncertainty is distributed to the LAI (the unobserved variable). The noise corruption on the LAI therefore
increases following the defoliation event, allowing the filter to ‘‘explore’’ a wide range of LAI values, and the filter converges
quickly. (B) When b is large, most of the uncertainty is distributed to NEE (the observed variable). The noise corruption on the LAI
therefore increases only slightly following the defoliation event, and the filter converges slowly.
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relation in the model and will not only evolve with the

expected advance in springtime phenology, it will also

subsume any autocorrelated deviations associated with

deficiencies in the PLIRTLE model. These autocorre-

lated deviations provide the basis for testing the

PLIRTLE model and for diagnosing its deficiencies.

ANALYSIS

We embedded the PLIRTLE model into the EnKF

and applied it to eddy covariance time series from the

North Slope of the Brooks Range in Alaska, USA. The

eddy covariance tower is located in moist tussock tundra

in the Imnavait Creek watershed ;12 km east of the

Toolik Lake Arctic Long-Term Ecological Research site

at an elevation of 930 m above sea level. This site was

included in the chamber-based flux measurements used

to derive the PLIRTLE model and a more detailed

description of the site can be found in Shaver et al.

(2007). Data were for a period from 11 to 24 June 2004,

which is just after snow melt and during the period of

leaf expansion for most of the plant species.

Eddy covariance data were collected with an open-

path CO2/H2O gas analyzer (LI-7500, LI-COR

Biosciences, Lincoln, Nebraska, USA) and sonic ane-

mometer (CSAT3, Campbell Scientific, Logan, Utah,

USA) located ;2 m above the land surface. Data from

these instruments were collected with a CR5000 data-

logger (Campbell Scientific) using a digital interface at

20 Hz. The site is located on the slope of the Imnavait

Creek watershed with an inclination of ;68. To remove

the bias due to nonzero vertical winds that follow the

slope, wind data were rotated using the planar fit

method (Wilczak et al. 2001, Turnipseed et al. 2003).

This method considers the entire wind field data set and

determines a single set of two rotation angles applied to

all data. After rotation, the covariance between the CO2

concentration and the vertical wind over 30 min periods

was corrected for the effects of air density fluctuations

owing to sensible and latent heat fluxes (Webb et al.

1980). All data analysis was performed using R (R

Development Core Team 2006). We selected two weeks

of data that were relatively gap free. Gaps in temper-

ature and PPFD data were filled using data from the

nearby (;1 km) North Slope, Imnavait Basin site of

Kane and Hinzman (2004). Analysis confirmed a high

correlation between the two sites for both temperature

(r2 ¼ 0.91, F1441,1442 ¼ 15 217, P , 0.001) and

photosynthetic proton flux density (PPFD; r2 ¼ 0.87,

F1127,1128 ¼ 7313, P , 0.001). If data from Kane and

Hinzman (2004) were unavailable to fill particular gaps,

we interpolated between adjacent points. For gaps in the

NEE data, we allowed the EnKF to do its own filling by

simply turning off the correction step in the EnKF when

observations were unavailable.

Richardson et al. (2006) estimated eddy covariance

measurement error by comparing measurements made

during the same half-hourly interval of adjacent days in

which the PPFD, temperature, wind speed, and wind

direction of the two days were within a narrow range of

FIG. 3. Coupled dynamics of the adaptive noise estimates
and EnKF innovations. The EnKF innovations (yit) were
averaged over the ensemble and distributed over the observed
and unobserved elements of the Kalman state vector through
the relationship ŷt¼Ctȳt, where the bar indicates averaging over
the ensemble and b in the calculation of Ct was set to 0.55. The
square roots of the elements in Qt are qNEE and qLAI,
associated, respectively, with NEE and LAI. A persistent
deviation of the mean innovations from 0 feeds back through
the adaptive noise estimation (Table 2) to increase the elements
in the noise matrix Qt. When the innovations again approach 0,
the elements in Qt also decrease in response.

TABLE 2. Adaptive noise estimation.

Equation Representation

Ct ¼
�
ð1� bÞðHtPtH

>
t Þ
�1

3 HPtðI�H>t HtÞ þ bHt

�>
error distribution matrix

d�it ¼ x�iðtjt�1Þ �
1

n

Xn

i¼1

x�iðtjt�1Þ uncorrupted ensemble
deviations

P�t ¼
1

n

Xn

i¼1

ðd�itd>�itÞ uncorrupted estimate
covariance

Q̂t ¼ CtðSt �HtP�tH
>
t �WÞC>t distributed error matrix

Qtþ1 ¼ aQt þ (1 � a)Q̂t time-smoothed error matrix

Note: See Table 4 for symbols and definitions.
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each other. This analysis requires a large volume of data

that was not available to us for the Alaska site. Instead

we used data from a Swedish tundra site (Fox et al.

2008) that were also used in the development of the

PLIRTLE model. This Swedish site has similar vegeta-

tion and flux rates as our Alaska site (Shaver et al.

2007). We followed the Richardson et al. (2006)

protocols with thresholds for quantifying meteorological

similarity on adjacent days taken to be PPFD within 75

lmol�m�2�s�1, temperature within 28C, wind speed

within 1 m/s, and wind direction within 458. If these

conditions were met, differences in the corresponding

fluxes were used to estimate error magnitudes. Using this

approach, NEE measurement error was found to be a

function of flux magnitude (Hollinger and Richardson

2005) that can be described using

r2
NEE ¼

ð0:5� 0:11FCÞ2 if FC , 0

ð0:5þ 0:15FCÞ2 if FC � 0

�
ð3Þ

where r2
NEE is the element on the main diagonal of Wt

corresponding to NEE.

We maintained all six of the original PLIRTLE

parameters as fixed parameters (i.e., not added to an

augmented Kalman state vector) with the values

reported by Shaver et al. (2007: Table 3). However, we

only had time-series data for two of the driver variables,

PPFD and air temperature; leaf area estimates were

unavailable. We therefore modeled leaf area as described

in Eq. 2a. The only variables in the Kalman state vector

were FC (NEE) and L (LAI), FC being observed and L

unobserved.

We used an ensemble size (n) of 100. The value of the

time-smoothing parameter (a) in the adaptive noise

estimation was set to 0.5 to allow for fairly rapid

adaptation of Qt. This value of a means that the

influence of the current innovations is twice as strong as

that for the innovations from the previous half hour,

four times as strong as that for the innovations from the

half hour prior to that, and so on. We allowed this rapid

adaptation in Qt so that we could detect and account for

inadequacies in the model that would manifest on a diel

cycle. We examined a range in b from 0 to 1 and present

the results along with the EnKF analysis of tundra flux

assimilation in the next section.

RESULTS AND DISCUSSION

Error-distribution weighting factor (b)

The function of b in our adaptive noise estimation is

to balance the distribution of Monte Carlo variation

imposed on the observed vs. unobserved components of

the Kalman state vector. Setting this balance helps

optimize the signal processing performance of the filter

by sequentially recalibrating the unobserved compo-

nents of the state vector to help compensate for

temporally autocorrelated deviations associated with

deficiencies in the model. Several criteria need to be

assessed to set the appropriate value of b. Obviously the

TABLE 4. Symbols and definitions of components from Tables 1 and 2.

Symbol Description

x model state vector
f model for projecting x forward in time
u external model drivers
d deviations of the model state vector from the ensemble mean state vector
n the number of ensemble members
P covariance matrix for the ensemble of state vectors
z observation vector
H observation matrix
y innovations (deviations of the model predictions from observations)
S covariance of model deviations assuming an unbiased model
K Kalman correction matrix
Q diagonal variance matrix of current error for the model
W diagonal variance matrix of current measurement errors
N(�) noise generator (assumed zero-mean Gaussian)
Subscript i ensemble member
Subscript t time
Subscript (t1 j t2) indicates estimate at time t1 with data assimilated up through time t2
Subscript * indicates state or values uncorrupted by N(Qt)
> indicates the transpose
C error distribution matrix
b error weighting on observed variables
I identity matrix
Q̂ inferred model error variance (only main diagonal element are retained)
a weighting on prior estimates of Q for time smoothing, others as in Table 1

TABLE 3. Parameter values for the PLIRTLE model.

Parameter Value

Pmax (lmol CO2�[m2 leaf]�1�s�1) 15.8
E0 (lmol CO2/lmol photons) 0.036
k (m2 ground/m2 leaf ) 0.5
R0 (lmol CO2�[m2 ground]�1�s�1) 0.547
RL (lmol CO2�[m2 leaf]�1�s�1) 0.602
/ (8C�1) 0.074

Note: Data are from Shaver et al. 2007: Table 5.
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output of the filter should follow the observations

closely. However, if the filter output follows the

observations too closely, then the random noise in the

observations will have simply passed through the filter,

which is at odds with the signal processing objective;

thus, minimizing the squared or absolute deviations will

not work. So how close is close enough? Three criteria

can be used to address this question.

1) The first is to examine the variance among the

ensemble of simulations relative to the variance of the

observations. Clearly, there is no justification for the

ensemble variance being smaller than that of the

observations, nor is it desirable that it be much larger.

Averaged over the entire time series, the ensemble

variance in modeled net ecosystem carbon exchange

(NEE; r2
NEE, the main diagonal element of Pt associated

with NEE) is about equal to the variance in the

observations (r2
OBS) when b is ;0.5 (Fig. 4). For b

larger than this value, the ensemble variance increases

exponentially.

2) The second criterion for setting the value of b is

based on the autocorrelation in the residuals between

the ensemble mean and the observations (the mean of

the innovations). In our data there is a distinct diel

pattern in the mean of the innovations. This diel pattern

is not caused by the cyclic variation in observation

errors (Wt) imposed by Eq. 3 (i.e., the diel pattern

persists even when Wt is held constant; data not shown).

The diel pattern decreases as b decreases and can be

virtually removed with a b of 0.1 (Fig. 5). However, the

decrease in the diel pattern of residuals comes at the

expense of wildly fluctuating leaf-area estimates (Fig. 6).

With b values of between 0.5 and 0.6, a substantial

decrease in the amplitude of the residuals can be

achieved while maintaining a coherent leaf-area time

series that is nonnegative.

3) The third criterion to consider when setting b is the

propagation of error from previous time steps. If b is set

too high or too low, then the noise added either to the

NEE estimates (q2
NEE, the diagonal element of the Q

matrix associated with NEE) or to the LAI estimates

(q2
LAI, the diagonal element of the Q matrix associated

with LAI) becomes very large (Fig. 4). This added noise

propagates through to future estimates even after the

correction step in the EnKF. The propagated error

(r2
�NEE, the diagonal element of the P*t matrix associated

with NEE) is minimized at a b value of ;0.55 (Fig. 4).

This minimum in the propagated error arises because of

the nonlinear tradeoffs between qNEE and qLAI as b
varies. At low values of b, increases in b result in large

reductions in noise imposed on LAI with minimal

increases in the noise imposed on NEE (Fig. 4). At high

values of b, decreases in b result in large reductions in

noise imposed on NEE with minimal increases in the

noise imposed on LAI. The balance in this trade-off is at

about b ¼ 0.55.

Based on all these criteria, we set b to 0.55 for our

analysis of the PLIRTLE model in relation to the eddy

covariance data. Again, this value of b does not

minimize variance of residuals between the ensemble

mean and the observations (rD; Fig. 4). With either very

low or very high values of b, the deviations of the

observations from the mean of the corrected ensemble

can be made substantially smaller (especially for large

b). However, this decrease in deviations is actually an

indication of poor signal processing. With b either small

or large, the noise imposed on LAI or NEE, respectively,

is also large. This large noise corrupts the model

predictions sufficiently for the filter to shift the

weighting in the correction step away from the model

and toward the observations. Thus, with this large

model uncertainty the filter ignores the model prediction

and hence does not filter random noise out of the

observations, which, of course, is contrary to the signal

processing objective.

FIG. 4. Comparison of variances in the EnKF at various
values of the error-distribution weighting factor b. The
variances have been averaged over a two-week time series of
half-hourly eddy covariance data and the associated standard
deviations (SD) plotted here: rOBS is the SD of the NEE
observations; rD is the SD of the mean EnKF output minus the
observations; rNEE is the SD of the NEE estimates from the
ensemble of model predictions (the square root of diagonal
element of Pt associated with NEE); r*NEE is the SD of NEE
estimates propagated forward by the ensemble of models from
previous time steps (the square root of diagonal element of P*t

associated with NEE); qNEE and qLAI are the square roots of
the elements in Qt associated with NEE and LAI, respectively;
they are the SD of the noise used to corrupt the model
predictions to account for uncertainty in the model.
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FIG. 5. Power spectra for the NEE residuals (mean EnKF estimate minus measured NEE) and LAI estimates from the EnKF
at various values of the error-distribution weighting factor b. The strong peaks near a frequency of 0.04 h�1 indicate a strong 24-h
cycle in the NEE residuals and LAI estimates.

FIG. 6. EnKF estimates of leaf area with four values of the error-distribution weighting factor b. With b small, most of the
variation in the innovations gets distributed to leaf area and the leaf area estimates fluctuate wildly. With b large, very little of the
variation in the innovations is distributed to leaf area, and there is not enough variation in the ensemble of simulations to allow the
estimates of leaf area to adapt to changes associated with canopy phenology, measured during June 2004. Our analysis indicates an
optimum value for b of ;0.55.
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Compensating for autocorrelated residuals and adaptive

noise estimation

To assess the effects of sequential recalibration of LAI

(L) to account for model deficiencies and of adaptive

noise estimation, we ran the PLIRTLE model, unfil-

tered, outside the EnKF and with various configurations

of the EnKF (Fig. 7). To apply PLIRTLE outside the

EnKF we had to assume a leaf-area phenology. We fit

our phenology model for L (Eq. 2) to estimates from the

full EnKF with a ¼ 0.5 and b ¼ 0.55 (Fig. 8C)

L̂t ¼ 0:178þ 2:84 3 10�5
Xt

i¼0

Ti ð4Þ

where L̂t is the modeled estimate of L, t is time in half-

hour increments since the beginning of the time series,

and Ti is the temperature at time i. Eq. 4 is simply the

integrated form of Eq. 2 with a¼ 2.84 3 10�5 and 0.178

as the initial LAI. Extrapolating this model forward

using temperature records through July, LAI reaches a

value of ;0.7 by the end of the first week in July, which

is consistent with the values Williams et al. (2006) report

for this same location and are consistent with the timing

of leaf expansion for the North Slope of Alaska

(Williams et al. 2001). By fitting this phenology model

to the LAI estimates from the full EnKF, our unfiltered

application of PLIRTLE includes the long-term pheno-

logical trend in LAI derived from the EnKF results, but

does not include the higher–frequency daily adaptation

of L nor the a posteriori corrections based on an

assessment of model vs. measurement error.

FIG. 7. Performance of the EnKF in four configurations: full filter with LAI added to the Kalman state vector to compensate
for model deficiencies and with adaptive noise estimation to allow feedback from the filter deviations onto the Monte-Carlo noise
added to the simulations; no feedback, LAI estimated, with LAI added to the Kalman state vector but without the adaptive noise
estimation feedback; no feedback, LAI specified, without LAI added to the Kalman state vector and without the adaptive noise
estimation feedback; LAI specified, without LAI added to the Kalman state vector but with the adaptive noise estimation feedback.
Also shown are the PLIRTLE model predictions independent of the EnKF (unfiltered) and the observations. Standard deviations
for the unfiltered model were calculated using Eq. 3. Estimates of (A) NEE and (B) its associated standard deviation are shown for
the PLITRTLE model without the EnKF (unfiltered) and with the EnKF in four configurations, 17 and 18 June 2004. In panel B
the peaks have been deliberately cut off to increase clarity of the figure.
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We also ran the model embedded in the EnKF in four

configurations: (1) full filter, the EnKF as described with

a ¼ 0.5 and b ¼ 0.55; (2) without feedback, the EnKF

without the feedback of adaptive noise estimation (a ¼
1) and with qNEE and qLAI set to their mean values from

the full filter (q2
NEE ¼ 0.316, q2

LAI ¼ 0.000963); (3) without

feedback or compensation for autocorrelated deviations,

the EnKF without feedback (a ¼ 1), with LAI as an

input based on Eq. 4, with qNEE set to its mean value

from the full filter, but with no noise added to L in the

Kalman state vector; (4) without compensation for

autocorrelated deviations, the EnKF with feedback (a¼
0.5), with LAI as an input based on Eq. 4, but with no

noise added to L in the Kalman state vector.

We also calculated standard deviations for each NEE

prediction in the time series for each of these applica-

tions (Fig. 7B). We assumed the standard deviations for

the unfiltered model equaled those for the observations

(Eq. 3 with the unfiltered prediction used for FC). For

the filtered data, we assumed that the 99% confidence

limit was equal to the range of the 100 simulations in the

Monte Carlo ensemble. One standard deviation was this

range divided by 5.15 (the 99% confidence interval for a

normal distribution with a standard deviation of one).

Even without the EnKF, the PLIRTLE model fits the

data remarkably well (Fig. 7A). Over the full two weeks

of data, the standard deviation of the PLIRTLE model

from the observations is 0.74 lmol CO2�m�2�s�1 (;21%
of the diel range in NEE). With the full filter, the

standard deviation improved to 0.59 lmol�m�2�s�1
(;17% of the diel range in NEE).

Full filter

With the full filter (a ¼ 0.5, b ¼ 0.55, L estimated by

the EnKF), the predictions track the autocorrelated

pattern in the observations more closely than the

FIG. 8. Performance of the EnKF for a two-week time series in June 2004 of eddy covariance data from the North Slope of
Alaska. Open symbols are for data collected between solar midnight and solar noon (a.m.); closed symbols are for data collected
between solar noon and solar midnight (p.m.). Panel (A) shows the eddy covariance data (circles) and the mean of an ensemble of
100 simulations in the EnKF (black line); panel (B) shows the ensemble mean minus the observation (squares) and the range of the
deviations of the ensemble of simulations from the ensemble mean (gray lines); panel (C) shows the EnKF estimates of effective leaf
area (triangles), a temperature-sum model fit to these estimates (thick line; Eq. 4), and an offset from this model adjusted so that the
mean Pmax for separately fit a.m. and p.m. models equaled the Shaver et al. (2007) estimate (dotted line).
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unfiltered model, but effectively remove random spikes

in the observations. Spike detection and removal is a

critical component of processing eddy covariance data

(Papale et al. 2006). Part of this improvement is trivially

associated with the correction step in the EnKF, but a

large part is associated with the compensation for model

deficiencies through the sequential recalibration of L.

Without feedback

Without the feedback provided by the adaptive noise

estimation (a ¼ 1, b ignored, L estimated within the

EnKF), the filter does nearly as well as the full filter for

much of the time series, but takes a longer time to

converge in response to autocorrelated deviations (e.g.,

Fig. 7 near noon on 17 June 2004). In this application,

the noise levels added to NEE and LAI (qNEE and qLAI)

were set to the mean levels from the full filter. This

constant noise level still allows adjustments to LAI, but

the rate of adjustment does not increase with persistently

large innovations, as it does when a¼ 0.5. Occasionally

this constant noise level is not large enough to allow the

corrections to NEE and LAI needed to keep up with the

observed NEE (e.g., near noon on 17 June).

Without feedback or compensation

for autocorrelated deviations

Without the feedback and without compensating for

autocorrelated deviations (a ¼ 1, b ignored, L specified

with Eq. 4), the filter follows the predictions of the

unfiltered model with small corrections based on a fixed

noise level. Without the sequential recalibration of LAI,

there is no propagation of information from one time

step to the next. Therefore, there is no way for the filter

to adjust to persistent deviations from the observations.

Tracking of the data could be improved by increasing

the noise level added to NEE (qNEE), but this solution

would also allow higher levels of data noise to pass

through the filter.

Without compensation for autocorrelated deviations

Without compensating for autocorrelated deviations

but allowing feedback through the adaptive noise

estimation (a ¼ 0.5, b ¼ 1, L specified with Eq. 4),

allows the EnKF to track the observations very closely.

However, this close tracking comes at the expense of

allowing nearly all the data noise to pass through the

filter. This application of the EnKF without compen-

sating for autocorrelated deviations is equivalent to

setting b to 1 (see Fig. 4), but accounting for the

phenology in LAI through an external input to the

model. With b set to one, there is only feedback to the

noise level added to NEE (qNEE) and that noise level is

very high. Thus the EnKF calculates a high estimate

covariance (Pt) and therefore a high Kalman gain (Kt).

With a high Kalman gain, the EnKF imposes a large

correction on the predictions, which collapses the

ensemble close to the observations and passes nearly

all the data noise through the filter.

Over the two-week period we analyzed, the cumula-

tive carbon flux into the ecosystem also differed among

the unfiltered observations, the model outside of the

filter, and the various applications of the filter. The

unfiltered observations yielded the highest estimate of

the cumulative flux into the ecosystem (14.8 g C/m2),

suggesting large negative noise spikes (i.e., apparent

carbon sinks) for most of the NEE time series (Fig. 8;

e.g., 12 and 22 June 2004; but clearly not for the two

days selected for Fig. 7 [17 and 18 June 2004]). The next

highest cumulative flux into the ecosystem was for the

EnKF without compensating for autocorrelated devia-

tions, but with the adaptive noise estimation (14.3 g C/

m2); this application of the EnKF amplified the noise

added to the model predictions and therefore passed

most of the spikes in the observations through the filter.

In the application without the feedback provided by

adaptive noise estimation, but compensating for auto-

correlated deviations, the flux estimate was still high

(13.7g C/m2); this application of the EnKF was slow to

respond to persistent model-data deviations, suggesting

that the model tended to overestimate photosynthesis

relative to the observations during these persistent

deviations (modeled NEE too negative). In the applica-

tion with both our modifications, the cumulative flux

estimate is only slightly higher (12.8 g C/m2) than with

neither modification (12.5 g C/m2). This close agreement

is probably a fortuitous cancelation of errors in the

estimates by the EnKF with neither modification; with

neither modification, NEE estimates tended to be high

on some days but low on other days (Fig. 7). The lowest

cumulative flux estimate was for the unfiltered

PLIRTLE model outside of the EnKF (12.06 g C/m2);

the unfiltered model tended to follow the same general

trajectory as the EnKF with neither modification and

therefore was also subject to the same error cancelation.

In addition, this unfiltered estimate is very sensitive to

the estimates of LAI we used to drive the model.

Distinction among the various applications of the

EnKF can also be seen in the standard deviations of the

ensemble of predictions (Fig. 7 bottom). The standard

deviation of the observations increases and decreases

with the magnitude of NEE (Eq. 3). This oscillation in

the standard deviations passes through the EnKF

because it is used to calculate the Kalman gain and

hence to correct the predictions. Thus the standard

deviations of the various configurations of the EnKF

also oscillate on a daily basis. The standard deviation for

the full filter adjusts as needed to correct for persistently

large innovations. It can be small relative to the

observation standard deviations (i.e., the model increas-

es confidence in the data after assimilation), but

increases as needed. Without the feedback of the

adaptive noise estimation, the noise component of the

standard deviations is constant (constant qNEE) and the

daily oscillation is associated strictly with the propaga-

tion of error in the estimates of LAI and the observation

error passing through the filter. Without the feedback
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and without compensating for autocorrelated devia-

tions, only the constant NEE noise and the observation

noise contribute to the standard deviation. With

feedback but without compensating for autocorrelated

deviations, the EnKF adjusts the standard deviations of

NEE to about the same level as those of the

observations, but with occasional spikes associated with

large deviations in the observations.

Test of the PLIRTLE model

As already pointed out, the PLIRTLE model fits the

eddy covariance time series well even without the aid of

the EnKF (Fig. 7, unfiltered data). However, there are

important, nonrandom deviations of the model from the

observations. In this section, we use the EnKF to

analyze those deviations and identify research paths that

might be pursued to improve the model.

Both the deviations of the NEE estimates from the

observations and the estimates of LAI have a distinct

diel pattern (Figs. 5, 6, and 8). These diel patterns are a

clear indication that there is a deficiency in PLIRTLE

that precludes it from capturing all of the nonrandom

pattern in the NEE time series (Beck and Young 1976,

Lin and Beck 2007). Even if we had adjusted b so that

the LAI estimates lost the diel pattern (i.e., increased b
. 0.7, Fig. 6), the model would have still failed because

the pattern transferred to LAI by the EnKF would

simply have remained in the deviations (Fig. 5). The

model failure is subtle (Fig. 7), but nevertheless

nonrandom and therefore potentially significant. The

failure is analogous to a regression analysis in which the

residuals retain nonrandom pattern; the r2 might be very

high and the standard deviation of the residuals very

small, but if the residuals still have a nonrandom

pattern, the regression model has missed something

important.

The EnKF estimates of NEE (Fig. 8A) tend to be high

relative to the observations between solar midnight

(;2:00 a.m. Alaska Daylight Time) and solar noon

(termed ‘‘a.m.’’), especially early in the time series (Fig. 8

open symbols). Between solar noon and solar midnight

(termed ‘‘p.m.’’) the estimates are substantially less

biased. Although the a.m. deviations are not significant-

ly .0 over the time series (0.27 6 0.57 lmol

CO2�m�2�s�1), they are sufficient to drive the LAI

estimates upward in the morning of most days (Fig.

8). The LAI estimates decline on most afternoons. The

amplitude of the daily excursions of LAI estimates from

the long-term trend (Eq. 4) was 60.16 m2/m2 (standard

deviation of LAI estimates after subtracting Eq. 4).

Based on 10 passes of the data through the EnKF (with

independent ensembles and noise corruption), the

standard deviation for any single estimate of LAI at a

particular time was an order of magnitude smaller

(60.015 m2/m2). Thus, the diel pattern in LAI is highly

significant (P , 0.001). With 24 hours of sunlight, the

slope of the photosynthesis (P) equation with respect to

leaf area is almost always larger than the slope of the

respiration (R) equation with respect to leaf area (L; dP/

dL . dR/dL in Eq. 1). Thus, the pattern of a.m.

increasing LAI and p.m. declining LAI suggests an a.m.

underestimate of photosynthesis by the model relative to

respiration and a p.m. overestimate of photosynthesis

relative to respiration.

This conclusion is supported by independent estimates

of a.m. vs. p.m. values for Pmax and E0 (quantum yield;

leaving the remaining four PLIRTLE parameters fixed;

Table 3). We assumed LAI based on Eq. 4, but adjusted

it downward until the mean of a.m. and p.m. estimates

of Pmax equaled the value reported by Shaver et al.

(2007). This new estimate of the LAI phenology passes

near the troughs in the EnKF estimates of LAI (dotted

line in Fig. 8C bottom). We then corrupted the observed

NEE data with Gaussian noise using the variance from

Eq. 3 and repeated the fit 10 times. Based on these fits,

the mean a.m. Pmax was significantly higher than the

p.m. value (17.36 6 0.46 vs. 14.02 6 0.31 lmol

CO2�m�2�s�1; t ¼ 18.99, P , 0.001), but the a.m. and

p.m. values of E0 did not differ significantly (0.0549 6

0.003 vs. 0.0551 6 0.003 lmol CO2/lmol photons; t ¼
0.18, P . 0.1). These values of E0 are substantially

higher than those reported by Shaver et al. (2007) based

on their fit to chamber-based NEE (0.036 lmol CO2/

lmol photons), but lower than the values they reported

for their photosynthesis equation fit to just photosyn-

thesis data (0.069 lmol CO2/lmol photons; Shaver et al.

2007: Table 5).

There are three obvious candidate causes for the

unexpected diel excursions in the NEE and LAI

estimates.

1) There is a potential bias associated with heating

and cooling of the open-path infrared gas analyzer

(Burba et al. 2008). However, the deviations in our

analysis do not have the symmetry around solar noon

seen in the Burba et al. (2008) analysis and the diel

pattern of deviations persists even for closed-path

sensors we have analyzed at other locations in the

Arctic (proprietary data not shown).

2) There is a potential bias associated with changes in

wind speed and direction, which affect the location of

the area being sampled around the tower (tower

footprint); the diel pattern might therefore reflect spatial

heterogeneity in the biological and physical character-

istics of the tower footprint. However, we see the same

morning underestimate and afternoon overestimate of

the CO2 sink at the other arctic sites we have analyzed; it

is unlikely that all sites would have the same spatial

arrangement of vegetation around the tower.

3) Finally, low afternoon photosynthesis is potentially

caused by stomatal closure driven by low humidity (Ball

et al. 1987, Leuning et al. 1995). Gebauer et al. (1998)

reported afternoon stomatal closure in response to high

vapor pressure deficit (VPD) for the tussock-forming

sedges that dominate the footprint of our tower

(Eriophorum vaginatum). This stomatal closure occurred

even under moist soil conditions. To examine this
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possibility, we compared the adaptation rate of LAI

estimates from the EnKF with estimates of VPD (Fig.

9). The adaptation rate was calculated as the difference

between consecutive estimates of LAI, then smoothed

with a six-hour running mean. There is a fair corre-

spondence between the peaks in VPD and declining LAI

estimates (r2 ¼ 0.13, n ¼ 303, P , 0.01). Although the

LAI–VPD correlation is clearly not conclusive, it is

suggestive and deserves further study.

The three potential causes for the diel pattern would

not likely have been detected by Shaver et al. (2007)

using a chamber-based estimate of NEE. The chamber-

based method is not sensitive to warming and cooling

the way that open-path sensors are (Burba et al. 2008),

changes in wind direction obviously have no effect on

the fluxes within a sealed 1-m2 chamber, and humidity

would be expected to increase in the chambers, thereby

hiding any VPD effect on stomatal opening. If the first

potential cause underlies the pattern we detected, then

the pattern is probably particular to only eddy

covariance data. If the second potential cause underlies

the pattern, then it has real-world relevance only in

terms of spatial patterns of NEE. If the third potential

cause underlies the pattern, then the PLIRTLE model is

clearly deficient in describing the complete pattern in

NEE for individual patches of tundra. Distinguishing

among potential causes for the diel pattern in the EnKF

LAI estimates in future studies will advance the

understanding of arctic C dynamics and will improve

the ability to model these systems and predict changes in

C flux over time

SUMMARY AND CONCLUSIONS

We presented two modifications to the ensemble

Kalman filter (EnKF) that improve its performance

for filtering time-series data. The first modification was

to compensate for autocorrelated deviations between

predictions and observations by allowing the EnKF to

sequentially recalibrate unobserved components of the

Kalman state vector (Lin and Beck 2007). The

unobserved components of the state vector can either

be variables in the embedded model or parameters

augmented to the state vector. In either case, the

recalibrated variables must have a direct effect on the

observed variables through the model structure and

must themselves be autocorrelated so that the recalibra-

tion is propagated in time.

The second modification was to add an adaptive noise

estimation algorithm to the EnKF (Jazwinski 1998).

Estimating the noise associated with the model structure

is one of the most difficult aspects of applying the

Kalman filter. The adaptive noise estimation automates

this process and allows the filter to converge quickly

when there are persistent deviations between model and

observation and to narrow confidence limits when the

model is tracking the data well.

We embedded a model of arctic net ecosystem carbon

exchange (NEE; the PLIRTLE model; Shaver et al.

2007) into the EnKF and applied it to eddy covariance

data for a site on the North Slope of Alaska. The model

tracked the data well even without the EnKF. However,

the EnKF effectively filtered the NEE estimates both by

removing random noise in the eddy covariance data and

by compensating for autocorrelated deviations associat-

ed with deficiencies in the model.

Without either of our modifications to the EnKF, the

filter output followed unfiltered model predictions

closely. Data tracking for the unmodified EnKF could

be improved by increasing the noise levels associated

with the model structure, but only at the expense of

passing more noise through the filter. Accounting for

autocorrelated deviations in the EnKF, but without the

adaptive noise estimation, improved the filter perfor-

mance slightly over the unmodified EnKF, but the filter

was slow to converge in response to persistent deviations

between the data and model predictions. Again, the

convergence behavior could be improved by increasing

the model noise levels, but only at the expense of

increasing uncertainty in the filter output. Adding the

adaptive noise estimation without accounting for

autocorrelated deviations resulted in very high levels of

model noise. This high noise level allowed the filter to

FIG. 9. Correspondence between adaptation rate of LAI estimates from the EnKF (DLAI ¼ Ltþ1 � Lt) and vapor pressure
deficit (VPD) in June 2004. The LAI adaptation rate has been smoothed with a six-hour running mean.
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track the data nearly perfectly, and thus the EnKF did

not filter out spikes in the data stream. The performance

of the EnKF with only the adaptive noise estimation can

be improved by increasing the autocorrelation of the

noise estimates (increasing a), but can never adequately

account for autocorrelated deviations.

To apply the EnKF with both of our improvements,

we had to adjust the distribution of model noise between

observed and unobserved model components (set b).
This adjustment determines how fast the unobserved

components of the Kalman state vector can adapt and

thus how the filter compensates for model deficiencies. If

too much noise is distributed toward the observed

variables, the filter passes a large fraction of the noise in

the data and does not allow adaptation in the

unobserved variables. If too much of the added noise

is distributed to the unobserved variables, their estimates

fluctuate wildly, also increasing noise in the filter output.

We suggest these guidelines for adjusting the value of b:
(1) maintain the total noise added to the model

predictions at a level near the measurement noise; (2)

maintain coherence in the time-series estimates of the

unobserved components of the Kalman state vector; and

(3) minimize noise propagated forward from previous

time steps by the ensemble of model predictions.

Minimizing propagated uncertainty is particularly im-

portant in any model with autocorrelated dynamics,

whether within the EnKF or not.

Finally we used the EnKF to test the PLIRTLE model

of Shaver et al. (2007) of arctic carbon exchange. If the

model embedded in the EnKF is an adequate description

of the data being filtered, then sequential recalibration

of the unobserved components of the Kalman state

vector should result in only random variation in the

estimates of these components about a fixed mean; any

nonrandom variation in these estimates is an indication

of a deficiency in the model. In our applications of the

EnKF, we found two deficiencies in the PLIRTLE

model.

First, leaf area index (LAI) estimates increased

progressively through the two week simulations; this

increase was anticipated and is consistent with spring-

time leaf emergence during the sampling period. The

EnKF allowed us to assimilate NEE data into the

PLIRTLE model to infer LAI through the sampling

period.

Second, we also found a diel pattern in the LAI

estimates that was clearly not random. This diel pattern

in the LAI estimates resulted from fairly subtle

deviations between the model predictions and the eddy

covariance data. The pattern is indicative of a deficiency

in the PLIRTLE structure in its representation of arctic

NEE and its measurement with eddy covariance towers.

We identified three potential causes for the diel pattern

in our LAI estimates: (1) measurement bias associated

with warming and cooling of the IRGA, (2) changes in

the tower footprint associated with changing wind speed

and direction, and (3) the omission of vapor pressure

deficit (VPD) effects on stomatal opening in the

PLIRTLE model.
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