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ABSTRACT

A tidally and cross-sectionally averaged model based on the temporal evolution of the quasi-steady
Hansen and Rattray equations is applied to simulate the salinity distribution and vertical exchange flow
along the Hudson River estuary. The model achieves high skill at hindcasting salinity and residual velocity
variation during a 110-day period in 2004 covering a wide range of river discharges and tidal forcing. The
approach is based on an existing model framework that has been modified to improve model skill relative
to observations. The external forcing has been modified to capture meteorological time-scale variability in
salinity, stratification, and residual velocity due to sea level fluctuations at the open boundary and along-
estuary wind stress. To reflect changes in vertical mixing due to stratification, the vertical mixing coefficients
have been modified to use the bottom boundary layer height rather than the water depth as an effective
mixing length scale. The boundary layer parameterization depends on the tidal amplitude and the local
baroclinic pressure gradient through the longitudinal Richardson number, and improves the model response
to spring—neap variability in tidal amplitude during periods of high river discharge. Finally, steady-state
model solutions are evaluated for both the Hudson River and northern San Francisco Bay over a range of
forcing conditions. Agreement between the model and scaling of equilibrium salinity intrusions lends
confidence that the approach is transferable to other estuaries, despite significant differences in bathymetry.
Discrepancies between the model results and observations at high river discharge are indicative of limits at
which the formulation begins to fail, and where an alternative approach that captures two-layer dynamics
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would be more appropriate.

1. Introduction

Understanding the structure and variability of the
salinity distribution in an estuary is critical to many
ecological and engineering management decisions. The
salinity distribution is governed by a balance between
downstream advection of salt by river flow and up-
stream transport of salt by dispersive processes. These
up-estuary fluxes can be divided into a subtidal com-
ponent due to residual velocity and salinity and an os-
cillatory tidal component associated with correlations
in velocity and salinity at tidal time scales (Hansen and
Rattray 1965; Fischer et al. 1979). For the subtidal salt
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flux, the baroclinic pressure gradient creates vertical
structure in residual velocity and salinity, as saltier wa-
ter moves upstream near the bed and fresher water
moves downstream near the surface (Taylor 1953;
Chatwin 1976). While this vertical residual dominates
the upstream transport of salt in many estuaries, lateral
residual structure due to bathymetry can also contrib-
ute to the longitudinal salt flux (Fischer 1972). Oscilla-
tory tidal dispersion depends on local bathymetry and
forcing and can incorporate processes such as tidal
pumping, lateral trapping, and oscillatory tidal shear
dispersion (Stommel and Farmer 1952; Okubo 1973;
Dronkers and van de Kreeke 1986; Fischer et al. 1979).

The instantaneous structure of the salinity distribu-
tion in an estuary depends on the response to unsteady
forcing from river discharge and tides over time scales
ranging from days (river discharge after precipitation
events) to weeks (spring-neap variability in tidal am-
plitude) to months (seasonal discharge variability).
Analytical theories with simplifying assumptions have
been developed to predict equilibrium salinity distribu-
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tions for steady forcing (Hansen and Rattray 1965; Fis-
cher 1972; Chatwin 1976). The equilibrium solutions
have been used to explain empirical correlations be-
tween river discharge (Q,) and estuarine salinity intru-
sion length (L,), typically of the form L, = Q) (Abood
1974; Monismith et al. 2002). Recently, investigators
have recognized that unsteadiness is often critical to the
salt balance and that the estuarine adjustment to
changes in forcing can be too slow for the estuary to
reach equilibrium before the forcing changes (Kranen-
berg 1986; MacCready 1999; Hetland and Geyer 2004;
Banas et al. 2004; MacCready 2007; Lerczak et al. 2007,
manuscript submitted to J. Phys. Oceanogr., hereafter
LGR).

In addition to baroclinic forcing, both local and re-
mote winds can significantly impact the residual veloc-
ity and the net transport. Local winds along the estuary
axis force two-layer flow with the wind at the surface
and against the wind at the bed (Hansen and Rattray
1965). Here we only consider the vertical structure of
the residual velocity and ignore any lateral variability
induced by local winds (e.g., Csanady 1973). Remote
winds generate coastal Ekman setup or setdown that
pumps water into or out of the estuary at the open
boundary. Remote winds generally have greater effects
than local winds on the barotropic exchange at the
mouth and on water level in the estuary (Wang and
Elliott 1978; Wang 1979; Garvine 1985; Wong and
Moses-Hall 1998; Wong and Valle-Levinson 2002).
However, the vertical exchange flow driven by local
winds can alter the residual velocity and stratification
and at times can create salt flux comparable to or
greater than that due to baroclinic forcing (Weisberg
1976; Wang 1979; van de Kreeke and Robaczewska
1989; Noble et al. 1996; Geyer 1997; Janzen and Wong
2002; Wong and Valle-Levinson 2002). Wind effects are
typically in the meteorological frequency band, with
periods of 2 to 5 days, and can be highly seasonal de-
pending on prevailing wind orientation, frequency of
wind events, and background stratification.

Salt flux mechanisms vary in relative importance in
different estuaries. This study focuses on the Hudson
River estuary, where empirical scaling of the salinity
intrusion with respect to Q, indicates that for low to
moderate river discharge L, ~ Q, ®®, while for high
discharge (Q, > 800 m*s™ ') L, ~ O, "' (Abood 1974;
Wells and Young 1992). Studies in the Hudson have
consistently found that residual shear dominates the
up-estuary salt flux (Hunkins 1981; Bowen and Geyer
2003; Lerczak et al. 2006). Effective dispersion rates
due to residual shear are roughly 10 times greater than
for tidal processes and, because of the relatively uni-
form channel geometry, the salt flux due to the vertical
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baroclinic shear is substantially greater than that due to
the lateral shear (Lerczak et al. 2006). Dispersive fluxes
in the Hudson are temporally variable, up to an order
of magnitude greater during neap tides than during
springs (Bowen and Geyer 2003; Lerczak et al. 2006).
The spring-neap fluctuations in salt flux create a highly
unsteady salt balance with salt moving out of the estu-
ary during spring tides and up-estuary during
neaps. Over several days, increases in river discharge
advect the salinity intrusion downstream, and fluctua-
tions in tidal forcing and discharge can change the total
salt in the estuary by a factor of 4 or more (Lerczak et
al. 2006). Over meteorological time scales, local or re-
mote winds can significantly alter the salt flux, even
switching the direction of the advective component to-
ward up-estuary for brief periods (Bowen and Geyer
2003; Lerczak et al. 2006).

In this work, we evaluate how well a simple model of
the tidally averaged salt flux can represent the structure
and variability of the salinity distribution and the re-
sidual shear in the Hudson River estuary. Three-dimen-
sional hydrodynamic models have been applied to
simulate the salinity field in the Hudson (Warner et al.
2005) and in other estuaries such as Chesapeake Bay
(Li et al. 2005). While these models can simulate estua-
rine conditions with great detail, simpler models offer
some benefits. Because of their reduced complexity,
simple models more readily permit isolation and iden-
tification of basic mechanisms and can be run economi-
cally for longer simulations or more varied scenarios.
To calculate the time-dependent estuarine salinity dis-
tribution, we locally apply the quasi-steady Hansen and
Rattray solution for residual shear and stratification to
determine the subtidal up-estuary salt flux. We param-
eterize the vertical mixing and oscillatory tidal disper-
sion and numerically solve the resulting along-estuary
advection—diffusion equation for the time-varying sa-
linity distribution (MacCready 2007). We compare the
model results with observations of currents and salinity
at a series of locations in the Hudson over several
months, covering a range of tidal amplitude and river
discharge conditions.

Based on the discrepancies between the model re-
sults and observations, we hypothesize missing pro-
cesses that might be important for simulating the sub-
tidal salinity field and then implement appropriate
modifications to the model. We modify the external
forcing, adding barotropic flux at the downstream
boundary due to remote winds and residual velocity
due to local winds, and modify the mixing parameter-
ization, limiting the mixing length scale due to stratifi-
cation. We test the contribution of each of these modi-
fications to the model’s ability to represent observed
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subtidal salinity and velocity distributions. Finally, we
study the time-independent limit of this quasi-steady
model to assess equilibrium salinity distributions, both
with and without the modifications to mixing param-
eterization. We compare the equilibrium results with
observations and with empirical scaling of the equilib-
rium salinity intrusions in the Hudson and in San Fran-
cisco Bay.

2. Model development

The model presented here is a tidally averaged,
width-averaged solution for the salinity distribution in
an estuary. The model builds off a time-dependent ap-
plication (MacCready 2004, 2007) of the quasi-steady
Hansen and Rattray (1965) solution for estuarine cir-
culation and residual stratification. The model solves a
one-dimensional (along estuary), time-dependent ad-
vection/diffusion equation for the depth-averaged sa-
linity field using analytic expressions to represent the
vertical variability of velocity and salinity. In this work
we have taken the basic model framework from Mac-
Cready (2007), but have modified the external forcing
and the vertical mixing parameterizations. Based on
field observations, we noted that meteorological band
fluctuations in forcing significantly impacted residual
velocities and the salinity distribution. To incorporate
this, we altered the river velocity in the model to in-
clude short-term but relatively large magnitude vari-
ability associated with sea level fluctuations at the
downstream boundary. We have also modified the re-
sidual velocity and salinity profiles to include effects of
along-estuary wind according to the Hansen and Rat-
tray solution. Finally, we have modified the parameter-
ization of the tidally averaged vertical mixing coeffi-
cients for momentum and salinity. We have simplified
the functional form of the parameterization by reducing
the number of adjustable coefficients and have incor-
porated effects of stratification on vertical mixing
through changes in the mixing length scale. During pe-
riods with high river discharge and weak tidal mixing,
strong stratification reduces the scale for turbulent
overturns from the full water depth to the height of the
bottom boundary layer, which is quantified with a hori-
zontal Richardson number formulation.

The model variables are along-channel velocity
u(x, z, t) and salinity s(x, z, f), and each is divided into
depth-averaged (overbar) and deviations from depth-
averaged (prime) components so that u = u(x, t) +
u'(x, z, t) and s = 5(x, 1) + s'(x, z, t). The depth-
averaged velocity u is imposed, but the other three
components are dependent variables. In MacCready
(2007), u = Q,/A, where Q, is the river discharge and A
is the cross-sectional area. We have modified the defi-
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nition of # to incorporate meteorological band variabil-
ity resulting from subtidal fluctuations in water eleva-
tion at the open boundary.

The vertical profiles of velocity shear and stratifica-
tion use the Hansen and Rattray (1965) polynomial
functions based on the local depth-averaged longitudi-
nal salinity gradient (9s/dx), and the depth-averaged ve-
locity (u). Details on the derivation of the u’ and s’
profiles can be found in MacCready (2004). We have
modified u’ and s’ to include effects of along-estuary
wind (Hansen and Rattray 1965; Geyer 1997). The tid-
ally averaged shear depends on u, the estuarine ex-
change velocity (u,), and the wind-induced exchange
velocity (u,,):

u' =uP, +ulpP,+u,P

wt u3»
1 3
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ul 2 2 =1 9é 8é ’
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where { = z/H is the normalized depth (between 0 and
—1), u, = gB(ds/ox)H>/(48K,,), K,, is an effective eddy
viscosity, u,, = 7,,H/(4pK,,), and T, is the along-estuary
wind stress. The thalweg depth is H, and the density
anomaly is assumed to depend on salinity according to
p = po(1 + B5), where B = 7.7 X 10~* psu~"'. Similarly,
the deviations from depth-averaged salinity depend on
u, u,, and u,;:
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where K, is an effective eddy diffusivity.

Using these definitions of ©#’ and s’, the estuary can
be described by the depth-averaged salinity as a func-
tion of time and distance along the channel. Nondimen-
sionalizing salinity with the oceanic salinity at the open
boundary (s..), we define o = $/s... The governing
equation for the estuarine salt field then becomes

601

ri a{ (uoA) + (—u's"Als.) + [K(90/9x)A]},

(2.3)
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where K, is the along-channel tidal dispersion coeffi-

cient, and the u's’ term is the salt flux due to subtidal
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exchange that can be written in terms of the polynomi-

als for u’ and s'. Specifically,
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(d)

where term (a) is the salt flux due to gravitational cir-
culation, terms (b) and (c) involve the depth-averaged
velocity profile, and terms (d), (e), and (f) incorporate
local wind effects.

The mixing coefficients, K,,,, K, and K}, all influence
the longitudinal salt flux and must be parameterized.
Following MacCready (2007), we assume that K, scales
with the tidal velocity U, and the channel depth H:

K, = a,C,U,H, (2.5)

where C, is a drag coefficient (2.6 X 107°) and a, is a
tuning coefficient [0.0325 in MacCready (2007), but
0.024 to 0.028 in these results]. The drag coefficient is
fixed for all cases, and only a is varied to calibrate the
model.

As with the eddy viscosity, the eddy diffusivity is
scaled based on the U, and H,

K, = K,,/Sc = (a,C,U,H)/Sc, (2.6)

where Sc is a Schmidt number for the ratio of eddy
viscosity to eddy diffusivity. To determine appropriate
values for the mixing coefficients, a, and Sc were ad-
justed for a range of test cases and selected to maximize
model skill for residual velocity and depth-averaged
salinity as described in section 4. The calibrations
found Sc ~2.2, compared with an effective Sc found in
MacCready (2007) between 1.5 (unstratified) and 4.9
(strongly stratified).

Stratification suppresses vertical mixing, so vertical
mixing coefficients decrease during periods of strong
stratification. The parameterization for K; in Mac-
Cready (2007) accounted for stratification through a
term based on a layer Richardson number and three
coefficients. We propose a different approach, based on
the assumption that stratification modifies the effective
length scale for mixing. We hypothesize that rather
than the full water depth H, the relevant length scale
should be the height of the bottom boundary layer Ay .
During unstratified periods, the boundary layer may
extend to the water surface such that hy; = H. How-
ever, stratification can limit the growth of the tidal
boundary layer to less than the full depth and thereby

-

(e) ®

limit the size of turbulent overturns that dominate ver-
tical mixing (Stacey and Ralston 2005).

To scale the boundary layer, we adopt a modification
of the Monin—Obukhov scaling based on the estuarine
buoyancy flux and assume that tidal straining of ds/ox
balances turbulent mixing at the top of the boundary
layer (Stacey and Ralston 2005). The boundary layer

height then is
R, \12
ho = 1(5E)

where Ri, is the horizontal Richardson number, Ri, =
N2H?/(C,U?), N2> = —gB(ds/dx) is the horizontal buoy-
ancy frequency, and R, = 0.2 is the flux Richardson
number relating turbulence production to mixing.
When hg < H, K,,, and K| scale with hy; rather than
H, decreasing vertical mixing and increasing longitudi-
nal salt flux. When Ag; > H, the limiting mixing length
scale reverts to the channel depth.

The boundary layer approach assumes a linear stress
distribution between the bed and hg;. In the model
results, hg; is typically less than the full water depth
during neap tides while during spring tides sy, extends
to the water surface. Geyer et al. (2000) observed stress
distributions in the Hudson consistent with this formu-
lation, with near-zero stresses in the upper water col-
umn during neap tides, and stress linearly decreasing to
the surface during spring tides. The scaling in (2.7) was
originally derived by Stacey and Ralston (2005) for ebb
tides when the horizontal buoyancy flux is stabilizing,
but this length scale is intended to more generally re-
flect subtidal (i.e., spring—neap) variations in stratifica-
tion and how the stratification impacts vertical mixing
and the subtidal salt flux.

Finally, the along-channel tidal dispersion coefficient
K, represents a combination of larger-scale dispersive
processes (MacCready 2007) including stirring by lat-
eral eddies (Banas et al. 2004) and tidal pumping at the
estuary mouth (Stommel and Farmer 1952). The for-
mulation for K, in the model is the same as in Mac-
Cready (2007), as we lack sufficient observations in the
lower estuary to test alternative formulations. In the

2.7)
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FiG. 1. Lower Hudson River map and bathymetry: (a) map with mooring locations during spring/summer
2004 deployment, (b) cross-sectional area against distance along the estuary, and (c) thalweg depth against

distance along the estuary including station locations.

cases presented here, K, has a maximum at the mouth
that can be as high as ~500 m? s~ but decays to ~100
m? s~ ! within a tidal excursion (U,T,/m, where T, is the
tidal period). In most cases, tidal dispersion rates are
lower than the flux due to the residual shear by an
order of magnitude or more. The model results are
consistent with observations in the Hudson that re-
sidual shear dominates the salt transport, except during
spring tides with low river discharge (Hunkins 1981;
Bowen and Geyer 2003; Lerczak et al. 2006).

3. Hudson River data

a. Data sources and processing

We compare the model with an extensive set of ob-
servations from the Hudson during spring and summer
2004 when seven moorings were deployed along the
channel thalweg from the Battery (river km 0) to Bear
Mountain (river km 75) (Fig. 1). Four of the moorings
combined bottom-mounted acoustic Doppler current
profilers (ADCPs) with near-bottom and near-surface
conductivity—temperature (CT) sensors. The remaining
three moorings had bottom and surface CT sensors, but
the surface CT sensor at the Battery station failed. Ve-
locity and salinity measurements were taken every 15
min for 110 days.

To calculate tidal averages, salinity and velocity data

were temporally averaged using a low-pass filter with a
half-amplitude of 33 h. The key variable in the model is
depth-averaged salinity, but we have observations of
near-bottom and near-surface salinity. In the absence
of information on the vertical salinity structure, we de-
fine the depth-averaged salinity as the mean of the sur-
face and bottom salinities. At stations with velocity
measurements, tidally filtered ADCP data were depth-
averaged to get the observed u(x, ). The residual ve-
locity u’(x, z, t) is the difference between the tidally
filtered velocity and u. To facilitate comparison be-
tween the model and data, we calculate the effective
residual velocity as the residual volume transport up-
estuary or down-estuary divided by the water depth.
The up-estuary residual transport is equal to the down-
estuary transport in both the model and the observa-
tions, and normalizing by the water depth converts the
residual transport to a velocity. This definition permits
comparison of observed residuals with model results,
even when the shape of the measured velocity profile
differs significantly from the Hansen and Rattray poly-
nomial formulation. We consider the vertical structure
of the observed velocity in greater detail in section 4.
The cross-channel structure of velocity was not mea-
sured during the deployment, but previous work in the
Hudson indicates that the vertical shear dominates the
along-estuary salt flux (Lerczak et al. 2006). In addition
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F1G. 2. Forcing conditions during spring/summer 2004 deployment: (a) instantaneous and
tidally averaged water level at the Battery, (b) river discharge along with 5th and 95th per-
centile of daily mean discharge (1946 to 2005), (c) east and north components of wind aver-
aged among three stations (Bergen Point, Newark, and Poughkeepsie) and tidally averaged.

to the moored instruments, along-estuary hydrographic
surveys were conducted at the beginning and end of the
observation period. CTD profiles were taken approxi-
mately every 2 km along the estuary from the Battery
to where the salinity was less than 1 psu.

River discharge (Q,) data were collected from the
U.S. Geological Survey (USGS) streamflow gauge at
Green Island Dam (01358000), about 250 km north of
the Battery (Fig. 2). To account for runoff flowing into
the Hudson south of Green Island Dam, the stream
gauge discharge was multiplied by a factor of 1.6
(Lerczak et al. 2006). However, 7 observed at the four
ADCPs had significant discrepancies compared with
the nominal river velocities of Q,/A due to meteoro-
logical band variability in u that corresponded with
changes in water level at the mouth. Water levels at the
Battery (m;,.) during the observation period were taken
from a NOAA tide gauge (station 8518750) (Fig. 2).
Tidal variations dominate the instantaneous water
level, but the effects of coastal setup and setdown can
be seen in the tidally filtered water level. Wind data
were collected from several stations along the Hudson
River: Bergen Point (NOAA/National Ocean Service,
station 8519483), Newark Airport [National Climatic

Data Center (NCDC), station 14734], and Pough-
keepsie Airport (NCDC, station 14757) (Fig. 2).

b. Observations

During the observation period, the length of the sa-
linity intrusion in the Hudson varied by more than a
factor of 2 (Fig. 3). The location of the depth-averaged,
5-psu isohaline (Ls) varied between 28 and 75 km up-
stream of the Battery; we use Ls to reflect the variabil-
ity because it remained within the mooring array for
nearly all of the deployment. Early in the deployment
when river discharge was high, the length of the salinity
distribution oscillated significantly each spring-neap
period, with longer salinity intrusions during neaps.
However, during the last three weeks of the deploy-
ment with nearly constant, low discharge, the length of
the estuary remained relatively constant despite the
spring—neap variability in tidal amplitude.

Like the salinity intrusion, the longitudinal salinity
gradient had significant spring-neap variability during
the higher discharge period (Fig. 3). The salinity gradi-
ent became more spatially uniform and temporally
steady during the lower discharge period. During the
higher discharge period, a zone of maximum salinity
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Fi1G. 3. Observations in the Hudson during spring/summer 2004 contoured in time and distance along the
estuary: (a) average of surface and bottom salinity, (b) longitudinal salinity gradient, (c) residual velocity
(low-pass filtered with a 5-day period to remove meteorological band variability), and (d) surface-to-bottom
stratification. Markers in the top panel indicate times of the vertical profiles in Fig. 8. Markers on the right

of each panel indicate measurement locations.

gradient propagated upstream from the mouth during
transitions from spring to neap tides. As vertical mixing
increased and estuarine circulation decreased during
spring tides, the salinity field was rapidly advected
downstream, and the maximum ds/dx was reestablished
at the mouth. After maximum spring tide, the cycle of
ds/dx propagation upstream repeated. During the
higher discharge period, the surface salinity gradient
was much weaker than the bottom ds/dx, and the
spring—neap propagation up-estuary of the salinity field
was most evident in the bottom ds/dx.

Residual velocities had significant variability at the
meteorological time scale that was coherent between
ADCPs, and corresponded with strong winds from the
north (e.g., t ~105, 118, or 149 days). To remove the
synoptic variations and highlight the spring-neap and
river discharge variability, we have low-pass filtered the
observations with a 5-day filter period (Fig. 3). During

the high discharge period, both residual velocities and
stratification were significantly stronger during neap
tides than during spring tides. However, unlike ds/dx,
residual velocity and stratification were relatively uni-
form along the salinity distribution, at least in the re-
gion between the mouth and the maximum ds/dx propa-
gating upstream. Near the mouth, ' and s’ remained
large even as ds/ox decreased following spring tides.
This appeared to be inconsistent with the assumption
that u’ and s’ depend on the local ds/dx. However, the
salinity gradient measured by surface and bottom sen-
sors may not necessarily have corresponded with the
depth-integrated salinity gradient. As the system be-
comes more two-layer with strong stratification, salinity
in the surface and bottom layers can remain relatively
constant but the depth-integrated baroclinic gradient
may be augmented by a landward tilt of the pycnocline.
With the moored instruments, we were unable to re-
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solve the vertical structure of salinity to test this hy-
pothesis.

During the low discharge period, both the salinity
gradient and the residual velocity were more tempo-
rally steady and spatially uniform. Additionally, the
surface ds/dx was similar to the bottom ds/ox, so the
moored instruments provided good estimates of the
depth-integrated gradient. Stratification retained some
spring—neap variability during the low discharge period,
consistent with other work, suggesting that stratifica-
tion responds more rapidly than estuarine length (Het-
land and Geyer 2004; MacCready 2007). Unlike during
the high discharge period, ds/dx did not exhibit spring—
neap propagation along the estuary.

4. Model application

a. Model inputs

Inputs to the model include the bathymetry [H(x)
and A(x)], tidal velocity [U,(x, t)], river velocity [u (x, £)],
and salinity at the open boundary [s..(z)]. Channel
depth and cross-sectional area were based on data
from NOAA (http://estuarinebathymetry.noaa.gov)
and from USGS surveys (Stedfast 1980). The model
grid discretization is 1 km. To define U,, we use NOAA
tidal current predictions during the observation pe-
riod (http://tidesandcurrents.noaa.gov/currents04). We
incorporate spatial variability in U, based on predicted
current speed ratios (relative to the reference station at
the Narrows) at 24 stations along the Hudson (http:/
tidesandcurrents.noaa.gov/currentsO4/tab2ac4.html#33)
and interpolate between stations onto the model grid,
conserving tidal volume flux. Bottom salinity at the
open boundary is set according to observations at the
Battery.

To extend the utility of the model, we force it with
data that are independent of our observations and
available over longer periods. Rather than # measured
by the ADCPs, we have developed a relationship for u
that depends on Q,, A, and m,.. We assume that
changes in water level at the downstream boundary in-
stantaneously change the volume of the estuary and
that a simple model for the associated volume flux (af-
ter Wong and Valle-Levinson 2002) is

ch = Asa<nbc>/at7 (41)

where () is the subtidal water level at the Battery,
and A (x) is the cumulative surface area up-estuary to
the dam at Green Island: A, = [2%™ B_dx. The surface
width is B; = aA/H, where the factor a relates the
thalweg depth to the cross-sectional averaged depth; in
the Hudson « = 2. The total volume flux is the sum of
the freshwater and boundary fluxes, so
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i = (0, + Ou/A. 42)

Using discharge at Green Island (multiplied by 1.6 fac-
tor) and the tidal gauge at the Battery, we find good
agreement between the predicted and measured u, and
a significant improvement over the nominal river ve-
locity of Q,/A (Fig. 4).

Wind data (Fig. 2) were rotated into along- and
across-estuary components based on the local orienta-
tion of the thalweg. The along-estuary component of
the wind velocity was used to calculate surface wind
stress according to 1,, = p,C,,, U0l Uyl, where p, is the
density of air (1.2 kg m™3), U, is the wind speed 10 m
above the surface, and Cy,, is a drag coefficient that
depends on wind velocity (Large and Pond 1981). The
orientation of the Hudson is principally north-south, so
the northerly component of wind velocity dominated
along-estuary wind stress.

During the study period, Q, ranged from nearly
3000 m® s™! after large precipitation events to about
200 m* s~ ! at the end of the deployment, and the 110-
day study covered nearly seven spring—neap cycles of
varying amplitude. To compare the model against the
observations, we adopt a model skill definition (Wil-
mott 1981) previously used to evaluate a three-dimen-
sional hydrodynamic model of the Hudson River estu-
ary (Warner et al. 2005):

Eleodcl - Xobs|2
D (X moder = Xovsl + Xops = Xopal)®
(4.3)

Skill =1 —

where X is the variable being evaluated and the overbar
is a temporal mean. Other model skill metrics are pos-
sible, but this approach permits comparison of results
with an existing model of the Hudson.

We present several versions of the model to evaluate
the modifications independently: boundary forcing ef-
fects on u, wind effects on #" and s’, and boundary layer
limitations on the vertical mixing coefficients (Table 1).
In each case, the primary tuning parameter is a, to set
K,, and K. Increasing a, generates stronger vertical
mixing, decreases estuarine circulation, decreases
stratification, and leads to a shorter estuary. The cases
were run for a series of a,, and optimal values were
selected based on the maximum skill for residual veloc-
ity. In cases A through D, independent calibrations
found the same a, of 0.024, while case E with the
boundary layer mixing length had a slightly higher a,, of
0.028. The salt flux also depends on the Schmidt num-
ber to set K, so Sc was calibrated to maximize skill for
depth-averaged salinity. For all of the cases, the optimal
Sc was found to be approximately 2.2.
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Fi1G. 4. Subtidal, depth-averaged velocity at four stations, including velocity measured at the
ADCPs, velocity calculated based on Q, and boundary volume fluxes associated with the
subtidal water level at the Battery, and velocity calculated based only on Q,.

b. Model results

Initially, we focus on results from two cases, the base
case (case A) and the final case (case E), which includes
the boundary forcing effects on u, wind effects on u’
and s’, and bottom boundary layer constraints on mix-
ing length scale. Considering first residual velocity, the
modeled u’ from case A captures much of the low fre-
quency modulation in the observed u’, but there is sig-
nificantly less higher frequency variability in the model
than in observations (Fig. 5). The meteorological band
variability in the residual velocity was due to the along-
estuary wind, and the results from case E track those
fluctuations largely because of the addition of wind to
the formulations for #' and s’. Case E also includes
modifications to u and the mixing formulation but, as
we discuss later with the model skill, the critical modi-
fication for improvement of u" was the addition of local
wind effects.

Depth-averaged salinity is the state variable in the
model, but to compare with observations we have cal-
culated the surface and bottom salinities (s, and s,,) that
result from s’ profiles in the model (Fig. 6). Both cases

generally tracked the observed salinity, particularly
during the low Q, period late in the deployment. Dur-
ing this low discharge period, salinity at each station
increased during the neap, as the intrusion slowly
moved up estuary, and then stabilized as tidal mixing
increased during the spring tide and estuarine exchange
decreased (¢t > 182 day). However, differences between
cases A and E were more apparent during higher dis-
charge conditions early in the deployment. Case A sig-
nificantly underpredicted the temporal variability in sa-
linity and in the length of the estuary during the higher
discharge period. In the observations, midestuary sa-

TABLE 1. Outline of model cases, with modifications included in
each case and the resulting optimal tuning parameters, a,,.

ﬁ = ue = {Km7 Kﬁ} =
Case F(Qpe) f(7.) f(hgL) )
A: Base 0.024
B:u ° 0.024
C:u,, o 0.024
D:u+ u, ° ° 0.024
E:u+u, + K51 ° ° ° 0.028
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F1G. 5. Residual velocity at four stations, with observations and model results for cases E
and A. Markers in the fourth panel indicate times of the vertical profiles in Fig. 8.

linities (e.g., Hastings or Tappan Zee stations) were
higher during high discharge neaps (e.g., t ~ 92, 120,
150 days) and lower during high discharge springs (e.g.,
t ~ 112 and 128 days) than predicted by the model.
Case A could be tuned to yield higher skill during the
high discharge period by decreasing a,, but doing so
degraded model skill during the low discharge period
and decreased the overall skill. Lower a,, during high O,
is consistent with reduced vertical mixing due to in-
creased stratification. A correlation between increased
Q, and decreased tidally averaged mixing has been pro-
posed as a mechanism for damping the response of the
salinity distribution to Q, in northern San Francisco
Bay (Monismith et al. 2002).

For case E, the value for a, did not change whether
the skill was optimized for the high discharge period or
for the entire simulation. With a single value for a,, case
E captured more of the salinity variability at the spring—
neap time scale as well as at meteorological time scales.
For example, during the first high discharge period
(t ~ 87 to 96 days), the near-bottom salinity initially
increased despite increased Q,. Several factors contrib-
uted to the up-estuary transport of salt: strong winds
predominantly from the north reinforced the estuarine

residual velocity, sea level setup at the Battery delayed
the increase in u until after the peak in Q,, and strati-
fication due to the increased Q, and neap tidal veloci-
ties decreased vertical mixing. The dependence of tid-
ally averaged mixing on Ri, allowed case E to better
predict the salinity distribution during both high and
low discharge periods. The boundary layer parameter-
ization incorporates changes in both river discharge and
tidal forcing through Ri,, varies spatially with bathym-
etry, and adapts the scaling for vertical mixing to a
physically relevant length scale.

While case E improves the spring-neap variability in
salinity during the high discharge period, there were
still significant discrepancies between the modeled and
observed salinities, particularly at the up-estuary sta-
tions. During the high discharge period, salinity in the
model responded too quickly to increases in tidal am-
plitude at transitions from neap to spring tides. In the
model, responses were largely in phase with the tidal
amplitude, and the salt field began to retreat when tidal
amplitude increased after the neap minimum. In the
observations, the salinity at a station continued to in-
crease for a day or two after the neap minimum in tidal
amplitude before the salinity intrusion began to retreat
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FiG. 6. Surface and bottom salinity at five stations, with observations and model results for cases E and
A. Markers in the fourth panel indicate times of the vertical profiles in Fig. 8.

(e.g., t ~ 92 or 120 days), and bottom salinities signifi-
cantly exceeded the model values at the up-estuary lo-
cations. The lag between bottom salinity response and
tidal amplitude in the observations could be related to
the time required to mix away stratification at the end
of the neaps, while the model assumes that mixing de-
pends on the instantaneous U,. Discrepancies between
the model and data are particularly apparent after very
weak neap tides and during periods of moderate to high
river discharge. These conditions are most conducive to
strong stratification and transition toward a two-layer
estuary, which as we discuss later, stretches the limits of
applicability of the model.

The ds/dx observed between surface measurements
were significantly lower than between bottom measure-
ments, particularly during the high discharge period. In
the model, only the depth-averaged gradient is consid-
ered and it generally fell midway between the observed
surface and bottom gradients (Fig. 7). Again we use the
s" profiles to calculate implied bottom and surface sa-

linity gradients and see that the model reproduced
some, but not all, of the temporal variability in the
observations. For example, the local maximum in bot-
tom salinity gradient propagated upstream following
spring tide maxima in U, during high Q, (e.g., t ~ 96 to
103 days, or 155 to 162 days). However, during high
discharge neaps, the model tended to overpredict ds/ox
in the lower estuary. At these times the salinity intru-
sion extended far up-estuary, and the observed bottom
ds/ox near the mouth was relatively weak.

We compare the residual velocity and salinity pro-
files used in the model with observations over a range
of river discharge conditions (Fig. 8). Residual veloci-
ties were from an ADCP midestuary (station 4, Hast-
ings), but results were similar at other locations. Salin-
ity profiles were individual casts at the beginning and
end of the deployment, but tidally averaged surface and
bottom salinities from the mooring have been plotted
for reference. The three times shown have similar tidal
forcing (U, ~ 0.9 to 1.0 m s~ ), but range in river dis-
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from observations. Markers in the third and fourth panels indicate times of the vertical profiles in Fig. 8.

charge from 400 to 2200 m® s~ . In addition to observed
and model profiles, we have plotted u’ and s’ calculated
from Egs. (2.1) and (2.2) using the observed ds/dx with
and without contributions from the wind and river ve-
locity. Differences between these calculations and the
model profiles occur because ds/dx is part of the model
solution and does not necessarily correspond with the
observed ds/dx. Note that the mean of the observed
ds,/0x and ds,/dx do not necessarily correspond with the
depth integral of ds/dx and, in fact, may be very differ-
ent during high discharge periods as we discuss later.
The velocity profiles indicate both the improvements
and limitations of the model modifications. In the ex-
amples during low and moderate discharge, both the
model and the estimates using the measured ds/ox
matched the observations well. In the high discharge
example (¢ = 92 days), inclusion of wind effects and the
boundary layer mixing parameterization (case E) sig-
nificantly improved the fit. The wind effects are in-

cluded in the profiles calculated from observed ds/ox
and T, but the model results were closer to matching
the observations because ds/ox in the model was greater
than average of ds/dx and ds,/dx at the moorings. Al-
though the magnitude of #’ in the model corresponded
well with the observations, the shape of the profile was
very different. During the high discharge period, a
relatively thin, sheared surface layer overlay a thicker
bottom layer with nearly constant velocity near the bed
and an up-estuary velocity maximum at approximately
middepth. The Hansen and Rattray polynomials do
not incorporate the more complex residual shear
structure (or corresponding stratification profiles, but
we lack salinity profiles during this period for compari-
son).

To quantitatively compare the different cases, we cal-
culate model skill for output variables as a function of
distance along the estuary, including depth-averaged
salinity, surface-to-bottom stratification, and residual
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velocity (Fig. 9). Additionally, we present the skill at
predicting isohaline position along the estuary as a
function of salinity. For reference, we include the skill
for these parameters in a hydrodynamic model of the
Hudson in which salinity and velocity were evaluated
23 km north of the Battery over a 40-day period with Q,
ranging from about 300 to 2000 m® s~! (Warner et al.
2005). Generally, predictive skill decreased with dis-
tance from the Battery. Comparing the different cases,
model skill improved for all parameters with the modi-
fications. Depth-averaged salinity, stratification, and
estuary length were most affected by the shift to the
boundary layer mixing parameterization. Residual ve-
locity was most sensitive to inclusion of the wind forc-
ing to capture the metrological band variability. Skill
was lowest for stratification at up-estuary locations, a
deficiency related in part to the model’s poor represen-
tation of the spring—neap propagation of the salinity
field up the estuary. Case E had the highest skill for all
the variables among the different model runs, but all

cases compared favorably with the hydrodynamic
model. The skill of the one-dimensional model is opti-
mized by the tuning of two parameters (a, and Sc), but
generally the magnitude and spatial and temporal vari-
ability of the results compare well with observations
over a wide range of forcing conditions.

5. Equilibrium and response

The time-dependent response of an estuary can sig-
nificantly depart from the equilibrium salinity distri-
bution for a set of forcing conditions (MacCready
1999; Hetland and Geyer 2004; MacCready 2007,
LGR). If estuarine exchange dominates the upstream
transport, the steady-state salt budget can be approxi-
mated as a balance between mean advection and gravi-
tational circulation (Hansen and Rattray 1965; Mac-
Cready 1999; Monismith et al. 2002). Based on this bal-
ance, a salt intrusion length scale L, can be written
(following Monismith et al. 2002) as
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F1G. 9. Model skill [Eq. (4.3)] for (a) depth-averaged salinity, (b) surface-to-bottom strati-
fication, (c) residual velocity (all against distance along the estuary), and (d) estuary length
(isohaline location as a function of salinity). Square markers are skills from a three-
dimensional hydrodynamic model of the Hudson evaluated 23 km from the Battery and for

the 5-psu isohaline (Warner et al. 2005).

S )2/3A1/3H5/3
L~ (BgSo = 7 (5.1)
er Ut
where y = (a,C,Sc™'?) is a constant from the vertical

mixing parameterization. Note that, in addition to as-
suming K, ~ 0, this balance requires that 7 < u, so that
the contributions to u's’ from @ are negligible. This
scaling yields Q; ' proportionality for estuary length
and indicates that L, scales inversely with tidal forcing
(U, ). We can also define the dependence of L, on
channel depth and cross-sectional area as a geometric
factor G = A"?H°?: G is constant for an idealized uni-
form cross section but varies with the location of the
salinity intrusion in real estuaries.

To compare the time-dependent Hudson model with
equilibrium conditions, we allowed the salinity distri-
bution to reach steady state for a range of Q, and U,.
The equilibrium model results do not depend on the
wind or open boundary forcing of 7, but we tested both
mixing parameterizations, the base case (K,,,) and the

hg mixing length case (K,,5; ). The average location of
the 2-psu isohaline (L,) for each Q, is plotted, with
vertical lines indicating the spread of results for differ-
ent U, (Fig. 10).

With K,,, or with K,, 5, equilibrium estuary lengths
for the Hudson scaled roughly as Q; ', and the effect
of stratification on mixing (through /g;) had only a
minor impact on the relationship between Q, and L.
As was proposed by Monismith et al. (2002), stratifica-
tion during periods of high river discharge suppresses
vertical mixing, enhancing upstream salt flux, and re-
ducing the sensitivity of the salinity field to increases in
Q,. With increased river discharge, both ds/dx and Ri,
increase, decreasing hg; and decreasing vertical mixing,
and increasing u,. Based on a regression fit of the model
results, the power-law exponent for the scaling de-
creases from L, ~ Q; ** for K,,, to L, ~ O, %> with
K,,s1 (Table 2). Following an approach similar to that
for (5.1), the expected scaling using K51 is L, ~ Q, *°,
a salinity intrusion less sensitive to discharge than Q'



APRIL 2008
150
100+
80+
T 60f
X,
_IN
al T
Hud (K !\*
mo 113
m Hud (KmBL) Qr
SF (K mo)
¢ SF(K mBL)
20 = S
10 10

Qr [m3 s'1]

F1G. 10. Modeled equilibrium salinity intrusion as a function of
0O, and U, in the Hudson and northern San Francisco Bay based
on the location of the 2-psu isohaline (L,) for the base mixing case
(K,,,0) and for the boundary layer mixing case (K,,g; ). Markers
are averages at a given Q,, and vertical lines represent the range
of L, depending on U,.

(LGR). Effectively, both mixing parameterizations are
consistent with observations that L,; ~ Q, % for low
to moderate discharge in the Hudson (Abood 1974;
Wells and Young 1992). The model did not return ex-
actly the theoretical scaling relationships because it in-
corporated Hudson bathymetry rather than a uniform
cross section, retained the complete representation of
u's" (including the contribution of %), and had nonzero
K;,. These factors also confound our ability to distin-
guish between the equilibrium responses of the two
mixing schemes in the Hudson and other estuaries.

In addition to the Hudson, we have applied the
model to northern San Francisco Bay using the bathym-
etry and salinity open boundary condition from
Monismith et al. (2002). As noted by MacCready (2004,
2007), the model reproduces the equilibrium relation-
ship of L, ~ Q, "7 observed there (Monismith et al.
2002), indicating that the salinity intrusion is less sen-
sitive to river discharge than the classical Q, ' scaling
(Fig. 10). Note that we have increased slightly the a,
coefficients for San Francisco Bay to correspond with
the empirical fit of L, = 167Q;, %'*! (Monismith et al.
2002): a, = 0.032 for K,,,, and a, = 0.036 for K,, 5 .

Monismith et al. (2002) attributed the observed Q; 7
dependency to stratification reducing vertical mixing
and increasing estuarine circulation, effectively stiffen-
ing the salinity field to increases in river discharge. The
authors proposed that the factor y modifying the tidally
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TABLE 2. Equilibrium model results for the power-law fit be-
tween river discharge and estuarine length (location of 2-psu iso-
haline) as well as the geometric factor G. Results are presented
for cases with and without the boundary layer mixing-length-scale
parameterization for both Hudson River and northern San Fran-
cisco Bay.

Scaling of L, (2 psu)

L,~ Qe G~
Case no ng
Hudson
K, —-0.40 —0.004
K,.sL -0.35 —0.005
San Francisco Bay
K, —-0.20 0.190
KmBL -0.17 0.155

averaged vertical mixing coefficient in Eq. (5.1) should
depend on Q,. The range of y from Monismith et al.
(2002) produced a range of variability in mixing com-
parable to the K,, 5, parameterization here. When the
San Francisco Bay bathymetry was run with the K51
mixing formulation, the sensitivity of the salinity intru-
sion to Q, decreased slightly from Q;%%° to Q%' but
both K,,, and K,, 5, cases were closer to the observed
Q"7 than to the Q, ' of the Hudson.

Whereas we corroborate the L, ~ Q' relationship,
our analysis indicates that the dominant reason that the
salinity intrusion in northern San Francisco Bay is less
sensitive to changes in discharge is because of the
bathymetry rather than stratification. As discharge in-
creases, the salinity field is pushed downstream toward
the Golden Gate where H and A, and therefore G, are
much greater (Fig. 11). Greater depth increases re-
sidual salt transport (~H®), and greater area decreases
u. To calculate an effective G that reflects the position
of the salinity field for each set of forcing conditions, we
use a spatial average weighted by ds/dx: G = [G(ds/dx)
dx/[(ds/dx) dx, where the integral spans the length of
the estuary. Rather than averaging over the entire es-
tuary, we have normalized G by ds/dx because the
bathymetric parameters should reflect where the salt
flux occurs. Over the typical range of the salinity intru-
sions in the Hudson, G changes relatively little with Q,
(Table 2). However, in San Francisco Bay, the depen-
dence of the effective bathymetry on discharge is pro-
nounced, with G ~ Q%'. Combining this geometric
effect with the classical Q; ' scaling yields an overall
dependence of L, ~ Q%7793 ~ 0~016 similar to the
observed Q"7 and the model results. Alternatively,
modeled salinity intrusions in both the Hudson and San
Francisco Bay can be linearly scaled by the factor
GQ, "U; " (Fig. 11). While stratification has a moder-
ate effect on the Q, scaling in both estuaries, the dom-
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(b) L, as a function of the scaling factor (GU7'Q; '?).

inant contributor to the observed Q; ! relationship in

San Francisco Bay appears to be the along-estuary vari-
ability in bathymetry.

6. Discussion

Despite simplifications in the lateral and vertical di-
mensions, the time-dependent, one-dimensional model
reproduced observed subtidal salinity distributions and
residual velocities in the Hudson River over a wide
range of forcing conditions. The model works because
salt flux due to gravitational circulation is much greater
than tidal dispersion in much of the estuary, and a
Hansen and Rattray-style parameterization offers an
effective means of representing the residual flux. The
original version of the model conveyed the bulk char-
acteristics of the estuary, reproducing the mean salinity
intrusion and mean residual velocity. Temporal evolu-
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tion in the model is critical, as steady-state salinity dis-
tributions that assume the estuary is in equilibrium with
the instantaneous Q, and U, provide very poor esti-
mates of actual salinity fields. Steady-state scaling does
not take into account the response time of the estuary
relative to forcing variability. Even during periods with
relatively constant Q,, the estuary rarely adjusted to its
equilibrium length because of the spring—neap variabil-
ity in tidal amplitude.

The base case performed best during low river dis-
charge conditions but deviated significantly from the
observations during moderate to high discharge and
weak tidal mixing. Incorporating effects of stratification
on vertical mixing through the height of the bottom
boundary layer increased the sensitivity of the system
to variability in U, and slightly decreased the sensitivity
to Q,. The modification was most notable during high
discharge periods when estuarine response times were
short enough that spring—neap variability in U, trans-
mitted into changes in estuary length. Alternative for-
mulations for effects of stratification on mixing are pos-
sible, and the original formulation using tidally aver-
aged stratification (MacCready 2007) produced results
with skills that were lower but not substantially so.
Within the limits of these observations, it is difficult to
definitively establish the more accurate approach, but
we selected the A, formulation because it is based on
a physically relevant length scale and depends on fewer
unknown parameters.

The modifications incorporating local and remote
wind effects were particularly important during large
storms, when Q, and m,. were correlated and along-
estuary winds caused significant variability in u’. Over
longer periods, wind effects in the Hudson tended to
average out such that O, dominated the variation in u,
and ds/0x dominated the variation in u’. However, with
the extra forcing terms, the model reproduced the me-
teorological scale variability that was apparent in the
observations. The meteorological band variability can
be important for simulating conditions during extreme
events, when correlations among river discharge, sea
level, and local wind are most likely to alter estuarine
salinities or velocities.

While modifications improved the predictive ability
of the model, an important limitation remains with how
the model represents conditions during neap tides with
moderate to high river discharge. Discrepancies with
observations of salinity and stratification were greatest
during weak tidal mixing and moderate to high fresh-
water input, as the model failed to capture the propa-
gation of the salinity field up the estuary during neap
tides. During such conditions, the Hudson is effectively
a two-layer system, with a nearly fresh surface layer,
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nearly oceanic salinities in the bottom layer, and a
sharp pycnocline. The Hansen and Rattray formulation
for u' and s’ restricts the vertical variation of the salin-
ity and velocity, so when the system becomes more like
a salt wedge, the model performance decreases.

At least two factors may contribute to the degrada-
tion of model performance as the estuary becomes
more two layer. As seen in the observations, the along-
estuary gradient in bottom or surface salinities can be
relatively weak, but the depth-averaged baroclinic pres-
sure gradient is nonzero. Instead of surface and bottom
salinities, the depth-integrated ds/ox depends on the
along-estuary slope of the pycnocline. In the model, the
polynomial shape functions for u’ and s’ are constant,
and thus the bottom and surface layer thicknesses are
fixed. The layer thicknesses can also change on tidal
time scales, as the asymmetry of tidal straining creates
a thicker bottom boundary layer during floods and sup-
presses the boundary layer during ebbs. Correlations
between the vertical structure of velocity and salinity at
the tidal time scale may enhance up-estuary propaga-
tion of the salinity field during these periods, but are
not included in the model. Given the inherent limita-
tions of constraining the layer thicknesses, the Hansen
and Rattray approach performs well over the observa-
tion period. However, significant improvement of the
predictive skill may require spatial variability in the
structure functions, adding considerable complexity to
the model formulation.

The model works relatively well in the Hudson be-
cause estuarine circulation dominates the longitudinal
salt flux. However, in estuaries where tidal processes
contribute significantly to the salt flux, the results may
be more sensitive to the formulation for K,,. We applied
a parameterization (MacCready 2007) for tidal pump-
ing at the mouth (Stommel and Farmer 1952) and lat-
eral stirring in the estuary (Banas et al. 2004), but the
results did not change appreciably with changes to Kj,.
Estuaries that are shallower, wider have greater bathy-
metric variability or stronger tidal forcing could offer
more rigorous testing of the K, parameterization.

The Hudson River observations offered an extensive
dataset to test the model, but we have begun to address
the validity of this approach for other estuaries. As an
alternative case, San Francisco Bay offers an interesting
comparison to the Hudson because of differences in
bathymetry. The Hudson has a relatively straight, nar-
row channel of uniform depth for much of its length,
while San Francisco Bay has a channel of variable
depth passing through a series of broad, shallow bays.
As noted previously (MacCready 2004, 2007), compari-
sons between observations and equilibrium salinity dis-
tributions from the one-dimensional, tidally averaged
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model offers promise that the approach can be ex-
tended to estuaries beyond the Hudson. The equilib-
rium model results in San Francisco Bay suggest that
spatial variability in depth and cross-sectional area have
a much greater impact on response of the system to
changes in discharge than effects of stratification on
vertical mixing. However, as demonstrated in the Hud-
son, temporal responses to changes in forcing are inte-
gral to simulating the salinity field, so the model should
be tested against time series of salinity and velocity in
estuaries over a range of parameter space. We suspect
that the model may be less effective in estuaries that are
wide (relative to the depth) or short (relative to the
tidal excursion), but even model failures can be instruc-
tive for understanding the underlying estuarine dynam-
ics.

This simplified modeling approach has potential ben-
efits relative to more complex three-dimensional hy-
drodynamic models. With minimal inputs of Q, and U,
(and more completely, m,. and 7,), the model can
quickly run for very long periods or over many different
scenarios. Historical data can be input as forcing to
generate time series of salinity distribution, stratifica-
tion, and residual velocity to evaluate habitat distribu-
tion or sediment transport capacity. Alternatively, the
model could simulate effects of changes in freshwater
input due to watershed management or climate change.
In any case, interpretation of the results is aided by the
focus on relatively elementary processes.
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