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ABSTRACT

The accuracies of the meteorological sensors (air temperature, relative humidity, barometric pressure,

near-surface temperature, longwave and shortwave radiation, and wind speed and direction) that compose

the Improved Meteorological (IMET) system used on buoys at long-term ocean time series sites known as

ocean reference stations (ORS) are analyzed to determine their absolute error characteristics. The predicted

errors are compared to in situ measurement discrepancies and other observations (direct flux shipboard

sensors) to confirm the predictions. The meteorological errors are then propagated through bulk flux for-

mulas and the Coupled Ocean–Atmosphere Response Experiment (COARE) algorithm to give predicted

errors for the heat flux components, the freshwater flux, and the momentum flux. Absolute errors are

presented for three frequency bands [instantaneous (1-min sampling), diurnal, and annual]. The absolute

uncertainty in the annually averaged net heat flux is found to be 8 W m22 for conditions similar to the current

ORS deployments in the subtropics.

1. Introduction

The Improved Meteorological (IMET) sensor suite is

a package for measuring surface meteorological vari-

ables at sea (Hosom et al. 1995) and observing the

variables necessary to compute, from bulk formulas, the

surface fluxes of heat, freshwater, and momentum. A

standard deployment consists of two independent IMET

packages, each with the following sensors: air temper-

ature, sea surface temperature (SST), barometric pres-

sure, relative humidity (RH), wind speed and direction,

precipitation, and incoming shortwave and longwave

radiation. The sensors of an IMET package are each

placed as close as possible to their specific signal con-

ditioning and analog-to-digital conversion circuitry, and

the combinations of sensors and their respective signal

conditioning electronics are packaged as discrete mod-

ules. These modules accept power and provide digital

outputs (RS-485 or RS-232); they are connected to a

common logger and satellite link. The signal conditioning

electronics sample the sensors and compute 1-min av-

erages. One module, for air temperature and humidity,

has two sensors collocated in one module. All other

modules have one sensor. The most common platform

for deployment is a surface buoy, but IMET packages

have also been placed on research and voluntary ob-

serving ships (VOS). On some deployments, additional

modules not wired to a datalogger and internally pow-

ered are added for redundancy; these are referred to as

stand-alone modules.

The IMET sensor suite is being deployed on buoys

that are ocean reference stations (ORS) to collect data

to be used to look at climate variability and to verify

weather and climate models. Thus, it is important to

understand the characteristics of the sensor errors and

the accuracies of the observations. For a detailed in-

troduction to issues associated with such validation and

intercomparison, we refer the reader to the final report

of the World Climate Research Programme/Scientific

Committee for Oceanographic Research (WCRP/SCOR)

Working Group on Air–Sea Fluxes (Taylor 2000). Here,

we focus on the performance of the IMET sensor suite

and the errors in its measurements and computed fluxes.

Corresponding author address: Dr. Robert A. Weller, Woods

Hole Oceanographic Institution, Clark 204A MS 29, Woods Hole,

MA 02543.

E-mail: rweller@whoi.edu

SEPTEMBER 2009 C O L B O A N D W E L L E R 1867

DOI: 10.1175/2009JTECHO667.1

� 2009 American Meteorological Society



The error will be defined as the component of the total

measured error that is not correctable after recovery.

Postrecovery corrections can be, for example, based on

additional calibrations. Our consideration of error and

accuracy will be broken down into a sequence that

progresses from the laboratory to the in situ measure-

ments and also separates the uncertainty into an abso-

lute and a variable component, where the variable

component appears in the point-to-point measurements

but cancels (or partially cancels) in daily or longer av-

erages. The accuracies of the basic observed quantities

(e.g., thermopile voltage and case and dome tempera-

ture in a longwave radiation sensor) and the uncertainties

associated with deriving the desired measurement (e.g.,

incoming longwave radiation) by using equations and

empirical calibration constants are discussed. Data from

a series of yearlong deployments with pre- and post-

deployment calibrations allow us to quantify drift, and

data from comparisons with shipboard sensors during

several days at the beginning and end of the deploy-

ments allow us to examine performance in the field. The

focus is on absolute error.

The paper has the following structure: section 2 looks at

all the sensors individually and creates a table that sum-

marizes the error characteristics of each sensor. Section 3

examines sensors at sea on the same platform, as well as

different platforms, and compares the observed errors

to the predictions. Section 4 considers how these errors

propagate through the heat flux calculations. Section 5

provides a discussion, including thoughts on future im-

provements, and summarizes the important conclusions.

2. Specific sensors

We concentrate here on the two most recent IMET

buoy deployments. The first is the Stratus deployment,

in which a 3-m discus buoy has been deployed at 208S,

858W since October 2000 (with annual recoveries of the

old and deployments of the new buoy and instrumen-

tation). The second is the Northwest Tropical Atlantic

Station (NTAS), which has maintained a similar buoy at

158N, 518W since March 2001. The buoy superstructure

supports an open platform for mounting sensors above

the main deck (Fig. 1), with a vane attached to one of

the uprights. This vane orients the buoy into the wind

in winds greater than 2 m s21. The wind and the rela-

tive humidity–air temperature modules are mounted in

the front of the sensor platform. In the central portion

of the platform are the barometric pressure sensors and

the siphon rain gauges. Aft, above the vane, are the

radiation sensors on a platform raised so that the radi-

ometers are not shaded by other instruments, except at

very low sun angles when they themselves may create

shading. Typical instrument heights above the waterline

are given in Table 1. Listings of the various sources of

error for each sensor, along with estimates of the in-

stantaneous, daily, and annual absolute errors, are

shown in Tables 2–9.

a. Longwave radiation (Eppley PIR)

Longwave radiation is a challenging measurement;

there have been intercomparison studies of different

instruments (Philipona et al. 2001; Barton et al. 2004).

Our module uses an Eppley precision infrared radiom-

eter (PIR) with a modified aluminum case and shield

adapted for the marine environment (Fairall et al.

1998). Incoming longwave radiation is computed from

the measured thermopile voltage and the dome and case

temperatures; Fairall et al. (1998) state that the accu-

racies of these measurements are 10 mV, 0.22 K, and

0.1 K, respectively. The dome temperature has a higher

uncertainty than the case for two reasons: it experiences

larger gradients (Philipona et al. 1995) and the thermal

contact between the silicon dome and the thermistor is

hindered by the epoxy. Translating these uncertainties

through the equation for incoming longwave radiation

leads to uncertainties in the incoming longwave radia-

tion of 62.7, 62.6, and 62.3 W m22 (see Payne and

Anderson 1999). The laboratory calibration at Woods

Hole Oceanographic Institution (WHOI; Payne and

Anderson 1999) relates the signal derived from the

thermopile voltage and the thermistors to the radiation

from a blackbody and involves presoaking the instru-

ment over a cold (hot) bath and then transferring to a

blackbody suspended in a hot (cold) temperature con-

trolled tank. This procedure is repeated at a series of

blackbody temperatures (0.18, 58, 108, 308, 408, and 508C)

and two constants are determined for a linear fit.

The results of a series of extended calibrations illus-

trate the calibration errors (Fig. 2). The main panel and

bottom inset show the difference between the black-

body longwave radiation and the longwave radiation

determined from the ensemble of calibrations for each

ensemble member and for three different instruments.

The top inset shows the mean discrepancy (essentially

the time mean of the bottom inset) versus the blackbody

temperature of that calibration. The initial discrepancy

over the first 2 min indicates periods when the sensor

is not yet seated in the blackbody. A conservative esti-

mate of the error stemming from the calibration coef-

ficients would be 1.5 W m22. This is reduced from the

value of Payne and Anderson (1999) because we find

the coefficients covary (r 5 0.5) at greater than 99%

confidence. This correlation accounts for 30% of the

variance of the calibration coefficients in time for a given

instrument.
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Another source of error can be the stability of the

module’s electronics, including temperature depen-

dence. Conveniently for the current applications, the

ambient temperature during the deployment has been

typically within a few degrees of the ambient room

temperature during calibration. Thus, we expect tem-

perature dependence to introduce little error. We have

also examined the stability of the amplifier that boosts

the output of the thermopile. To address this, we have

deployed additional stand-alone longwave modules and

compared them against shipboard longwave sensors.

These tests pointed to an amplifier in early modules

whose offset changed when power was applied; a new,

stable amplifier has been introduced. As another check,

we look for periods during the burn-in (our name for

the outdoor testing phase that is after laboratory cali-

bration yet before deployment, a period of several

weeks), when the sensors have sat in fog. This provides

FIG. 1. The current version of the WHOI IMET buoy showing the location of the (a) wind

sensors, (b) air temperature–humidity (mainly hidden), (c) barometric pressure, (d) radiation

sensors, (e) rain gauge, (f) orienting vane, (g) and floating SST. The two primary near-surface

temperature sensors are at 1-m depth and mounted on the buoy understructure.

TABLE 1. Instrument heights above the waterline for the

Stratus 4 deployment.

Sensor Height (m)

Wind speed and direction 2.97

Air temperature–RH 2.57

Barometric pressure 2.37

Precipitation 2.73

Solar radiation 3.16

Longwave radiation 3.16
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an additional test for the absolute accuracy of the

longwave sensor, because it should be equal to the value

calculated from the surrounding air temperature. The

above calculation typically agrees within 1 W m22, which

is compatible with an air temperature error of 60.2 K.

There are several important sources of error that

occur when radiometers are deployed on a buoy. The

four most important ones are due to solar contamina-

tion, tilt effects (both mean and time varying), thermal

gradients in the dome and case temperatures, and dome

contamination at sea (e.g., salt spray crystallization, bird

guano, etc.). Solar leakage in the longwave sensor is

often a very large, noticeable error and is either picked

up in the predeployment phase or else would render the

data highly suspect (see, e.g., Payne and Anderson 1999,

Fig. 10). Other authors (e.g., Pascal and Josey 2000)

have worried about lower levels of incident solar radi-

ation passing through the longwave dome. Pascal and

Josey (2000) found that for four different Eppley PIRs

the domes passed 0.7%, 1.1%, 1.1%, and 2.4% of the

incident shortwave. During our predeployment burn-in

procedure, the instruments are mounted outside on the

roof for several weeks and their data are examined for

evidence of shortwave leakage. The same check is done

with the field data. Only one of the eight Stratus and

four NTAS longwave modules showed signs of short-

wave leakage, and the postcorrection determined that

this module was passing about 0.8% of incoming short-

wave radiation.

Tilt affects the radiometers by rotating their field of

view away from the vertical. This effect is not as im-

portant for longwave radiation as it is for shortwave

radiation because the source is typically more diffuse

and the contrast between sea surface temperature and

cloud temperature is often not dramatic. Two types of

tilt are sources of error: one is a mean tilt and the other

is the rocking of the buoy by the surface gravity wave

field. Assuming the worst case, with clear skies for

maximum air–sea contrast (400 W m22 outgoing versus

320 W m22 incoming) and a mean tilt of 28 gives a

11.75 W m22 error in the measured incoming longwave

radiation. In a region like the Stratus mooring with

persistent cloud cover, this error is ,0.5 W m22. The

swell-induced tilting is a smaller error than that due to

the mean tilt, particularly for longwave radiation, where

the signal is generally diffuse. MacWhorter and Weller

(1991) studied the effect of mean tilt and rocking

on shortwave radiometers. Assuming that shortwave

and longwave thermopiles have the same time response,

we used their results to estimate a tilting error of

0.75 W m22 for longwave radiation. Because of the diffuse

nature of the incoming longwave radiation, it seems that

this is likely an overestimate. We suggest that the overall

error from tilting is ,2 W m22 for Stratus and NTAS. It

should be noted that considerable effort is made to level

the radiometers on the buoys with respect to the antici-

pated waterline and that the mooring line underneath the

buoys is under high enough tension so that the buoys tend

to slide up and down waves rather than rock back and

forth.

The existence of thermal gradients within the case

and the dome because of differential heating has en-

gendered significant research (Philipona et al. 1995).

Although these will effect the instantaneous measure-

ments, they should have no effect on the long-term

averages, unless the gradients have a preferred orien-

tation with respect to the thermistor (i.e., the thermistor

is always on the shaded side of the dome). A buoy is not

fixed; because of the inclusion of an orientating vane on

a buoy, we might expect in steady winds to find that

there is a preferred exposure of the dome thermistors

to the sun. Using previously published measurements of

TABLE 2. The estimated components of the instantaneous error for longwave sensors, and the expected total error for the 1-min

measurements, daily averages, and annual averages.

Precision Lab calibration Drift Field errors Total

Dome temperature: 0.18C Coef: 1.5 W m22 2 W m22 Tilt: ,2 W m22 Instant: 7.5 W m22

Case temperature: 0.18C Noise: 0.5 W m22 Temperature gradients: 4 W m22 Daily: 4 W m22

Thermopile: 10 mV Salt spray: ,1 W m22 Annual: 4 W m22

Solar: ,1% SWY

TABLE 3. As in Table 2, but for shortwave sensors.

Precision Lab calibration Drift Field errors Total

Tilt: ,2% Instant: 20 W m22

0.1 W m22 2 W m22 ,2 W m22 Temperature gradients: 1–2 W m22 (more in broken cloud)

Salt spray: ,1 W m22 Daily: 6 W m22

Annual: 5 W m22
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the thermal gradients in the dome (Philipona et al.

1995), we calculate that the maximum instantaneous

error is 4 W m22. Finally, the accumulation of salt spray

or other opaque materials on the dome of the radiom-

eter could conceivably scatter radiation and affect the

measurement. Our radiometers are recalibrated after

deployment without first cleaning the domes. The post-

calibrations of radiometers with uncleaned domes versus

those with cleaned domes show no noticeable impact of

dome exposure. At the same time, the comparison of

pre- and postcalibrations points to an estimate of drift

at 2 W m22.

The various sources of error are listed in Table 2,

along with estimates of the instantaneous, daily, and

annual absolute errors. Here, it is assumed that the in-

dividual errors are uncorrelated and that some of them

cancel or partially cancel in the longer averages. In

particular, it is assumed that the thermal gradients, al-

though contributing 4 W m22 to the point-to-point er-

ror, only contribute 2 and 1 W m22 for daily and annual

averages, respectively; it is also assumed that shortwave

leakage contributes 110, 12, and 12 W m22 to the

instantaneous, daily, and annual absolute errors, re-

spectively, of which 70% is postcorrectable.

b. Shortwave radiation (Eppley PSP)

The Eppley precision spectral pyranometer (PSP) is

superficially similar to the longwave radiometer, except

that it lacks dome and case thermistors and has a double

glass dome. The single output is the thermopile voltage

whose accuracy is equivalent to 0.1 W m22. The gain on

the shortwave amplifier is two orders of magnitude

smaller than on the longwave amplifier. We rely on the

manufacturer’s calibration with one minor adjustment.

All the instruments are compared with traceable stan-

dard instruments on the roof at WHOI. After the burn-

in, the data from the instruments are compared and a

simple linear correction is applied to the test instrument.

This correction is typically small, about 2–3 W m22. After

a one-year deployment, most of the shortwave radi-

ometers that are postcalibrated are found to differ from

the rooftop standards by about 2–3 W m22. It is difficult

to determine if this 2–3 W m22 error is due to slow

instrument degradation, actual contamination of the

dome at sea, or to uncertainty in the previous calibra-

tion. Therefore, 2 W m22 has been assigned to both the

calibration uncertainty and the annual drift (or de-

ployment contamination).

The primary field errors for the shortwave radiom-

eters are due to tilt effects and to thermal gradients

within the dome. Thermal convection is supposed to be

reduced by the double dome construction. However,

land-based measurements, where a radiometer is shaded

and then exposed to the sun, have shown that there are

still residual effects. Bush et al. (2000) have shown that

these errors are small for our application of the radi-

ometer (61–2 W m22) and are also likely to cancel in

the average. Tilt is potentially the most serious source of

error. The time-varying effect resulting from waves is

less important than mean tilt. This is because the buoys

have small pitch and roll magnitudes. Also, the sun is

near zenith at noon for our deployment locations. From

MacWhorter and Weller (1991), for estimated under-

estimation because of rocking of 6108, the percent er-

ror will be 20.5% in the daily average. Of greater

concern is a small tilt of the buoy. Extrapolating from

MacWhorter and Weller (1991), the error for a 28 tilt is

estimated to be 2% in the incoming solar radiation.

However, if the orientation of the mean tilt varies in

time with respect to the zenith angle of the sun, this

error will sometimes increase and sometimes decrease

the measured solar radiation. In the long time mean, it

contributes a source of error similar to that from wave

motions [O(0.5%)]. In calculating the daily and annual

TABLE 4. As in Table 2, but for humidity sensors.

Precision Lab calibration Drift Field errors Total

,95% RH: 61% RH Instant: 1% RH (3% RH in low wind)

0.01% RH Linear: 0.16% RH Linear: 0.9% RH Heating: 3% RH Daily: 1% RH (3% RH in low wind)

Cubic: 0.1% RH Cubic: 0.9% RH (in low winds) Annual: 1% RH

TABLE 5. As in Table 2, but for air temperature sensors.

Precision Lab calibration Drift Field errors Total

0.4 K (wind 5 3 m s21) Instant: 0.2 K (more in low wind)

0.02 K ,0.03 K 0.05 K 0.7 K (wind 5 2 m s21) Daily: 0.1 K (more in low wind)

.1 K (wind , 1 m s21) Annual: 0.1 K

Radiation: 0.2 K
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average, we make use of the fact that the average solar

radiation value is much less [O(200 W m22)] than the

peak values. The annual value is also reduced over the

daily value because we assume that the tilt error is ac-

tually better than 2% for much of the time when the

seas are fairly calm.

c. Air temperature (Rotronic MP-100F)

A platinum resistance thermometer adjacent to the

humidity sensor measures air temperature. The manu-

facturer states an accuracy of 0.28C with a repeatability

of 0.18C. All air temperature sensors are routinely

calibrated at WHOI before and after deployment. The

calibration fit is accurate to ,0.03 K and the observed

annual drift has never exceeded 0.05 K. Field error can

stem from inadequate ventilation. In low winds, the

sensor cavity forms its own microclimate where con-

vective and radiative effects can become important. To

maximize ventilation, the air temperature–relative hu-

midity modules are placed on the windward face of the

buoy. In low winds, there is little natural ventilation and

the air temperature sensor can read anomalously high

(Anderson and Baumgartner 1998). The R. M. Young

shields used on the module are specified to yield rms air

temperature errors under solar radiation of 1080 W m22

of 0.48, 0.78, and 1.58C at wind speeds of 3, 2, and

1 m s21, respectively. The NTAS and Stratus deploy-

ments rarely experienced very low wind speeds (speed

,2 m s21 only 2.5% of the time). No correction was made

to air temperatures; the Anderson and Baumgartner

(1998) empirical correction suggests that this leads to a

10.03 K bias in the annual mean air temperature (for

typical stratus conditions).

A more problematic source of error is the radiative

forcing, either because of a small fraction of incoming

solar radiation reaching the sensor or a temperature

difference between the sensor and the multiplate radi-

ation shield. Hubbard et al. (2001) found that, although

the Gill shield does allow about 8% of the incoming

solar radiation into the sensor cavity, when placed above

a grass surface, this slight positive shortwave forcing was

partially offset by a negative longwave forcing. This was

due to an average temperature difference between the

inner surface of the shield and the air temperature sensor

of about 20.58C during the day (which is contrary to

many other early papers that have assumed, although not

measured, a positive longwave forcing). Lin et al. (2001)

compare the normal operating temperature inside sev-

eral radiation shields with that found from an energy

balance thermocouple (EBTC). They found that, when

radiative and convective effects were accounted for in

the EBTCs, the air temperatures in different shields were

comparable (60.348C daily average). Although not sig-

nificantly different from 0 at 95% confidence intervals,

Lin et al. (2001) showed data that were consistent with

the listed manufacturer’s error. Averaging over intervals

with solar radiation .800 W m22, they found errors of

0.758, 0.558, and 0.38C at 1.5, 2.5, and 3.5 m s21, respec-

tively. These studies tend to show that the radiative ef-

fects on long time scales may average to a small value

(,0.1 K) but the instantaneous measurements and the

diurnal cycle may have more serious errors.

d. Humidity (Rotronic MP-100F)

The IMET system uses a relative humidity sensor in

which the capacitance of a dielectric material varies as it

adsorbs and desorbs water molecules. Early versions of

such sensors were fragile and exhibited calibration drift.

The newer sensors, although still delicate, are more

stable over an annual deployment. The instrument

resolution is 0.01% in relative humidity. Rotronic states

that the sensors are accurate to 61% RH, repeatable to

0.3% RH, and have a calibration stability of better than

1% RH per year.

All the IMET instruments are calibrated in a Thunder

Scientific 2500 humidity chamber. In the past, calibra-

tion of sensors over salt solutions led to corrosion of

sensor leads and premature sensor failures; that practice

TABLE 6. As in Table 2, but for barometric pressure sensors.

Precision Lab calibration Drift Field errors Total

Temperature: 0.1 mb Instant: 0.3 mb

0.01 mb 0.06 mb 1.5 mb (max) Wind: ,0.1 mb Daily: 0.2 mb

0.2 mb (after postcalibration) (for wind , 10 m s21) Annual: 0.2 mb

TABLE 7. As in Table 2, but for SST sensors.

Precision Lab calibration Drift Field errors Total

0.05 K Low wind: 0.1 K Instant: 0.1 K

0.001 K 0.001 K 0.03 K (after correction) Cool skin: ,0.02 K Daily: 0.1 K

Annual: 0.04 K
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was abandoned in favor of the humidity chamber. The

instruments are subjected to relative humidities from

20% to 95% in 5% RH increments. The new calibration

is then determined from either a linear or cubic fit to the

data. The calibration fit has a residual error of about

0.1% RH. Our calibration facility does not reliably

perform above 95% relative humidity. As a test of the

linearity near saturation, a calibration in this range was

performed at Thunder Scientific. The test showed that

the nonlinearity is not large, with maximum deviations

of about 1% at 100% relative humidity (R. E. Payne

2008, personal communication). However, these con-

ditions are relatively rare in the data examined here,

and the latent heat flux at these humidities is small, so

errors in the heat and salt fluxes are negligible.

Calibration drifts in our instruments over the year are

small (although potentially more than the manufac-

turers value of 1% RH). Figure 3 plots the difference

between the humidity calculated from the old and new

calibration coefficients at the time of recalibration (thin

curves) for many different humidity sensors. The mean

of the calibration changes (thick solid; one standard

deviation is thick dashed) is indistinguishable from zero

at 95% confidence, which indicates that sensor change is

not systematic in time. The recalibrations are anywhere

from several months to two years apart, but the mag-

nitude of the calibration change does not appear to be

strongly correlated with time.

It is hypothesized that the relative humidity sensors suf-

fer from two forms of calibration change. One change

is a gradual linear drift, presumably because of slow

changes in the dielectric and the electronics. There are

many deployments where the in situ comparisons of the

buoy at sea show discrepancies that are consistent with a

perfect precalibration linearly degrading toward the

value at postcalibration. This is encouraging because it

implies that a simple linear postcorrection would im-

prove the data. On a small subset of the deployments

(about 20%), the humidity sensors show a second be-

havior, demonstrating an episodic change in calibration

during the shipping process and perhaps pointing to

some continuing sensitivity of the sensors to shock, vi-

bration, or other conditions encountered in shipping. As

a consequence, the initial in situ comparison of the buoy

might show a large [O(2% RH)] shift in humidity in

comparison to the shipboard sensors. Then, from this

point onward, the sensor error evolves linearly (i.e., the

deployment in situ comparison, recovery in situ com-

parison, and postcalibration error values are linear).

We do protect the sensors with a porous Teflon

sleeve. This lowers the response time but has stopped

sensor degradation resulting from exposure to marine

air. Liquid does not penetrate the Teflon sleeve. The

Teflon sleeve, rather than the sensor itself, largely

governs sensor response times. The manufacturer states

that there is a 12–15-s response time for the sensor. The

sleeve slows the response time to approximately 1 min,

but it is essential for excluding saltwater from the sensor

and shedding salt crystals left by evaporation. We do

observe differences between the ability of individual sen-

sors to recover from very moist conditions (.95% RH);

we hypothesize that the rate at which the water mole-

cules leave the dielectric sensor varies from sensor to

sensor. However, these performance differences are

restricted to very moist conditions, and exposure to such

conditions has not been observed to not impact the

sensor performance at lower humidities, where pairs of

sensors together track changes in humidity.

In Fig. 3, the circles represent the average difference

between the calculated calibration curve (cubic on the

left and linear on the right) and the data used to cal-

culate the calibration. It is thus the systematic error of

our calibration approach. The misfit explains most of

the mean variance (i.e., thick solid line and circles are

similar), including the odd spike at 35% RH. The cali-

bration misfit is thus applied as a correction to the data

TABLE 8. As in Table 2, but for wind speed sensors.

Precision Lab calibration Drift Field errors Total

Tilt: ,0.3% Instant: max(1.5%, 0.1 m s21)

more in low wind

0.002 m s21 1% 10.1 m s21 Sea state: uncertain Daily: max(1%, 0.1 m s21)

(i.e., 1 pulse min21) Very low wind: 61 m s21 Annual: max(1%, 0.1 m s21)

TABLE 9. As in Table 2, but for wind direction sensors.

Precision Lab calibration Drift Field errors Total

Low wind: O(18) Instant: 68 (more in low wind)

0.18 18 28 Flow distortion: ,58 Daily: 58

(buoy spin 48) Annual: 58
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after recovery. Also, there is little difference between

the stability of the cubic and linear calibration curves.

Both suffer from equal calibration drifts, which support

the idea that the drift is due to a physical change of the

sensor.

There are two possible field errors that can influence

the humidity sensor: one is due to contamination of the

dielectric sensor or Teflon shield and the other is due to

self-heating effects in low wind. Postdeployment cali-

brations of the humidity sensors both with and without

the Teflon sleeve show that it does not affect the cali-

bration coefficients. We cannot distinguish sensor con-

tamination effects, when the Teflon shield is used, from

the calibration drift. Radiative heating in low winds is of

concern for temperature measurements (Anderson and

Baumgartner 1998); however, given an estimate of that

temperature error, the observed relative humidity can

be used to provide specific humidity and then estimate a

corrected relative humidity.

e. Barometric pressure (AIR DB-1A, AIR DB-2A,
and Heise DXD)

Newer IMET systems have switched to a Heise model

DXD digital output pressure transducer from the Atmo-

spheric Instrumentation Research (AIR) DB-1A and

DB-2A as the barometric pressure module sensor. Initial

indications are that the instruments have similar error

characteristics. The resolution of the barometric pressure

sensor is 0.01 mb. The sensors are calibrated in a DHI

PPC21 pressure generator by taking five readings at

pressures between 980 and 1040 mb (in 10-mb steps),

cycling first from low to high and then back to low

pressure. Some hysteresis is noted. There is no mean bias

between the sensor pressure and the reference pressure,

and the standard deviation is 0.035 mb. The 90% confi-

dence interval on the calibration will thus be 0.06 mb.

Comparing sensors on the same deployment shows

that relative drift is fairly linear, indicating that the

absolute drifts are probably linear and could be cor-

rected by the postdeployment calibration. The average

absolute drift is 0.58 mb with maximum and minimum

drifts of 0.92 and 21.45 mb, respectively. Initial at-

tempts at postcorrecting for drift have not been entirely

successful. Although the relative instrument drift during

the year is linear, correcting for a linear drift based on

the postcalibration does not always improve the in-

strument agreement. This suggests that there may be

some additional change in the calibration of individual

sensors. However, the postcorrected pressures agree

better than the uncorrected pressure for most deploy-

ments. The other major effect is due to wind, which is

mitigated by the use of a Gill pressure port. Gill (1976)

FIG. 2. (main) Discrepancy between the blackbody and calculated longwave radiations from

a series of calibrations for three different sensors with (bottom right) expanded axes. (top right)

Mean discrepancy as a function of blackbody temperature different symbols for the three

different sensors.
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listed the error as 0.4 mb at 20 m s21, with a quadratic

dependence on wind speed. For a typical Stratus wind

speed of 7 m s21, the error would be 0.05 mb.

f. Sea surface temperature (SBE-39)

Present IMET systems use SeaBird Electronics (SBE)

model 39 sensors for near-surface sea temperature. The

sensor is very reliable; the main issue arises in extrap-

olating from the measurement depth to the sea surface.

Our moorings measure near-surface temperature at a

depth of 1 m. Almost always, this is within the turbulent

mixed layer, and the surface extrapolation addresses

the presence of the cool skin and the possibility of a

thin warm layer in low winds (Fairall et al. 1996a).

The Tropical Ocean and Global Atmosphere (TOGA)

Coupled Ocean–Atmosphere Response Experiment

(COARE) 2.6b flux routines that we use to calculate our

fluxes and the skin temperature attempt to account for

both of these processes. It is difficult to determine error

bounds for the COARE algorithms. Because our near-

surface measurement of temperature is close to the sur-

face and we have high sampling rates to resolve the

temporal evolution, we shall assume that they are rea-

sonably accurate. In calculating the daily and annual

averages, we have assumed that low wind contributes

errors of 0.1 and 0.01 K, respectively.

g. Wind speed and direction (R. M. Young 5103)

A propeller–vane system from R. M. Young is used

for the wind speed and direction. The propeller system

is durable and does not suffer from the overspinning

effect found in cup anemometers. The R. M. Young

sensor has a signal of about 1 Hz per 0.1 m s21 of wind

speed. At low wind speeds, this is not realized because

bearing drag renders the propeller reading unreliable

below 1 m s21. At higher wind speeds, this translates

into a resolution of 0.002 m s21 over a 1-min average.

The deviation of the speed calibration between similarly

constructed instruments has been found to be indistin-

guishable from zero. Thus, the wind sensor speed is not

routinely pre- and postcalibrated. However, there is a

measurable dependence on the type of bearings (up to a

33% reduction in frequency at 1 m s21). Wind tunnel

calibrations have been used to develop an empiri-

cal correction to the initial manufacturer’s calibration

nominal wind speed (WSnom) 5 0.00 1 0.1021F, where

F is the frequency). This correction is applied equally

across all sensors using the same type of bearings. The

IMET propeller sensors use a nonstandard set of bear-

ings with balls and races manufactured from the same

grade of stainless steel to limit corrosion. These bear-

ings are replaced after each deployment. Without rou-

tine calibration, it is difficult to determine the annual

drift. Testing of a deployed anemometer after recovery

showed some initial stiffness that quickly disappeared.

This was attributed to corrosion of the bearings during

the return shipment, when the propeller is fixed in po-

sition. After this thin corrosion was worn off in the first

few runs, the measured response was within 0.1 m s21 of

the expected response, but it was generally higher for

winds between 1 and 10 m s21. We infer that bearing

FIG. 3. The change in calibration in percent RH of various RH sensors (thin solid line), the

mean calibration change (thick solid line), and one standard deviation (thick dashed line). Also

shown is the initial misfit of the calibration curve to the calibration data (circles).
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friction probably decreases during most of a deploy-

ment, leading to a 10.1 m s21 shift over the deployment.

This gradual increase in measured wind speed appears

to be repeatable. The comparison with a shipboard an-

emometer (corrected for flow distortion and height)

shows that where the discrepancy is indistinguishable

from zero at a 95% confidence interval upon deploy-

ment, the comparison at the time of recovery has the

buoy winds higher by 0.15 6 0.05 m s21. Unfortunately,

the timing of this bearing wear cannot be determined; it

is assumed that the wind biases high by a percentage

that increases linearly over the year. The wind direction

is derived from orientation of the vane relative to the

buoy and the absolute orientation of the buoy. Before

deployment, the whole buoy is spun and orientation

referenced to a surveyor’s compass to calibrate the

IMET compass. Based on these tests, we find that the

wind direction is not accurate to more than 48.

The main sources of field error are flow distortion and

lack of response in very low wind conditions. We attri-

bute the finding that the difference in flow direction

between the two sensors tends to have a nonzero mean

to flow distortion. It is common to observe steady dif-

ferences of 58–108. Speeds are comparable between the

two instruments (the difference in the annual mean is

typically 2–3 cm s21), but this does not give us any in-

dication of how flow distortion might influence the

speed. Buoy motion can also affect wind observations

by altering the angle of attack of the propeller or by

superimposing an oscillatory platform motion. These

contributions to error are small, because the mooring

line tensions on the buoy bridle are large and the buoy

pitch and roll is small. However, we expect that these

errors will be small except for with high wind speeds and

sea states (Zeng and Brown 1998), which are rare at the

current mooring locations. Finally, accurate measure-

ments in periods of very low wind are difficult because

of both the response of the propeller system and the

inability of the buoy to orient correctly.

h. Precipitation (R. M. Young 50201)

Precipitation is the hardest measurement to make

because of the strongly intermittent spatial and tem-

poral nature of rain. Thus, even a perfect point mea-

surement may be unrepresentative of the surroundings.

We do not address sampling errors, only the measure-

ment errors. The gauge has a resolution of 0.1 mm and

the manufacturer states an accuracy of 2% up to

25 mm h21 and 3% up to 50 mm h21. Precipitation

gauges, such as the ones we use, have been found to be

biased because of flow distortion around the sensor.

Raindrops tend to be accelerated over the opening of

the gauge leading to systematically low measurements.

Koschemeider (1934) proposed one of the first empiri-

cal wind speed corrections for this effect. More recently,

numerical simulations have been performed (Folland

1988; Nešpor and Sevruk 1999). Nešpor and Sevruk

used a computational fluid dynamics model to examine

the sensitivity of three different gauges to rain rate,

wind speed, and droplet size distribution. Although

their results are not easily summarized, it is clear that

for small rain rates (,1 mm h21) all the gauges under-

sample by at least 10%. A recent intercomparison of

several rain gauges on Kwajalein Island (KWAJEX)

found that siphon gauges tend to undermeasure when

compared to a disdrometer, particularly for small drop-

lets (S. E. Yuter 2007, personal communication). Siphon

gauges can also have errors during periods of intense

rain, because the sensor is inaccurate when emptying.

Because the need to empty the gauge often corresponds

to periods of heavy rain activity, some of this rainfall is

not counted. This is not an issue with our datasets and

can usually be corrected after deployment.

Assigning any error bars to IMET rain measurements

is difficult (particularly in the stratus region, where the

annual budget might be based of short showers plus in-

termittent drizzle). One positive note is that during the

years when an acoustic rain gauge was deployed on the

mooring line, there was a one-to-one relation between an

observable signal in the siphon gauge and in the acoustic

gauge. We conclude that if the local rainfall is dominated

by periods of fairly steady rain (.3 mm h21) and if the

wind speed is not consistently high (,15 m s21), then

the wind-induced error in the gauge is less than 10%

(Nešpor and Sevruk 1999).

3. Data comparisons

Sensor comparison is a crucial step in the verification of

sensor accuracy. Past experiments have shown that in-

strument intercomparison can lead to improvements in

instrument accuracy (Weller et al. 2004; Burns et al. 1999,

2000). The Stratus and NTAS deployments have gener-

ated more than seven years of side-by-side instrument

comparisons. The deployment and recovery cruises have

also yielded short time windows when up to six instru-

ments are available for comparison (two IMETs on old

buoy, two IMETs on new buoy, shipboard meteorological

sensors, and shipboard direct-covariance measurements).

The discrepancies between these different measurements

will be compared to see if they are consistent with the

error characteristics postulated in section 2.

a. Module comparisons

The long time series of collocated sensors enable

us to examine the degradation of accuracy with time.
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However, it is important to realize that the discrepancy

between the 1-min sampling on the buoy should not

necessarily agree with the listed instantaneous accura-

cies in the preceding tables. Because the modules are on

the same platform, they will both experience some of

the same errors (e.g., radiometer errors resulting from

buoy motion). After the moorings are recovered, the

data are downloaded and evaluated. Initial processing

removes spikes and other clearly unphysical data points,

although these are rare, and it checks for clock drifts.

Although corrections are made for clock drift, these

can only be done to the nearest minute. Thus, two

modules could differ in their time window by up to 30 s.

In a highly variable environment (e.g., quickly moving

broken cloud), this could still lead to large sensor dis-

crepancies.

1) LONGWAVE DATA

Three days of longwave (and shortwave) radiation

from the first Stratus deployment are used to illustrate

the typical agreement between two modules (Fig. 4).

The top panels show an average day with some inter-

mittent breaks in the cloud cover. The middle panels

show a day with some broken cloud in the morning that

becomes clear from approximately noon onward. The

bottom panels show a day with dense, unbroken stratus.

The leftmost plots show the incoming longwave signal

from the two sensors (module 1 is black and module 2 is

gray). The middle-left plots show a log plot of the ab-

solute value of the longwave sensor difference for 1-min

samples (gray dots) and 15-min averages (black circles).

The right-hand panels are similar representations of

incoming shortwave radiation (discussed later). The

horizontal black line in each difference plot represents

the previously determined uncertainty in the absolute

value of the radiation. As mentioned before, the sensors

should agree to better than the value in the previous

section because they experience some of the error

sources equally. In the case of longwave radiation, it is

expected that the time-varying tilt error is the same

between the two modules. The remaining sources of

error are independent for the two modules. Thus, the

expected discrepancy between the longwave sensors is

6 W m22.

The observed sensor agreement is generally consis-

tent with the uncertainty determined in the previous

paragraph, especially with some limited averaging to

counter for variations in either the clocks or the mi-

croclimate between the two sensors. The data disagree

the most during periods of strong insolation (i.e., when

the longwave drops below about 360 W m22). A possi-

ble explanation is that the two domes have different

shortwave pass characteristics. However, an examina-

tion of the longwave discrepancy between the two domes

as a function of incoming shortwave radiation, for clear-

sky conditions, shows that the difference in pass charac-

teristics is indistinguishable from zero at 99% confidence.

This could also imply that one of the instruments is ex-

periencing stronger unresolved thermal gradients. This

could be due to the orientation of the buoy, leaving the

body of one instrument shaded while the other is ex-

posed to direct sun. This is anticipated only during low

sun angles. Some of the noticeable downward spikes in

the longwave values are a known problem whereby the

Argos satellite data transmitter interferes with the

electronics. This is particularly clear in the bottom

panel, where the hourly signal of the satellite trans-

mission is evident. These points would be removed in

the data processing, but we have chosen to present the

raw signal, only adjusting for 1–2-min relative clock

drifts.

2) SHORTWAVE DATA

Figure 4 also shows three days of shortwave mea-

surements from the first Stratus deployment. The pre-

dicted instantaneous absolute error (620 W m22) is

indicated by the black line in the difference plots. A

value of 20 W m22 (about 2% of the maximum) is ap-

propriate for the sensor-to-sensor comparison, even

though the two sensors feel the same buoy motion. This

is because the tilt error is probably dominated by small

mean tilts [O(18)], which could be different for the two

shortwave sensors, even though they are hard mounted

to the same platform. The time periods chosen are the

same as for the longwave measurements earlier, except

that the shortwave signal is only plotted during daylight

hours. The three days in Fig. 4 represent a range of

different scenarios from broken cloud (top), to mostly

clear (middle, from noon onward), to dense unbroken

cloud (bottom). During the instances of broken cloud,

we see that the two modules can have large discrep-

ancies (.100 W m22) owing to the nonsynchronicity of

the 1-min samples. This indicates the importance of

accounting for clock drift before examining sensor dis-

crepancies. The 15-min averages (red dots) show much

better agreement, which is generally within the expected

uncertainty for point measurements of 620 W m22.

The fact that the error is dominated by the tilt term is

apparent in the bottom of Fig. 4. The maximum dis-

crepancy between the sensors does not occur during the

maximum in incoming solar radiation, at about 1400 LT.

Rather, it occurs in the brief period near sunset (1700–

1800 LT) when the sun breaks through the clouds (see

the associated incoming longwave). This is because

most of the day the dense clouds generate a diffuse

source of incoming solar radiation from the whole sky
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that is insensitive to tilt errors. By contrast, the brief

period near sunset has a relatively weak but localized

solar radiation source, for which tilt errors would be

important.

3) HUMIDITY DATA

Three distinct segments of the humidity record are

shown in Fig. 5 (note that these are distinct from the

time periods used in the radiation plots but are the same

as for air temperature). The top panel shows a typical

24-h period from the data. The middle panel shows a

48-h period where the humidity gradually increases from

fairly dry to more normal conditions. The bottom panel

shows a period with rapid changes and a sustained pe-

riod of high humidity. The relative humidity mismatch

between sensors will be dominated by the calibration

drift and thus should be 1% RH with little time variance

on daily scales. In low wind, the modules should respond

FIG. 4. Observed (left) longwave (W m22) and (left middle) shortwave (W m22) radiation for (top)–(bottom) three days during the

Stratus 1 deployment. The raw observations show the 1-min data from the two modules [logger 1 (black) and logger 2 (gray)]. (right

middle), (right) The difference between the two sensors with a vertical logarithmic scale [1-min data (gray dots) and 15-min averages

(black circles)]. The horizontal black line in the difference plots is the expected error (mentioned in the text).
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similarly, which implies that the sensor mismatch should

be largely invariant to wind speed.

The top panels in Fig. 5 show a normal summer day

with higher humidities in the morning followed by

slightly decreased values later in the day as the cloud

cover burns off. The 1-min readings are generally

bounded within the 61% RH expected error because

of calibration drift. Limited averaging improves the

agreement by removing the additional variance result-

ing from slight relative drift in the individual module

clocks. The middle panels represent a return from dry

conditions to a more normal humidity. Again, the hu-

midity values are bounded within the expected errors.

The mismatch is worse than the top panel, possibly

because of the later date of these data, indicating that

the module calibrations are diverging in time. The

bottom panel indicates a particularly difficult period

in the data, with humidity near saturation and very low

FIG. 5. As in Fig. 4, but for (left) RH (% RH) and (right) air temperature (8C). Also, the vertical axes in the difference plots are on a

linear, not logarithmic, scale. The three days chosen are not the same as in Fig. 4.
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winds (,3 m s21 from hours 10 to 30). The 1-min vari-

ance is greatly reduced from the above plots. Because

the humidity signal itself has less high-frequency vari-

ance (at least at our resolvable frequencies), this would

tend to confirm that much of the scatter in the 1-min

sensor differences is aliasing of the high-frequency sig-

nal by clock drift. The main feature of Fig. 5 is the strong

divergence of the two humidity values after a period of

extended high humidity. This known problem was

mentioned earlier. Both sensors could be equally af-

fected by the low wind conditions of this period and so

low wind-induced error cannot be assessed.

4) AIR TEMPERATURE DATA

Air temperature difference plots are also shown in

Fig. 5. The difference between modules should largely

be due to drift because the two modules share similar

microclimates, except in low winds, where the buoy

does not orient into the wind. Also, radiative forcing

should be similar. A reasonable estimate of the sensor

difference would be 0.1 K (during moderate winds),

which is indicated by the black line in the right panels.

The sensors typically agree within this uncertainty at

all times, at least in the top and middle panels. The

periods during which the sensor mismatch exceeds ex-

pectations occur during strong temporal gradients in air

temperature. These fluctuations are probably associated

with stratus drizzle formation. The air temperature

mismatch in the bottom panel shows a more serious and

systematic error with variations of 60.5 K. The period

of these dramatic discrepancies occurs during very low

winds (,2 m s21). It is thus possible that the observed

difference between the two sensors is real. In this situ-

ation, the convective and radiative effects and flow

distortion around the buoy become important because

the vane is no longer capable of orienting the buoy ef-

fectively. The fact that the air temperature discrepancy

returns to within the expected bounds when the wind

speed is .3 m s21 (between hours 12 and 30) adds

weight to this interpretation.

5) BAROMETRIC PRESSURE DATA

The expected errors in pressure are dominated by the

relative drifts in the calibrations and should be bounded

by the 1-min error of 0.3 mb. The pressure error is re-

markably monotonous, probably because the signal is

dominated by the low frequencies. Barometric pressure

and the mismatch between the two sensors (Fig. 6) show

that the error is dominated by a simple bias in one or

both of the sensors that is not adequately captured by the

simple linear correction applied after postcalibration.

Still, this bias is well within the predicted bounds for the

1-min error (0.3 mb). The 15-min averages are also all

within the predicted daily and annual error of 0.2 mb.

6) SEA SURFACE TEMPERATURE DATA

The near-surface sea temperature measurement it-

self is very precise, but the extrapolation to skin

FIG. 6. As in Fig. 4, but for (left) near-surface temperature (8C) and (right) barometric pressure (mb). Also, the vertical axes in the

difference panels use a linear, not logarithmic, scale. Only one day (14 Feb 2001) is displayed. Note that (left) is in 8C 3100.
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temperature introduces error. However, that extrapo-

lation to the skin temperature will not show up in dif-

ferences between the measured in situ temperatures.

This error should only be due to relative instrument

drift plus some variability from small-scale spatial

structure that will average to zero. The differences be-

tween the near-surface temperatures are shown for one

day (Fig. 6). The variance between the sensors is small,

with relative biases in the 15-min averages of ,0.01 K.

Even in periods where the rate of temperature change is

quite fast (0.2 K in 15 min around 1500 LT), the relative

error is still small.

7) WIND SPEED AND DIRECTION DATA

The wind speeds, directions, and respective differ-

ences are plotted for three time periods from the second

year of the Stratus deployment that represent normal

conditions (Fig. 7, top), low winds (Fig. 7, middle), and

high winds (Fig. 7, bottom). We expect many errors in

the field to be equal for the two sensors (at least in

moderate winds where the buoy can effectively orient

into the wind) and that the relative error should capture

the minor calibration drifts between the two sensors,

presumably because of differential bearing wear. Thus,

sensor mismatch should be 0.1 m s21.

The sensor mismatch during the normal conditions

(Fig. 7, top panel) shows that most of the 1-min signals

and the 15-min averages lie within the 60.10 m s21

expectation. The error is evenly distributed about zero

(at least approximately), indicting that the mean bias

is even smaller (’0.02 m s21). The mismatch is con-

siderably worse during low winds (s 5 0.26 m s21 versus

0.12 m s21 in normal conditions for the 1-min samples).

This is interpreted as stemming from flow blockage

blocking effect, because the buoy can no longer orient

into the wind effectively. Even the 15-min averages are

strongly dissimilar with differences of 25% of the mean.

The high wind conditions (bottom panel) show a picture

similar to the normal conditions, with slightly increased

variance (although as a smaller percentage of the

mean). Again, the mismatch shows little absolute bias

(,0.04 m s21).

Wind directions and their differences are also shown

in Fig. 7. The top and bottom panels show very similar

behavior, with a significant absolute bias (’78) between

the sensors but little variance (’38). The small degree of

variance is due to the accuracy of the relative vane di-

rection measurement as well as some real small-scale

variability. The absolute error is due to two sources:

uncertainty in the compass calibration and flow distor-

tion around the buoy. The low wind conditions (middle

panel) are particularly bad, which might be expected

when the two sensors experience different amounts

of flow distortion and different degrees of blocking by

the buoy.

8) SUMMARY

The standard deviation of the 1-mine difference time

series, the standard deviation of a 15-min averaged

difference time series, and the mean biases are shown in

Table 10 for each sensor for five yearlong deployments.

Precipitation is too uncertain to list in the table. We

note that some of the mean differences in Table 10 (e.g.,

NTAS 1 humidity) do not represent the absolute un-

certainty of the annual mean because we know which of

the two sensors is wrong. In the case of NTAS 1 relative

humidity, it was noted from the shipboard comparison

after deployment that the second relative humidity

sensor was anomalously low by about 3%.

If we assume that the annual linear bias between the

instruments is correctable after recovery, then we can

form probability distribution functions (pdfs) of the

sensor mismatch, which have zero mean. Assuming that

these must be symmetric, because sensor 1 and sensor 2

are arbitrary, we can form pdfs for each year as well as a

multideployment average (Fig. 8). In each case in Fig. 8,

the gray curve is the multideployment average pdf and

the two numbers represent the 95% (left) and 50%

(right) confidence intervals for the average. Thus, 95%

of the wind speed records agree within 0.52 m s21, and

50% of the longwave sensors agree within 1.6 W m22.

The assumption that we can remove a linear-in-time

offset between the sensors is not always correct. These

pdfs help characterize the time-varying errors but do

not impact the error in the annual mean net heat flux

(unless the errors are significantly correlated). Instead,

the annual net heat flux is sensitive to the absolute

biases in Table 10, particularly if these biases are un-

correctable (i.e., we do not know which instrument is

correct). To better understand the sensor differences,

we can examine their spectra (Fig. 9).

Several features in the plots stand out. The longwave

radiation and wind direction errors are the worst (as a

fraction of the total signal). Pressure, two years of SST,

relative humidity, and wind direction all show evidence

of bit noise swamping the difference signal at high fre-

quencies. This is not entirely surprising because the

modules are designed for bulk meteorological mea-

surements and do not have the resolution necessary to

measure the high-frequency fluctuations. Relative hu-

midity shows diurnal variability in the sensor difference

signal but not in the signal itself. This is a case of air

temperature errors propagating into relative humidity

errors. In cases where the error curves have a minimum

near 1 cycle per hour (cph; solar and wind speed), the

spectral increase toward higher frequencies is probably
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the result of relative clock drift aliasing the highest-

frequency signal to lower frequencies.

b. Different platform comparisons

Comparing the buoy measurements with those on

other platforms provides an independent check of the

buoy accuracy. However, one must be careful to account

for discrepancies that are a result of errors on the new

platform. An example would be the known problem of

flow distortion around ships resulting in errors in the

ship-measured wind speed (Yelland et al. 2002). Addi-

tionally, the sensors used in the comparison must be as

reliable as or better than those on the buoy.

On many of the Stratus deployment and recovery

cruises (2001, 2003, and 2004), we have benefited from

the presence of personnel from the National Oceanic

and Atmospheric Administration (NOAA) Earth System

FIG. 7. As in Fig. 4, but for (left) wind speed (m s21) and (right) wind direction (8). Also, the difference plots are on a linear, not

logarithmic, scale. The three days chosen are not the same as in Fig. 4.
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Research Laboratory Physical Sciences Division (PSD;

Chris Fairall, Jeff Hare) who instrumented the ship with

their own bulk and direct flux measurement systems. We

also perform comparisons of shipboard and buoy mea-

surements, at least 24 h in length, on each cruise: one with

the new buoy after deployment and one with the year-old

buoy before recovery. During these comparisons, the ship

holds station a few hundred meters downwind of the

buoy with its bow into the wind. Sample comparisons

between the PSD measurements on the NOAA ship

Ronald H. Brown and the Stratus 4 buoy are shown in

Fig. 10. Note that some corrections have to be made

before comparison. Wind speed has been adjusted for

flow blocking and uplift around the ship. This is done

using an empirically derived set of corrections obtained

during the Joint Air–Sea Monsoon Interaction Experi-

ment (JASMINE); C. Fairall (2006, personal communi-

cation) states that these corrections are similar to the

computational fluid dynamics corrections for the NOAA

ship Ronald H. Brown determined by Yelland et al.

(2002). Air temperature, specific humidity and wind speed

have also been height adjusted based on the stability-

dependent Monin–Obukhov length, as in the COARE

algorithm. Pressure is adjusted for height differences be-

tween ship and buoy. Longwave and shortwave radiation

are not adjusted.

The buoy–ship disagreement is generally within the

expected errors. Some variability within the first 2–3 h is

the result of minor ship maneuvers. The air temperature

(and relative humidity) on the ship is measured with

an aspirated Vaisala temperature–relative humidity sen-

sor, which was checked four times a day with a hand-

held Assman psychrometer. The shipboard PSD sensor,

standard ship IMET package, and handheld Assman

psychrometer were found to agree within 0.09 K and

0.07 g kg21. The ensemble mean of the buoy air tem-

peratures and specific humidities are also within this

error, although the individual modules have a wider

spread. One feature noted is the large biases seen in the

early morning in the three air temperature sensors; this

has been seen in multiple buoy–ship comparisons. The

biases disappear when the cloud cover diminishes and is

a radiative effect on the shipboard sensors. We postu-

late that this stems from shortwave forcing with the ship

sensor, which uses a different form of radiation shield-

ing, and the probability of stronger reflections from the

ship’s surface. Hubbard et al. (2001) found that the

typical Gill radiation shields had twice the solar radia-

tive forcing when placed over a white surface as op-

posed to either grass or a black surface.

The ensemble-average air temperature (three buoys

plus height-corrected ship) for the period unaffected by

the anomalous radiation (0300–1200 LT in Fig. 10) was

taken as a best guess for the ‘‘true’’ value. The buoy air

temperature observations were modified for a constant

offset based on this true value. The magnitudes of the

biases were thus 20.15, 20.03, 0.05, and 0.14 K. This

form of ensemble averaging of observations has been

shown to improve accuracy, primarily by accounting for

minor calibration offsets (Weller et al. 2004). Obser-

vations on the year-end cruise yielded biases that were

the same within 0.05 K.

Relative humidity shows moderate differences between

the buoy and ship measurements (average differences of

TABLE 10. The 1-min standard deviation, 15-min standard deviation, and mean of the module difference for each sensor type and for

5 annual deployments.

Wind

direction (8)

Wind speed

(m s21) SST (K) Pressure (mb)

Air temperature

(K) RH (%)

Shortwave

radiation

(W m22)

Longwave

radiation

(W m22)

Stratus 1 — — 0.049 0.18 0.101 0.90 30.7 5.3

— — 0.005 0.08 0.025 0.28 2.6 2.3

— — 0.005 20.05 20.17 0.76 22.4 0.0

Stratus 2 5.9 0.28 0.030 0.16 0.089 0.91 25.5 3.2

1.4 0.03 0.003 0.03 0.010 0.11 4.3 0.3

26.0 0.01 0.003 0.05 0.155 0.45 20.2 0.8

Stratus 3 4.6 0.28 0.014* 0.15 0.109 0.91 28.9 3.9

1.4 0.05 0.004* 0.02 0.032 0.22 1.1 2.4

3.2 0.02 20.001* 20.14 20.036 21.32 22.1 6.7

NTAS 1 — — 0.003* 0.16 0.042* 0.58* 14.2 3.6

— — 0.000* 0.12 0.021* 0.16* 1.3 1.7

— — 0.001* 0.51 20.062* 3.32* 3.1 0.8

NTAS 2 2.2 0.22 0.005 0.14 0.062 0.70 33.9 3.1

0.8 0.01 0.000 0.10 0.033 0.38 2.2 1.3

22.4 0.00 0.000 20.21 0.055 0.57 26.4 21.5

* Record is less than one full year.
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0.38%, 20.57%, and 1.7% RH). The buoy–ship com-

parisons are valuable in that they allow us to flag partic-

ular sensors on the buoy (in this case the 1.7% RH mean

discrepancy) for special consideration while validating the

other two sensors. Wind speed is always above 4 m s21,

which implies that the discrepancies are not related to

ventilation. Specific humidity, ignoring the period when

we feel the ship air temperature sensor is biased, is in

good agreement with the ship values (0.08, 20.17, and

20.25 g kg21). Figure 11 shows the buoy–ship humidity

difference for both the initial comparison and the final

ship–buoy comparison for the three different buoy sen-

sors. Also plotted is the difference between the old sen-

sor calibration and the new calibration as determined

at the time of postcalibration. Note that one sensor suf-

fered damage on the return shipment and was not post-

calibrated. The stand-alone sensor (circles) had the best

performance. Its behavior is consistent with a good pre-

calibration that linearly drifted toward the postcalibra-

tion. This drift is also small compared to the other two

sensors. Logger 1 (squares) shows little drift from the

start of deployment, through the end of deployment, and

up to postcalibration. However, it is quite far from its

initial calibration (indicating episodic change on ship-

ment to Chile) and has a calibration shift that is strongly

humidity dependent. Logger 2 (diamond) has a large

drift and lacks a postcalibration; consequently, the cho-

sen relative humidity for this deployment is the stand-

alone sensor with a linear temporal correction that shifts

between the initial calibration and the postcalibration.

The shortwave radiation sensors are in close agree-

ment (,3 W m22 difference in the average). The main

FIG. 8. Probability distribution functions for the zero-mean 1-min module differences for

(left)–(right) and (top)–(bottom), respectively: air temperature (K) and barometric pressure

(mb); RH (%) and longwave radiation (W m22); shortwave radiation (W m22) and SST (K);

and wind speed (m s21) and wind direction (8). The multideployment mean (thick gray) is the

average of all the available individual 1-yr deployments (thin black). The numbers in each panel

represent the (left) 95% and (right) 50% confidence limits for each sensor.
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points of disagreement are during broken cloud, when

spatial variability is aliased into the time record. Long-

wave radiation sensors showed good agreement. Both

the ship and the buoy use Eppley pyranometers and

pyrgeometers, so some errors could be reproduced in

both systems. Shipboard wind is measured with an IN

USA sonic anemometer. Wind speed difference is var-

iable but the daily averages of the buoy sensors are

within 0.02 m s21 of the ship wind daily average. Near-

surface sea temperature (not shown) has a small mean

bias (0.02 K) that is consistent with a weak near-surface

temperature gradient (buoy measurement at 1 m versus

ship measurement at 0.05 m), but it could also be due to

existing spatial variability.

4. Flux errors

The errors calculated for the individual meteorolog-

ical variables will combine to generate errors in each of

the heat flux components and the net flux. For each

component, we present the expected error by using

a simple bulk formula. The errors in different com-

ponents need not be uncorrelated. Examples include

the time-varying tilt in the incoming solar and infrared

radiation and the previously mentioned compensat-

ing errors in air temperature and relative humidity. A

number of simulations using the more complex COARE

algorithm determined that the air temperature–relative

humidity correlation (e.g., Anderson and Baumgartner

1998) is the only one with a marked effect on the fluxes.

Uncorrelated errors will also produce a slight bias, be-

cause the flux formulas are nonlinear. However, a sim-

ple experiment with the COARE algorithm shows that

our instantaneous meteorological errors, if uncorre-

lated, would produce a mean error of ,0.1 W m22 in the

annual average.

a. Net longwave heat flux

Net longwave errors are contributed by errors in

measured incoming longwave (LWY) and errors in sea

FIG. 9. The frequency spectra of the sensor difference (red) and the signal itself (black) for

the first three years of stratus data. (a) The green curve is the 95% confidence interval, which is

the same for all subplots. The ordinate has units of x2 cph, where x represents the units as listed

in Fig. 8.
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surface skin temperature (TSSST). The incoming long-

wave radiation had an rms bias of 1.4 W m22 between

the instruments, although most of this came from one

deployment (Stratus 3). This mean bias is attributable to

differences in the mean tilts, calibrations, and calibra-

tion drifts. This observable bias between sensors is less

than we had previously surmised in section 2. We shall,

therefore, take the more pessimistic approach that these

five deployments are anomalous and that the real bias in

the annual mean is 4 W m22. The high-frequency error

was described in the pdf in Fig. 9, which had a 95%

confidence interval of 8.6 W m22. This time-varying

portion is due to unresolved temperature gradients,

thermopile errors, and—potentially—dome contamina-

tion (although we have not found evidence of this latter

effect). An rms near-surface temperature bias is 0.0015 K.

However, this is easily overwhelmed by a bias in the

extrapolation to a skin temperature, and we assume a

mean bias of 0.04 K. Shortwave leakage is an open

question. We have shown that any leakage we experi-

ence is similar in the two sensors (within 0.2% of SWY)

on all the deployments. This would tend to support the

idea of a universal constant for all the domes. Conse-

quently, we can always postcorrect for this later. If the

leakage is occurring at about 1% of SWY, then this

would add 2 W m22 to the annual mean net longwave

radiation, with an uncertainty of only 0.4 W m22. The

error in net longwave (LW) is

›LW2 5 «2›LW2
Y 1 16«2s2T6

SSST›T2
SSST.

Assuming annual mean biases of 4 W m22 for incoming

longwave and 0.04 K for skin temperature, with TSSST 5

293 K, gives an annual mean bias for longwave of

FIG. 10. (top) Shipboard observations and (bottom) ship minus buoy differences during the

24-h comparison at the beginning of the Stratus 4 deployment. Sensors are (left)–(right) and

(top)–(bottom), respectively: air temperature (8C), RH (%), and specific humidity (g kg21); and

incoming shortwave radiation (W m22), incoming longwave radiation (W m22), and wind speed

(m s21). On this deployment, there was an additional (i.e., third) RH–air temperature sensor on

the buoy. The ship undertook some maneuvering during the first two hours, exaggerating the

difference in some sensors.
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›LW 5 3.9 W m22. The mean error is dominated by the

uncertainty in incoming longwave with skin tempera-

ture more than an order of magnitude smaller.

b. Net shortwave heat flux

The shortwave error depends on error in incoming

shortwave and error in the albedo. We take the annual

mean bias in incoming shortwave to be 5 W m22

(a conservative value compared to the 1.6 W m22 from

Table 3), an albedo error to be 0.01 (see, e.g., Jin et al.

2002), our incoming shortwave to have an annual av-

erage value of 200 W m22, and the average albedo to be

0.058 (because most of the energy is input when the

zenith angle is small). Because the error in the short-

wave is simply

›SW2 5 ›a2SW2
Y 1 (1� a)2

›SW2
Y.

the annual mean bias in the flux is 5.1 W m22 and it is

dominated by the uncertainty in the incoming short-

wave value.

c. Sensible heat flux

Sensible heat flux (H) errors are due to errors in the

wind speed (U10), ocean surface velocity (U0), air (T10)

and sea surface (T0) temperatures, and uncertainty in

the Stanton number (S). For the subtropical sites under

discussion, surface ocean velocities are typically small,

with means less than 0.05 m s21. In these trade wind

conditions, U10 is two orders of magnitude larger and U0

has been set to 0. This would not be true in strong

boundary currents at the equator or in other situations

where stronger surface currents and weaker winds

would require including surface currents and their un-

certainties in these error estimates. Assuming a simple

bulk formula for sensible heat flux and assuming that

wind speed and temperature errors are uncorrelated

lead to an error estimate of

›H

H

� �2

5
›S2

S2
1

›U2
10 1 ›U2

0

(U
10
�U

0
)2

1
›T2

10 1 ›T2
0

(T
10
� T

0
)2

.

We will assume the following values for the biases in the

annual mean: ›S/S 5 0.1, ›U10/U10 5 ›U3/U3 5 0.01,

›U0 5 0.01 m s21, ›T10 5 0.1 K, and ›T0 5 0.04 K, using

the uncertainty in the wind observed at 3 m as an esti-

mate for that at 10 m. For mean meteorological condi-

tions at the Stratus buoy (S 5 0.82 3 1023, U10 5

6 m s21, and T10 2 T0 5 1 K), this gives an annual mean

bias in the sensible heat flux of ›H 5 0.15H. However,

sensible heat flux at the buoy is always less than

10 W m22, so the error is less than 1.5 W m22. The error

is dominated by the uncertainties in air temperature and

the Stanton number, which are an order of magnitude

larger than the SST or wind error.

d. Latent heat flux

Latent heat flux (L) is dependent on errors in wind

speed (U10), ocean surface velocity (U0), specific hu-

midity at saturation [q10 5 q(T10)], RH, and uncertainty

in the Dalton number (D). We shall ignore the very

weak pressure dependence; a 50-mb change is approx-

imately equivalent to a 0.5-K change in air temperature.

The latent heat bulk formula error is similar to that for

sensible heat flux with the form

›L

L

� �2

5
›D2

D2
1

›U2
10 1 ›U2

0

(U10 �U0)2

1
RH2›q2

10 1 0.96›q2
0 1 q2

10›RH2

(RHq10 � 0.98q0)2
.

Our assumptions for the mean biases over an annual

cycle are ›D/D 5 0.04, ›U10/U10 5 0.01, ›RH 5 0.015,

›q10 5 0.10 g kg21 (assuming ›T10 5 0.10 K), ›q0 5

0.03 g kg21 (assuming ›T0 5 0.04 K), ›U0 5 0.01 m s21,

RH 5 0.75, q10 5 13.6 g kg21, q0 5 14.5 g kg21, and D 5

1.3 3 1023. Together, these yield an annual mean bias in

latent heat flux of ›L 5 0.05L. For typical conditions at

the Stratus mooring, this is equal to 5 W m22. We note

FIG. 11. Ship RH minus buoy humidity [logger 1 (square), logger

2 (diamond), and stand alone (circle)] at the (a) start and (b) end of

Stratus 4. Large white symbols are the ensemble average over the

ship–buoy comparison. Gray shaded symbols are the change in

calibration as determined by the postcalibration.
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that the error is dominated by the uncertainty in the

Dalton number, which is 5 times larger than the error

resulting from biases in the air temperature and 3 times

larger than uncertainty in the relative humidity. We

have derived our assumed error for the Dalton number

based on the TOGA COARE measurements (e.g.,

Fairall et al. 1996b, Fig. 2), where the overall discrep-

ancy between the direct covariance and the COARE

algorithm could be up to 0.07 but was less than 0.04

when averaged over typically observed wind speeds.

One positive factor is that the Dalton number error is

a postcorrectable bias in that the fluxes can be recal-

culated in the future by using the current best guess of

the Dalton number. For instance, if the error was only

›D/D 5 0.02 in the future, then the fluxes would have an

error of ›L 5 0.04L.

We do need to consider possible covariance between

the relative humidity error (›RH) and the air temper-

ature error (›T10). Anderson and Baumgartner (1998,

Fig. 7) note that the heating errors in collocated air

temperature and relative humidity largely cancel in

specific humidity. If we make the extreme assumption

that air temperature errors are perfectly anticorrelated

with relative humidity errors, then the bias in the annual

mean latent heat is reduced to ›L 5 0.04L (namely a

reduction of 1 W m22). Assuming a more reasonable

correlation of 20.7, gives a reduction of 0.5 W m22 in

the annual bias.

e. Net heat flux

The annual mean net heat flux bias can be determined

from combining the individual terms assuming no co-

variance. With sensible, latent, longwave and shortwave

biases given by 1.5, 4.5, 3.9, and 5.1 W m22, respectively,

the net heat flux bias is 8.0 W m22. Although the details

of the individual calculations are debatable, it seems

unlikely that the annual mean bias exceeds 10 W m22.

We have neglected the heat input resulting from rain,

but this is not large at these sites.

f. Freshwater flux

The freshwater flux has two components: evaporation

and precipitation. We do not have the data to support

extensive discussion of precipitation error. Instead, we

propose a rough error estimate of min(10%,10 cm) for

the annual mean precipitation. Using the latent heat

calculation, we can estimate that the evaporative fresh-

water flux is accurate to 65%. At the Stratus site, this is

equivalent to 6–7 cm year21 of evaporation.

g. Momentum flux

Momentum flux has two components: magnitude and

direction. The direction errors will be nearly identical to

those for the wind speed direction, with minor uncer-

tainty because of the underlying surface current direc-

tion. The magnitude depends on the relative wind speed

and uncertainties in the drag coefficient. In principle,

the drag coefficient is dependent on the atmospheric

stability, so errors in air temperature and relative hu-

midity can lead to errors in the drag coefficient. How-

ever, previously determined errors for air temperature

and relative humidity (60.1 K and 1%, respectively)

induce an error of ,0.1% in the wind stress. This is

much less than the uncertainty in the drag coefficient, so

we ignore these second-order errors:

›t

t

� �2

5
›C2

D

C2
D

1 4
›U2

10 1 ›U2
0

(U10 �U0)2

We will assume the following values for the biases in the

annual mean: ›CD/CD 5 0.1, ›U10 /U10 5 ›U3/U3 5 0.01,

›U0 5 0.01 m s21, and U10 2 U0 5 U10 5 6 m s21. This

leads to ›t 5 0.1t, where the uncertainty arises almost

entirely from the drag coefficient. In the Stratus data-

set, this leads to a typical error in the wind stress of

60.007 N m22. We have assumed a conservative ac-

curacy on the drag coefficient (›CD 5 0.1CD). A more

optimistic assumption would lead to an almost linear

improvement in the wind stress error.

5. Conclusions

The performance of the basic meteorological sensors

used in the IMET system has been examined and their

absolute accuracies have been determined though a

combination of previous results, laboratory calibrations,

and in situ instrument comparisons. The overall results are

encouraging for use of the IMET system for climate re-

search in the subtropics (see summary in Table 11).

Knowledge of the error characteristics is essential for the

proper analyses of the data, and publication of these re-

sults is seen as an essential accompaniment to release of

the data. Furthermore, these results serve as a bench-

mark for future refinements of measurement capability.

TABLE 11. A summary of the accuracy of the annual average fluxes determined by the IMET buoy for the Stratus deployment.

Net longwave Net shortwave Sensible heat Latent heat Momentum Total net

Percent error 10 2.5 15 5 10 20

Typical error 3.9 W m22 5 W m22 1.5 W m22 5 W m22 0.007 N m22 8 W m22
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It must be restated that the error characteristics sum-

marized here are not necessarily applicable beyond the

subtropics. There are a number of environmental condi-

tions that would increase measurement errors and lead to

the previously stated error of 8 W m22 in the annual net

heat flux being exceeded. Very high wind speeds and the

related uncertainty in bulk formula could lead to large

errors in latent heat flux. Additionally, high wind speeds

produce salt spray and steep waves that degrade radiom-

eter performance by increasing the buoy (or ship) motion.

Conversely, very low winds, if persistent, would increase

some errors. Extremes of temperature could also influ-

ence the measurements by causing currently unresolved

and unnoticed temperature dependencies to become im-

portant. Furthermore, instrument performance in freezing

and colder conditions is unknown. Finally, the solar zenith

angle at higher latitudes can be large, even near noon.

This increases the shortwave percentage error caused by

radiometer movement and tilt. An additional module to

observe and record orientation and movement would al-

low one to partially postcorrect for this movement.

The current work indicates several points where im-

provement could be made. As noted above, a depend-

able solid-state motion package should be installed

on the buoys to monitor the movement. The package

should distinguish wave accelerations from tilts, have an

accuracy approaching 0.18, and be capable of unat-

tended operation for a year. An accurate knowledge of

the buoy motion would enable better estimation of the

motion-induced errors in shortwave (and to a lesser

degree longwave) radiation. It might also allow a post-

correction for shortwave radiation following the results

of MacWhorter and Weller (1991) and potentially re-

duce the conservative value of the uncertainty of annual

mean incoming shortwave developed above by 1–2 W m22.

In other locations where the sea state is often large, it may

allow for postcorrection to within our given limits. The in

situ–corrected longwave sensor is performing well, but

continued attention to sensor electronics, sensor perfor-

mance, and inspection of domes for leakage is warranted.

The passage of shortwave radiation by the longwave

domes needs to be clarified. Assuming that a longwave

dome in good condition passes 1% of incoming shortwave

radiation leads to an overestimation of longwave radiation

by 2 W m22 in the annual average. However, the in-

stantaneous error could be up to 10 W m22, which is

larger than desirable. A suite of calibrations with a large

number of domes could help to better quantify the av-

erage transmittance of the longwave dome.

Air temperature errors are important, largely because

of the small difference between sea surface and air

temperatures. Consequently the air temperature error is

more important in regions where the sensible heat flux

is small. In regions of large flux, such as near the con-

tinental margins, the percentage error will be much

smaller, although the magnitude of the error is probably

similar. Low wind effects on the air temperature are

well known and well researched. If the deployment is in

a region where this is a likely problem, then the air

temperature will need to be ventilated. Relative hu-

midity errors have been surprisingly small (only con-

tributing a 2% error to latent heat flux). Assuming a

correlation with air temperature errors when calculating

specific humidity leads to an even smaller error.

Some of the largest errors were due to uncertainties in

the coefficients of the bulk formulas (Stanton and

Dalton numbers). Ongoing work with combined tur-

bulent and bulk flux measurements supported by wave

measurements remains a need, especially in the low and

high wind regimes that are not yet well sampled. An

ongoing commitment is needed to field intercompari-

sons between different sensors on the same buoy and

between the buoy measurements and those from ships

spending time very near the buoy using time dedicated

to the intercomparison task. The work done here de-

pends on the existence of reliable in situ observations

for comparison and sensor validation. The attended

bulk and direct flux measurements made onboard the

ship during the ship–buoy comparison period are crucial

to the understanding of sensor performance and the

nature of sensor degradation. This is particularly true

for delicate sensors, such as relative humidity, which are

sometimes damaged on recovery or during shipping

and hence not available for postcalibration. Of course,

care and attention must be devoted to the shipboard

measurements; the reader is referred to the recent hand-

book on shipboard meteorological and flux measure-

ments (Bradley and Fairall 2006).

The current version of the IMET sensor suite does a

remarkable job of measuring the basic surface meteo-

rology over the ocean from an unattended platform for

periods of a year in the moderate conditions of the

subtropics. Our estimate of the uncertainty in the an-

nual average heat flux is 68 W m22. It is also true that

the error present in the diurnal average is not much

greater than this annual average (except in cases of no

wind and high insolation). One issue that we have not

addressed as thoroughly is the relative error of the in-

struments. Although Fig. 9 presents some spectra, these

are between two sensors on the same platform and thus

do not address all the error sources. This would be a

useful avenue of future exploration because it would

allow for the placement of error bars not just on long-

term means but also on features such as the diurnal

cycle. Some of the work has been started in this paper,

but a full examination of this would require a buoy
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equipped with both an IMET sensor system and a set of

direct-covariance measurements.
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