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PREIFACE 

The success of this summer's Geophysical F4~id Dynamics P~ogram owes much ts 
Myrl Henderskstt"~ excellent and e3gaqi~g surbey of the Oceans General Circula~on, 
induding recent deve1opme~zts In the Theory 01 Recirculation Gyres $wd Thermocline 
Ventilation. Hendershott's lecture z-iotees a:e inciaded in the first. part sf this volumee 

The diverse fluid dyman~ical subjecrs discussed in this summer's program are 
summarized in the abstracts of lectures by the staff and visitors. But the main thrust s f  
this summer is, as always, revealed &-I the repo6-fs of the individual research by the 
Fellows. 

We thank the Office of Naval Research and The National Science Fwdtnda~on for 
their s s r a ~ n ~ n g  support, 

The GHD Steering Committee 
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GENERAL CIRCULATION OF TRE OCEANS: THE BASIC EOUATIONS 

1.1 Introduction 

In order to study the dynamics of the ocean and 
atmosphere, we have to follow basic laws of physics which 
lead us to try to solve a series of conservation equations, 

Mass: Dt 

Momentum : 
Du, +* 

1 I 

Heat: 

Salt: p*[B&]= -1 .i 

state: P * =  P * ( P * ,  T ,  S )  (5) 

with the appropriate boundary conditions at the solid earth 
and sea surface. The most critical is that at sea surface, 
requiring a good knowledge of the dynamics of the atmosphere 
and its interaction with the ocean. 

Note: P f =  potential of body forces, (' = density, & =  
velocities, T = temperature, S = salinity, p* = pressure, Z;i 
= stress tensor,+ = chemical potential for S t +  = heat 
flux, - c = salt flux and B = d " b y T .  

One can try to solve all the above equations together 
numerically, but because of the wide range of scales 
present, insight must be gained from approximations which 
help to focus on a certain parameter range and transform the 
system into a solvable one. 



1.2 Approximations 

Approximations are of two kinds: (1) Neglect of small 
terms relative to large ones; (2) Parameterization of the 
effects of averaged scales. 

The most common approximations are summarized below: 

a. Incorn~ressibilitv of the ocean 

Equation (1) becomes P- 2 = o as long as 
equations ( 3 ) .  (4) and ( 5 )  imply 3. - e +  - V , U  - 

b. Boussinesq 3t 

Assumes that the spatial and temporal variations of cf are 
smal1,'hence the density can be treated as 

Po 
exce t in 

the hydrostatic equation. Thus (2) becomes 

and p are now the departure of p+and p* from the 
E;z:zsbatic state and , the spatial and temporal average 
Of /** 

6 
c. Eddv diffusivitv ~arameterization - - -  

(4) becomes - i7 - 2  S - S + -  K 0"s 
t 

where K is the eddy diffusivity for the salinity, ... 

d. Emation of State - 
(5) is conventionally approximated by c W K  [.T- ~)?Lp-v 
where a and b are constants. As a cons pence, the 
pertubation density / is usually assumed to obey 



Since the earth rotates, the set of equations has to be 
written in rotating cordinates. The result of the 
traditional approximations, setting r*s(earth radius), c//r 
small ( Iv (ur ( R ~  ) , the introduction of the ,@-plane 
coordinates and neglect of the metric terms (see Pedlosky, 
(1979, page 327 for discussion) leads to 

2R in which f -- fo -k Py , f, = ?fl sin$, , = - cos 9, 
a 

In addition to a simplified set of equations, to solve a 
specific problem, one needs some knowledge about the 
boundary conditions at the surface and bottom. At the 
boundaries, the stresses (wind friction and bottom drag, 
res~ectivelvl influence the interior flow throuqh the Ekman 
vertical veiocities associated with the divergence of the 
Ekman transports, WE = - r G F )  1 *=A) at the surface and 
NE :E 'h (v*, - u at the bott m whe e D is the Ekman layer 
depth '?D,= ( ' V t Y d  . The Ekman vertical velocities 
are significant because they are the means by which surface 
and bottom stresses communicate with the flow outside the 
Ekman layers, where vertical diffusion of momentum has 
ceased to be important. For details on the derivation, the 
reader is refered to Ekman (1905) and Pedlosky (1979). 

1.3 Scaling 

One can now try to estimate the relative size of each term 
in the above equations (6) - (10) in order to assess their 
importance. 



x , q  -> 
Scales: 

V I  v -7 ul-y, v 1  

We introduce fiC = 7 (Rossby number) , @ = f?? and A y.  
bL ;Po 

Equation (9) leads to % s x. If we consider the vertical 
velocities to be extremely small, then */ie yL and we can 
introduce F such that vir = Cl/i and W= rg u ( 8 becomes of 
order 1 if W not so small). 

With small vertical velocities and a .small %number (valid 
for most places in the ocean), the leading terms in 
equations ( 7 ) ,  (8) and (9) are 

and 

+ - & " " - P y / &  \ Geqtrophic balance 

This leads to P = UL and D = UL/gH-  ( 7 )  t (8) t ( 9 )  
and (10) then becomg !Q 



where 4 = = Ekman number. 

1.4 Simple models 

From the set of equations (11) - (14), we can look at a 
series of models, each resulting from certain approxi- 
mat ions. 

a. Shallow water model d > j b , y )  
, - 

Assumptions: Homogeneous 2 = 0  
No vertical friction 

t = - ~ ( : * 7 )  
/f%J - - - > * - H  

W L_ dH/I = U $ (and therefore% I ) 

As$->r w + u  and 0 =- fa*  which gives 
The horkzontal pressure gradient is indepen 
implying that the horizontal velocities remain independant 
oftif they are so initially (u,=v,= 0). As a result, the 
fluid moves in column. This is valld even if Ro 3 ~ 3  (1) as 
long as the fluid is homogeneous and &4; 1. The momentum 
equations are 

Horizontal momentum diffusion can be added without violating 
W * = ~ ~ = O .  The above result can also be extended to several 
layers. This procedure retains the simplicity of the 
shallow water dynamics, but with stratification. The 
inviscible laye? flow over/under one another. A particular 
case is the 1 1/2 layer model where the lower layer is 
asserted to be at rest, but where deformation of the 
interface remains possible. 

b. puasi - seostrophic Shallow Water Model 



I No v e r t i c a l  d i f f u s i o n  
Homogeneous 
R,,<<I,& < < I ,  $ < < I  
A r e l i e f / r e l l e f  <<1 

Between t h e  Ekman l a y e r s ,  us ing equa t ions  (15) and ( 1 6 ) ,  w e  
can d e r i v e  t h e  v o r t i c i t y  equat ion,  

w h e r e f =  v o r t i c i t y  = v, - U J  

V e r t i c a l l y  i n t e g r a t e d  mass conserva t ion  g ives  

which l e a d s  t o  

Using t h e  f a c t  t h a t  Ro, P 1 <<I, 
t h e  lowes t  o r d e r  of (11) and ( 1 2 )  g i v e  

which imply t h a t  & f = s t reamfunc t ion .  

To f i r s t  o r d e r ,  can then  be approximated by 

4 rJ 



which, substituted in (19), gives the quasi-geostrophic 
equation. 

Ir t.7- rr P cl 
6 4Y Y 

 his can be extended to n-layers (Pedlosky, 1979). When the 
fluid is continuously stratified, then we can no longer 
integrate the vorticity equation vertically. Instead the 
vorticity and mass conservation equations must be cross- 
differentiated to eliminate the vertical velocities. In the 
absence of external forcing and lateral diffusion, the 
quasi-geostrophic equation becomes 

where N (3) is the ~riint-vaksala frequency. 

1.5 References 

Ekman, V.W. 1905: On the influence of the earth rotation 
rotation on ocean currents. Arkiv. 
Natem, Astr. Fysik, Stockholm 2 (11) . 
Pedlosky, J. 1979: Geo~hvsical Fluid Dvnamics. 
springer-Verlag, Berlin and New York. 

1.6 Suggested reading 

~volution of Physical Oceanoora~hv (1981). ~dited by 
B. A. Warren and C. Wunch, The MIT Press, 623 pp. 

Notes submitted by: Eric Chassignet, University of Miami 



2. OBSERVATIONS 

This talk provides basic observational background and 
acts as a guide for the upcoming discussion of the various 
general circulation theories. 

2.1 A DESCRIPTION OF THE SURFACE CIRCUIATION 

The first figure we will look at is the ocean surface 
wind pattern. Surface wind stress plays an important role 
in theories of ocean circulation by inducing an Ekman 
vertical velocity at the top of the ocean. 

Fig. 2.1. 2.2. are of the global surface wind 
distribution in summer (2 .l) and winter (2.2) . One feature 
we should note is the dependence of the wind direction with 
latitude. In both north mid-latitudes and south mid- 
latitudes, the wind is generally eastward. In the tropics, 
the wind is westward. Both mid-latitude and tropical winds 
are strong; the mid-latitude winds are quite variable. 
Another aspect of the global wind is its I1seasonality". 
This is most obvious in the Indian Ocean, where the wind 
field actually reverses direction between winter and summer; 
the llmonsoonll. 

The next figure (Fig 2.3) is of global surface 
currents, which broadly resemble the surface wind structure. 
Principle features on this map are the great circulation 
I1gyrest1 in each ocean. The so-called subtropical gyres are 
found in the mid-latitudes. They have counter-clockwise 
circulation in the southern hemisphere and clockwise 
circulation in northern hemisphere. There are counter- 
clockwise subpolar gyres in the higher northern hemisphere 
latitudes also. 

The subtropical gyres have intense western boundary 
currents. The two most obvious western boundary currents 
are the I1Gulf Streamf1 in the north Atlantic Ocean and 
wKuroshioll in the north Pacific Ocean. There are western 
boundary currents in the south oceans also, but they are 
less obvious and weaker than the Gulf Stream. It should be 
noted that Somali Current, which is a w-estern boundary 
corrent of the Indian Ocean, reverse direction seasonally in 
accordance with the local winds. 



The equatorial currents between two mid-latitude gyres - - 
flow westward as do the westward trade winds, but an 
eastward north eauatorial counter current is visible in the 
Pacific and ~tlakic. 

Also shown on the map is the Southern Ocean or 
Antarctic Circumpolar Current (ACC). This current goes 
around the world without being blocked by land masses. It 
is deep and its volume transpo t is estimated as up to 
hundreds of Sverdrups ( ~y f r*% ) . In comparison, the 
Gulf Stream Volume transport is O ( / f l )  Sv. Thus the ACC is 
one of the strongest currents in the oceans. 

Variability in global surface circulation can be 
observed from satellites. Fig 2.4 is the global meoscale 
sea height variability measured by the SEASAT altimeter 
(Cheney, 1982). The contours reveal features in the 
variability pattern, some of which correspond to features of 
the large scale current system. Variability in the North 
Atlantic and North Pacific is dominated by the highly 
energetic and variable Gulf Stream, and Kurshio system. 

In the southern hemisphere, the Agulbas Current below 
Africa and the Falkland/Brazil current confluence off South 
America are clearly apparent (Although the later may be an 
artifact of imperfact filtering of Patagonian tides). High 
sea level variability in the Antarctic Circumpolar Current 
extends in a nearly continuous band around the polar oceans. 
Also, the north equatorial current systems in both the 
Atlantic and Pacific can be seen as zonal bands of much 
higher variability . 

II 

2.2 A DESCRIPTION OF THE INTERIOR CIRCULATION 
I) 

Fig 2.5 shows vertical profiles in the three major 
-l oceans of temperature from the top of the ocean to the 

d bottom. The lower 2500-3500m of water are close to 0 C and 
exhibit very little temperature variation relate to water 
near the surface. These cold deep temperature suggests that - such water comes from the surface at high latiude. Note 

C 
also the transition region from the vertically homogeneous 
deep water to more hetereogenous surface water. This 

I 
transition region is identified as the main thermocline. 
understanding its structure is a main research target of 
general circulation theories. 

Lynn and Reid (1968) published vertical sections of 
potential temperature, density and salinity in Atlantic, 
Pacific and Indian Oceans. Fig-2.6 comes from the Atlantic 
Ocean. Note the apparent connection between the deep waters 



and the surface at high latitudes. The passage of Norwegian 
Sea and Greenland sea water can be tracked by its low 
temperature and especially by its relatively high salinity 
( S ~ $ 9 , 7 / ~ ) .  This 1s broadly called North Atlantic Deep 
Water (NADW). Another source of d$ep water is in the 
Antarctic whence very cool (below0 C) and less salty (than 
NADW) water penetrate northward. This water is broadly 
called Antarctic Bottom Water, (AABW). Note also that on 
this section, the upper 2000 m of the ocean is much more 
complex than the deep water, suggesting great variability in 
the processes that set water properties near the surface. 
Note that very warm, salty, and light near surface water is 
seen at the center of the subtropical qyres. Large 
latitudinal variations of the thermocline are also present 
here. The thermocline is much shallower and sharper in the 
tropics (above 200m) and deepest at mid-latitudes & - / A I M ) ;  
at higher latitudes it tilts upward. 

On the Pacific Ocean Fig 2.7 and Indian Ocean Fig 2.8, 
there is no deep water source to the north comparable to 
that of North Atlantic Deep Water (NADW). The deep water is 
mixing of the North Atlantic Deep Water which comes around 
Antartic and the Antartic Bottom Water. Again we can see 
the location of the subtropical gyres and a thermocline 
pattern very similar in the tropics and mid-latitudes to 
that of Atlantic Ocean. There is high salinity water from 
the Red Sea in the Indian Ocean; the mediterranean salt 
tongue in the Atlantic is not obvious at the western 
section. No such high salinity source occurs in the Pacific 
Ocean. 

2.3 FORMATION SITES AND CIRCULATION OF DEEP WATER MASSES 

The previous pictures show that the deep water have 
sources from high latitudes. Fig 2.9 a.b shows the over- 
flow current from the Norwegian Sea as proposed by 
Worthington.Dense water passes through the Denmark Strait 
and the Iceland, Scotland passage, through the Labrador Sea 
and finally becomes the North Atlantic Deep Water. 

Fig 2.10 shows the distribution of bottom water 
potential temperature in the Weddell Sea. This picture 
suggests flow of heavy water off the ice shelf to form the 
deep bottom water which finally contributes to Antartic 
Bottom Water. 

The deep water circulation is very different from that 
of the surface. Fig 2.11 shows some aspects of the global 
deep water movement, observed by direct measurement as 
inferred from property distribution. North Atlantic Deep 



Water moves along the west Atlantic, moving southward under 
the Gulf Stream and further into the South Atlantic. The 
Antarctic bottom Water also goes along the western boundary 
in the South Atlantic but northward, under the southward 
flowing (NADW). In both Pacific and Indian Ocean, deep 
water goes northward along the western boundaries. At great 
depths, abyssal basins are bounded by mid-ocean ridge 
systems as well as continents; narrow passes in the ridges 
are probably important paths for the flow of abyssal water. 

Stommel (1957) proposed a deep circulation scheme, 
which is based on simple global dynamics in a flat bottom 
ocean. This is shown in Fig 2.12. The deep water; with its 
sources at both the north and south high latitudes, moves 
equationward in western boundary current. Poleward flow 
(which is toward the sources in the model) occurs in the 
interior, and forms a counter-clockwise flow in the north 
hemisphere and clockwise flow in the south hemisphere. The 
strong boundary currents in this picture are in rough 
agreement with observations and inferences about the deep 
circulation; the interior pattern has not been throughly 
studied but must be strongly influenced by bottom relief. 

2.4 MODE WATERS 

Fig 2.13, 2.14 show the vertical distribution of 
potential temperature and salinity across the North Atlantic 
Ocean at 36 N. A major feature at shallow depth in these 
pictures is the presence of a region of vertically 
homogeneous potential temperature and salinity just east of 
the Gulf Stream.. This water mass, with its temperature just 
above 18 C, is called eighteen degree water. It is found on 
the western side of the subtropical gyre and is believed to 
be formed by winter convection in the upper ocean. 

Modification of water properties at the surface in 
winter time is followed by subduction and the modified water 
below lighter water is an important feature of upper ocean 
circulation. Thus on Fig 2.13, a mass of subducted, nearly 
isothermal water is visible at& +&snm depth in the east 
Atlantic. Note that it overrides the tongue of salty water 
emerging from the Mediterrean at roughly 1000-1200 m. 

2.5 WESTERN BOUNDARY C[TRRENT AND INTERIOR CIRCULATION IN 
THE UPPER KILOMETER OF THE ATLANTIC 

The Gulf Stream is a major feature of the North 
Atlantic general circulation. It is perhaps the best 
studied western boundary current in the world oceans and its 



observation provide major testing grounds for comparison 
with theories. 

An important aspect of the Gulf Stream is that its 
path is highly time dependent. As an extreme example Fig 
2.15 (Fuglister, 1951) shows, over a period of several days, 
the detachment of a piece of the Gulf Stream. The detached 
portion forms an individual eddy while the main current 
closes behind it. Such newly formed eddies or 8trings81 
subsequently generally drift westward, Some may rejoin the 
Gulf Stream at some upstream location. It is hypothesized 
that the Gulf Stream ring formation provides an important 
mechanism for cross-stream transport of materials and water 
property. 

Fig 2.16 shows a plot of the vertical structure of 
Gulf Stream flow at about 55 W due to Richardson. This plot 
is based on calculation from floats, drifers, and current 
meters. This picture clearly shows the main eastward 
surface intensified Gulf Stream jet (into the paper) and two 
counter-flows on either side. It is not fair from this 
picture to say that Gulf Stream flow is depth independent, 
but is fair to say that the Gulf Stream does reach the 
bottom in this region. 

Fig 2.17 shows the variation of volume transport of 
the Gulf Stream as a function of downstream path (Knauss 
1969). These transports are larger than those simple wind- 
driven theories can account for, suggesting the presence of 
recirculation in the vicinity of the western boundary 
current. Worthington (1976) hypothesized the North Atlantic 
Circulation given in Fig 2.18, whlich shows a highly 
confined gyre in the north western corner of the North 
Atlantic subtrropical gyre. This recirculation pattern has 
a Gulf Stream Volume trasport of 147 Sv, which is consist 
with Knaussfs picture (Fig 2.17) and well above the expected 
wind driven transport. 

Also shown in Fig 2.18 are average east-west flow 
velocities <u> and meridional eddy fluxes <ufvt> of zonal 
momentum at 4000 m along 70 W and 55 W (Schmitz, 1977); note 
the eddy convergence of eastward momentum in the vicinity of 
the deep mean flows in both cases. Hogg (1980) suggests 
that the eddy ttthickness fluxt1-$ < h  7 > similarly 
contributes to the maintainence of deep recirculation near 
the Gulf Stream. There is no general agreement about the 
spatial structure of the deep recirculation. 

Fig 2.19 is the Ivers (1975) interpretation of the 
circulation pattern for the northern North Atlantic. Panel A 



is the upper water and panel B is the deep water. The 
circulation was based on the geostrophic calculation and the 
distribution of properties. Note that Ivers also suggests a 
strong recirculation of the Gulf Stream. 

He shows a bifurcation of Gulf Stream into northward 
and southward flowing branches at about 50 W. The southward 
branch feeds back to-the subtropical gyre. The northward 
branch eventually reaches the Labrador Sea, a site of North 
Atlantic Intermediate and deep water formation. 

The flow associated with that part of the Gulf Stream 
that is believed to return to the subtropical qyre has not 
been well mapped. On the basis of limited numger of drifter 
paths, it appears quite variable. The mode water visible at 
depth of 600-800 m in the east Atlantic in Fig 2.13, 2.14 
above the Mediterrean salt tongue is evidence of this return 
flow. 

The flow beneath the ocean subtropical gyre is very 
different. Reid (1979) has suggested that some salty water 
from the Mediterrean overflow makes its way northward along 
the eastern boundary to the Norwegian Greenland Sea. 

Water which follows the northward branch eventually 
enters the Labrador Sea, in Ivers' circulation, it is there 
much denser than when it left the Gulf Stream. There it mav 
overturn to such great depth in the winter that the ~abrado; 
Sea is believed to be a significant source of deep water in 
the North Atlantic. 
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Fig. 2.1 Global surface wind distribution in summer. 

Fig. 2.2 Global surface wind distribution in winter. 

Fig. 2.3 Global surface ocean current. 

Fig. 2.4 Global meoscale sea height variability measured 
by the SEASAT altimeter. 

Fig. 2.5 Vertical profiles in the three major oceans of 
temperature from the top of the ocean to the 
bottom. 

Fig. 2.6 Vertical section of potential temperature, 
density and salinity in the Atlantic Ocean. 

Fig. 2.7 Vertical section of potential temperature, 
density and salinity in the Pacific Ocean. 

Fig. 2.8 Vertical section of potential temperature, 
density and salinity in the Indian Ocean. 

Fig. 2.9 a.b a:overflow current from the Norwegian Sea. 
b:Dense water passes through the Denmark Strait 
and the Iceland, Scotland Passage. 

Fig. 2.10 Distribution of bottom water potential 
temperature in the Weddell Sea. 

Fig. 2.11 Global deep water movement. 

Fig. 2.12 Deep circulation scheme proposed by Stommel 
(1957). 

Fig. 2.13 Vertical distribution of potential temperature 
across the North Atlantic Ocean at 36 N. 

Fig. 2.14 Vertical distribution of salinity across the 
North Atlantic Ocean at 36 N. 

Fig. 2.15 Gulf Stream detachment Fuglister (1951). 

Fig. 2.16 Vertical structures of Gulf Stream flow at 55 
W. 

Fig. 2.17 Variation of volume transport of the Gulf 
Stream as a function of down stream path, 
(Knauss 1968). 



Fig. 2.18 Averaqe east-west flow velocities <u> and 
meridlonal eddy fluxed <u'vl> of zonal momentum 
at 4000 m along 75 W and 55 W. 

Fig. 2.19 a.b Interpretation of the circulation pattern for 
the northern North Atlantic, Ivers (1975). 
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SEASAT ALTIMETER 
MESOSCALE VARIABILITY 

Global mesoscale sea height variability measured by the SEASAT 
altimeter, September 15 to October 10, 1978. This map was constructed from 
110,000 globally distributed variability values determined every 7 km along 
the tracks shown in Figure 1. A gridding routine was then used to obtain 
smoothed vales at regular 2" intervals of latitude and longitude (see 
appendix A). These were contoured to reveal large-scale variability 
patterns due to current systems. The North Atlantic and North Pacific are 
dominated by the highly energetic Gulf Stream and Kuroshio systems that 
extend seaward nearly 4000 km. In the southern hemisphere the Agulhas 
Current below Africa and the Falkland/Brazil Current confluence off South 
America are clearly apparent. High variability due to the Antarctic 
Circumpolar Current extends in a nearly continuous band around the polar 
oceans, with isolated maxima coinciding with major topographic ridges and 
plateaus. Owing to the predominance of values less than 4 cm in mid-ocean, 
the north equatorial current systems in both the Atlantic and Pacific can 
be seen as zonal bands of higher variability. 

Fig 4 
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Figure 1.8 Temperature (*C) section across the Denmark Straits in 
lats. 65-66.N (left, vest; see figure 1.7, illustrating the 
southward flow of cold vater from the Norvegian Sea. C.S.S. 
Hudson cruise 81 0267, stations 3-13, 28-29 January 1967. 
(Worthington 1969.) 
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a. Positions of the Gulf Stream, 10th to 15th June. 
Shaded areas denote a mean temperature in the upper 200 meter 
layer of less than 65.F. Thin line is 68.F. isotherm. Small 
numbers indicate the maximum observed values of the warm core. 

b. Positions of the Gulf Stream, 16th to 20th June. Shaded 
areas denote a mean temperature in the upper 200 meter layer of 
less than 65.F. Thin line is 68'F. isotherm. Small numbers 
indicate the maximum. 

Fig 15 

Fig 16 
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The Ivers (1975) interpretation of the circulation pattern 
for the northern North Atlantic. Panel A in the upper water. 
Panel B the deep water. The isobath values, in meters, represent 
conversions from round numbers of fathoms. 
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LECTURE 3 

FUNDAMENTAL LARGE SCALE CIRCULATION THEORIES 

Stommel's review article on the large scale ocean circulation (1957) discusses 
the evolution of ocean circulation theories. Beginning with Hough (1897) and Golds- 
borough's (1933) models in which precipitation and evaporation were driving mech- 
anisms for the oceans' circulation, Stommel comments: "Indeed, one needs merely 
to introduce two additional physical ideas: 

1 . Ekman's (1905) notion that the direct frictional stress of the wind is con- 
fined to a thin surface 'boundary layer', and that viscous shearing stresses are 
unimportant dynamically in the deeper body of the ocean, excepting perhaps, 
at the bottom. 

2 . The concept of a narrow western boundary current of a highly frictional 
and/or inertial character." 

Dr. Hendershot t discussed the first of these ideas in this lecture, including the effect 
of the resultant Ekman pumping as an upper boundary condition for Sverdrup's 
interior solution. The final part of this lecture is a discussion of abyssal circulation 
theories. 

3.1 Ekman Flow 

The fundamental circulation theories all hinge upon the ability to incorporate 
boundary forcing into a model. Ekman's theory incorporates the wind or bottom 
stress as the driving mechanism in a thin boundary layer. 

Consider an incompressible, homogeneous, rotating (252 = fo) fluid with infinite 
depth. At the surface boundary we may impose the following boundary conditions: 

and as z co, u, v = 0. The primitive equations then reduce to: 



It is a simple matter to solve these equations and the resultant velocity fields 
are: 

u = 
1 

e-'ID [ rz ms(2z/D - 7r/4) - ry sin(2zID - a/4)] 
(po fo~) l /~  (4) 

v = 
1 

e-'ID [r' sin(2zlD - 7r/4) + sY cos(2zID - 7r/4)] 
(pofo~) l /~  

( 5 )  

w = 0 where D = (v/2f.)ll2 (6) 

The solutions are the familiar Ekman spiral, and of notable interest are the decay 
scale, clockwise rotation of the velocity vector with depth, and integrated transport 
which is perpendicular to the surface wind stress. These features may be seen in 
figure 1 below. 

Figure 1 
A typical value for the decay depth above is computed from different sets of 

observations, and according to measurements done by Gonella (1968) is of the order 
20 m. Sverdrup took this idea a step further by allowing horizontal variations in 
the wind stress, and arrived at a consistent formulation of a driving mechanism for 
the large scale wind driven circulation. 

Horizontal variations in the wind stress may be considered as a direct extension 
of the Ekman spiral result provided the variations are small compared to variations 
in the vertical. This is equivalent to having the Rossby and Ekman numbers small 
with respect to one. If we define the Ekman transports UE, VE as 



then the verticle Ekman velocity, pumping or suction, is obtained from mass con- 
servation as 

For a given surface stress this expression may be rewritten 

where T is the surface wind stress. 
The ideas of Ekman flows and their associated Sverdrup transport are so simple 

that people have been moved to ask if they are visible in the observations. These 
concepts set the foundation for more involved theories in latter lectures and hence 
both a thorough understanding and careful sense of confidence in them is requisite to 
understanding and developing more complicated theories of the general circulation. 

One of the prettiest sets of evidence for Ekman flows are measurements done 
by Gonella (1968). Figure 2 is a progressive vector diagram compiled by making 
current measurements simultaneously at 10,25, and 75 m at one mooring for several 
days. (The scallop shaped cusps are inertial oscillations with a period of x 14 hours). 
Figure 3 is their interpretation of the data in which the mean currents at each depth 
are subtracted from the total. We can see the characteristic clockwise turning of 
the velocity with depth, as well as a decay in strength of the current. The spiral 
shaped dashed line is a theoretical fit to the data using a constant vertical eddy- 
viscosity of A, = 125 cm2/s. This set of observations as well as others (see for 
example Hunkins (196'7)), lend support to the existence of the Ekman flow. There 
is however a large disparity in necessary values of the vertical eddy-viscosity A,, and 
its vertical dependence, ranging from 60-540 cm2/s necessary to fit the data. There 
was much discussion on the ease of observing the Ekman flow, and it was pointed 
out that the effects of inertial motions and heating and cooling may completely 
overwhelm the Ekman signature in observational data. The supportive evidence 
may still be used to help justify that part of the circulation theory attributed to 
the wind. 



3.2 The  Sverdrup Transport 

The original Sverdrup paper (1947) is independent of Ekman7s work in that Sver- 
drup doesn't divide the ocean into an Ekman layer and a Sverdrup interior. The 
following section will discuss Sverdrup7s original ideas, while section 3.3 combines 
the two original ideas. 

Consider an incompressible fluid in geostrophic balance, possibly perturbed by 
vertical momentum diffusion. 

At the surface, z = 0, we impose a rigid lid, and wind stress as: 

If we now integrate equations (11-12) from the surface to some constant depth ,- D, 
then 

r z  
-fE= -Pz + - 

Po 
(14) 

where S i =  / O  adz and P = / O  L d z .  

Cross-differentiating 14 and 15, and further assuming the suface at z = -D is 
impermeable we obtain Sverdrup's relation: 

Sverdrup compares north-south transports predicted by this relation using observed 
winds with independent transports calculated from hydrographic density measure- 
ments. Figures 4a,b show a quite remarkable quantitative agreement between the 
two methods, including a counter-current in the east-west transports. 



3.3 Combining Sverdrup and Ekman Ideas 

The next logical step in formulating a model for the circulation is to couple Ekman's 
surface layer with a Sverdrup interior. This is easily understood by considering the 
interior flow, below the Ekman layer, to be in geostrophic balance. Integrating from 
a depth D up to the base of the Ekman layer we may define geostrophic transports 
as: 

then taking v of this equation we obtain 

At this point, through mass conservation, we make the connection with the adjacent 
Ekman layer. - - 

I uy  tv; = - W  = #€ (18) 

That is we allow the Ekman layer to pump into, or suck fluid out of the interior,and 
hence the relation - 

(19) 

The total transport now becomes the sum of a Sverdrupian interior and an Ekman 
surface layer transport. - v = V E f 7  (20) 

We now relate these ideas in tems of the approximate equations derived in 
Lecture 1. Consider the mean flow equations involving only vertically integrated 
quantities. The single layer, non-dimensional, vorticity equation becomes: 

For R., c, and em all much less than 1, we c&t solve 

for various schematic wind fields to get an idea of what the general circulation 
'looks' like. Note that we have dropped higher order derivatives, and hence must 
supply a reduced set of boundary conditions. The point was made in the lecture 
that one of the triumphs of this theory was how well its solutions compared with 
large scale observations. 

Consider the rectangular basin f-1 wre S. 7 



. .. 

Recalling 5 = $, , iS = tlrr, and rewriting (22) in dimensional form: 
1 

To complete the problem we must pose boundary conditions. The no normal flow 
condition, rl, = constant, may be imposed at either the eastern or western boundary. 
Fortuitously we have chosen a wind stress whose curl vanishes on the northern and 
southern boundaries. Thus, setting the constant to zero, $ = 0, the two main 
solutions are shown below. 

Figure 6 
The solutions correspond to either setting rl, = 0 on the eastern (fig. 6a.) or 

western (fig. 6b.) boundaries. 
If we consider the wind as representative of that over the sub-polar and sub- 

tropical basins, we could conject that the solution 'in figure. 6a. was the more 
physical. One member of the st& argued that this solution was the only one in 
which the vorticity was consistent with that of the imposed wind stress. Andyti- 
cally, it is not until we append boundary layers that we find the circulation must 



be closed by a western boundary layer. Using observed mean wind stresses this 
relation produces mass transport streamlines which show considerable resemblence 
to the observed surface circulation (figure 7.). 

We can extend the concept of combining Sverdrup and Ekman ideas by con- 
sidering a layered model of the interior circulation. Although layered models will 
be discussed more extensively in latter lectures, we begin the frame work here in 
order to compare the theory with observations as well as to introduce the abyssal 
circulation. 

Consider the two layer system in figure 7. below: 

The 1.5 layer model is defined such that the lower layer is at rest. The steady, 
geostrophic equations integrated over the upper layer are: 

The interfacial friction terms proportional to r will only become important in the 
boundary layer and will thus be neglected in this analjsis. Defining a mass transport 
stream function tC, such that 



and cross-differentiating the momentum equations (25-26) we obtain Sverdrups re- 
lation in the upper layer: 

7 - /3$= = k.V x -. 
P1 

(28) 

Integrating this equation out from the eastern boundary we have the following 
relations (see Lecture 9. for steps in derivation): 

The effects of including vortex stretching due to a spatially variable thermocline 
depth (D) are seen in the schematic representation of the solution in figure 8 
below. 

Figure 8 
The solutions are intuitively clear with the notions of Ekman pumping and 

suction, a deepening of the thermocline towards the center of the subtropical gyre 
due to Ekman convergence, and shallowning in the sub-polar gyre. 



Verifying the Sverdrup balance relation away from boundary layers in the ocean 
may, as in the case of the Ekman flow, be an over- simplification. From hydrographic 
measurements, investigators must choose a 'level of no motion', and then using 
the thermal wind relations calculate transports. Leetma and Bunker (1978), and 
Leetma, Niiler and Stommel (1977) support a Sverdrup balance in much of the 
interior ocean to within possible errors in the data, e.g. these measurements do 
not take into account fluctuations in the dynamics . Wunsch and Roemmich (1985) 
argue however that in order to balance the heat budget for the ocean-atmosphere 
system the interior transport must be greater than that predicted by the Sverdrup 
relation. The Sverdrup balance has also been tested in primitive equation numerical 
models. Holland and mines (1980) find that over large regions in the interior the 
Sverdrup balance holds. 

We have attempted to summarize the evolution of early wind-driven ocean 
circulation theories. The 1.5 layer framework now enables us to go a step further 
and consider an abyssal circulation, somewhat independent of the upper wind driven 
circulation. 



3 . 4  Abyssal Circulation 

Much of what is known about the abyssal circulation comes from observations of the 
fluid properties rather than direct current measurements. We may obtain insight 
into the distribution of these properties by studying a simple model/experiment 
discussed in a series of papers by Stommel and Arons (1960a'b) and Stommel, 
Arons and Faller (1958). 

We start with the basic notion that fluid at the poles looses heat and possibly 
becomes more saline (if there is freezing taking place). These processes cause the 
fluid to become more dense and consequently 'sink' to lower depths, acting as a 
source of deep water. Next consider, a rotating pie shaped region (see figure 9 
below) with a free surface described by: 

We now draw the analogy between sinking regions at the poles with a source, 
(S), at the apex of the pie shaped region. 

Considering geostrophic dynamics, we write the momentum equations in polar co- 
-. 

ordinates. 



or using (33) 
ht + j [(z) + (g) J = 0. 

Cross-differentiating (32) and using (34) we have 

and with (31) and (32) the result: 

Note: For S > 0, u < 0 and we have flow towards the source! We develop the analogy 
further by considering the transport of fluid in the pie shaped region (basin). For 
S > 0 at the apex we have: 

Water in = Sov(r)D(r)rB, = S 
a2 

r2 
Water out = S- surface is rising 

a2 ' 

Difference = Western Boundary Current = T,(r)S ( 1 + - ) (38) 

From (38) we notice that the transport in the western boundary layer is greater than 
the source and we therefore conlude that the fluid is recirculating into the boundary 
layer. An interesting way to predict the behavior of these flows was pointed out by 
one of the staff during the lecture. In the geostrophic approximation, the Taylor- 
Proudman theorem is valid and we may think of the flow as a bundle of columns 
which as the surface rises move towards the source in order to minimize the vortex 
stretching effect due to the variable surface height. Analogues like these may be 
considered for many combinations of sources and sinks placed around the periphery 
of the region. The model is also easily extended to a spherical coordinate system. 
Strong implications may be made concerning the abyssal circulation in the oceans. 
Kuo and Veronis (1971) sketch a possible circulation battern for two point sources, 
one in the southern ocean and the other in the north atlantic, see figure 10. 
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LECTURE 4 

4.1 BAROTROPIC VORTICITY EQUATION 

The midlatitude barotropic vorticity equation is 

Here is a stream function for the vertically averaged flow., , 
in the x, y direction in an ocean of constant depth and density 

T', TYare components of wind stress, A H  is the horizontal eddy 
coefficient and r is the inverse time scale characterizing 
damping by bottom friction. 

With the scaling 
x , ' b  - L, Arb, 

we have 



If % , ES, f, (4 we have 

or, in dimensional form, 

This is Sverdrup balance. 

Total transport: 

Ekman transport: 
C - L 

II 

Geostrophic transport: t 

4.2 Canonical Sverdru~ Proble~ 

0 on boundary 

Two equally possible solutions 
(cannot satisy yl - 0  on one boundary) 

(Sverdrupfs Choice) 



Choice of correct solution requires consideration of frictional 
effects. Physical consideration suggests Sverdrupts choice. 

case (1) Wind inputs clockwise vorticity, 
Western boundary friction inputs counterclockwise 
vorticitv. 

Case (2) Wind inpits clockwise vorticity Eastern boundary 
friction inputs clockwise vorticity. 

4 . 3  Stommel Problem f 1948L 

Assume bottom friction plays dominant role in boundary layer., 

3.' = o  at boundaries 

2% - 0  

Use scaling: 

& 
Then 

I; = -c / p a  << L 
y = o  a;t z = 0 , 1  i!' 'b '0, ' 

Interior solution (Sverdrup): 

Boundary layec solution: 
Y; C C -  x )  TT O i ~ n e  



Western 

Eastern X - \  = 3 E~ 

£ I - z H  't;~ + ' 5% - .T Ain [nt) 
With dl-, 

1 

-9 y = A + B e  - 3  
Match solutions: 

2 7/ 

r < O(E) 
(Note: W. Boundary layer -3 C = 1. ) 

= ( ,  - e-'" - z ) a A h  o ~ )  

% 
Stommel solution for 



Fig. 4. Surface height contours for the uni- 
, formly rotating ocean in cm referred ro zn ubi -  

trarylcvcl a 

Fig. 5. SuearnIinu for the c a ~  where the Cori- . . 
oljj force is a linear function ofhdtudc 



is shown below; note that in this case northern/southern boundary 
layers are also needed. 

Extended Stommel ~roblem ' " 
Consider a rectangular basin with a>>b 

- - - T X i n L W )  

We look for solutions in the form 
ese 

Then 

where LB , TIP 
General solution is 



where I 
2 

A and B are determined from t h e  boundary c o n d i t i o n s  

y 0 

Limit ing case: For L B  <<b 

f o r  Z = 0, a  

4.5 Basin of arb i tran  shaw - Stommel oroblem. 

m 

I n t e r i o r  s o l u t i o n :  

1 X - Y1 = i c ' T; ) d x l  
*E 4 



Boundary l a y e r :  W e  a n t i c i p a t e  a  western  boundary l a y e r .  
Therefore  set 

E ' - ~ &  [ 1,- lat%W)LJ - El-; (a ,xd)u; ,  

Put  a  = 1 

Matching i n t e r i o r  t o  boundary l a y e r  g i v e s  
X 



, 4 . 6  Munk problem 119501 

We assume lateral friction plays the dominant role in the 
boundary layer to close the Sverdrup flow. This is the Munk 
problem. We take the wind stress as 

Then the Munk problem can be formulated as 

Boundary conditions ( ) correspond to no tangential stress at 
northern and southern boundaries (18slip boundariest8). This has 

+ 
been chosen for analytical convenience since in this case no 
northern and southern boundary layers would be necessary. 

We adopt the scaling 

T 

I Y e -  
Then 

Tr Y 
d 

.e% 
E, v+y - = a hinC~3)  

a where 
i 

Boundary conditions 
= ( A H  / P A ! )  & I 



Boundary l a y e r  s o l u t i o n  techniques  g i v e  

where %QL , and \ Y ~ L  correspond t o  t h e  western  boundary, 
i n t e r i o r  and e a s t e r n  boundary r e s p e c t i v e l y  and a r e  given by 
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LECTURE 5 

THE EFFECT OF INERTIA 

5.1 Nonlinear perturbation of the Stommel problem 

Recall the scaled barotropic vorticity equation 

where 

are the magnitudes of the inertial, bottom friction and 
lateral diffusion terms respectively. In the limit of zero 
Rossby number Ro, Stommel (1948) closed the problem by 
introducing bottom friction in the case of the canonical 
dimensionless wind stresses= (-cos~y, 0). The steady 
solution obtained to O(Ro ) for the equation 

was 
-xlt = ( 1 - X -  e ) K S L K ~  

which describes the usual Sverdrup interior flow closed by a 
boundary layer at the western boundary. Let us now write, 
for Ro U E44 1, 



Figure 1. Perturbation to the Stommel solution for R o < 4 l .  



I 
where, v1 satisfies the 0 (Ro ) equation 

and ").'=O on the boundaries. substituting for+$ gives 

which has a solution in the western boundary layer 
approximation 

Note thatq'is antisymmetric about y = 1/2 and so the 
symmetry of the Stommel solution is broken by the 
perturbation, as shown by Figure 1. 

The boundary layer north of y = 1/2 is sharpened and the 
boundary layer transport increased, while it is broadened 
south of y = 1/2 and the transport decreased. This is 
because negative relative vorticity is being advected from 
the southern half-basin into the northern half-basin; before 
rejoining the Sverdrup interior flow, fluid parcels 
travelling northwards through the western boundary layer 
must lose their excess negative relative vorticity through 
dissipation in the region at the northwest corner of the 
basin. 

5.2 Fofonoff Free Nonlinear Solutions 

Fofonoff (1954) considered the alternative limit of high Ro 
-steady pure inertial flow with negligible forcing and 
dissipation, i.e. he solved the equation 

with$=0 specified on the boundaries. This can be rewritten 

which says that potential vorticity is conserved along 
streamlines, so we may write 



Fofonoff considered the simplest choice for the functional F 
by assuming linearity 

which admits an interior solution for RoLL1, viz. 

corresponding to entirely westward zonal flow. The 
alternative choice of eastward flow could have been made, 
but we shall see below that it is physically inconsistent. 

The boundary  condition$=^ can only be satisfied at one of 
y=0,1 at most, and so boundary layers are required to 
satisfyq=0 at the other boundaries. 

Consider first the western boundary&=O. Setting q = ' t r + * w  , 
we obtain 

R-0 %xx = qw (5.12) 

which, upon matching with the interior solution &,gives 
- x / I z o t  

%I, a  yo) e. (5.13) 

Doing the same for the other boundaries, we obtain for 
arbitrary ye 

- XL' - o-x)/R, 4 Y = ( y - ~ e ) [ / - e  - .  (5.14) 

The solutions for the choices y,=0,1 are shown below in 
Figure 2. Potential vorticity vxt$ must be conserved along 
streamlines within the boundary layers, and comparison of 
values of -+f at a point within the western boundary layer 
with its value just outside the boundary layer on the same 
streamline for either configuration in Figure 2 shows 
westward interior flow to be consistent with this 
constraint. Reversing the flow, which corresponds to posing 
an eastward interior flow, leads to inconsistency with 
conservation of potential vorticity U r + f  along streamlines. 
The eight possible constructions are checked for consistency 



Ill ' ' I 

F i g u r e  2 .  The Fofonof f  s o l u t i o n  w i t h  y,=0,1, 
F o f o n o f f  ( 1 9 5 4 )  

d u e  t o  



vx < 0  + + conservation of v, + f -. + v, < 0 

accelerated western decelerated eastern 

V, > 0 + + t 4- + pattern -+ + + + -+ v, 

V, > 0  + + conservation of v, + f + + vX > 0  

I vx > O  +++ + + p a t t e r n + + + + - + v ,  > O  \\ v, < o + + conservation of v, + I +  ;r v, < 0)) 

'4 
decelerated western accelerated eastern 

< O + + + + + p a t t e r n  

vx > 0 t t conservation of v, + f -+ + v, > 0 

ALL 
CONSISTENT 

I 

NONE 
CONSISTENT 

Figure 3. Consistency of the eight possible boundary layer 
' flow patterns with the conservation of Vx t f  
along streamlines. 



in Figure 3, confirming that in all consistent cases, the 
western boundary layer is accelerated as it is fed by the 
westward interior flow and the eastern boundary layer 
correspondingly decelerated. 

5.3 Bottom Frict ion  and I n e r t i a l  Boundary Layers 

We now consider perturbing the free inertial solutions with 
bottom friction and wind stress, i.e. 

Suppose the Fofonoff solution to be not significantly 
altered by the perturbation. Then integrating over the 
region enclosed by a closed streamline of the Fofonoff flow, 
we obtain 

fs J ~ Y ,  R.V$+-) da = d3uu*~ dA - E. J- s v b  do. 

The left hand side of this is trivially zero and so, by 
application of the divergence theorem, the following 
integral constraint is derived, 

Imagine a wind with westerlies in high latitudes and trades 
in low latitudes. We then have curlT<o and y.d$bo for the 
flow given by the choice y,=O (with a northern boundary 
layer) as the flow is clockwise and the line integral taken 
counterclockwise. Hence a slightly perturbed Fofonoff flow 
is not inconsistent with the integral constraint (5.16). The 
selection of a northern inertial boundary layer is also 
physically consistent because the self advection of fluid up 
the western boundary layer will lead to "piling-up" of the 
streamlines at the northern end of the boundary layer. 

Niiler (1966) proceeded to obtain a velocity scale for the 
Fofonoff flow, noting that the major contribution to&y.dA 
comes from tpe northern boundary layer. Applying 
dimensional analysis to the constraint (5.16) and noting 
that the boundary layer flow has magnitude ~ r b [ ~  we obtain 

I 



Figure 4. Numerical s o l u t i o n  of  the bottom f r i c t i o n  
(Stommel) model due t o  Veron i s  (1966) for Ro<&l 



We know, however, that the inertial boundary layer thickness si 
and the Sverdrup velocity us have magnitudes 

Defining Ro = Us /b~' , we obtain 

Veronis (1966) solved (5.15) numerically for various values 
of LIE' ,showing a smooth transition between the forced 
dissipative Stommel solution (&(t"4 0) and the free Fofonoff 
solution (Role'+& ) . For large Ro/cS , Veronis found that 
Uf /U,  - ~ O . I O ~ - Q . I O ~ ) ~ ~ / ~ ~  , in agreement with the dimensional 
analysis above. 

The main effect of the nonlinearity is to advect negative 
relative vorticity up the western boundary, across the 
northern boundary, and down the eastern boundary. 

5.4 Lateral Diffusion and Inertial Boundary Layers 

We first wish to apply the same analysis to the Munk problem 
as we have to the Stommel problem. Munk, Groves and Carrier 
(1950) solved 

for ROLL/ by setting Y- = Y ~ + R ~ . J . '  as before. The results are 
qualitatively similar to the nonlinear Stommel solution, as 
shown by Bryan's (1963) no-slip numerical calculations in 
Figure 5. Increasing Ro did not, however, lead to the 
Fofonoff inertial solution. Indeed it was not possible to 
calculate solutions at all for Rehtoo Let us therefore 
consider perturbing the Fofonoff solution by the addition of 
some wind stress and lateral diffusivity, i . e .  solve (5.19) 
in the limit of large Ro. 

As in 5 5 . 3 ,  we can obtain a simple integral constraint on 
the solution by considering the area enclosed by a 
streamline of the unperturbed Fofonoff flow (away from any 



Fig. 10. Numerical solutions of [he harotropic vorlicity equation (2.1.1) with only laterai 
diffusivity and with a wind srress curl of [he form - sin ( v / b )  (ad;ipcrd from Bryan. 1963). 

Figure 5. Numerical solution of the lateral diffusivity 
(Munk) model due to Bryan (1963), with Reynolds 
number kL =Ro/€~ ranging from Re=5 to Re=60, 
with no-slip at the boundaries. 



boundary layers) and by assuming the perturbation to the 
flow to be small. This yields the requirement 

which, upon noting that tC(ILL<dv, reduces to 

A 
where 3 is the relative vorticity (=v\) and I is normal to 
the streamline and directed outwards. However, in the 
interior of the Fofonoff flowAJbo , while just outside the 
boundary layers rco and so V 1 . c ~  o on the enclosing 
streamline. The constraint ( 5 . 2 1 )  is therefore violated, 
which means that the flow cannot simply be a slight 
perturbation to the steady Fofonoff solution. 

Let us continue, however, to attempt to construct a 
frictional sublayer under the inertial boundary layer. At 
the western and eastern boundaries, the boundary layer 
equation is 

with internal inertial boundary layer solutions ( E , I L I )  

We are now able to deduce the thicknessbof the frictional 
sublayer, given that the streamfunction within the 
frictional sublayer will scale as the streamfunction within 
the inertial boundary layer: -VF f * 3 . 
Matching nonainear and frictional terms in ( 5 . 2 2 )  gives 



But 

and so 

which implies that the nonlinearity actually reduces the -' 

thickness of the frictional boundary layer, if it exists. 
Integrating ( 5 . 2 2 )  with respect to x ,  and matching to the 
internal solution ( 5 . 2 3 )  we obtain, for the western boundary 
layer 

scaling %=65 and qF=%% gives 

--r *rz + Yf  9 ~ f  = (Y-Y.) +%sf 
with 9 = y f  S O  4 5 = 0  

and ? C + 1  w % + O 0  . 

Writing u=-?Cy, V =  VS a n d  hlp. = 43-ye) 
( 5 . 2 6 )  and ( 5 . 2 7 )  become 

and 

k =  v s o  f = o  

which describes the classical problem of uniform flow in the 
+y direction, past a flat plate, with a negative downstream 
pressure gradient. This admits a boundary layer solution. 
However, the eastern boundary layer equation transforms to 



flow past a flat plate with an opposing pressure gradient, 
which does not allow a boundary layer solution, but instead 
results in separation. 

We have therefore been able to construct a frictional 
sublayer at the western boundary, but not at the eastern 
boundary. 

Ierley and Ruehr (1986) solved the boundary layer equation 
(5.25) at the western boundary by writing 

M and rescaling %=XE to give the ordinary differential 
equation 

q"' = y + % ( q " - c p c p " d /  
where 

3-Ro E. 
4 3  

3 = 
The plus sign is appropriate for the southern half 
subtropical gyre (interior feeding boundary layer), the 
minus for the northern half (boundary layer feeding 
interior). 

The boundary conditions are 

The unknown boundary condition on 9 at x=O, obtained by 
shooting so that ~ ( o b ) = l ,  corresponds to the wall stress for 
the no-slip case and to the y velocity at y=O for the stress 
free case. Let this unknown condition be $ ( A )  , as its value 
depends on the degree of nonlinearity . In Figure 6 we 
see solutions for P(3) , the solid line being obtained 
numerically and the dotted line by continued fractions. 
Ierley (1987) studied the stability of each of the multiple 
solutions. In both cases a stable solution exists for all 
140, and in both cases there is a critical value of 2 2 0  
beyond which no solutions exist. He conjectured that the 
failure of the boundary layer model was related to the onset 



Figure 6. Unknown boundary conditions 60) for (a) no-slip 
boundaries, @ ( A )  = vu(o; h )  , and (b) no-stress 
boundaries, g fa) = p t ( o ; l )  (from Ierley and 
Ruehr, 1986) . 



of recirculation in solutions of the full partial 
differential equations. 

~dning (1986) also conducted numerical experiments with 
lateral friction, allowing slip at the boundaries. The 
major points of comparison with the bottom friction model 
are: 

*Small nonlinearity advects negative relative 
vorticity f up the western boundary in both cases. 

*Dimensionfull transport initially decreases as Ro is 
increased in both cases. 

*With bottom friction, transport begins to rise with Ro 
when the northern boundary layer current reaches the 
eastern boundary. 

*With lateral friction and slip, transport begins to rise 
with Ro when 2 = RO/.," has exceeded the critical value 

0.29657 such that for 3 > 4 ~  , no boundary layer 
solution feeding the interior exists. 

*With lateral friction and slip, the region of enhanced 
transport in the northwest corner (recirculation 
region) tends to stay in the north-west corner. 

Note that the slip boundary condition (no stress) leads to 
no vorticity generation at the boundary and so parcels at 
the wall cannot change their potential vorticity. 
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INITIATION OF SVERDRUP FLOW 

6.1 Introduction 

In this lecture we introduce time dependence and examine 
the initiation of large-scale flow from a state of rest. 
Thus-the steady solutions examined in the preceding lectures 
are augmented by transient solutions. The time-dependent -, 
equations admit a variety of wave solutions. As a 
consequence this lecture begins with a review of the linear 
wave solutions of the shallow water equations. We then 
investigate the transient modifications to the Stommel-type 
solutions discussed in Lecture 4. These modifications are 
succinctly demonstrated in the numerical solutions of the 
linear problem by Anderson & Gill (1975). We also examine 
the nonlinear problem that is forced by unsteady winds 
(~eronis, 1970). The lecture concludes with a discussion 
of the study by Kawase (1987) on the initiation of deep 
ocean circulation. 

6.2 Linear Wave Solutions 

The starting point for our review are the linearized 
shallow water equations 

u,-f v = - 3 4 x  
Vt+'Tv= - c q  

J "6 (6.1) 

It .DIVr-V$-)=  0 
where f=fo + P y  and T((x,y,t) describes the free surface. 
By cross differentiation these equations can be condensed 
into a single equation for v: 

V x s t  + Vyrt  +/3Vx. + ( t  - I'd, ) " ; 0 ( 6 . 2 )  

~nserting the plane wave ansatz 9D 
I v = e  ( 6 . 3 )  

in (6.2) yields the dispersion relation 



Figure 1. Graphical illustration of the dispersion relation 
(6.4). (a) The high frequency limit (6.5) (inertia-gravity 
waves) . (b) The low frequency limit (6.6) (Rossby waves) . 
(c) Projection of (a) and (b) on the u-1 plane ( k r o ) .  



where czl D. Note that f=f (y) SO that the plane wave 
solution can be viewed as the leading term of a WKB . 

approximation. 

The high frequency (large u )  limit of (6.4) reduces to 

which is the dispersion relation for inertia-gravity waves. 
This relation is shown graphically in figure l(a). 
Similarly the low frequency limit of (6.4) can be written as 

This is the dispersion relation for Rossby waves and is 
illustrated in figure l(b). In figure l(c). this 
information is shown projected onto the rr-R plane. 

Another solution is obtained if we assume u = 0 in the 
interior of the fluid as well as on the solid boundary x = 
0. Then (6.1) becomes 

- f v  = -4%. 

Manipulation of ( 6 . .  7b, c) yields the wave equation 

Again we assume plane waves, viz. 

where the amplitude now depends on x. Inserting (6.9) 
in (6.8) results in the linear dispersion relation 

An expressioA for % can be obtained by using (6.9) in 
(6.7~) and integrating. The result is 



Finally we use (6.11) in (6.7a) to get an expression .for 
h (x) P 

for x<o. These non-dispersive waves, whose amplitude and 
velocity decay exponentially into the interior of the fluid, 
are known as Kelvin waves. 

6.3 Mid-lattitude Rossby Waves in Rectangular Basins 

In mid-latitudes the vorticity equation can be written 
as 

where R=(gD/f,), 5 is the wind stress,kis a unit vector 
parallel to the z-axis and €is a damping coefficient. It 
is convenient to first consider free wave solutions; that is 
solutions of 

Assuming plane waves of the form Y/ =exp( i (lx+ky- 0 t) ) we 
recover the dispersion relation (6.6). The group velocity 
vector 

is shown in figure 2(a). The construction for reflected 
waves, due to Longuet-Higgins (1964), is shown in figure 
2 ( b ) .  From this figure it is apparent that long Rossby 
waves, that carry energy westward, are reflected at a 
western boundary as short Rossby waves that carry energy to 
the east. 

The normal modes of a basin are found by assuming time- 
dependence of the form exp(-ibt) so (6.14) becomes 



wavenum ber 
vector 

( b l  

Figure 2. The dispersion relation (6.6) in the 1-k plane. 
(a) The group velocity vector is proportional to WC. (b) 
The incident and reflected wavenumber vectors (labeled) and 
the group velocity vectors (directed towards the center). 

Figure 3. The solution GqT and v as functions of time. 



subject to the condition of no normal flow through the 
boundary. 

The substitution . R 

generates the Helmholtz equation 

where is specialized to discrete values and the 
eigenvalue k is 

1 
(6.19) 

We must now discuss boundary conditions. For quasi- 
geostrophic flows v= 3 % / f 0 .  This imposes .S=0 on the 
boundary. This may violate mass conservation and we 
generalize t o q =  constant. The constant must be determined 
by requiring $vt& = 0 . 

Before focusing on the initiation of Sverdrup flow in a 
closed basin it is instructive to consider Rossby modes in 
the infinite channel between y=o and y=b w i t h p = o  along 
these boundaries. We seek solutions of the form 

Insertion of (6.20) in (6.16) gives an equation for Cb, 

where 

and for which we assume 
LyL - a t) dn = e 

The resulting dispersion relation is 



a: = 600 R: l a  = 5000 krn. R = 200 k m t  

- - 1 = 3,'Ic, I 

Figure 4. The numerical solutions of Anderson and Gill 
(1975). The'upper panel is the baroclinic case. In this 
case fast internal modes are generated. The lower panel is 
the barotropic case in which surface gravity modes are 
formed. 



The limiting cases lro and l-coo display quite different 
types of behavior. For long waves (J-rO) The phase speed, 
Cphase = % is 

R 

These waves are dispersionless and ropagate phases 
westward. The group speed, Cg = 3, is westward for 

Thus energy is also propagated westward by long waves. In -. 
contrast to the long waves the short waves are dispersive 
and carry energy to the east. Their maximum group speed is 

and occurs at a wavenumber 

We now consider initiation of flow in a mid-latitude 
basin, x=O,a; y=O,b by switching on the wind stress at t=o. 
We use the wind stress 

so the vorticity equation is 

subject to ?=o on the boundaries. As in the infinite 
channel we seek separated solutions of the form 

The resulting equation for is 

with the conditions 
I C X , ~ )  = 0 

4 (a, t)= 0. 



~ i g u r e  5. The amplitude of the meridional velocitylvl. 
plotted versus the forcing frequency normalized by the 
maximal forcing frequency. 



We divide &,lx,t) into two parts: a transient part &),'(K,~) 
and a steady part q?(x) such that 

The steady Sverdrup balance is 

which upon integration gives 

The dynamical balance for the transient is 

(6.36) 

The characteristic solution of (6.36) is 

@.?st) = 6 ,  (x-c. t) (6.37) 

where 
c,= -m L%+ R-'I 

from (6.32), (6.33) and (6.35) we see that (6.32) must be 

The function H(x) is function; H(x<o)=O, 
H (x>o) =l. The form of are shown in figure 3. 
Finally, to satisfy the at x=o We must add a 
reflected field of short dispersive Rossby waves GfiR that 
satisfy 

The full problem was investigated numerically by Anderson 
and Gill (1975). Figure 4 shows the results of their 
calculations. The upper panel shows the baroclinic case in 
which slowly moving short waves penetrate the interior from 
the west. The addition of weak bottom friction will kill 
these east-m~ving waves and the steady solution will be 
approximately recovered. The lower panel corresponds to the 



Figure 6. Contours of the time-averaged stream function 
normalized by the maximum value of the stream function. The 
forcing frequency decreases from top to bottom. 



barotropic case. For typical values of a and r the basin 
traversal time is only a few days. 

The effects of fluctuating winds on the mean and 
transient circulation were investigated by Veronis (1970). 
In this case the nonlinear vorticity equation 

is integrated numerically. With oscillatory wind forcing 
there can be resonance between the forcing frequency and the 
normal modes of the basin. This effect is illustrated in 
figure 5 where the amplitude of the meridional velocity is 
plotted versus the forcing frequency. At much lower 
frequencies than those at which sharp resonances occur the 
instantaneous solution is the steady solution driven by 
t t t ) ,  i.e. time only appears parametrically. The nonlinear 
perturbative treatment of the steady solution (lecture 5) 
thus implies rectification of the flow in a manner 
qualitatively similar to that shown in figure 6. Note that 
care must be taken to distinguish between eulerian and 
lagrangian means if calculations such as these are invoked 
in discussion of the distribution of properties. 

6.4 Waves in the Tropics 

In the tropics f=jy so the shallow water equations 
become 

u,-J3yv = - y t x  

Vt+fiyU= -g?q- 
? t + D ( ~ , i v ~ )  s 0 

Now solutions are of the form 
~ I L X  - at) 

v = V(y)e 

The function V(y) is given by 

Where ~ = ~ j p / C  and Hm (w are Hermite polynomials. The 
dispersion rylation is 



Figure 7. ~dhematic illustration of the scattering of an 
equatorial Kelvin wave at an eastern boundary energy is 
scattered into two coastal Kelvin waves and lnto long Rossby 
waves whose group velocity decreases with latitude. 



For m = -1 V(y) = 0, but ( A $ L ) ~ ~ $ O .  

At sufficiently low frequencies the dispersion relation has 
two limits. For short waves (1- oo) 

A 
For long waves (1+0) 

The former are dispersive Rossby waves that carry energy, 
to the east. The latter are non-dispersive Rossby waves 
that transport energy westward. As shown previously we can 
find Kelvin wave solutions (m = -I), however this time we 
let v=O and these Kelvin waves travel eastward along the 
equator. 

In anticipation of the results of Kawase (1987), to be 
presented in the next section, we consider the scattering of 
an equatorial Kelvin wave when it reaches an eastern 
boundary. At the boundary this energy is scattered into two 
coastal Kelvin modes that travel along an eastern boundary, 
one in the northern hemisphere moving northward and one in 
the southern hemisphere moving southward. In addition there 
is a long Rossby mode that is reflected back to the west. 
This scattering is sketched in figure 7. 

6.5 Establishment of Deep Water Circulation 

We conclude this lecture by considering the initiation 
of deep-water circulation. This discussion follows the 
paper of Kawase (1987). Kawase's model consists of two 
layers; a thermocline layer and a deep layer. The governing 
equations are 



Figure 8. A numerical simulation of Kawase (1987), showing 
the development of flow at (a) 5, (b) 10, (c) 20, and (d) 40 
days. The contours are of layer height. 



Where gt = y g  and the u and 1 superscripts denote the upper 
and lower layers respectively. Neglecting the barotropic 
mode permits formulation of the baroclinic mode in terms of 
lower layer variables. 

where Q is a localized source of deep water in the northwest 
corner of the basin. Kawase closes his model by specifying 
w to be 

where = constant. Here we note, without further 
discussion, that this parameterization of w is controversial 
(see Kawase (1987) 2 for his justification of this choice). 
figure 8 (b) shows % is results. This figure shows contours 
of layer height. In this sequence one sees a southward 
traveling Kelvin wave along the western boundary moving away 
from the mass source in the northwest corner. This wave 
turns eastward Fig 8(b) with little energy loss. Figures 
8(c) & (d) show the evolution sketched in figure 7. The 
westward propagating Rossby waves result in an equatorward 
thickening of the eastern boundary layer. 
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THE GENERAL CIRCULA?ION OF THE OCEANS: STATISTICAL ONE-LAYER 
PROBLEMS 

In today's lecture we will discuss statistical one-layer 
problems, wlth the material drawn primarily from a set of 
numerical experiments by Griffa and Salmon (1989) 
[henceforth referred to as G & S ]  and also the statistical 
mechanical theory necessary to understand these experiments, 
principally the result that for a large number of 
realizations of a system, with constraints only on the 
averages of the energy, potential enstrophy and potential 
vorticity, if we choose the most probable distribution of 
the ensemble in phase space (in a sense to be defined later) 
we recover the Fofonoff equation. Some of the material 
presented in this session, in particular the Fofonoff flows, 
has already been covered in earlier lectures but will be 
presented again for the completeness of this lecture. 

7.2 Fofonoff Flows 

We considered earlier the equation 
(7.1) 

In the case where there is neither forcing nor wind stress 
this reduces to 

-0  T IY,VLw+Ba) - (7.2) 
and we get the Fofonoff flows for which 

Q'-Y+ Pa = fa0 -t 8v/U ( 7 . 3 )  

where U is the interior velocity. This of course is just a 
special case and we could have written 

where F is any iunctioni however, we chose the linear case 
because of its tractability. 



As we mentioned earlier, Veronis (1970) pointed out that 
if we solve (7.1) with some Ekman drag and a wind stress 
that is favorable to the Fofonoff flows in the sense that 
the integral of the right-hand side of (7.1) over an area 
bounded by a streamline vanishes, that is 

ST.&= E$q.&C, 
then it would be possible to have a solution where 

where 3; is a functional and thus the left-hand side of (7.1) 
is zero and the integrals of the two terms on the right-hand= 
side of (7.1) around every streamline cancel. Thus we 
concluded that as one increased the size of the wind stress, 
this set of problems went quite smoothly from the Stommel 
problem to a class of solutions which we will term the 
Fofonoff-Veronis solutions, namely the Fofonoff flows but 
with small amounts of drag and wind stress. 

In this lecture, we will see these Fofonoff flows emerge 
in two very different situations. Firstly if we solve the 
time-dependent version of the conservation equation (7.2) - 

'172\Y, -t JW V2y+ fa)=O 
in a box withVzV, = 0 on the boundaries, starting from 
random initial conditions, and run the numerical ex~eriment 
for a long time and then average the stream function over a 
long time we will show, both from the results of G&S and 
from theoretical insight, that the average solution < 
will satisfy the same equation as (7.3) y." 

( 7 . 4 )  
From the theory we will learn how the constants in (7.4) 
turn back on the initial conditions. 

Secondly, as G t S  pointed out, if we consider the same 
problem again starting from random initial conditions but 
with small amounts of wind stress and bottom drag added, 
that is 

then if the wind stress is favorable to the Fofonoff flows 
in the sense mentioned earlier then we will again recover a 
solution that essentially obeys (7.4). If however the wind 



stress is unfavorable to the Fofonoff circulation then, not 
surprisingly, the solution is very different and very noisy 
because the Reynoldsr stress terms will be large. 

7.3 The Statistical Mechanics of the Problem 

Before reviewing the numerical work of G & S ,  we will 
first make a detour into theory and look at the statistical 
mechanics of a truncated set of equations. Firstly, we will 
rewrite (7.5) in terms of q, the potential vorticity, 

and
w

average this over a very long time 
4 J C W / ~ ) ) = - E C ~  4 4c-A.r)  

so that 

J ( ,3) ,<l \ )~(~[~)$)> = $ <cw'\%> (7.6) 

where we have used the usual Revnoldsf decom~osition and 
denotes the fluctuation from the mean. If the two terms on 
the right-hand side of (7.6) balance, as they did in the 
case we considered earlier where we recovered (7.3), then we 
expect the Reynoldsr stresses, that is <JCV',tj+') >, to be 
small and we expect to see solutions like the Fofonoff 
circulation. If, on the other hand, the terms on the right- 
hand side of (7.6) do not balance, we expect the 
deviations from the average to be of the same order of 
magnitude as the average and just as energetic as the steady 
solution arising in the case where the forcing balances the 
wind stress. 

We will now consider the initial value problem. The 
first case we will deal with is the one considered earlier 
with no forcins or wind stress 

(7.7) 
withv = 0 on the boundaries. Initially we will deal with a 
general h E L(r,)) , but will later revert to Bg , and 
choose some random initial condition forq. One method of 
attacking this problem is to expand the solution in terms of 
those eigenf unctions &(with associated eigenvalues k; ) of 
the ~aplacia?Vzappropriate to the geometry of our basin, 
with v2$; 4 k z q i  z o  



a 
and the eigenfunctions ordered so that k; are an ascending 
sequence of numbers. We can then write the stream function 

- 

(7.8) 
The orthogonality of the eigenfunctions means that, with an 
appropriate normalization, 

wheredenotes the integral over the basin. If we 
substitute the expansion for \y (7.8) into the equation 
which it obeys (7.7) and also expand the topography h in 
terms of the -5; A;#( where the hi are coefficients 

-' 

of the topography, then we will get a set of coupled 
equations for 3;lt) of the form 

t t )+ S',,cA:dtpQ5,k g2, yJkL=o 91 

where d5[: kcj-W and B:  z L ; sc 9, qe, - 
; t b d  d l  h;k, 

If we trunct2e the expansion (7.8) at some level, say$&j), 
then we have a spectral model. 

The equation (7.7) whichq obeys has a number of simp 
conservati n uantities, amongst which are the kinetic 
energy E =w and alsot() where F is any function. In 
partizular JL: , the verage potential enstrophy, an 
"f 

1 
, the average potential vorticity, are integral 

invar ants, and all of these quantities may be expressed 
terms of they<& The simplest example is the energy 

E : SS v 9. vvdxdJz $J * v z * J k J J  
LC.1:. OL. rr 

ie. 

Similarly we find a: 5ib?3:-2k;ytl.6) (7.10) 

We will now consider a large number of systems 
(7.7),(7.8), all of which started with initial conditions 
which were different for each system but were such that when 
we average over the initial conditions we get an average 
energy E, an average potential enstrophydand an average 



potential vorticityT. Thus we have an ensemble of 
.realizations of this system. In the many-dimensional space 
whose coordinates are the y;'s the evolution of one point 
(that is one realization), with time will define a path. If 
we think of a large number of realizations with initial 
conditions that are in some sense close together we will 
initially have a I1cloud" of points. If we imagine that we 
have such a large ensemble that we can think of this as a 
rlfluidll of system points in the same sense that we apply the 
continuum approximation in fluid mechanics then, since none 
of these realizations will cease to exist, the ensemble will 
satisy a co 

where \O s P ( t ) ; ? I  $&,kl corresponds to the density of 
the realiza??&-!!<'in phase space. This equation looks 
exactlv like the standard mass conservation equation 

From the definition of the A m - ( ,  if any of the indices 
are equal then A:j l  = 0. ~o~ethe;) with the B: 4 this tells 
us that the velocity field 9, is divergence ?reel i .  e. 

 hi; fS?'the analog of V.U_=O and (7.12) reduces to 
vt  4 i: j & P  =O 

which is analogo*s to ~ t + ( ~ . v ) 3  =O. Thus the volume of 
this "cloud" of points is conserved, although the region 
occupied by this cloud might be tremendously contorted as 
the phase flow develops. The function P is important 
because it enables us to calculate averages of quantities in 
this flow, for example 

S ~ 1 % )  P ( % , ~ ) B ~  

where o now denotes an average over the ensemble and 

. -  - .  S F ( y u  ...I Y N  ) 7 ,  dyN. 
Here S P l g , t ) A  is simply the volume of the phase space- 
Normally we qet J =l. 



P is at this stage unknown. The essence of the 
statistical mechanics used here is to average over the 
ensemble using the most probable P subject to the 
constraints applied to the system. In this case if 
initially all of the realizations have the same .and2 
then we know, since in phase space E defines a sphere,Aan 
ellipse and Z a plane, that at later times all of the 
realizations will lie on a subspace determined by the 
intersection of these surfaces. Instead we will choose for 
simplicity the most probable distribution of P, which we 
labelp, subject to the constraints not on each system but 
on the aver_ages of E , d a n d Z  

In this sense Itmost Erobabieu means that P which maximizes 
the quantity-Sfly)\o Plj)d3 . This differs in 1 principle from, and i more tractable than, the situation 
where all of the realizations had the same values of Etaand 
Z. If we have a large number of realizations and if N, the 
number of y;, is large so that we have large systems, then 
these two situations produce virtually identical results. 

We will now motivate this choice of - 1 ~ l ~ ) l o ~  fb)d# as 
the quantity which is to be maximized. Suppose we ha e a 
large number of realizations of this evolving model, where9 
are in state j .  For a system where the y<s are discrete d 
the definition of being in state j is obvious, that is the 
y(s take specified values. For the case where the y;'s are 
continuous a realization lies in state j if it lies within a 
specified volume in phase space. We will suppose that we 
can define the states uniquely in this way. The number of 
ways AVthat we can divide 'Y systems such that we havev, in 
state 1 , V ,  in state 2 and so on is given by 

Y,!V,! ...., 
Clearly ris);;~. Taking the natural logarithm o f a y  we 
define Boltzmannts entropy function Syas 

, s y :  k \ e > ~ l r ,  - - h [ ~ a ~ ~ ! - E : l o ~ ~ : ! ]  . ( 7 . 1 3 )  



We now define p~ as pj = \/)/v :this is the probability that a 
realization is in state j. Using Sterling's formula that 
log n! /L, nlog r? for large n, we can rewrite the entropy 
(7.13) as Sv I k J-v\O3v - z i v :  I O 3 v ; ]  

= k ~ v I ~ ~ v  - L ; V : I L ~ ~ ; + L ~ ~ V : I  

Z - ~ V Z :  p ; L 3 i i .  (7.14) 

Thus maximizing - 2; pi1049i means maximizing Sv and thus 
finding the configuration of the ensemble, with V .  
realizations in state j and so on, is most p#obable in 
the sense that there are more ways divide the system 
into this configuration than any other configuration. 

Hence our aim is to maximize - ~ p l ~ )  l o 3 f ~ + \ d 3  subject 
to the constraints ~ f i a  and Z,,. This is a calculus of 
variations problem which we will tackle by introducing 
Lagrange multipliers and denoting 

c < - k l  ' L - I ~ : ~ : L : - J I O ) +  l r  (->;k:y-,-it,) 
we must now maximize 

5-f'13)11g P(r) +-A] b (7.15) 
with respect to variations in theX Is and in P. When we set 
the variations in the X'S, $ X I r ,  equal to zero we simply 

%Arn and Z, We now vary the P's by 
hence we require 

2: 0 

= 1- vI ,~ ,3B~Aldy.  
if we choose p such that f =O. 
We find that , p $' ?k 



where C is some constant which we determine from the fact 
that 5@( y)h$ = 1. This is known as the Boltzmann 
distribu ion. 

Once we have found@ , the most probable distribution of 
P I  we are able to calculate averages over the ensemble. For 

of one of the ~ourier components ye is 

J yj~2i 1s.  ,. S@13) zjJ21] 3 

I ) ~ ~ - L J - * - - J @ ~ ~ I $ ~ J > ; ]  
u - - &;C*,~-A,Y,Z - A ~ L ~ ~ ~ ~ - z ~ ~ ~ ~ L ~ I - A ~  kj2Jdyg - 

J -CXP[ 'AG~:-A,~~:  t - 2 h ~ b ~ j l ' J t k j ~ j l d 2 j  
sincep is of the form (7.16), is it is separable in 
the y;, so that the contributions from the y;other than y i  
cancel in the numerator and denominator. Using the standard 
Gaussian integrals 

w - [ s k a  Cb) S., e 

we find that 

familiar form 

& @i 5 - = ; ( (7.17) kl 2 
where the@; Is are the spatial basis set of (7.8) for the 
stream function q .  Averaging over the ensemble, (7.8) 
becomes 

k; 



v 

invariants %,do 
and Z~and choosing the most probable P we have recovered the 
Fofonoff equation. In this equationhE/ATis related to 
the energy, and is determined by the initia energy , since 
in the original Fofonoff problem (7.3) the corresponding 
coefficient was Q /U. LI/2XJL is analogous to the (?yo 
term and thus specifying the average vorticity in the basin 
tells us where the streamliney=0 lies. 

7 . 4  Numerical Results 

We will now review some of the numerical results 
obtained by G&S. Their work consisted of four different 
cases, the first two of which (referred to as QG1 and QG2) 
are run-down ex~eriments with no forcina but with a scale 
selective dampihg given by 

a 

V Z  y, + J CV, V L Q  + A)  = -UJ-( v, V ~ J L W , ~ ) )  
where 3 is the relative vorticity. This model conserves both 
energy and the mean vorticity in the basin, but both 
momentum and enstrophy are dissipated. QG1 and QG2 had 
random initial conditions with QG1 being about fifteen times 
as energetic as QG2, This model was devised in such a way 
that when one reaches the final flow, the boundary layer 
structure in the Fofonoff flow is well resolved. The 
initial evolution of QG1 is shown in figure 7.1 (all of the 
diagrams in this lecture are reproduced from G&S); times in 
these figures are scaled in a basin turnover time which 
depends on the initial rms velocity. Clearly the flow has 
developed rather rapidly to something which to a certain 
extent resembles the Fofonoff flow after only 5 time units 
[fiq ice) 1 .  We can follow this development by looking at 
cCk = -$jtILh;L : If we are dissipating 5' then c (t) will go 
strongly osltlve and in figure 7.2 ,where we plot c(t) for 
QG1, we can see that it rises quite rapidly initially 
followed by strong oscillation which appears to be 
associated with a persistent Rossby wave which only very 
slowly decays, even when we get to the end of the evolution 
of the system. In figure 7.3, where we show c(t) for QG2, 
the less energetic system, we see a similar rapid growth 



initially, but do not get the oscillation that occurred for 
QG1. In figure 7.4 we see the final state of QG1 at times 
which are four tenths of a turnover time apart. This is the 
one-two Rossby mode in the basin. We have virtually reached 
the Fofonoff circulation except that we still have the 
fairly energetic Rossby wave superimposed upon it; when we 
average over the Rossby wave we get figure 7.5. The final 
state of QG2, which was essentially QG1 but with much less 
energy, is shown in figure 7.6, and clearly QG2 has not 
progressed as far towards being a Fofonoff-like flow as QG1. 
A more sensitive way to look at this experiment is to plot 
<q> against <v, which we do in figure 7.7 for QG1. We see - #  

that the two gyres are different and not completely 
equilibrated. As the experiment has progressed the two 
slopes in figure 7.7 have become more and more equal but are 
not yet exactly equal. The regions between the two lines 
come from points along the boundary and the central 
latitude. 

The other two experiments by G&S were forcing 
experiments, one of which (QGa) had a wind stress favorable 
to the Fofonoff circulation and the other (QGb) had an 
unfavorable wind stress, calculated by changing the sign of 
the wind from QGa. The wind was of the form sin y. The 
final flow from QGa is shown in figure 7.8 and that from QGb 
is figure 7.9. Clearly these two cases are very different 
and there is nothing in the final state of QGb which 
resembles the Fofonoff flow to any significant extent. In 
figures 7.10 and 7.11 we plot <q> versus <U.)> for QGa and 
QGb respectively. The QGa plot looks similar to that for 
QG1 [figure 7.71 with the simple linear dependence of the 
two gyres again quite well-developed and a small cluster of 
points in the center associated with the boundary and the 
centre-line. By contrast, the plot for QGb is totally 
different. The horizontal line of points in this case comes 
from the two recirculating gyres. As in figure 7.9 which 
showed the final state of QGb, there is no evidence in 
figure 7.11 that the Fofonoff made has emerged, and the 
fluctuations in QGb are much stronger relative to the mean 
than in QGa. 
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Figure 7.1 Initial evolution of QG1 at times 1 to 5. 

Figure 7.2 c(t) for QG1. 



1 
- 1 2 0 ,  , , , a , 1 , , 

I 
I 1 

10 2 0  30 4 0  m so m so so too 

t 

F i g u r e  7 . 3  c(t) for QG2. 
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F i g u r e  7 . 5  F i n a l  s t a t e  of Q C 1  ave raged  o v e r  t h e  Rossby  
wave. 

F i g u r e  7 . 6  F i n a l  s t a t e  of QC2 a t  t i m e 2 9 1 . 2 .  



400 ! I i I I I I  

- 0  - 4  - 4  - 2  1 0 16 32 4 8  6  8 0  

<?> 
F i g u r e  7.7- < > v e r s u s  <+ for QG(.. 9/ 
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Figure 7.9 Final state of QGb, 

Figure 7.10 <q> versus <* for QGa, 



Figure 7.11 < > versus <* f o r  QGb, 9/ 



LECTURE 8 

MULTI-LAYER AND CONTINUOUSLY STRATIFIED QUASIGEOSTROPHIC WIND 
DRIVEN FIDWS 

Here the new effect that we introduce is vortex stretching. 
We neglect the relative vorticity abinitio. In the 
quasigeostrophic approximation layers don't surface, but don't 
give up! 

We specify the wind stress through the Sverdrup relation.-, 

(8.1) 

8.1 Mid-ocean gyre 

Initially we consider such that streamlines are closed. Thus 
we need not consider the estern boundary layer (Rhines & Young, 
1982a). 

x 
The three-layer quasigeostrophic equations are: 

Herefi = f d ; P ' ~ ;  (assume equal density jumps) , I( is interfacial 
friction, E is bottom drag. For simplicity we assume further 
that the ocean layer depths are equal: =Hand e=p. 



We can calculate the barotropic flow immediately by summing 
(8.2) - (8.4) and neglecting the bottom drag (the nonlinear and 
inter-facial friction terms cancel): 

(8 5) 

When (8.5)is inserted in (8.3) a linear equation 

3 ( C f i ,  )y+ FP/H) = 0 (8.6) 

is obtained. We write the general solution 

n = ~ ~ c & ) ,  j? = pr + FP//+' (8.7) 

For c a l ~ u l a t i n ~ ~ ~ o n e  has in the middle layer, by integrating 
(8.3) along a closed contour: 

On application of (8.5) we obtain 

/ 
ThusJ2= 1/3F and 

Using (8.10) we have for the lowest layer 

3(M, /BY + FCK-IV~)) = YCf i )  *BY + F ~ / P / ~ ) = u  (8.11) 

The general solution is 

In a similar way we obtain 4 =R/~fi&)or 3 



Finally 

fi= P/H- p z -  p-3 
Now 

72 =$y + F (PIN- 3 ya) - mhs8 

i.e.y2is homogeneous inside the closed contours. After this 

1.e. 3is homogeneous too if there is no bottom friction. Also)'/3= 
if R + o  or E>>R.  

A A 

All the above assumes the existense of closed pz,$73isolines 
but this musf be check~d for a givenv. IfFis weak no closed 
contours of 9, or even pi may exist. The flow in this case is not 
shielded from the eastern no-flux boundary condition which 
switches off the flow in the open contour region. 

E 

The region of closedpp is smaller than, and properly 
contained in, the region of closed fz contours (see fig. 8.1) . 
The complete O(1) solution (8. lo), (8.13) , and (8.14) is 
independent of friction providing the ratio E/R =const and obeys 
a simple I1CouetteI1 numerology, in whichfithe average circulation 
in thej-th layer of the velocity about% is the average of that 
above and below (Fig. 8.2). 

The flow patterns are plotted in Fig. 8.3 using the simple 
pattern, corresponding to a dipole of vertical velocity forcing 
We=- dxinside a circle of radius Y i .  The center of the gyre in 
layer 2 is a distance yo =J2/d~ poleward of the center ofp, the 
barotropic gyre, while the deepest, smallest gyre (layer) is 
displaced a distanceL~,poleward of the center of 3 regardless of 
the choice of parameters (for equal mean layer depths, H). 

Now we will extend the above results to a continuously 
stratified model providing all contours ofpare closed. The 
Boussinesq potential vorticity equation is 



F i g ~ i r c 8 . 1 , ~ o n t o u r s  o f  <, Irorn(g./S;)nnd (7, lrurn(f ,16).  (a) S l r o l i ~  l o r c i n ~ .  Tllc lorciiig i!; 
stronc crlc1u~l1 lo  ploducc boll1 closed c j ,  riiid closcd cj ,  coritours. .I'l~c s r~ l~s i l r f ;~cc  flow i s  con- 
firlctl to lllc rcgior~ of closccl contours. (b) IVcnkcr  forcing. 'I'llc (7, contours arc cloc.ctl i)ul 

1111 t l ~ c  c;, corilours a rc  opcn. Cunscqt~cnlly lhcrc is no  flow in thc dccpcsl Inycr, 

~igure8.2.A scl~cmalic rneridionnl scclion t l~rough the tllrcc-layer gyre. T h e  nunlbcrs indicalcd 
111c fraction of lllc Svcrdi-up transport cnrricd by tach Inycr. Note that  each nonzero number 
i s  thc :ivcrngc of thosr: nbovc and b:lo\v. 



I'i&i1rc8.3.'1'1rc s t rcamfunc~ions  + I ,  $, and  $1 \\,i111 yo = I/S. Nolc thc polcwnrd 

shift of thc gyrc ccnlcr ns one rnovcs downward. T l ~ c  outcr  dashcd circlc is x' + y' = r?. 
Tllc inncr dashcd cilclcs arc lllc outcrnlost clorcd 4, 2nd S t  conlours. 



while we neglect the relative vorticity as before. 
The boundary conditions are 

and 

Actually circulation penetrates to the depth D(x,y), below 
which fluid is at rest and the conditions (8.19) are satisfied. 
The total transport is Sverdrup transport. 

0 

422 

Assume q is homogeneous ift >-D(x,y) so that 

Using the conditions (8.19) atZ=-D(x,y) we obtain 

Applying (8.20) we have - 

The full solution (8.22), (8.23), may be combined to give 



Where y* is determined by the curvep=0; y* is the poleward- 
most value of y on this curve ifppo, and the equatorward most 
value if ?do. We have assumed that j2zoso y* py . 

The displacement of an isopycnal surface in this solution is 
proportional top* This is shown in Fig. 8.4 for the same 
barotropic streamfunction~as before. The gyre is deepest at 
(x=O, y=yN) where D =&ax. 

8.2 Interior of the Subtropical Gyre 

Now consider the basin-bounded circulation with the condition 

We shall use the three layer quasigeostrophic model in which 
the thickness of the lowest layer is much greater than that of 
the other two. Thus a negligible fraction of the Sverdrup 
transport is in the lowest layer and 

This case is called the two and a half layer model (Yound & 
Rhines, 1982) . 

If R= 0 from (8.3) we obtain by assumingfi= 0 

A little thought shows that (8.27) and (8.28) imply that %and5 
are functions of the known quantity 

(8.29) 
/l 

Notice that if H2is large, Fz is small and$'2)Y1 i.e. all deepi 
contours are blocked. Thusfiis very small,, 

We shall use meridionally variable wind stress for the 
subtropical gyre with the following form of 

We * - W, sin (ry/z 8) (8.30) 



2 Y Figurc8.4. l l r c e  meridioaal sections through the pyre at I = 0. -$!- , -$bowing tbe den- 

sity field z + , ( ---?- ': ) +, computed fro171 (5.12) with @L./jJ = 1 . 1.he isopymai siopc 

is discrlnlinuous a<z = -D(r,y) (sl~own as a heavy line i n  the figure). An additional c o n t u u r  
(dasllcd) has bccn included near the surface to show tbe isopycnal inlencclions uith z = 0. 

9; - (xr,q2,) 



The barotropic streamfunction calculated from (8.1) will be 
written as 

where x=a is the eastern boundary whereP= 0. The corresponding 
pattern ofFis shown in Fig. 8.5. The function~corresponding to 
(8.31) is contoured for various values of+F,/pH,in Fig. 8.6. 
The contours are closed in the northwest of the basin; the extent 
of this region increases as ye+ /JH, increases. If the forcing is 
weak then all of the geostrophlc contours may be blocked. For 
instance using (8.31) it is easy to show that closed contours 
exist only if 

In the shielded region of closed contours there can be 
substantial lower layer flows which pass through the western 
boundary layer. In the absence of dissipation one is <ree to 
chose an arbitary functional relationship betweenq,andyL. This 
difficulty is overcome using the generalized Batchelor-Prandtl 
theorem given by Rhines & Young, (1982) which shows that if the 
dominant dissipative process is lateral diffusion ofg,, then the 
potential vorticity is homogeneous in the closed reglon. 

The outside closed contour eminate3 from the northern 
boundary where y=8 andT=0; it is thusp,=pX It is also the 
streamline)uL=O, hence from (8,28) we obtaln inside closed 
contours 

and%=O elsewhere. Note that fiis known from (8.35), and 6 is 
calculated from (8.26). The streamline pattern calculated from 
(8.26) , (8.31) and (8.33) is sketched in Fig. 8.7. Note the 
north-south asymmetry of the flow and the poleward shift of the 
gyre center with depth. 

Now we can extend the above results to a continuously 
stratified model (8.17) - (8.20). As before we have the solution 
(8.23) - (8.24) wherey#=6now. The surfacett-D(x,y) bounds the 
region contai,ning the wind-driven circulation from which the 
potential vorticity gradients have been expelled. This is shown 
in Fig. 8.8 for the simple forcing function 



1-igrlrc 8 ~ 1 . 1 1 ~  bnrotropic st~cnr~~lunction givcn by(8.3f) Tlrc \cpcslcrn bo\~ndnry Inycr is sllonn 
scl~cri~alicnlly. 

Figure8.6 The function iLI,= y -I- ( Q E / ~ )  (a - r)cos (1 -- : ) for rariou \dues of % F I B .  n e  

outermost closed contour is dashed. A s  h e  strength of the forcing inmeass I h e  cia-d con- 
tour region expands soutliward and eastward. 



Figure 8.7,11e streamline pattern corresponding lo(8.33).The dasbad a m t  b the outermost 
closed 4, contour inside of which the potential vortirity is uniform in tbc l m z r  I a p r .  
Outside this region, $1, = 0. 

Figule8.8,The dcpth of the wind-driven circulation as a function of position from (8.23) and 
(f'.34.),The bowl is deepest at  the line segment x = 0, 0 < y < 8 The circulalion becomes 
sllallowcr as one moves south and east. 

Figure#.J.Tllc streamlines from (8.2t.) at various depths in the winddriven gyre. ?%is is no 
motion in tlie stippled regions outside the surface z + D = 0. The flow is confined to the 
region of unifornl potentiirl vorticity. 



The region is deepest in the northwest corner of the basin and 
shoals as one moves south and east. The streamlines 
corresponding to (8.24) are sketched in Fig. 8.9. This sequence 
clearly shows how the wind-driven flow is compressed into the 
northwest corner of the basin as one moves downward. 

The maximum depth of the circulation from (8.23) and (8.34) 
is 

(8.35) 
- 3  -( - C -( - - p .,,j"m-'i' M = s . / a  J , W# 3 z a f o  m s  For Jo = F + / @  S , 

and a = 2b(i.e. , (a square ba;in) it follows that D, L- fhnl .  

D,increases as the aspect ratio, a/b, of the gyre increases. 

8.3 The western boundary layer 

The interior circulation patterns shown in Figures 8.7 and 
8.9, must be closed by appending western boundary layers. This 
problem has been solved numerically for the quasigeostrophic two 
layer model by Ierley & Young (1983). 

Assuming\yj=O we can write (8.2) and (8.3) in the form 

Now the boundary conditions are 

In (8.37) R is an interfacial dray which transfers momentum 
vertically between the layers, and E 1s bottom drag. Adding 
(8.36) and (8.37) we obtain 



In the Sverdrup interior the last term in (8.39) is small and 
barotropic streamfunction is defined by (8.31) forweof the form 
(8.30). Using (8.26) one can e1iminatey;from (8.37) to obtain 

It is clear that sinceFy-0 on the boundary, a contour of?=MC 
F,p/~,which starts aty*in the eastern boundary must also hit the 
western boundary atyr(Fig. 8.10). Away from the western boundary 
layer y;:d, y;. r ?/HI outside the closed contour of y and inside-. 

where G is determined by conditions at the outer edge of the 
northern boundary layer where fluid enters the interior. For a 
general wethus northern exit region is the region in whichaf/aj?o. 
Let us suppose that 

whereX is a constant to be determined. Substituting (8.42) into 
(8.39) gives 

Substituting (8.42) into (8.40) gives also 

i.e. 
a2- ( f t  2d) + d = 0 

where d = R / E  if H, =%. This quadratic has two solutions but 
only 

V L  
= [ / + z o ( -  [/+rdl) J / z  (8.46) 

gives a physically acceptable solution. 

The behavior of Aasdis varied is interesting. If d* 6o 
so that inter'facial friction overpowers drag on the lowest layer, 
2 +Yz. From (8.42) this means that the boundary flow is 



barotropic. If d+o, so the intervacial friction is weak,J + d d l .  
This means that the second layer flow is weak. 

We now calculate G in (8.41) by requiring that the boundary 
layer solutions obtained from (8.42) and (8.43) 

and the interior solution 
T 

f i  = G < J Y + F $ ~ & N Y ) C X - ~ ) / P ~ )  
match in the intermediate region 

Thus G is calculated by the elimination of y between (8.47) and 
(8.48) using (8.49) . 

Full solution of the problem including the region where flow - 
is out of the interior needs the careful numerical calculations. 
The result is shown in Fig. 8.11a. One can compare it with 
(8.33) obtained by asserting that Y is homogeneous inside closed 
isolines (Fig. 8.11b). The striking contrast of these figures 
makes it quite evident that the functional relation between y2andy 
is appreciably altered in the passage of streamlines through the 
western boundary layer. . 

This consideration is intended to emphasize the possibility 
of a strong affect of the western boundary layer on the potential 
vorticity distribution in the interior of a wlnd gyre. This 
failure of the Prandtl-Batchelor theorem is due to the passage of 
every streamline through a frictional boundary layer. 

8.4 Parsons8 model of subtropical gyre 

A particular difficulty in constructing closed models of the 
ocean circulation is providing an adequate description of the 
path of the separated western boundary current, a separation 
which seems essential to a realistic model of the gyre 
circulation. A surprisingly simple model of the wind-driven 
circulation for a two-layer ocean which predicts both the point 
of separation and the path of the separated current was 



f ? ~ .  8 . l ~  A scl~cmatic illustntion o f l h e  s a y  the conloun  in Fig. 
3 must close in the western boundary layer. Decaux +, is zero on  
the boundary, n blocked contour which starts at y, on  the eastern 
bounhry rnusl also in lemct  the western boundary a1 J., . 

. . 
F19.?./la.9) G-'(+J) + I with G ralcula~cd wing b e  bounday ~ ~ ~ ~ # . l l g , p  - G-'(+l) +.I with G o l c u l a ~ d  by the incorrect ap 
Iryer rnalchtng argument; see (3.21). The  a g m m e n t  between tile. f l~cation of the Prandtl-Batchelor ll~eorem [xe (3.9)) If J.1 were 
 or^ ~ n d  numerical ylculat ion is indicated by *e plates" in  ~e correctly given in terms o f q  by (3.9), then the function in this figure 
nonllwesl corner of the barin which co inc ida  with the closed q would be flat in the norlhwest comer where thc q contoun close 
contoun.  I (cf., 66. 8 .11~  ). 



introduced by Parsons (1969) in a model of a subtropical gyre 
(negative wind stress curl as before). 

Consider only an upper layer of depth D to be moved by wind 
stress of the form (8.30) : 

~ e r e y i s  the meridional velocity in the upper layer. Let the 
lower layer outcrop, i.e. intersects the free surface at)r=KZ(Yj. 
From the conditions 

X€ 
J S ~ K  = 0 OCX,) = 0 (8.51) 

we obtain xs 

The depth at the eastern boundary DEis obtained for a given 
by fixing the volume of the upper layer 

r f a d x d ,  = Z S O ~ X E  (8.53) 
a w  

The values of h = DE/D and D,,.,/Do ar: shown in Figures 8.12a 
and 8.12b as functions O~A=~~~T,,,/'),J'JJ~ . The upper-layer depth 
first survaces in the north-west corner of the basin when A = ; l c  
where Acis the smallest root of (8.52) atX,=O that can be 
represented in nondimentional form 

For the wind stress 2 =- rhircax C O S ( ~ ~ / ~  dJ the calculation 
gives A , = b . 2 6 .  Position of surfacing line for different values 
ofJ?Acis shown in Figure 8.13. Full solution including 
frictional western boundary layer is shown in Figure 8.14 for>-QLJ': 

A comparison of this figure with charts of the observed north 
Atlantic circulation shows good qualitative agreement, 
particulary in the circulation of the separated current and in 
the gross features of the return flow. 

~orA>A=deep layer is exposed to wind but we assumed the deep 
layer to be mptionless. This problem will be considered in the 
next lectures. 
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9 PARSON'S MODEL APPLIED TO THE SUBPOLAR GYRJ?, 

Huang and F l i e r 1  (1987 )  ex tended  P a r s o n ' s  model t o  
i n c l u d e  an  o u t c r o p p i n g  s u b p o l a r  g y r e .  The lower  l a y e r  
f i r s t  o u t c r o p s  i n  t h e  s u b p o l a r  g y r e  a t  t h e  p o i n t  where 
I f  t h e  o u t c r o p  r e g i o n  becomes l a r g e r ,  it can  expand i n t o  t h e  
s u b p o l a r  g y r e  ( F i g . 1 ) .  I n  c o n t r a s t  t o  t h e  i s o l a t e d  
s u b t r o p i c a l  g y r e  t h e  outcropped r e g i o n  is n o t  bounded by t h e  
w e s t e r n  boundary. For  t h e r e  t o  b e  m a s s  t r a n s p o r t  between 
t h e  e a s t e r n  boundary and the ,ou tc rop  l i n e ,  where it c r o s s e s  
t h e  z e r o  wind stress l i n e  (h = O  ) t h e r e  must b e  t r a n s p o r t  ', 

a l o n g  t h e  w e s t e r n  boundary,  and t h e  bounding s t r e a m l i n e  o f  
t h e  o u t c r o p  h a s  a  s t r e a m  f u n c t i o n  v a l u e  of  Ym#O. 
r 

--- - 

f ag I .  I ~ b m a t i r  o k  

6vt~rDP li 

The r e s u l t i n g  f low h a s  t r a n s p o r t  T on t h e  w e s t e r n  
boundary o f  t h e  s u b t r o p i c a l  g y r e .  The i n t e r i o r  o f  b o t h  
g y r e s  is i n  Sverdrup  b a l a n c e ,  and t h e  Gulf Stream l e a v e s  t h e  
c o a s t  and c a r r i e s  t h e  s u b t r o p i c a l  Sverdrup  t r a n s p o r t  p l u s  T .  
I t  c r o s s e s  t h e  l i n e  w h e r e 5 = 0 :  t h e r e  t h e  wes te rn  boundary 
t r a n s p o r t  i s  e x a c t l y  z e r o .  

A t  y=yt, Z'=O s o  t h a t  

~ d r  -- 0. 
A s  i n  t h e  p r e v i o u s  s e c t i o n ,  w e  can f i n d  t h e  o u t c r o p  l i n e  

x,[ ' j)  ' X t -  (ea * 4 % 3 ) / A  rat%). (1) 

To f i n d  YW, w e  look a t  ~ ~ l l b  from (1) above,  and u s e  
L f H o p i t a l ' s  r u l e  t o  f i n d  - 

a $ 2  + 5V,,,=o s o  t h a t  Yrn ga , and 
1, 

t h u s  d 



In summary, the amount of warm water in the basin is 
given by*,. The circulation is completed by frictional 
boundary layers on the western boundary and along x , [ g )  . 
The western boundary transport and the frictional boundary 
layer at%, are the same magnitude, in opposite directions. 
Aty,, the Sverdrup interior returns all of the transport,?-h, 
northward and there is no separated western boundary 
transport north ofyt. The circulation is summarized in 
fig.2. 

Pedlosky (1987) modified Parson's model so that Ekman 
flow is allowed to cross the outcrops, and there is no 
geostrophic flow across the outcrops. This changes the mass 
balance and thus the flow pattern. In Parson's model we had 
the sum of the western boundary current, frictional 
boundary current, geostrophic, and Ekman transport is zero. 
It allows leakage of water to the south, since the Ekman 
velocities are to the south. Parson's model is fairly 
sensitive to changes such as this one. 

9.1 Thermocline Theories 

In principle, thermocline theories explain the 
thermocline between the abyssal waters of high latitude 
origin and surface waters that are strongly influenced by 
the wind. These models are inviscid and steady and the 
relative vorticity is neglected, and they ignore the sources 
of the deep water. The equations that govern the flow are 
mommentum conservation (geostrophy) 

The hydrostatic balance 

0 = - P a - % ?  

The continuity equation 

and density conservation 

From these eqaatians the conservation of Bernoulli function 
B = P t q z  

u.06 = O  
h) (6 ) 

and potential vorticity Q + ffz 



can be derived. Therefore there are 3 conserved quantities 
on streamlines, p I B, and Q -  

If surfaces of constantp and B intersect, then the 
solution is the lines of intersection. Q is constant on 
this line. Therefore, there is a rule which associated 
values o f p ,  B with Q i.e. Q=F(,-,,B), and only two tracers 
are independent. 

Welander (1971) solved this problem by choosing 
jp, = F ( P ) .  Then we have 

and 

(8 

where I ( y ) =  j Y ~ ( 4 ) d p  

As an example Welander let 

to get GZ& 
9 = P surface ( ' a  2' e +jb 

From the general solution to (8) we can show that 

~tthesurface p 2 > o  ,&<O and q / P a < O ;  
I 

likewise at depth Vya depth ) 0. 



The center of the gyre moves northward in Fig. 3. 
4 3  

Another possible solution is 

j ~ z  2 op + ~ L P  t g g d  
To obtain a second order equation forp, making use of 2-3; 

JY,, +ag, 4- byz$% '0 
To solve this, we set Po ( $ 8  2) at the surface and P, (A, 2) at 
depth. However, the solution determines 

at the surface and we are 

not free to specify the Ekman pumping. If on the other hand 
we specify 4 andwe , we may find that P is discontinuous 
where the fluid meets the stagnant deep water. 

To solve the more general problem, we try to specify 
both D at the surface. 

and w at the surface, using ( 2 - 7 ) ,  

J ( ? S ~ P , )  Yowe ( P ~ , P S ) = O ~  
We use these boundary conditions to solve 

fyz = F Cp, P+g%a>. 
If fs (*,2) and 6 are specified along a coast, then we know P , ( X , ~ )  
everywhere, and from that the solution can be found 
everywhere.  o ow ever, this leads us to Killworth's 
theorem. We would like to specify u=o at x = x e .  Using 
density conservation there we see that 

But YZ =O so -JuI ' %az0 
which leaves us with w p z = ~  . In carrying this argument 
out, we find that as long as all the fields are infinitely 



differentiable, and the solution obeys u=o on the eastern 
boundary then P = constant there. If Pa [ X ~ ,  9 , ~ )  $0 
then the interior must be stagnant. Note that if we are 
considering a layered model, then some of the derivatives 
will be discontinous and Killworth's theorem will not apply. 

These considerations motivate a class of problems where 
a circulation is driven by the wind at the surface and 
overlies a deep resting fluid of density ~ ~ ( 2 )  . (Fig. 4) 

rJ 
C =', UP 

\ 
\ 

We can formulate the problem as follows. We seek 
solutions subject to imposed surface density pc*,%,o)= J?s(xl#) 
where the Ekman velocity U ~ L X , ~ )  is less than zero. Also, 
the water is quiescent below 2 1 - H  , and there is no density 
jump there. The problem is reduced to solving 

E . - H  yCqI9,-HCr ) 1 = 9' ( - t t ~ g ~ % ) )  
1 %  

= 
O , Z ~ - Y  fjE = F(P, P t p p  



2= 0 p ( l , y , o ,  PsCx,y) 
UJ($,LJ,O> =UJe 

The surface conditions will determine the function F, and 
H(x,y) will be determined in the course of solving the 
problem. 

To solve for the problem in a general way, we transform 
the equations to density coordinates. For example, consider 

then 

Thus in density coordinates equations 2 - 7 become 

for the governing equations. 

The boundary conditions can then be derived. Requiring 
no jump in density across 2 ' - H  gives 

9, c*, '3' '9, C - ' 4 ( * , ' d 5 )  
in ( x , ~ ,  z )  coordinates. Given we can find 

B 9  (2) = constant - 9~ a C Z ' ) ~ Z '  + (IY' (z)z ( 9 )  
We then invert p ' c t )  to get t z'(J), and insert into 
(9) . From this, we see that if we know ~ ' ( 3 1  then we know ~ ' ( p )  
to a constant,. Thus continuity of requires 

~ikewise, if we want Px' P $ ' ~  at P b  , we require 
0 ( 9 b )  = gGQb) 

Generally, we must find y CX,?) in the course of the 
solution. b 



u Notice that if the resting fluid is homogeneous, ~ ' ( 3 )  =p , 
then P , , C I , ~ ) = J ~  I Be = (- g p p  + 3pz@= C 
and B~~ S O  . Therefore we have 

t 3 x / p = 0  Gfld u : \ / = O  a t P z P @ )  
but although p is continuous across 3 a - H  , P x r h  
may be discontinous and Killworth's theorem will not hold. 

Since we specify wg at the surface and u=v=w=o at Z r - 0  
the fluid in between must carry the Sverdrup transport. We 
can express this as 

J C 1 + j0~eF(Y5,Ps3a0 at Z=O. 
This fixes the variation of along specified outcrops in 
terms of w and F. More directly, 

ds (-: Pdi  + P C - H I  HX ~),S2~z/p 
which is equivalent to the Sverdrup relation, f i V  = 5wa 

In density coordinates we have 

~ ( 8 ' ~  B:) + $ f o J ~ c b ~ ~ )  ' O  ,P =95 
At the surface (z=o) ep = 0 but 89 w fp=f, $0 
since ax@ # ax]% . If we move along the surface 

dBp cr,y,),p)lp, =? = Bp,Jp dx t Opp .?s dx 
Thus we have 

J C B ~ , ? ~ )  - YONQ g OSJ R')=o ,pQs 
To derive the Sverdrup relation in density coordinates, we 
combine 

and - J d f v = - B x  
to get 

B, t p  PO J'*Y/~ 
we find 

- - 
(a 

to finally get 



To s~xt~marize t the , Z and Y, y,y formulations can be 
displayed side by side 

X, 4)) x ,  9, P 

In density coordinates, the bottom boundary condition is 
applied at a known density, however, in ( x , y , z )  coordinates, 
the bottom boundary condition is more complex and is applied 
at the unknown z=-H. Also B is discontinous at z=-H 
because z is not defined in a homogeneous fluid. H can be 
calculated afterwards by 

If the deep fluid is uniform1 stratified,P:P, is the deepest 
outcropping isopycnal , P = 9 c  4;) ,)) at the base of the 
moving layer, and p4C t ) is the abyssal stratification, 
then the model is formulated as follows: 



and to match to the abyssal layers 

where now ~ b ( * , ) )  is unknown. 

Huang (1986) solved the problem by starting in the north 
west corner and solving the above equations point by point 
in x and y. The integration progresses from the northwest 
to the west and the north to the south This progression 
comes from the need to determine Q C G , ~ )  first on density -. 
outcrops and because p S  along the outcrop is fixed at the 
east coast. 

At any point in x, y the procedure is as follows: 

1. Guess and compute B and Bg at P b. 
2. Integrate B~ ' to the surface. To do this, ~ ( ~ 2 ~  is 

needed on all the deeper isopycnals which was developed 
earlier in the solution. At the surface %(Bs,ys a $ 5  
is arrived at 

3. Adjust tS in order to make 5 = 0 at PrPr . 
4. Repeat 1-3 varying J? until the Sverdrop relation is 

satisfied. b 
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LECTURE 10 

THE THEORY OF THE VENTILATED THERMOCLINE 

Lecture 10 Part  I 

This theory was developed by J.R. Luyten, J. Pedlosky 
and H. Stommel (J.P.O., 1983, 13, pp 292-309). 

I, It -' Let us consider N-layers model with thickness h i ,  A , . - ,  J 

which intersect the sea surface at latitudes y; ( ~ = y ; ( x ) ,  
(i.e. the outcrop lines are a function of longitude). The 
density of each layer is a constant _pi, ; = i, 2,.-, //, they are 
immiscible and there is no frictional coupling between the 
layers. There is a model for the region immediately below 
the surface mixed layer, so that vertical velocity on 
is W =  we (x,g) (~kman pumping velocity) , ./7 is the elevation 
of the air-sea surface. LetrJebe positive north of the line 
y=y,(z) and negative between ydand y=O. The motions within 
each layer are geostrophic and hydrostatic. 

Here n=1,2,...N . The Sverdrup vorticity equation is ( from 
( 1 , 2 1 4 )  



When (5) is integrated over each layer and we sum over all 
moving layers we get: 

Now we begin from the situation, when the only third 
layer moves, and the region is restricted by/Lgd/L/w. 
~ntegration of the equation (3) coupled with the requirement 
that layer 4 remain at rest yields: 

Ig@$'and d y L 4 y  . Let us assume, that 08 = 44.2 ...= A f M  ;:zie$6) and (7) one can obtain 
- -2 P2 

( 9 )  

2 
If we define the function Do (x>Y) 
(Sverdrup function), which is 
constant /lo: I/. = hJ /czes~, that 

we can get 

Between yZ and yu 

,3/5,v; - 4 ~ ~ 0  
so that fluid columns are directly driven downward and 
southward. As they cross the line l/=gzthey are subducted 
and in the region south of layers 2 and 3 are in motion, 
i.e. Y. 



Then, if //- 4 + 4 i s  the thickness of the fluid in motion, 
y ' a y / a ~  - { t r ~  = -, 

/ UJ = -2 'JH/J# 
a 

( 
+ , $ f P / k j - ~  ie. a n  . 3 ,  jdj* -,C 

The last equation gives J - 3 1 )  where G is some 
arbitrary function, i. e. the potential vorticit$ 
trajectories coincide with the isobars in layer 3. 
Within layer 2 the hydrostatic equation gives: 

w 

eq. ( 6 )  yields ax? 2 (,4f2+~IL)z-7 
whose integral is kf =Do (x,#) + C O K I ~  

The constant of integration must, by continuity of A,,be k ~ '  
so that on X=X6at 9 = ga ,-H= k3 = 4. 
Now we can determine function g3 , so that on y=y2 
h3=H, thus, noting that f = f(y) : 

where hs{($). T ~ U S  in d/i _L fkfz 

Remember that U =  /I3 + A L  then (18) yields: 

so, from (9) and (19): //2(2,y) - - zZ(-x,y) + &' 
d t  ( j -  



In layer 3 the point 
(~IY) on 
geostrophic 
trajectory is 
connected by the 
indicated contour to 
its origin at the 
point of subduction 

'f,yz ) -  
- I 

The trajectory of a fluid column in layer 3, that is 

1 subducted at the point (5, y ) t averses a path of constant fiJ 
which is also a path of constak k (eq.18). The resulting 
path is given implicitly by. the relation Hlx, j / '  =//k,y2) 
or 3; ( X I ~ ) = - - Q ' ~ , $ I ~  '(i - %)y+d2 li - % t j 2 .  The trajector TJ(d/j 
ema ating from this point is given by H(< , / )= / /We ,~ )  = /zor 
D,L& =h''({-@j;lf If No=q??!,,~=xe ( & f L y ~ )  and the 

I trajectory will hug the eastern boundary, otherwise, for all 
# 0 the trajectory emanating from(Xe,Y/ must swerve 

- westward. So along the eastern boundary all layer 
thicknesses must be constant to avoid a zonal thermal wind - current atx=xg, but in this case a column of fluid flowing 
southward along the boundary would be continuously reducing 
its potential vorticity whereas in fact its potential 
vorticity must be conserved. The resulting trajectory then 
enters the fluid interior searching out a potential 
vorticity isopleth. If KO =L7, AJ vanishes on X ,  and columns on 
the eastern boundary possess an infinite store of potential 
vorticity, in that case alone can they flow parallel to the 
eastern boundary atr:X,and conserve potential vorticity. 

Thus for/%f~, 3-~~)>0for all$Ly2 . The trajectory 
emanating from Xc,g2 separates the gyre into (at least) two 
regions. To the west of x 3 ( # )  both layers are in motion 
and this motion is determined by the memory of the potential 
vorticity, each column of layer 3 has aswit slips under the 
blanket of layer 2 at y = yz . East of X J l  ) no potential 
vorticity trajectory from y = y,can ventila I? e layer 3. The 
shadow regioq carved out bypa( )in layer 3 is bounded on 
the east by eastern wall throug% which no fluid penetrates 
and on the west by the streamline X3 (2 ) .  The depth of 



layer 3 is k4 on both these boundaries. Since this shadow 
region within layer 3 isdot driven by either surface Ekman 
pumping or inflow across Z J ~ )  or X e ,  L .  e.  ~6 : Z$: 17. 

In the unventilated, stagnant shadow region east of zfJ(Y) 
the solution is A:=D,~[+,~), kt = H, -Do . 

Luyten, Pedlosky and Stommel showed that the model 
predicts an unventilated region sweeping across the entire 
lowlatitude North Atlantic from the eastern boundary at the 
depth of the 27.40 isopicnal surface. 

The total amount of fluid pumped down Prom the Ekman 
layer was determined by the annual mean Ekman flux.  here-' 
have been used the zonally averagedeEkman flux. 

1 

This is the 
distribution of 
Sverdrup function 
J 1 0 ~ ~ )  

ad= -g2r& ( z ; y ) d ~ /  
Ph, 

Here x3 =g &-.)@L 
which is equivalent 

in he beginning 
of the lecture. 

The layer depths for each of the three active layers are 
presented as contour plots. (the contour level is 0.05km). - 

ow - 
rb'- - 
veO- 

3d- 

- -- 
5% 612' SF* 40. 3dC ic 10. 



The feature which is most clear from these plots is the 
large region of uniform depth in layer 3 sweeping across 
from the subduction point on the eastern wall to the western 
boundary of the circulation in which there is no motion. 

Lecture 10 Part  I1 

SIMILARITY SOLUTION. A RESTRICTIVE FORM BUT DON'T NEED 
POTENTIAL VORTICITY CONSERVATION. (W. R. Young and G.R. 
Ierley, T.P.O., 1986, 16, pp. 1884-1900. 

The thermocline equations on - plane are: ( k=)#) P 

The use of spherical coordinates introduces only some 
changes 



is the potential vorticity. 
The general family of solutions of (1) has the form 

Where D is D(x,y) with dimensions of length, &is 
dimensionless, L is a length scale. 

-J=O 

Some curves of 
constant in the 
( x , z )  plane. Note 
thatd-Uas x -L 0 so 
that 

both the eastern boundary and the abyss are atr**. 
This collapse of two conditions in the three-dimensional 
(x,y,z) space into one condition in the (y,J) space is 
typical of similarity solutions. 

At the eastern boundary the density is of the form: 

Here J and .f? are introduced separately so that in the 
special case m=O the density at great depth, and at the 
eastern boundary, i s 3  ({*&I. The density field in (4) will 
be referred to as the "resting stratification". 

From (3) 
density: 

and fhe hydrostatic relation one can get the 



And if (5) is to satisfy the eastern boundary conditi.ons 
(4) f 

flJJ * +J" M 4-- 
More precisely the requirement is the difference between 
and Im. must vanish asy-as some alqebraic power ofJ %J 
(e.g. 3-3). In special cases (m=Of4) ~t is exponentially 
small. 

From (I), (4), ( 5 )  and the horizontal velocities given by 
the geostrophic balance 

we can get the equation for M: 

Because M does not depend onx, the first term in curly 
bracketson the right-hand side must be a function of y 
alone: 

where A(y) is any function of y. 

If M =O then the horizontal advective terms vanish 
idengically. 
A(y) must be constant, say 1 and 

Hence, the vqrtical balance 
J 

~ Y z  = "4tt (8) 

It is convenient to rewrite (7) by putting M in the form 



For N one finds 
/n -2 4JJ]z-hh-~~ -4JJJ (lo) 

and the boundary conditions on N( ) are: 

NYoJ = 4 
~yio)'ojiO, / m # o  

(11) 

(12) 

The first of (11) specifies the strength of the Ekman 
pumping at z=0. Eq. (12) was. gotten from (5) and (6') . 
As No+--with all other external boundaries fixed, one can 
anticipate recovering the ideal fluid limit. 

The second boundary condition in (11) is that the 
surface density isfi, in terms of N density is 

so that if the surface density is to bePo, the case m=O 
must be distinguished. The third condition in (11) is that 
deep density field and the density on the eastern boundary, 
is given by the restinq stratification (see eq.4). This 
condition also implies that the horizontal velocities in 
(5/) also vanish at great depth. If we take a special case, 
when m=O in addition to A=l and M=O, we can get from (5), 
( G I ) '  (8)' (13): 'Y 

From (5) it follows that the deep upwelling velocity is not 
a function of z: I 

I 2 b r/T+) 
W-= 3Cf.J) 2 k NLo) 

The vertical velocity at the surface is W ( X , ~ ,  O ) = ~ ( T ~ ) = ~ (  
x/ 



In this case the N equation is 

the boundary conditions are: (Numerical solutions Fig. 1, 2, 
3 )  

It follows from d) that N (=) = const, that is 2rb, 
independent from J I sop =const at depth. 

In numerical solution as No+-, i.e. Ekman pumping is 
very strong, the solution develops an internal boundary 
layer at some  position^^, so the right-hand side of (15) is 
very small everywhere outside this boundary layer. 

Z,V-JA$=O ~J>J+) + N=o 
wherejeis defined by J*= (-t&)G. 
The asymptotic J*-s. O- estimation of N, : 

( 1 8 )  
Heat diffuses out of the bowl through the boundary layer and 
into the abyssal region. This diffusive flux is balanced by 
a vertical upwelling which is related to the surface Ekman 
pumping by W,= -0.88 (d/aY'z Ur', , where d is "diffusive 
deptht1 d=D/3+ and a is an lladvective deptht' a =f.D and 
~ = a ' ~  d% is the vertical scale on which advection and 
diffusion can,balance. 

w', w-4 i 2 n / - ~ 4 )  

U& 



In the case m=l the density at the eastern boundary 
increases linearly of depth (5). This is also the 
stratification in the abyss, below the influence of surface 
conditions 

The equation for N and the associated boundary conditions 
are: 

(Numerical Solutions Fig 4 and 5 )  

A simple analysis of (20) shows that ifj//*Oas )+.PI 
then N must vanish. Consequently the verticai velocity 
vanishes at great depth and this implies that the advective 
flux of heat also vanishes in abyss. SolUe=O; u=v=O, N =Or 
If (No)>>l, then N 

SJJ3 is small so _1‘ 



Fig 1. Solution of (15), when N, =O. (a)-In this case the 
vertical velocity is zero at the surface and approaches a 
constant positive value at great depth. The density field 
(more precisely E ' L ~ - p - ~  (f +&)I ) 
(b)-There #is a smooth transition fromp,(surface density) to 
the abyssal density p, (F+& ) . 
(c)-The horizontal velocity difference u-v. 



Fig 2. Solution of (IS), when N, = -2. Here the vertical 
velocity is large enough to produce a "pycnostad". 



Fig  3 .  S o l u t i o n  o f  (15) when N o =- 5 .  There  is a reg ion  of 
uniform d e n s i t y  extending down t o  about  
There is an  i n t e r n a l  boundary l a v e r  a t  a 2 o u t  =2* ) = 3 . 5  
(j*= 0- 2 MI. )I/L from ( 1 7 )  , 4, =-3-, F*= m ~ e l o w  t h e  i n t e r n a l  
boundary l a y e r  t h e r e  i s  t h e  uniform upwelling 
regime, when an advec t ive  h e a t  f l u x  ba lances  t h e  
d i f f u s i v e  f l u x  from t h e  bowl of warm f l u i d  a b o v e ~ = J * ,  



Fig 4. Solution (20) with N,= -1. There is no density 
inversion in this full nonlinear solution. Also in 
contrast to the m=O solution in Fig 1-3 the 
ver,tical velocity vanishes in the abyssal region. 



F i g  5. S o l u t i o n  (20)  when No= -10. I n  t h i s  c a s e  t h e  
v e r t i c a l  v e l o c i t y  is l a r g e  enough t o  c r e a t e  a  
I1pycnosta o f  d e n s i t y p ,  which e x t e n d s  down t o  
a b o u t  1=2. 9 . 
The v e r t i c a l  v e l o c i t y  is a  l i n e a r  f u n c t i o n  of d e p t h  
i n  t h i s  r e g i o n .  The pycnos tad  is bounded below by 
a n  i n t e r n a l  boundary l a y e r  a t  a b o u t j = 3 , 6 ( c o m p a r e  
with)-'=$/jo'frorn ( 2 1 ) ) .  A t  s t i l l  g r e a t e r  d e p t h  t h e r e  is 
l i n e a r l y  s t r a t i f i e d  m o t i o n l e s s  f l u i d .  
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The flow over San Lorenzo sill 
ANTOINE BADAN-DANGON 

CICESE 

At the southern end of Ballenas Channel, in the Gulf of California, the ridge 

that supports San Lorenzo island extends southward for about 25 km and then 

bends towards tlie peninsula of Baja California, forming a sill a t  435 m depth, 

which divides the southern end of the 1600m deep Ballenas channel from the 

Guaymas Basin, itself over 2500 In deep. Current observations in the lower half 

of the water column over the sill indicate a mean inflow tliat varies from zero at 

middepth to  about 0.5rns-' near the bottom. Tidally induced velocity fluctua- 

tions close to 0.5 nzs-' are independent of depth, and superimposed on the mean 

velocity profile so the flow reverses direction regularly a t  middepth, but seldom 

does so near tlie bottom. This configuration of the flow suggests that the concepts 

of tlie hydraulics of two layer excllange over an oceanic sill are useful in assessing 

the consequences of this inflow into Ballenas channel. 

T w o  layer exchange 

The essence of the exchange between two basins of different water characteristics 

is tliat it usually takes place in two layers separated by an interface which extends 

asymmetrically through the straits from one basin to the other, and cor~forrns to 

tlie requirements of continuity of the flow and conservation of the energy diflerence 

between the two layers (Gill, 1977, 1982; Armi, 1986). When this is the case, 

there exists at least one section of hydraul ic  control  of the flow, where the flow is 

transitory through a condition of criticality, expressed by tile composite Froude 

number, which for two layer exchange is 

where Ff  = u?/g'yi is the internal densimetric Froude number, ui is the fluid 

velocity, and yi is the thickness of each layer, i = 1,2.  The reduced gravity is 

g' = (1 - r )g ,  with r = p l / p 2  . In oceanic applications it is usual that(1- r )  << 1, 

whence the statement of hydraulic control is simply 

G~ = F; + F~~ = 1. (2) 



The geometry of the straits connecting the two basins is defined by its breadth 

b ( x ) ,  and by the configuration of the bottom - h ( r ) ,  usually referred to the crest 

of the sill h, = 0. The height of the free surface of the ocean above the bottom is 

then the sum of the layers thicknesses yl + y2 . In nondimensional terms, 

where bo is a reference breadth, and (yl + y2), is the total water depth at the sill; 

since the external Froude number is small, the free surface of the ocean can be 
approximated as a rigid lid 

y; + yh + h l =  1. ('3 
The volumetric flow rate in each layer, qi = uiyib, is fixed along x since the flow 
is steady and the two layers are immiscible within the straits. Then, q, = qr/qz 

is the ratio of the flow rates and q, = 1 expresses the absence of a net barotropic 
flow. The velocities and the flow rates are expressed in nondimensional form as 

The Bernoulli function of each layer can be expressed as 

1 
H l  = 5~: + PIU(R + y2 + h ) ,  (8) 

The energy difference between the two layers, nondimensionalized by g1p2(yl + 
y2),, is then 

2AH1 = u? - ui2 + 2y; - 2, (10) 

which is a'conserved quantity in the straits, in the absence of hydraulic jumps or 

other dissipative processes. 

The internal Froude numbers are the essential expression of the nonlinearity 

of the flow, and crucial indicators of hydraulic control in the straits. It is useful 



then to  express the behavior of the flow in Froude number space F;, F: (Armi, 
1986). The layer tliicknesses can be written as 

the rigid lid approximation (6) becomes 

and the energy difference equation (10) can be written 

The solutions to this set of equations have been discussed in detail by Armi (1986), 
with particular emphasis on the differences between narrows, where the geometry 
controls both layers of the flow directly, and sills, where only the lower layer is 
influenced by the topography and the upper layer responds indirectly through 

hydraulic requirements. In both cases, there exists a particular solution, which 

requires tliat two control sections boulid a central portion of the straits in wliicli 

the flow is subcritical; away from these sections the flow is supercritical into each 

basin, tlie supercriticality being attributable to  a different layer in each basin. This 

solution is named the m a x i m a l  exchange solution, since it identifies the optimal 

rate of exchange for tile conditions prescribed in the straits and in the adjacent 
basins. Tlie maximal exchange solution for a simple contraction (h(x) = 0) results 
in a nondimensional transport qi = 0.25 and equal layer thicknesses $ = yi = 0.5 

a t  the sill (Armi and Farmer, 1986). Tlie maximal exchange solution for a sill and 

tlie combination of a sill and a contraction are examined in detail by Farmer and 

Armi (1986); they obtain q: = 0.208 and a ratio of the layer thicknesses y;/& = 
518, and thus, for a given set of conditions, the flow rate over a sill is somewhat 

less than through a contraction. The maximal exchange solution is unique for 

each geometry, and any other flow configuration is therefore submaximal, as has 

been emphasised by Armi and Farmer (1987). 

The maximal exchange ~ r o b l e m  can be posed in a simplified manner once the 

requirement of the two control sections is established (Farmer and Armi, 1986; 

Bryden and Kinder, 1989). The first control usually takes place at tlie crest of the 



sill (ho = 0); the second control section could be at a neighboring contraction, a t  

the exit of the straits, or a t  any other section e, say, sufficiently removed from the 

first one for tlle upper layer to become thin enough to make F:e = 1. T11en the 

control statements are 

Continuity now requires 

where B = b,/b, is the ratio of the widths of the two control sections. The 

Bernoulli energy difference (10) is conserved between the two sections: 

and, if q, = 1,  

Bryden and Kinder (1989) inscribe the problem in the geometry of a triangular 

cross-section, in the fashion of Bormans and Garrett (1989), neglect u':, in favor 

of u$, and obtain two approximate expressions that relate y;, and yi,: 

which they solve iteratively to  get y;, = .479 and q: = 0.069, for the case of the 

straits of Gibraltar. For the sill at  San Lorenzo, the cross-sectional area can be 

take11 to be triangular for the lower layer, but rectangular for the upper layer. 

Equation (19) now becomes simply 

and together with (17), assuming B = 1, provides do = 1/2, de = 114, and 

qi = 118. With this particular geometry we have recovered, over a sill, the layer 

configuration first proposed by Stommel and Farmer (1953) and by Bryden and 

Stomrnel (1984), which otherwise should correspond to the maximal exchange 

solution through a contraction (Armi and Farmer, 1986). The transport, however, 

is halved because it is now confined to a lower layer of triangular cross-section. 



Appl ica t ion  

Ballenas channel is bounded a t  its southern end by the sill a t  San Lorenzo, which 

concerns us here, and by a contraction near the northern end of Angel de la Guarda 
island, 130 km to the north, where it connects with the shallow northern Gulf of 

California. There is ample evidence of intense mixing within the cliannel. Satellite 

images indicate the permanent presence of cool water a t  the surface, particularly 
near the sills; plumes of cool water spread away from the channel, and a well 
defined front often forms to the south of the sill at  San Lorenzo (Badan-Dangon, 

Koblinsky, and Baumgartner, 1985). Tidal flows are prominent in the channel, 

and Filloux (1973) has calculated considerable tidal dissipation around the islands. 

Often, hydrographic sections suggest the presence of hydraulic jumps in tlie lee of 

the sill, and strong boils appear a t  the surface of the cliannel in their vicinity. Fu 

and Holt (1984) have reported packets of internal solitons that  propagate away 

from tlie sills as the flow reverses with each tidal cycle. Such strong mixing acts 

to decouple the sill from the contraction, since any net flow through one of them 

should appear as a barotropic flow of Ballenas channel water to the other. 

These observations also support the idea that tlie flow must be supercritical at  

least during part of the tidal cycle. Tlie current meter observatioils made over the 
sill at  San Lorenzo support a mean inflow of 1.36 x lo5 m3s-' into the channel, 

flowing through a layer which can be estimated t,o occupy somewhat less than the 

lower half the water column. From the theory of two layer exchange, we expect 

an equivalent outflow through the upper layer, which removes water warmed at 

the surface of tlie channel. A typical temperature difference between the inflow 

and the outflow is about 3 OC. An approximate reduced gravity results 

where a = 2 x is the coefficient of thermal expansion. By eq. (7) ,  the 

nondimensional exchange flow is qi - 0.04. Clearly, the exchange over the sill is 

submaximal in the mean. Indeed, tlie speed of long internal waves on a (virtual) 

interface of 3 OC is about 

much above the average speed of the inflow, 0.2 ms-I over the sill. The flow 

must then be supercritical only during those portions of the tidal cycle when the 



velocity of the flow surpasses that of the waves. The exchange flow would probably 

be better represented by taking into account the strong time dependent variations 

in the criticality of the flow. 

Nonetheless, the measured inflow has considerable consequences. The channel 

operates in reverse fashion to the Mediterranean, and requires the upper layer to 

remove the heat (buoyancy) gained a t  the surface of the channel (Badan-Dangon 

and Hendershott, 1985). Of course, it is the powerful stirring by the tides that 
lilixes the water column inside the channel and provides the energy to drive the 

two layer exchange over the sill; the heat gain inside the channel is incidental 

to  this process. Calculations of the baroclinic pressure from hydrographic obser- 

vations across the sill indicate a gradient directed southward in the upper layer, 

of about 0.02 m per 10 km of equivalent pressure head, reversing to an equal 

but opposite value in the lower 200 rn of the water column. Tliese values are 

quite comparable with the tidal sea surface slopes proposed by Filloux (1973). 
Given that distribution of the currents, the channel exports heat at  a rate equal 

to  1.35 x lo5 OCm3s-l, or about 5.69 x 10" W of heat flow for every degree of 

temperature difference between the upper and lower layers. Tliis represents, for 

the 3 OC difference between inflow and outflow, about 7.2 x 106W.nz-2 of heat 

deficit through the section of the lower layer over the sill. If this heat loss were 

to be replaced entirely by gains from the atmosphere, i t  would require close to 

525 1 ~ . i i a - ~  of net heat gain through the total surface, 3.25 x lo9 m 2,  of Ballenas 

channel. Tliis is considerably larger than the heat gain of about 50 T.l'tn-2 that 

has been reported for the northern gulf (Lavin and Organista, 1988). Translated 

in terms of vertical eddy heat diffusivities inside the channel, such that 

holds, suggests values of K of about 20 cm2s-' for the entire surface of the chan- 

nel, or about lo4 cm2s-I if all the lieat were mixed upwards in the region of the 

hydraulic jumps. These are very large values compared t,o those usually reported 

in the open ocean (- 1 cm2s-I). Ballenas channel is a portion of the gulf of 

Californialwhere very large exchanges with the atmosphere take place. 
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THE AGULHAS RETROFLECTION AND RING FORMATION 

Eric P. Chassignet 

The physical mechanisms of the Agulhas retroflection and associated ring forma- 
tion are analysed in detail in a wind-driven numerical model configured in an ideal- 
ized South Atlantic-Indian Ocean basin. First, the model retroflection is discussed 
through illustration of the Agulhas' vorticity balance among various experiments. 
Then, the ring formation process is decribed in terms of its vertical structure and 
the associated energy conversions. 

A one-layer model demonstration shows that both inertia and internal friction 
may account for a partial retroflection where a linear, weakly viscous system has 
none. When stratification is introduced and baroclinicity increased, the stretching 
term eserts an increasing influence. With 40 km resolution, terms included so that 
the numerical model conserves potential vortici ty become import ant as well. When 
grid resolution is halved, the importance of the extra conserving terms diminishes 
and the stretching term exerts an even greater influence. The importance of a 
substantial viscous stress curl along the coast of Africa, as provided by the no- 
slip condition, is illustrated through comparison with a slippery Africa experiment. 
Finally, an experiment with a more realistic South African coastal geometry, giving 
n more realistic order of importance to ,8v in the separating Agulhas is described. 
The planetary vorticity advection term plays a smaller role along the coast. Viscous 
effects on the coastal side of the current are still strong, however, and are balanced 
primarily by stretching and relative vorticity advection. 

JVhether rings form in the model and their frequency depend on two primary 
factors: the shape of Africa and southward inertia/baroclinicity in the oversllooting 
Agulhas. The boundary condition on Africa (no-slip/free-slip) and horizorital res- 
olution are also important. Experiments in which rings form exhibit considerably 
larger values of I<M to ICE transfer than those in which no rings form. In three of the 
esperiments, ring formation is studied in detail with the help of instantaneous top 
and bottom layer flow patterns and time series energetics. In a low Rossby ilumber 
experiment with a rectangular Africa, rings are formed almost continuously, and 
basin mode resonance plays a significant role in ring formation. Whether a form 
of instability (barotropic or baroclinic) plays an important role as well is unclear. 
In two high Rossby number experiments, one with rectangular and the other with 
triangular African geometry, basin mode resonance is not a factor, and, it is sug- 
gested that ring formation is associated with release of mixed barotropic-baroclinic 



instability. 

For more details on the experiments, the reader is referred to Boudra and Chas- 
signet (1988), Chassignet and Boudra (1988) and Boudra e t  al. (1989). 
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THE PROPAGATION OF ISOLATED NONLINEAR EDDIES IN A 
TWO-LAYER OCEAN 

Eric P. Chassignet 

In most previous works, the temporal evolution of isolated rings in numerical 
models has been described in the framework of a particular approximation such 
as quasi-geostrophic or reduced-gravity (1: layer) dynamics (Flierl, 1977, 1984; 
hIclVilliams and Flierl, 1979; Nof, 1981, 1983). For a review, the reader is referred to 
Flierl (1987). The departure from quasi-geostrophic dynamics in the ring behavior 
has been explored in some details by McWilliams e t  al. (1986) using a balance 
equations model (Norton e t  al., 1986). The standard was the more general and 
more complex primitive equations. 

Here, we seek to investigate the validity of the second approximation widely used 
to study the evolution of isolated vortices, the reduced gravity model (one active 
layer over an infinite one). We concentrate our at tention on the following question: 
How deep does the lower layer of a two-layer system have to be to have a negligible 
influence on the dynamics of the upper layer? In order to study the transition regime 
between a finite depth system and the reduced gravity system (infinitely deep second 
layer), a series of experiments are performed with a primitive equation, isopycnic 
coordinate, two-layer numerical model whose upper-lower layer depth ratio is varied 
from 1/5 to 1/1000. We shall then be able to isolate the influence of the lower layer 
on the dynamics of the upper one. This type of model (Bleck and Boudra, 1986) 
allows the specification of desired initial conditions through the positioning of the 
isopycnal surfaces and, in particular, can reproduce the initial conditions of lens- 
like eddies; i .e.  ones where isopycnals surface. This model is also free of artificial 
deterioration of the eddies due to cross-isopycnal numerical diffusion. 

The trajectories for both cyclones and anticyclones are presented in Figure 1 as 
the ratio R = H1/(H1 + Hz) is varied from 1/5 (realistic oceanic ratio) to 1/1000. 
All rings move westward in analogy to a circular Rossby wave (Cushman-Roisin e t  
al., 1989). They also have a meridional motion (poleward for cyclones and equa- 
torward for aqticyclones) due to a form drag on the lower layer (Flierl, 1984) and 
interactions with the Rossby wave wake in the upper layer. As the thickness of 
the lower layer increases, the meridional displacement of the ring decreases due to 
a smaller form drag of the lower layer on the upper layer ring. The only factor 
remaining important for the meridional displacement is the interaction with the 



Rossby wave wake. If this effect is suppressed, the ring should move purely west- 
ward. This is effectively the case with a lens. With initial conditions for the ring 
being Gaussian with a maximum interface displacement of 500 meters and with a 
radius of maximum velocities equal to 60 kilometers, the influence of the lower layer 
began to be negligible when equal to 50 kilometers (upper layer thickness for this 
particular case is equal to 1000 meters). 

A scaling analysis of the two-layer system (Cushman-Roisin, 1989, personal com- 
munication) provides a criterion specifying how deep the lower layer has to be to 
justify using the one-layer, reduced gravity model: 

&K where LR and La are the radius of deformation and planetary scale defined as 
jo 

and k ,  respectively. This criterion agrees with the numerical results for the above 
set of parameters. Further analysis will be performed to confirm the robustness 
of the criterion. For more details on the derivation and a discussion of t.he above 
results, the reader is referred to Chassignet e t  al. (1989). 
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Figure 1: Trajectories of the cyclones (upper half) and anticyclones (lower lialf) as 
the depth ratio R is varied 



KIMEMATICS OF OCEANIC SUBDUCTION 
Benoit Cushman-Roisin 

Florida State University 

Introduction 

Subduction, or the escape of mixed-layer fluid into the A 

deeper circulation, and its twin process, entrainment of 
underlying stratum in the mixed layer, are mechanisms that couple 
mixed-layer dynamics with that of the general circulation. While 
mixed-layer modelers usually take the state of the ocean interior 
as specified, it is customary for large-scale circulation 
theorists to represent the mixed layer as a mere converter of 
surface wind stress into vertical pumping. However, recent 
theories for the large-scale ocean circulation (Luyten et al., 
1983, and sequels) point to the crucial role played by subduction 
in maintaining the permanent thermoline and its associated 
circulation. As theories become increasingly refined, the 
process of subduction deserves thorough consideration. 

The purpose of the present lecture is to elucidate the 
kinematics of subduction (and of its counterpart, entrainment) by 
inductive reasoning through a series of increasingly more complex 
models. Yet, prior to the development of these models, it is 
useful first to define the word subduction and second to clarify 
the various vertical velocities and volume fluxes that naturally 
enter the formalism. Some thoughts and results were discussed by 
Stommel (19791, on whose work the present study is largely based, 
and a more complete text on the following considerations can be I 

found in Cushman-Roisin (1987). 

Definition of subduction and subduction rate 
\- 

A definit,ion is hereby proposed: Subduction is the process by 
which mixed-layer convergence and/or retreat leave formely 
turbulent fluid to become part of the underlying stratum. To 
quantify subduction, one can state: The subduction rate is the 
volume of subducted fluid per unit time and per unit horizontal 
area. Subduction rate is thus expressed in meters per second, 
and entrainment can be considered as negative subduction. 



Vertical velocities and volume fluxes 

Four vertical-velocity-like variables naturally appear in the 
study of subduction: bh/at(the mixed-layer deepening'rate), w 
(the vertical velocity of a water parcel at the mixed-layer 
base), Su (the subduction rate, positive for entrainment, 
negative for subduction), and Ek (the Ekman pumping velocity, 
positive upward). Of course, these quantities are not 
independent. Continuity of volume, after neglect of evaporation 
and precipitation fluxes, requires: 

while a kinematic condition at the mixed-layer base imposes: 

Now, if one assumes that the flow in the mixed layer is but the 
Ekman drift, the first equation becomes: 

which implies that the subduction rate (Su) is equal to the Ekman 
pumping (Ek) only if (i) precipitation and evaporation are 
neglected, (ii) the mixed-layer motion is but the Ekman drift, 
and (iii) a time-average is performed over a mixed-layer cycle. 

Retention of likely geostrophic currents in the mixed layer 
shows that two additional mechanisms can contribute to 
subduction. First, since the isobars along which the geostrophic 
currents flow do not necessarily parallel the isopleths of h, 
convergence (divergence) results, and fluid is passed to 
(entrained from) the interior circulation. Second, the beta- 
effect induces a divergence of the geostrophic current when it 
has a meridional component. Orders of magnitude for these 
different processes show that they are expected to be as large as 
the Ekman pumping rate, casting doubts on the validity of ( 3 ) .  

Hierarchy of models 

The lecture then continued with the presentation of a series of 
models analyzing the intermittency of subduction and the 
properties of waters subducted at different locations and at 
different times. 



Using Beta-Triangle data (25'~ - 3 5 O ~ ;  Stommel, 1979) , the 
first, depth-time model shows that the seasonal cycle is divided 
into three regimes: effective subduction from late 'winter until 
early spring, temporary subduction until complete mixed-layer 
retreat, and recapture of temporarily subducted fluid during 
subsequent mixed-layer deepening. Efficiencies in time and in 
volume can be defined and are estimated to be about 34% and 2 6 % ,  
respectively, i.e. neither small nor large. 

The second, latitude-depth-time model illustrates the effect 
of meridional advection. It is found that even if the mixed- 
layer depth variability is more temporal that lateral, large 
spatial variations may occur in the properties of subducted 
waters. The third, longitude-latitude-depth-time model only 
stresses the previous conclusion. 

Steady interior 

As a year goes by, water parcels passing at the same point in 
the permanent thermocline will have different latitudes and times 
of origin, some parcels may have originated in winter further 
north while some others, six months later or so, may have 
originated in the spring further south. Hence, it is not 
guaranteed that the interior stratification will be steady under 
variable subduction. Requiring that steadiness be the case 
implies a relation between variables of the mixed-layer (depth h, 
densitye) and of the interior (velocity components u,v and w), 
namely 

After retention of only the largest terms, the requirement 
simplifies to 

ae at  ah W -  v -  - 
1 at. ay a t  

Data from the North Atlantic show that the latter relation is 
close to being satisfied, leading us to believe that the spatial 
and temporal variability of subduction tend to cancel each other 
to feed a steady interior. Physically, a parcel subducted in 



late winter when the mixed layer is deep originates further south 
than a parcel subducted in the spring when the mixed layer 
retreats. Since mixed-layer temperature is 1owest.in the winter 
but increases southward, both parcels may have identical 
temperatures. 

Potential-vorticity input 

The recent thermocline models (Luyten et al., 1983; and 
subsequent articles) point to the importance of potential 
vorticity at the time of subduction in determining the la-rge- 
scale interior circulation. Here, kinematics considerations are 
developed to construct the expression of potential vorticity ( P V )  
of particles being subducted, The result is: 

which combine variables of the mixed layer ( h ,  e) and of the 
interior (u,v,w) at the base of the mixed layer. If and only if 
the oceanic interior is steady, this expression combined with ( 4 )  
can be reduced to: 
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Connected Thermal and Transport Anomalies 
in the General Circulation 

by 
William Dewar 

Florida State University 

Abstract 

Two models of the oceanic response to cooling are discdssed. 
Both are motivated by a desire to understand the effects of 
variable diabatic forcing on the general circulation. The first 
model considers an initial value problem in which an initially 
resting warm ocean is "slowly" cooled on "broad" scales. The 
lower layer in this model is fully active and it is further 
argued that the slow and broad scales are relevant to 18.C water 
formation. The purpose of this model is to illustrate the short 
term barotropic and baroclinic response to variability in thermal 
forcing. 

The second problem addresses the longer-term evolution of finite 
amplitude thermocline anomalies (which are assumed to have been 
formed by diabatic effects). A "one and three-quarter" layer 
model is used, i.e., the lower layer is assumed to be deep, but 
not stagnant, and care is taken to compute its evolution. 

Based on these models, it is argued that diabatic forcing can 
result in local modifications sf the Sverdrup constraint and that 
mass transport evolves through at least three distinct phases. 
The first short-term ocean response to cooling is the radiation 
of eastward moving barotropic planetary waves which leave the 
Sverdrup transport and the planetary geostrophic wave equation 
(PGWE) in its wake. Local Sverdrup dynamics and the PGWE 
dominate the second phase of evolution. The last phase occurs as 
the fronts obtain deformation radius length scales, and the 
tendency for the system to produce coherent structures results in 
persistent, spreading regions of anomalous transport. Global 
measures of'the mass transport, however, collapse back to the 
classic Sverdrup constraint. Implications for the generation of 
barotropic and baroclinic variability are discussed. 



WCALIZED STRUCTURES 
GENERATED BY SUBCRITICAL INSTABILITIES 

Stephan Fauve and Olivier Thual 
Ecole Normal Superieure 

Localized structures are widely observed in fluid flows. 
Well known examples are the local regions of turbulent 
motion surrounded by laminar flow, which develop in many 
open-flow experiments (pipe-flow, channel-flow, boundary 
layers) [I]. More recently, spatially localized standing 
waves have been observed on a horizontal layer of fluid 
submitted to vertical vibrations [2], and convection in 
binary fluid mixtures displayed localized travelling waves 
[3]. In all cases the possible origin of localized 
structures lies in the existence of a subcritical 
instability, which implies that two stable homogeneous 
states coexist in an interval range of the control 
parameter. The localized structure then consists of a small 
region in the bifurcated state surrounded by the basic 
state. When the amplitude equation that describes the 
bifurcation, admits a lyapounov functional, i.e. when there 
exists a free energy to minimize, a localized structure is 
not stable; it shrinks or expands. We have shown 
numerically in the case of a subcritical Hopf bifurcation 
that the stability of the localized structure is a non- 
variational effect that traces back to the coupling between 
the amplitude and the phase of the wave complex amplitude 
[ 4 ] .  In slightly dissipative systems, we have shown that 
these localized structures can be computed perturbatively; 
the leading order effect of dissipative terms is just to 
select the size of the structure among a family of scale 
invariant solitons [ 5 ] .  

References 

1. D.J. Tritton, Physical Fluid Dvnamics (chap. 19), Van 
Nostrand Reinhold Company (1977). 

2. J. Wu, R.' Keolian and I. Rudnick, Phvs. Rev. Letters 52, 
1421-1424 (1984). 

3. P. Kolodner, D. Bensimon and C.M. Surko, Phvs Rev. 
Letters 60, 1723-1726 (1988). 

4. 0. Thual and S. Fauve, J. Physique (France) 43, 1829- 
1833 (1988). 

5. S. Fauve and 0. Thual, Solitary waves generated by 
subcritical instabilities in dissipative systems, 
(preprint 1989). 



ARNOLD'S THEOREM AND THE INSTABILITY OF 
ELLIPTICAL VORTICES 

Glenn R. Flier1 
Center for Meteorology and Physical Oceanography 

MIT 

Arnold's Theorem 

When a conserved quantity has a local extremum for an equilibrium state of the 
system, the system is stable to perturbations. If the gradients with respect to variations in 
the system state vanish, but the second variations are not definite in sign, the system may 
be unstable. Frequently, however, the gradient of the energy with respect to deviations from 
the equilibrium are not zero, and, in order to apply similar arguments, we must constrict a 
different conserved quantity which does have vanishing gradients. This invariant, A, is then 
useful in determining the stability: the state is stable if the second variations are definite 
in sign. For fluids, the invariant is some combination of the energy and enstrophy and 
perhaps other conserved quantities. Treating the vorticity as piecewise constant permits 
us to define systematically the possible isovortical perturbations to the system. Thus we 
can attempt to determine if A is positive for all possible weak perturbations or is negative 
definite. In either case, the flow is then stable. 

Consider the linearized analog to A. If we linearize the dynamics, we find that the 
perturbation energy is no longer conserved (in the case when the gradient of energy did 
not vanish.) and thus it cannot serve as a suitable quadratic invariant. But the analog to 
the Arnold invariant is still conserved under the linearize dynamics, so that we can still use 
the approach above to explore stability to linearized displacements, For quasi- geostrophic 
motions, we have A = IV$l2 + (f2/N2)l{)ZI" q2/($/d$). 

For flows with piecewise constant potential vorticity, we can rewrite the dynamics to 
give equations for the evolution of the boundaries between various regions. There are a 
number of equilibrium states known for different dynamics and symmetries. We can write 
the perturbation equations in a fairly simple form if we introduce as coordinates and a 
tangential coordinate s proportional to the travel time along the boundary. We can then 
naturally define the displacement of a contour q(s, t) .  We can ensure that the perturbed 
flow has the same are within contours and thus conserves potential vorticity; we can also 
define a complete set of functions to represent the 7 field. The stability problem reduces 
to a set of ODE'S relating the changes in the amplitudes. We can also show there is a 
quadratic form (in the amplitude variables) corresponding to A. 
Sufllciency 

When the basic state is sufficently symmetric, the sine and cosine modes in the ex- 
pansion of 7 are decoupled. We then have two equations 

As = -JSB 
Bt = JCA 



where the J matrix is diagonal and the S and C matrices are symmetric. The invariant is 

We can show that when both of the S and C matrices are positive definite (meaning 
all eigenvalues of each are positive), the system is stable. Likewise, if both are negative 
definite, the invariant is elliptical and perturbations cannot grow; also, we can prove di- 
rectly that the eigenfrequencies are real. We have furthermore proved that if one matrix is 
positive definite (or negative definite) and the other is indefinite, then the flow is unstable. 
This represents an extension of Arnold's theorem to show that the possibility of instability 
can be realized for some configurations - the necessary condition is sufficient. However, 
this is not always true, since we have not proved the flow is unstable when both matrices 
are indefinite. In fact, the elliptical case seems to be a counter example. 

Stability of the Kirchhoff Vortex 
For a barotropic elliptical vortex with uniform vorticity inside, rotating at a constant 

rate, the stability depends on the aspect ratio (unstable for a value < 1/3) when the 
motions are barotropic. Baroclinic (but quasi-geostrophic) perturbations have not been 
studied previously. We have calculated the matrices as functions of the aspect ratio and 
the baroclinicity of the perturbation. We have used three cases : (a) azimuthal mode 1 
only, (b) azimuthal mode 3 only, and (c) azimuthal modes 1 and 3 together. The results 
are essentially the same: the vortex is unstable to mode 3 when the aspect ratio is less 
than a number depending on the vertical wavenumber m but which is always less than 
1/3 and decreases as m increases. Mode 1 perturbations, which cause the axis of the 
vortex to tilt with height, can be unstable even when the vortex is almost circular if the 
vertical wavenumber is appropriately chosen. Thus we find an instability to baroclinic 
perturbations in regions where the vortex is stable to barotropic modes. 

When we truncate to only one mode, the Arnold condition becomes both necessary 
and sufficient. But when we consider a two mode truncation, the condition is necessary 
and sufficient on the large vertical wavenumber side of the satbility boundary, but not on 
the s m d  wavenumber side. 



FROST HgAVE 
Andrew C. Fowler 
Oxford University 

In secondary frost heave, a frozen soil surface 'heaves' 
upwards due to the suction of groundwater towards the freezing 
front. The phenomenon can cause spectacular damage to roads and 
buildings, and is of immense economic importance as a result. 
Frost heave is not primarily due to expansion of water on = 
freezing, but arises through a capillary suction effect at the 
freezing front, whereby groundwater is sucked upwards towards it. 
In secondary frost heave, a thin frozen fringe exists at the 
freezing front, consisting of a region (mush) of co-existing ice, 
water and soil, analogous to dendritic mushes in alloy 
solidification (see GFD 1984). Within this fringe, the 
overburden pressure is partitioned between the effective pressure 

/PC (that transmitted through the soil skeleton) and the pore 
pressure, which itself is partitioned between the water pressure 
fv and the ice pressure 4; . In Miller's theory (1980), a 

capillary/adsorption relation exists between .);and +,, i.e., 
+t-)u= f ( w )  , where W is water fraction. At the top of the 
fringe, ice lenses exist parallel to the freezing front. At the 
base of a lens, 4; = P (overburden), so that 4p,= - f ( ~ )  there, 
whereas &+.Pc below the fringe, where +- is the ambient 
groundwater pore pressure. The resultant pressure difference 
drives water through the fringe towards the lowest lens. Since W 
will vary through the fringe, so will + , as well as .fy , and 
it can occur that the effective pressurefe7 o at some polnt 
within the fringe. If this happens, then there is no pressure to 
keep the soil coherent, and upwelling water can force the soil 
apart, more or less as a (transverse) fracture; in this way, a 
new lens is formed within the fringe, and as freezing progresses, 
a sequence of such lenses is formed. 

A realistic model to describe and predict the phenomenon is 
complicated. The fringe model, for,example, is that for a two- 
phase reactj.ve continuum in a porous medium, and involves four 
partial differential equations and five algebraic constitutive 
relations. Such a model is presented by O'Neill and Miller 
(1985). It is possible to simplify dramatically this model, 
based on four realistic and major approximations: 

(i) gravity is small; 



(ii) heat advection is small (small Peclet numbers); 
(iii) the fringe is thin; 
(iv) the permeability within the fringe is a function 

of W, &cur, and the exponent yis large ( e . g . y = ' j  ) . 
With these simplifications, the model collapses to one 
of steady heat conduction with two free boundary 
conditions each of which is determined by a 
generalized Stefan condition. 

The one-dimensional heave problem can in fact be reduced to 
two linear first order differential equations!! Future work will 
compare these analytic results in detail with O'Neill and 
Miller's computed results, and with experimental tests. In 
conjunction with W. B. Krantz at Boulder, we aim to use a two- 
dimensional instability theory to explain the formation of 
patterned ground in permafrost regions. Some of the work 
reported here is published by Fowler (1989), and there is also a 
preprint by Fowler and Krantz. 
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Critical Tests of Fossil Turbulence in the Ocean 
by 

Carl H. Gibson 
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ABSTRACT 
Critical field experiments are needed to distinguish between two quite different categories of 
physical models for the evolution of stratified ocean turbulence and mixing; that is, fossil 
turbulence models where active turbulence exists for only the initial stages and a small portion of 
the lifetime of the scrambled fossil rnicrosrmcnue it  produces, and non-fossil turbulence models 
with no fossil turbulence regime where microsmcture is created and decays in continuous 
equilibrium with the turbulence. Turbulence is defined as a random, eddy-like state of fluid motion 
where the Reynolds, Froude and Rossby numbers of the eddies exceed critical values. For a flow 
to be turbulent the inertial-vortex forces of the eddies must exceed the constraining forces of 
viscosity, buoyancy and rotation. All other motions are by definition nonturbulent. Fossil 
turbulence is a fluctuation in any flow or physical field produced by turbulence that persists after 
the flow ceases to be turbulent at the scale of the fluctuation. Fossil turbulence is easy to observe 
in the laboratory where patches of stratified turbulence always leave fossil turbulence patches (or 
relics, or footprints, or remnants) of scrambled microstructure that persist long after the flow 
becomes nonmbulent, or in the atmosphere where persistent contrails of jet aircraft may be seen. 
The f i t  critical experiment is to establish whether turbulence ever leaves such fossil turbulence 
rernnants in the ocean. If one oceanic fossil of turbulence is observed, the hypothesis (presently 
accepted by many oceanographers) fails that oceanic turbulence does not leave fossils. Further 
critical experiments would then be needed to estabiish whether typical sources, or perhaps all 
sources, of oceanic turbulence leave fossils, and whether the evolution of stratified, rotating 
oceanic turbulence and fossil turbulence is qualitatively and quantitatively the same as fossil 
turbulence in the laboratory, as predicted by fossil turbulence theory. A fossil turbulence 
interpretation of present ocean microsmcnue data suggests that turbulence and mixing in many 
oceanic layers has been vastly undersampled and that Iarge undersampling errors (underestimates) 
of mean dissipation rates and diffusivities have resulted from taking a non-fossil turbulence 
interpretation. Present ocean microstructure (and mesostructure for 2D fossil turbulence) sampling 
and data analysis techniques should be modified to avoid such errors and to take full advantage of 
the information preserved by fossil turbulence. Towed body rather than dropsonde san~pling 
should be used to increase microstructure data sets to more appropriate sizes and to sample the 
horizontal mesostructure which may be producing it. More efficient techniques of statistical 
inference should be developed ("hydropaleontology") that take full advantage of the information 
preserved by the fossil turbulence. 
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Quasi- geostrophic f l o w  i n  a  c y l i n d e r  wi th  bo th  a  p o l a r  6- e f f e c t  and 
z o n a l l y  va ry ing  topography is considered.  The r o t a t i o n  r a t e  of t h e  tank., is 
modulated abou t  i t s  mean v a l u e  Qo i n  an  amount 6' wi th  f r e q e n c y  w. This 
modulation produces  a  s o l i d  body r o t a t i o n  t h a t  s i n u s o i d a l l y  s l o s h e s  back and 
f o r t h  o v e r  t h e  mountains. Linear and n o n l i n e a r  t h e o r i e s  a r e  p r e s e n t e d  and 
compared wi th  l a b o r a t o r y  exper iments .  The main f e a t u r e s  of t h e  t h e o r e t i c a l  
problem a r e  t h a t  a  v e r y  s u b s t a n t i a l  r e t r o g r a d e  mean z o n a l  c u r r e n t  is g e n e r a t e d  
i n  t h e  i n t e r a c t i o n  between t h e  s l o s h i n g  f l o w  and t h e  topography on t h e  0-plane. 
This mean f l o w  is  l a r g e s t  when t h e  e x t e r n a l  p a r a m e t e r s  a r e  sub- resonant  s o  
t h a t  t h e  e f f e c t i v e  6- parameter is lower  than  t h a t  r e q u i r e d  Eor a f requency  
resonance between t h e  s i n u s o i d a l  f o r c i n g  and t h e  f requency  of a  l i n e a r  f r e e  
Rossby wave w i t h  a  s p a t i a l  s t r u c t u r e  e q u a l  t o  t h a t  of  t h e  topography. The 
p r e d i c t e d  n o n l i n e a r  E u l e r i a n  f l o w s  a r e  pe r iod ic ,  n o t  c h a o t i c ,  a l though  m u l t i p l e  
e q u i l i b r i a  can occur  f o r  r e a l i s t i c  l a b o r a t o r y  p a r a m e t e r  v a l u e s .  However, t h e  
LaGrangian p a r t i c l e  p a t h s  f o r  f l u i d  columns i n  tNs b a r o t r o p i c  f l o w  a r e  c h a o t i c  
nea r  t h e  n o n l i n e a r  resonance.  The t h e o r e t i c a l  r e s u l t s  a r e  shown t o  be in 
agreement  w i t h  l a b o r a t o r y  exper iments .  

The bot tom topography is t a k e n  t o  be t h a t  of a f r e e  mode of t h e  l i n e a r  
wave problem,  

where J is a  B e s s e l  f u n c t i o n  of index  n ,  r is t h e  non-dimensional r a d i u s  ( w i t h  
s c a l e  L?, 0 t h e  a z i m u t h a l  ( z o n a l )  a n g l e ,  and an  is  t h e  t o t a l  wavenumber of t h e  
topography. It is assumed t h a t  Jn(an)=O s o  t h a t  t h e  topography van i shes  a t  t h e  
o u t e r  s i d e w a l l .  

When t h e  t a n k  r o t a t e s  a t  a n  a l m o s t  c o n s t a n t  v a l u e  of  S2 t h e  f r e e  s u r f a c e  
de fo rms  i n t o  a  p a r a b o l a  g iven by 

! 

This p a r a b o l i c  d i s t r i b u t i o n  of  h e i g h t  g i v e s  us  an e q u i v a l e n t  topograph ic  
0- ef fec t .  In  view of t h e  s l o s h i n g  induced by t h e  modula t ion of the b a s i c  
r o t a t i o n  of t h e  t ank ,  t h e  g e o e t r o p h i c  p r e s s u r e  is  w r i t t e n  as, 



With ( 1 1 4 3 )  t h e  governing quas i -geos t roph ic  v o r t i c i t y  equa t ion  i n c l u d i n g  
an Ekman l a y e r  a t  t h e  bottom becomes, 

The p a r a m e t e r s  i n  this equa t ion  a r e :  

H~ n , Z ~ z  6' = - , where HT = - , 
E D  g 

Q is t h e  bot tom damping p a r a m e t e r  and E = w/2no is t h e  Rossby number based on 
t h e  f o r c i n g  f requency  w. The i m p o r t a n t  p a r a m e t e r s  a r e  S ' ,  which r e f l e c t s  t h e  
magnitude of t h e  mountain f o r c i n g ,  and 8 '  , which is t h e  nondimensional  
(w.r.t .frequency) B- effect .  

The l i n e a r  problem f o r  topograph ic  wave e x c i t a t i o n  l e a d s  t o  a f i r s t  o r d e r  
equa t ion  f o r  t h e  complex ampl i tude  F which can  be w r i t t e n  a s  

where 

The two i m p o r t a n t  f e a t u r e s  of  t h e  l i n e a r  s o l u t i o n  a r e  t h a t  1) t h e  
s o l u t i o n  is r e s o n a n t  f o r  a l l  i n t e g e r  v a l u e s  of  6, and 2) t h a t  F has  a non- zero 



average  f o r  a l m o s t  a l l  p a r a m e t e r  s e t t i n g s .  The f a c t  t h a t  t h e  l i n e a r  s o l u t i o n  189 
Xs h a s  a n  average  means t h a t  t h e r e  is a  topographic  v o r t e x ,  i n  t h e  time-mean, 
which is  not  i n  phase wi th  t h e  topography. This  phase  s h i f t e d  mountain v o r t e x  
is r e s p o n s i b l e  f o r  g e n e r a t i n g  a  mean z o n a l  r e t r o g r a d e  (westward)  j e t .  

The l i n e a r  theory  p r e d i c t s  l a r g e  ampl i tudes  n e a r  t h e  B=j=1,2,3,4. .. 
resonances .  However, t h e  resonances  c a n  be moved when n o n l i n e a r  e f f e c t s  a r e  
included.  This problem can be ana lyzed  by s tudy ing  a weakly n o n l i n e a r  expansion 
t h a t  f o c u s e s  on t h e  compet i t ion  be tween n o n l i n e a r i t y ,  f r i c t i o n ,  and of f-  
resonance i n  determining t h e  slow- time e v o l u t i o n  of t h e  ampl i tude  of a  f r e e  
r e s o n a n t  s o l u t i o n  t o  ( 6 )  with  Q=0. 

The ampl i tude  e q u a t i o n s  f o r  t h e  long- time e v o l u t i o n  of t h e  near- resonant  
mode have t h e  form: 

d  
(- + p ) X,(T'> = - ( 6  - U) Xc -1 , 

d r '  

where U is t h e  ampl i tude  of  t h e  z o n a l  j e t ,  and X; and Xs a r e  t h e  ampl i tudes  of 
t h e  i n  phase and out- of-phase components of t h e  wave. 

Here,  0 = j + A and 

I.  j u s t  depends on t h e  resonance  index j. The v a l u e s  of t h e  wave-mean 
i n t e r a c I i o n  i n t e g r a l s  a r e  e v a l u a t e d  numer ica l ly .  The i m p o r t a n t  r e s u l t  is t h a t  
bn is nega t ive  f o r  n=1 topography, bu t  a r e  p o s i t i v e  f o r  a l l  n > l .  

The s t e a d y  s o l u t i o n s  f o r  t h e  a m p l i t u d e s  of t h e  mean j e t  and t h e  pe r iod ic  
waves a r e  given by 

From (13) i t  is s e e n  t h a t  t h e  maximum a m p l i t u d e  o f  t h e  r e t r o g r a d e  mean 
c u r r e n t  is ob ta ined  when 6 = - p-2 , and h a s  a  v a l u e  U = -u'l . This 
r e l a t i o n s h i p  giving dhe b i g g e s t  mean z o n a l  v e l o c i t y  t r a n s l a t e s  i n t o  

s u g g e s t i n g  t h a t  l a r g e  mean E u l e r i a n  c u r r e n t s  would be ob ta ined  on t h e  
subresonant s i d e  of t h e  j ' t h  r e sonances  f o r  n > l  . 



Two e x p e r i m e n t a l  tests of  t h i s  theory ,  and a n  improved v e r s i o n  which 
l g O  c o n t a i n s  an  a d d i t i o n a l  quenching term -cU on t h e  RHS of  (10) t h a t  r e f l e c t s  t h e  

g e n e r a t i o n  of Rossby waves by t h e  c r o s s- i s o b a t h  f l o w  of  t h e  wave- excited z o n a l  
j e t ,  a r e  given. The appearence of c h a o t i c  p a r c e l  t r a j e c t o r i e s  i n  t h e  t h e o r y  when 
8 ~ 0 . 6 5  a s  w e l l  a s  a maximum i n  t h e  E u l e r i a n  r e t r o g r a d e  j e t  a t  t h i s  n o n l i n e a r  
resonance v a l u e  a r e  bo th  reproduced i n  an  exper iment  wi th  a w a t e r  dep% of 
IOcm, r a d i u s  22cm, topography ampl i tude  Icm (peak  t o  v a l l e y ) ,  11x2, no-3, and a 
modulation ampl i tude  of one pe rcen t .  

190 -eU 

s .0. 65 

IOem, 22em, lem 



The M o d u l a t e d  Complex Lorenz E q u a t i o n s :  
B a r o c l i n i c  I n s t a b i l i t y  w i t h  S e a s o n a l  F o r c i n g  o n  t h e  6- p l a n e  
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We cons ide r  t h e  s i m p l e s t  model which can  a d d r e s s  t h e  ques t ion  o f  
t h e  e f f e c t  of  s e a s o n a l l y  v a r i a b l e  zona l  winds ( o r  c u r r e n t s )  on f i n i t e-  
a m p l i t u d e  b a r o c l i n i c  i n s t a b i l i e s .  How do non l inea r  wave- interact ions  and 
d i r e c t  o s c i l l a t o r y  zona l  f l o w  fo rc ing  compete t o  d e t e r m h e  the  f i n i t e-  
ampl i tude  dynamics? 

The s t a n d a r d  two- layer quasi- geost rophic  p o t e n t i a l  v o r t i c i t y  
equa t ions ,  which i n c l u d e  Ekman-layer damping a t  r i g i d  t o p  and bot tom -+  

s u r f a c e s  and a l o n g  t h e  immiscible  i n t e r f a c e ,  can be w r i t t e n  a s  

where P wi th  j=l o r  2, a r e  t h e  g e o s t r o p h i c  s t r eam- func t ions  in t h e  two 
j ' l a y e r s  and J is  t h e  Jacob ian  advec t ion  o p e r a t o r .  The p a r a m e t e r s  a r e  t h e  

r o t a t i o n a l  Froude number 
2riZL2( P,+P,) 

Fa 
gD( PZ-PL) ' 

( 2 )  

a f r i c t i o n  p a r a m e t e r  

dvn 

= 0,' (3)  

and a d imens ion less  p l a n e t a r y  v o r t i c i t y  g r a d i a n t  p a r a m e t e r  0. 
m The f l o w  is imagined t o  t a k e  p l a c e  i n  a c y l i n d e r  o f  r ad ius  L t h a t  

is r o t a t i n g  a t  a  b a s i c  r a t e  fl. For s i m p l i c i t y  we c o n s i d e r  t h a t  the  l a y e r  
d e p t h s  D and t h e  v i s c o s i t i e s  v a r e  same i n  each  l a y e r .  The s p e c i f i c  

m dr iv ing  mechanism is n o t  d e t a i l e d  he re ,  b u t  cou ld  c o n s i s t  of a l i d ,  

m d i f f e r e n t i a l l y  r o t a t i n g  a t  r a t e  w, as is commonly used i n  l a b o r a t o r y  
exper iments  (e.g. Har t ,  1972). The t i m e s c a l e  is  w", t h e  h o r i z o n t a l  .. l e n g t h  s c a l e  is L and t h e  v e l o c i t y  s c a l e  is Lw. The l id- forc ing  t e r m s  
a r e  n o t  e x p l i c i t l y  inc luded  i n  (1) but  would, f o r  t h e  l a b o r a t o r y  c a s e ,  

I appear  on t h e  r ight- hand- sides of (1) a s  Ekman s u c t i o n  v e l o c i t i e s  d r i v e n  
by t h e  l i d  v o r t i c i t y .  

m A b a s i c  f l o w  c o n s i s t i n g  of  s o l i d  r o t a t i o n  i n  bo th  t h e  upper and 
lower  l a y e r s ,  b u t  w i t h  a v e r t i c a l  s h e a r  i n  t h e  a z i m u t h a l  v e l o c i t y  v of 
magnitude 2wr a c r o s s  t h e  two l a y e r s ,  is s e t  up. We a n a l y z e  t h e  f i n i t e-  
ampl i tude  i n s t a b i l i t y  p r o c e s s  by making a Ga le rk in  expansion of t h e  two 
P f i e l d s  us ing t h e  e i g e n f u n c t i o n s  of  t h e  linear s t a b i l i t y  problem. This 
procedure  y i e l d s  a m p l i t u d e  e q u a t i o n s  which a r e  s i m i l a r  t o  t h o s e  de r ived  
by a more f o r m a l  weakly- nonlinear a n a l y s i s .  



S p l i t  t h e  p r e s s u r e  f i e l d s  up i n t o  t h e i r  b a r o t r o p i c  and b a r o c l i n i c  
p a r t s .  Then expand them i n  t e rms  of  t h e  l i n e a r  e igenfunc t ions  (i.e. 
Bessel  f u n c t i o n s )  and t h e  l o w e s t  meanf low- cor rec t ion  t h a t  i s  genera ted  
by both  t h e  wave s e l f - i n t e r a c t i o n  and t h e  e x t e r n a l l y  imposed s e a s o n a l  
forc ing.  Write 

and 

Y(t ' )  Qb2Z( t '>J,(a,r) P, - P, = r2 + iQb2- .T,(ar)eine - 
h  n'e 

wi th  

X(t') i s  r e p r e s e n t s  t h e  b a r o t r o p i c  p a r t  of  t h e  u n s t a b l e  wave. The-, 
b a r o c l i n i c  p a r t  is Y( t l ) ,  and t h e  c o r r e c t i o n  t o  t h e  mean f l o w  has  
ampl i tude Z(t'). The t h e  f r i c t i o n a l  t e r m s  a r e  d ivided i n t o  r i g i d  boundary 
damping Qb = q and i n t e r f a c i a l  damping Q'= q. The s c a l i n g  f a c t o r s  h  and 
e a r e  e a s i l y  de te rmined  (Har t ,  1986), and do n o t  a p p e a r  i n  t h e  ampl i tude  
equa t ions  d e s c r i b i n g  t h e  s t a t e  of t h e  wave-mean s y s t e m  (a l though  they  do  
appear  i n  t h e  d imensional  ampl i tudes  of t h e  v a r i o u s  components of t h e  
f low).  

When t h e  expansions  a r e  s u b s t i t u t e d  i n t o  t h e  v o r t i c i t y  equa t ions ,  a  
p r o j e c t i o n  o n t o  t h e  expansion s e t  i t s e l f  l e a d s  t o  a s e t  o f  f i v e  n o n l i n e a r  
ampl i tude equa t ions .  These a r e :  

dX - =  21 0 
o ( Y - X ) + -  

d t '  1- A  
x , 

dY - = (R - Z - , E  R s i n  (yt ' ))X -Y + i B Y ,  
d t '  

d  Z - = Re (x* Y) - b  Z . 
d t '  

The p a r a m e t e r s  occur ing  i n  t h e s e  equa t ions  a r e  a  " P r a n d t l  number1' 

Qb 2F + aZ 
0 s 

Qb + Q' a' 
a "Rayleigh number" 

adn2 
R a-  

QbZ 
g I 

and a n  a s p e c t  r a t i o  

al' 2F + az 
b i -  

a' 2F + a," 

is t h e  i n i i s c i d  s u p e r c r i t i c a l i t y .  I f  Q is small, t h e  c r i t i c a l  n e u t r a l  



curve is approximate ly  Fc = a2/2 . Thus A measures t h e  degree  of 
i n s t a b i l i t y .  The ampl i tude of t h e  e x t e r n a l  s e a s o n a l  fo rc ing  is E and i t s  
dimensionless  f requency is y. The dimensional  v a l u e s  s c a l e  wi th  ALJL and 
the  ( s m a l l )  v iscous  spinup f requency,  r e s p e c t i v e l y  (Har t ,  1989). 

Equat ions  (7)-(9) reduce t o  t h e  c l a s s i c a l  "Lorenz Equations" 
(Lorenz,  1963) when 6 and E a r e  z e r o ,  and t o  a  form of t h e  "Complex 
Lorenz Equations" (Gibbon and McGuiness, 1982) when E = 0. When a is n e a r  
one and E = 0, both  tend t o  be non- chaotic. Eqn. (10) shows t h a t  small 
u ' s  a r e  t h e  r u l e  f o r  n e a r- c r i t i c a l  f l o w s ,  e s p e c i a l l y  i f  i n t e r f a c i a l  
f r i c t i o n  is inc luded  ( s e e  (10)). 

If B is O(l), t h e n  a s  R is i n c r e a s e d  (wi th  E=O and keeping A and Q 
s m a l l )  t h e  f l o w  f i r s t  becomes u n s t a b l e  t o  a  t r a v e l l i n g  b a r o c l i n i c  wave 
which e q u i l i b r a t e s  t o  a  c o n s t a n t  ampl i tude .  The phase t r a j e c t o r y  of Xr 
and Y r  is a  l i m i t  c y c l e  (Fig l a )  t h a t  r e f l e c t s  t h e  phase propagat ion.  
The ampl i tude  of t h e  wave and of t h e  mean f l o w  c o r r e c t i o n  Z are 
c o n s t a n t  i n  time. A t  l a r g e r  R a  b i f u r c a t i o n  t o  pe r iod ic  motion i n  Z 
occurs .  The o s c i l l a t i o n  i n  Z r e p r e s e n t s  a n  ampl i tude  v a c i l l a t i o n ,  while 
t h e  a s s o c i a t e d  quasi- periodic behavior i n  X and Y r e f l e c t s  a  combination 
of t h e  ampl i tude  v a c i l l a t i o n  and t h e  u n r e l a t e d  phase p ropaga t ion  
frequency.  Although t h e  b a r o c l i n i c  t ime  s e r i e s  looks  complicated (Fig. 
l b )  i t  is j u s t  quasi- periodic,  whi le  t h a t  of  t h e  mean f l o w  c o r r e c t i o n  
(Fig. l c )  is p e r i o d i c  (wi th  period-2 f o r  t h e  p a r a m e t e r s  i l l u s t r a t e d ) .  

As E is  r a i s e d  above z e r o ,  t h e  two- looped l i m i t  c y c l e  
co r respond ing  t o  Fig. l c  becomes a two- looped t o r u s .  A c r o s s- s e c t i o n  
th rough  this t o r u s  y i e l d s  a Poincare  s e c t i o n  a s  shown i n  Fig. 2a. Th i s  
is c o n s t r u c t e d  i n  t h e  manner used by Lorenz (1963) where s u c c e s s i v e  
maxima of Z a r e  p l o t t e d  a g a i n s t  t h e  p rev ious  maxima. As c is i n c r e a s e d  
this t o r u s  f o l d s  and u l t i m a t e l y  f r a c t u r e s .  Two s t a g e s  of this p r o c e s s  
a r e  i l l u s t r a t e d  in Figs. 2b and 2c. At l a r g e r  E ,  c o r r e s p o n d h g  t o  a b o u t  
a  6 p e r c e n t  f l u c t u a t i o n  i n  t h e  a p p l i e d  z o n a l  s h e a r ,  t h e  motion becomes 
h i g h l y  c h a o t i c  b u t  wi th  i r r e g u l a r  w i n t e r s  a s  i l l u s t r a t e d  in  Fig. 3. Weak 
s e a s o n a l i t y  can  have a profound e f f e c t  on t h e  n o n l i n e a r  dynamics o f  
b a r o c l i n i c  waves, l ead ing  t o  chaos  where  none e x i s t s  w i t h  s t e a d y  f o r c i n g ,  
and wi th  i n t e r m i t t e n t  behavior t h a t  is r e f l e c t e d  i n  i n t e r s e a s o n a l  
v a r i a b i l i t y .  I n  this numerical  example ,  y is much s m a l l e r  t h a n  t h e  - 
i n t e r n a l  dynamical  f r equency  f~ . I n  s p i t e  of t h e s e  d i s p a r a t e  

t i m e s c a l e s ,  a  s m a l l  amount of  s e a s o n a l  f o r c i n g  is s t r o n g l y  d e s t a b i l i z i n g .  
I n  t h e  f- plane c a s e  a  s i m i l a r  s c e n a r i o  is found. There,  t h e  large- R 

behav io r  of t h e  ampl i tude  equa t ions  c o n s i s t s  of  a lmos t- ad iaba t i c  ( s t a b l e )  
symmetr ic  and ( u n s t a b l e )  asymmetr ic  l i m i t  c y c l e s .  The s e a s o n a l  f o r c i n g  
c a u s e s  t h e  a d i a b a t i c  i n v a r i a n t s  t o  d r i f t  on t h e  s l o w  t i m e s c a l e  towards  a  
homoclinfc o r b i t  which d iv ides  t h e  two t y p e s  o f  i n v i s c i d  cycle .  When 
this happens, t h e  f l o w  n e a r  t h e  o r i g i n  l e a d s  t o  s e n s i t i v e  dependence o n  
i n i t i a l  cond i t ions  (Har t ,  1989). On t h e  8- plane we s p e c u l a t e  t h a t  
s e a s o n a l  e f f e c t  s i m i l a r l y  c a u s e  a breakdown of  t h e  a d i a b a t i c  t o r i  t h a t  
o c c u r  i n  t h e  E=O complex Lorenz e q u a t i o n s  (Fowler ,  et. a l . ,  1984). 
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THE FLUID MECHANICS OF SOLIDIFICATION 
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Fluid mechanics can play a fundamental role in the phase 
transitions that accompany solidification. This is because 
when a liquid of two or more components solidifies, the 
composition of the solid product generally differs from that 
of the original liquid. For example, salty water in the 
polar oceans freezes to form almost pure ice. The 
difference in composition between liquid and solid implies 
that the composition of the liquid in the neighbourhood of 
the solidification front can be different from that further 
away. This difference in composition is generally 
associated with a difference in density, which can drive 
fluid motions, transport both heat and mass convectively and 
alter the rate and maybe even the mode of the solidification 
processes. The aim of the lecture was to systematically 
review some of the fundamental concepts in this subject. 

My investigations in this field commenced with the 
consideration of the principles involved in cooling an 
initially homogeneous two-component melt at a single 
horizontal boundary (Huppert & Worster 1985). We identified 
six different flow regimes dependent upon whether the 
cooling takes place at an upper or lower boundary to the 
melt and whether the density of the fluid released on 
solidification is the same, greater or less than that of the 
melt. This differentiation between the flow regimes is one 
of the major concepts upon which the talk was based. 

Consider initially the cooling from below of a liquid 
whose solidified product is compositionally identical. This 
is a classical Stefan problem (Hill 1987), a problem which 
has no fluid mechanical ingredient. The influence of an 
unstable ther,mal field that results from cooling such a 
fluid from above has been extensively studied by Turner, 
Huppert & Sparks (1986). Compositional effects can be 
incorporated by considering the cooling and crystallizing 
from below of a liquid that releases fluid of greater 
density when solidifying. The moving interface between 
fluid and solid is generally unstable, which leads to the 
formation of a mushy layer. Huppert & Worster (1985) 
describe a simple theoretical model for this mushy layer, 



which we derived in Walsh Cottage in 1984, and we then 
demonstrated that predictions of the model agree well with 
data from our laboratory experiments. 

This theoretical model was extended by Kerr, Woods, 
Worster & Huppert (1989) in a study of the solidification by 
cooling from above a liquid which releases less dense 
fluid. Assuming first that solidification occurs at 
thermodynamic equilibrium and that the cooling temperature 
exceeds the eutectic temperature, we determined the rate of 
growth of the mushy layer that forms on the roof. The 
agreement between the theoretical predictions and the 
laboratory data was good, but not perfect. The agreement 
was improved by incorporating non-equilibrium effects into 
the model by specifying a relationship between the rate of 
growth of the mushy layer and the non-equilibrium 
undercooling at the interface between mush and liquid. 

Lowering the cooling temperature below the eutectic 
temperature can lead to compositional stratification in the 
solid (Woods & Huppert 1989). In addition, cooling at the 
top of a container can lead to solidification at the base - 
a result relevant to the cooling of a large magma chamber, 
or storage chamber of liquid rock, from above. Global two- 
dimensional effects, which result from cooling at either a 
vertical or a sloping wall (Huppert, Sparks, Wilson & 
Hallworth 1986) were also discussed. 

The talk was very loosely based on the material 
presented in Huppert (1990), which was written in honour of 
George Batchelor's seventieth birthday. 
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PART I 

Numerical models of the large scale circulation seems usefully divided 
into two categories: "gedanken" experiments and engineering compu- 
tations. T h e  former can serve as a testing ground for hypothesized 
mechanism, complementing the role of laboratory experiment, and sug- 
gesting new conjectures while the latter at tempt to  fit the large scale 
circulation a s  well as can be done with our present incomplete knowl- 
edge subject always to computational limits inlposed by the current 
tech~~ology. Representative of the "gedanken" experiments are the early 
computations in quasigeostrophic models by Bryan (1963) and Veronis 
(1966) which played a significant role in developing our understanding 
of and intuition about the role of nonlinearity in modifying the earlier 
(analytic) linear theories of the circulation. 

One hypothesis which we (Bill Young, Joe Pedlosky and I) are 
examining by numerical means is the suggestion that  quasigeostrophic 
dynamics can provide a reasonable zeroth order description of the large 
scale cikculation in the limit of vanishing viscosity. The  answer is not 
yet clear, but  a t  present I believe it t o  be no. The  large scale circulation 
of the  ocean is very nearly inviscid. What determines its structure and 
amplitude as we require more than an austauch coefficient description of 
the physics seems to depend quite sensitively upon the  precise paths by 
which vorticity is ultimately dissipated. Quasigeostrophic models seem 
to rely upon a recirculation region spun up to an implausible degree. 
Perhaps ageostrophic instability provides a far more potent mechanism 



for transferring potential vorticity through t l ~ e  system where it may 
ultimately be dissipated a t  the sidewall boundaries. 

A n~ultilayer QG model has been run a t  NCAR using Laplacian 
friction with a coefficient as small as 10 m2/sec. As seen it1 a movie 
shown iu the lecture, pre~uature  boundary layer separation is a char- 
acteristic feature of the turbulent state.  A n  interesting comparison is 
the barot.ropic model conlputation by Panteleev (1985) which appears 
similar in character but with even more intense recirculation. The  dy- 
namics of this separation is the subject of current work. Variability 
in the latitude of separation appears to  be induced by the collision of 
a westward moving cyclonic eddy with the boundary layer. Curiously, 
Boland and Church (1981) see evidence for a sinular event in maps of 
dynamic topography for the East Australia Current. 

When run with slippery boundary conditions (rather than the no- 
slip EW conditions in the  runs described above), a double gyre run with 
no forcing in the northern gyre produces a result entirely reminscent 
of Harrison and Stalos (1982) tempting one to believe that  stress-free 
boundary conditions favor an asymptotic state substantially similar to 
that for models with only bottom drag. No-slip boundaries produce 
a more complex result which, however, retains a substantially linear 
relation between potential vorticity and streamfunction even instanta- 
neously. 

Following the main part of the lecture some brief remarks on spec- 
tral (Chebyshev) methods, their advantages and disadvantages, were 
delivered to those of a distinctly numerical bent. 

PART I1 

The paper by Schmitz & Holland (1986) provides one of the most se- 
rious points of comparison between observation and quasigeostrophic 
numerical model results. An eight layer model with 20 km grid res- 
olution in a 3600 km (EW) by 2800 km (NS) rectangular basin was 
used. Bottom (second order) and biharmonic (sixth order) frictional 
terms provided damping. As the wind stress was varied, two statis- 
tically steady equilibrium states of 20 Sverdrups and 30 Sverdrups of 
wind-dr,iven transport in a single gyre were found t o  provide a reason- 
able fit t o  the zonal distribution of abyssal kinetic energy under the jet 
axes of the Kuroshio and Gulf Stream respectively. Tested then were 
other statistics about the spatial and temporal structure in the vicinity 
of the jets. Surprisingly for a model lacking any ageostrophic instabil- 
ity mechanisms, the vertical distribution of kinetic energy agreed fairly 
well with observation even when decomposed into short, mesoscale, and 
secular frequency bands. The  mean vertical shear was also in accord 
with observation, but the absolute zonal velocity was overestimated in 



the numerical model by approximately 12 cm/sec. The  second major 
discrepancy was the zonal distribution of eddy kinetic energy in the up- 
per layer in tlie North Atlantic which peaks several hundred kilometers 
closer to the point of separation than a t  depth. The nulllerical model 
shorved no such progression. The absence of topography in the latter 
may account for this discrepancy. 

The Senltner k Chervin (1988) paper describes a global eddy- 
resolving model which traces its ancestry back to the Bryan Cox 1969 
model. The  present version is highly vectorized and permits 112 degree 
resolution with 20 layers in the vertical to be evolved a t  a cost of about 
50 CPU hours per model year. Mainframe improvements are expected 
to permit 1/8 degree resolution with 40 layers in the vertical to be run 
for about the same cost sometime in the  mid-1990's. An efficient spinup 
of the model constraining all levels to relax to interpolated (T,S)  values 
from the Levitus data  set was followed by two experiments in wllicll 
the thern~ocline was free to evolve constrained by steady surface forc- 
ing and the abyssal layer relaxed to tlie Levitus data  with a three year 
time constant. The  principle distinction between the two experiments 
was to dramatize the difference between Laplacian (fourth order) and 
hiharmonic (sixth order) friction. The  latter induces substantial eddy 
activity which doubles the mean kinetic energy. 

While a t  some level the results may be said to be "realistic" in 
resembling oceanic patterns of circulation, a central issue is what can 
be learned from such "engineering" models by way of advancing our de- 
ductive understanding of the large scale circulation? Goodness of fit is 
as yet ill-defined and rarely discussed in evaluating the utility of prim- 
itive equation models in this capacity. More obvious is their plausible 
applicability as a strictly interpolatory tool in conjunction with sophis- 
ticated methods of d a t a  assimilation, T h e  Semtner & Chervin model 
has a Gulf Stream which separates north of Hatteras, about halfway 
to Long Island. Is this a significant error? They suggest the remedy 
may lie in the crude model treatment of the Greenland-Norwegian Sea. 
This may well be, but  equally, it seems to  me, some dynamic aspects 
of the large scale circulation in such numerical models must ultinlately 
fail to give satisfactory agreement with observation even a t  much finer 
resolutipn and much lower viscosities as long as basic issues such as the 
asymptotic behavior of various parameterizations of vorticity dissipation 
remain unclear. For this reason, in my view, complementary studies of 
process models in simplified settings, such as quasigeostrophic dynamics 
will continue to  be a crucial adjunct in assessing the validity of the more 
complex global model results. I believe progress in oceanography now is 
a t  least as much limited by our inadequate understanding of processes 
which arc easily resolved by present computers as i t  is by inadequate 



computational resources for even more highly resolved global climate 
models. 

The second half of this lecture was given over to two numerical top- 
ics. A discussion of the method of cyclic reduction for rapid solution of 
elliptic problems (for which see the discussion in Press, et .  a1 1988.) was 
followed by an outline of work by Pares-Sierra & Vallis (1989). The lat- 
ter describes a fast solver for nonseparable elliptic problems in irregular 
domains using all iterative capacitance matrix nlethod. Timing tests of 
two algoritllnls presented show substantial gains in performance (a fac- 
tor of 3-5 times faster) over optimal SOR algorithms. For a restricted 
class of lionseparable problems, a preconditioner leads to yet another 
factor of two in performance, however for problenls with strong spatial 
variation in the diffusion coefficient, the method fails to converge. 
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Diapycnal Mixing and the Circulation of the Mid-Depth Ocean 

James R. Ledwell 
Lamont-Doherty Geological Observatory of Columbia University 

Stommel (1958) and Munk (1966) have provided two sketches of the circula- 
tion of the deep interior ocean which have come to permeate current thinking. 
In Stommel1s picture for the interior of all the oceans a uniform upwelling 
velocity in the deep water, w, which is increasing upward on average, drives a 
net poleward mass flux everywhere in the interior through the linearized, 
steady equation for the planetary vorticity balance: 

where v is the meridional velocity, f is the Coriolis parameter, P is it's 
meridional derivative, and a subscript denotes differentiation. Although for 
isopycnal surfaces diverging toward the poles this relation can refer at least 
partially to purely isopycnal flow, the vertical velocity here is often viewed 
as largely across isopycnals (diapycnal) and must in that case be driven by 
diapycnal mixing. 

In Munkls picture for the interior of the mid-depth Pacific Ocean (between 
1000 m and 4000 m depth), both w and the diapycnal diffusivity, K (roughly the 
same for heat and salt), are hypothesized to be constant with depth, and a 
simple one-dimensional balance obtains for potential temperature, 0 (this 
should be defined with respect to local reference levels rather than the 
surface), and salinity, S, throughout the interior of the basin: 

and : 

w S, = K S,, 

This is the simplest interpretation one can make of the apparently exponential 
potential temperature and salinity profiles observed in the mid-depth 
Pacific . 

Because Munk's picture has a constant w, it implies that the poleward flow 
in (1) would be'confined to an abyssal layer below 4000 m depth, if it exists 
anywhere. In the abyss, though, bottom topography and bottom friction might 
perturb the simple balance represented by (1). Thus the two pictures may be 
fundamentally inconsistent. There is strong circumstantial evidence for the 
Stommel picture in the existence of deep western boundary currents (although 
not so much for the North Pacific; see, e.g., Warren, 1981), but on the other 
hand, the exponential 8 and S profiles in the mid-depth Pacific seem to be 
still on rather firm observational ground. Furthermore, we shall suggest 
below that diapycnal mixing in the mid-depth North Pacific drives neither 
poleward flow suggested by the Stommel picture, nor the absence of meridional 
flow suggested by the Munk picture, but equatorward flow. 



An exercise that seems worth while is to rediagnose the 8, S and density 
fields in the Pacific using modern data for information on w and K. Recent 
studies suggest that in doing so we should allow for the possibility that K as 
well as w may vary with z. Gargett (1984) reviewed the situation, and 
suggested that, in parts of the ocean where the energy for diapycnal mixing is 
to be drawn from the internal wave field, such as the mid-depth North Pacific, 
K varies inversely with the buoyancy frequency, N: 

where a1 = cm2/s2. She based this suggestion on a large body of data 
from lakes and fjords, and the scanty evidence from oceanic measurements. 

My coworkers and I (Ledwell et al., 1986; Ledwell and Watson, 1989) have 
measured K in a basin off Southern California by releasing tracer on an 
isopycnal surface and measuring its subsequent dispersion, finding a value of 
around 0.25 cmZ/s at N = 1.1 cph. A second experiment presently underway 
appears to be yielding a value of K about 5 times larger at a value of N about 
5 times smaller, consistent with the power law dependence in (4). Both basin 
results are a factor of 2 or so lower in magnitude than implied by ( 4 1 ,  
however, as are the fjord results reviewed by Gargett (1984). The basins, 
although around 50 km across, are clearly not large enough to be considered 
the open ocean, so the evidence from them are perhaps best considered as 
extending the fjord and lake data to buoyancy frequencies characteristic of 
the deep ocean. The next experimental step is to use our technique in the 
open ocean, and we have indeed proposed an experiment for the pycnocline of 
the eastern subtropical North Atlantic as part of the World Ocean Circulation 
Experiment. 

Inferences of diapycnal mixing from microstructure measurements are in some 
cases consistent with (4) (e.g., Gargett, 1984; Mourn and Osborn, 1986), but a 
recent synopsis of data by Gregg (1989) argues for the very low value K = 

0.025 cm2/s, in the presence of a background internal wave field, independent 
of N. It is not clear yet what the microstructure measurements are telling 
us, or whether they can give us accurate estimates of diapycnal diffusivities 
for large enough space and time scales to be useful for modelling the general 
circulation of the ocean. We hope to make progress on this front by including 
microstructure studies in future tracer release experiments so the two 
techniques can be compared directly. 

Some of the observations, then, suggest that K varies with N, while others 
suggest a small constant K. Of course, K is most often taken to be constant, 
or negligible, in theoretical and numerical studies. I might mention that 
Sarmiento et al. (1976) argued from radiotracer data in the abyss that K 
varies with 1 / ~ ' .  It seems worth while to explore the consequences of a 
general power law dependence of K on N, which would encompaass all of these 
scenarios: 

If K is the same for heat and salt, and if we ignore the depth dependencies of 
the thermal expansion coefficient and of the derivative of density with 
respect to salinity, then (2) and (3) may be combined into: 



We a r e  assuming f l a t  i s o p y c n a l  s u r f a c e s  h e r e .  W e  a r e  a l s o  n e g l e c t i n g  any 
c o n t r i b u t i o n  t o  w f rom l a t e r a l  mixing o p e r a t i n g  on i s o p y c n a l  T/S g r a d i e n t s  
th rough  t h e  n o n l i n e a r  e q u a t i o n  of  s t a t e  (see McDougall, 1 9 8 7 ) .  From ( I ) ,  (51, 
and ( 6 ) ,  w e  f i n d :  

Note t h a t  t h i s  i m p l i e s  i n  g e n e r a l  a v e r t i c a l  s h e a r  i n  v ,  and t h e r e f o r e ,  
t h r o u g h  geos t rophy ,  a  v i o l a t i o n  of  t h e  assumpt ion of f l a t  i s o p y c n a l  s u r f a c e s .  
N e v e r t h e l e s s ,  ( 7 )  may b e  viewed a s  a  d i a g n o s t i c  e q u a t i o n  f o r  t h a t  p a r t  of  t h e  
l o c a l  m e r i d i o n a l  f low d r i v e n  by d i a p y c n a l  mixing,  g i v e n  t h e  obse rved  v e r t i c a l  
N p r o f i l e .  I f  p  = 2, t h e n  v  v a n i s h e s .  I n  f a c t ,  from (5 )  and (6), w v a n i s h e s  
because  t h e  z dependence of N and K c a n c e l .  The i n t e r e s t i n g  p o i n t  i s  t l i a t  i f  
0  < p < 2, which i s  s u g g e s t e d  by t h e  a d m i t t e d l y  weak e v i d e n c e ,  t h e n  v  i s  
toward t h e  e q u a t o r  r a t h e r  t h a n  t h e  p o l e s  a s  l o n g  a s  ( N , / N ) ~  > (N, , /N)  . So w e  
have y e t  a n o t h e r  s c e n a r i o  f o r  v  i n  a d d i t i o n  t o  t h o s e  of Stommel (poleward v) 
and Munk (no  v ) .  G a r g e t t  (1984) p o i n t e d  t h i s  o u t  f o r  a  p a r t i c u l a r  N- p r o f i l e  
and v a l u e  of  p .  

I n  p a r t i c u l a r ,  i f  N v a r i e s  e x p o n e n t i a l l y  a t  mid-depth i n  t h e  P a c i f i c ,  a s  
s u g g e s t e d  by Munk's (1966) p i c t u r e :  

t h e n  (7  ) becomes : 

i . e . ,  equa to rward  f low f o r  0  < p  < 2 .  Munk's p i c t u r e  h a s  p  = 0, s o  v  = 0, a s  
n o t e d  e a r l i e r .  The v a r i a t i o n  o f  N w i t h  d e p t h  i s  p r o b a b l y  c l o s e  enough t o  
e x p o n e n t i a l  i n  t h e  mid-depth P a c i f i c  (see F i g .  1 1 ,  f o r  ( 9 )  t o  b e  q u a l i t a t i v e l y  
c o r r e c t .  Fur thermore ,  F i a d e i r o  (19821, i n  m o d e l l i n g  t h e  r a d i o c a r b o n  and 
s a l i n i t y  d a t a  i n  t h e  North  P a c i f i c ,  found e v i d e n c e  f o r  equa to rward  f low a t  mid - 
d e p t h .  C .  Rooth ( p e r s o n a l  communication) h a s  found a  s i m i l a r  r e s u l t .  

Care  must be  t a k e n ,  however, t o  i n s u r e  t h a t  t h e  d a t a  s u p p o r t  s u f f i c i e n t l y  
a c c u r a t e  h i g h e r  o r d e r  d e r i v a t i v e s  of  N t o  draw such  i n f e r e n c e s .  F i g u r e  l a  
shows I n  N v e r s u s  z f o r  t h e  mid-depth P a c i f i c  based  on a  modest sampl ing  and 
smoothing of  d a t a  from t h e  e a s t e r n  p a r t  o f  a  r e c e n t  s e c t i o n  a t  24ON a c r o s s  t h e  
P a c i f i c .  I t  l o o k s  c o n v i n c i n g l y  l i n e a r ,  w i t h  a  s c a l e  h e i g h t  of  1900 m, and 
t h u s  i m p l i e s  eqha to rward  f low everywhere  f o r  0  < p  < 2 .  The v a l u e  o f  v  a t  K = 

1 cm2/s and  p  = 1 i s  -0.008 cm/s.  However, i f  N i t s e l f  i s  p l o t t e d  v e r s u s  z, 
a n  e x c e l l e n t  f i t  can  b e  made w i t h  a  second  o r d e r  polynomial  ( F i g .  l b ) .  The 
po lynomia l  f i t ,  and p  = 1, g i v e s  w, < 0 f rom ( 7 )  o n l y  f o r  d e p t h s  l e s s  t h a n  
3500 m; a t  g r e a t e r  d e p t h s  w, > 0  i s  i m p l i e d .  The c o r r e s p o n d i n g  c r o s s i n g  
p o i n t  f o r  p  = 0  i s  abou t  2700 m.  I n  s p i t e  o f  t h i s  s e n s i t i v i t y  t o  u n c e r t a i n-  
t ies  i n  N,,, t h e  d a t a  may b e  good enough, e s p e c i a l l y  above 3000 m, t o  i n f e r  
t h e  v a l u e  of  w, f o r  v a r i o u s  s c e n a r i o s  f o r  t h e  N-dependece of K. However, I 
s h o u l d  c o n f e s s  t h a t  m y  a t t e m p t s  t o  i n f e r  t h e  m e r i d i o n a l  s h e a r ,  v,, and t h u s  
t h e  z o n a l  s l o p e s  of  i s o p y c n a l s  have been d e f e a t e d  a t  d e p t h s  l e s s  t h a n  3000 m 
o r  s o  by t h e  v e r y  s m a l l  s l o p e s  i m p l i e d ,  and a t  g r e a t e r  d e p t h s  by u n c e r t a i n t y  
i n  N,, a n d  N,,, . 
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1. Mid-depth p r o f i l e  of buoyancy frequency, N, from t h e  TPS24 Sect ion  a t  
i n  t h e  P a c i f i c .  Temperature and s a l i n i t y  w e r e  averaged a t  1 0 0  m depth 

r v a l s  over  8 s t a t i o n  p a i r s  spaced every  5' l ong i tude  from 13S0W t o  170%. 
N L  was then  c a l c u l a t e d  over  t h e  1 0 0  m i n t e r v a l s  by d i f f e r e n c i n g  of t h e  appro- 
p r i a t e  d e n s i t i e s .  Panel  ( a )  shows I n  N versus  z, with  a  l i n e a r  f i t ,  while 
pane l  (b) shows N versus  z, with a  second o r d e r  polynomial f i t .  
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THE "COLLAPSE" OF THREE DIMENSIONAL INSTABILITIES IN 
ELLLIPTICAL FZXlW 

W.V.R. Malkus and F.A. Waleffe 
Dept. of Math., Mass. Inst. of.Technology 

Experiments on the instability of fluid in a rotating 
tidally distorted elastic cylinder reveal that the origin of 
the observed broadband disordered flow is the llcollapseH of 
the principal three dimensional mode at a critical point in 
its growth. It is proposed here that the process 
responsible for this violent passage from completely ordered 
to disordered flow is a ubiquitous source of shear flow 
turbulence which by-passes lesser chaotic phases. Here we 
explore the possibility that the transition is from the 
hyperbolic behavior of the growing Poincare wave mode, to an 
elliptic behavior suddenly induced by a critical condition 
in the changing vortical flow. We show that uch a 1 
condition for the principal modes is that 3d. ' a d  < 0 , 
w h e r e R = n  (r) is the mean angular velocity about the 
overall axis of rotation. From the amplitude equations 
describing the growth of a mode and concommittent evolution 
of the mean field, we estimate the times and radii at which 
the critical condition is first reached. Current 
observations of collapse are in qualitative agreement with 
the proposed transition from hyperbolic to elliptic 
behavior. However, quantitative discrepancies suggest that 
the criterion for collapse would be more successful if 
applied to the local finite-amplitude vortex, and not just 
the component parallel to the axis of rotation. Further 
laboratory study is planned, as is a more complete numerical 
experiment; to define the parameter range in which collapse 
of the first mode occurs. outside this range one observes 
sequences of chaotic modal interaction leading gradually to 
broadband disorder. 
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THE EQUATORIAL UNDERCURRENT 
BY 

Joseph Pedlosky 
Woods Hole Oceanographic Institution 

Abstract  

A review of a recent theory for the Equatorial Undercurrent 
(EUC) was given. The theory builds on the diagnostic picture of 
the circulation of the equatorial Pacific described by Bryden and 
Brady (1985). In that picture the observed upwelling along the 
equatorial takes place on isopycnals which rise upwards to the 
east, along which the eastward flowing EUCis observed. Except 
for the upper strata of the EUC, cross-isopycnal flow is weak. 

Thus an adiabatic model of the EUC is considered in which 
density, potential vorticity q, and Bernoulli function, B, are 
conserved. A simple two-layer model is used in which the EUC is 
represented in the lower layer over a resting abyss. Since the 
EUC is thin in the meridional direction, the zonal velocity but 
not the meridional velocity is geostrophic. 

The key dynamical question is the determination of the 
potential vorticity on the streamlines. Or, since streamlines 
coincide with isolines of the Bernoulli function, the issue is 
the determination of the potential vorticity as a function of B, 
i.e., Q(B). It is shown that Q(B) can be determined by requiring 
that the equatorial solution match smoothly to the thermocline 
solution of Luyten et al., (1983). Thus the undercurrent can be 
considered as the natural continuation of the ventilated 
thermocline to the equator. This matching determines both the 
meridional and zonal structure of the undercurrent as well as 
definite scales for its width, depth, and velocity. 

A completely adiabatic theory leads to a (spatially) 
continouslyl accelerating EUC. It was shown that the inclusion of 
entrainment can produce a termination of the EUC. Whereas in the 
ocean the entrainment is localized in the uppermost strata of the 
EUC which sequentially surface as the current flows eastward, the 
limited vertical resoution of the model required a similar 
spatial localization in a narrow domain around the equator. This 
was shown to relate the decrease of B along the equator (B is 



constant at the equator in the adiabatic theory) to the 
entrainment. A theory was presented which related the 
entrainment to the stress-driven dynamics of the upper layer 
which was at the same time coupled to the lower layer'. This 
coupled model produces a largely adiabatic EUC which terminates 
at the ocean's eastern boundary on which the Bernoulli function 
is brought to zero. 
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Ocean Dynamics f r o m  a  C l i m a t e  P e r s p e c t i v e .  

C l a e s  G. H .  Roo th ,  RSMAS, Univ o f  Miami. 

T h a t  o c e a n  a n d  a t m o s p h e r e  d y n a m i c s  i n  i n t e r a c t i o n  c a n  l e a d  t o  
"new"  phenomena  i s  w e l l  e s t a b l i s h e d  i n  t h e  c o n t e x t  o f  t h e  " E l  
Ninon,  b u t  t h e  s i g n i f i c a n c e  o f  t h e  o c e a n i c  h e a t  t r a n s p o r t  p r o c e s -  
ses  i n  d e c a d a l  a n d  l o n g e r  t i m e  s c a l e  c l i m a t e  d y n a m i c s  s t i l l  
e l i c i t s  d i v e r g e n t  o p i n i o n s  b a s e d  o n  d i a g n o s t i c  a n d  model s t u d i e s .  
I t  h a s  b e e n  q u e s t i o n e d ,  b a s e d  o n  a t m o s p h e r i c  mode l  r e s u l t s  
( C o v e y ,  1 9 8 8 ) ,  b u t  s u p p o r t e d  by  d r a m a t i c  e x a m p l e s  o f  m u l t i p l e  
e q u i l i b r i a  i n  c o u p l e d  o c e a n - a t m o s p h e r e  s y s t e m s  ( M a n a b e  a n d  
S t o u f f e r ,  1988) .  

C a t a s t r o p h i c  s t a t e  s w i t c h i n g  e f f e c t s  are c h a r a c t e r i s t i c  o f  s y s -  
t e m s  w i t h  mixed  buoyancy f o r c i n g  by a n  e s s e n t i a l l y  f l u x  c o n t r o l -  
l e d  p r o p e r t y  ( s a l i n i t y )  and  o n e  s u b j e c t  t o  r e l a x a t i o n  c o n t r o l  a t  
t h e  b o u n d a r i e s  ( t e m p e r a t u r e )  ( R o o t h ,  1 9 8 2 ) .  F. B r y a n  ( 1 9 8 7 )  p r o -  
d u c e d  t h e  f i r s t  e v i d e n c e  i n  a  c o m p r e h e n s i v e  n u m e r i c a l  m o d e l  o f  
wha t  h e  t e r m e d  t h e  h a l o c l i n e  c a t a s t r o p h y .  H a l o c l i n e  s w i t c h i n g  h a s  
b e e n  invoked  t o  e x p l a i n  t h e  A l l e roed /Younge r  Dryas  c l i m a t i c  t r a n -  
s i e n t  ( B r o e c k e r  & a 1 , 1 9 8 5 )  a n d  u s e d  a s  a n  e x a m p l e  o f  t h e  u n c e r -  
t a i n t i e s  a s s o c i a t e d  w i t h  p r e d i c t i o n  o f  a n t h r o p o g e n i c  c l i m a t e  
t r e n d s  ( B r o e c k e r ,  1987) .  I s u g g e s t  t h a t  t h e  u n d e r l y i n g  p h y s i c s  i s  
c r e d i b l e ,  w h a t e v e r  t h e  s p e c i f i c  s h o r t c o m i n g s  may b e  o f  t h e  mode l s  
u s e d  i n  t h e s e  s t u d i e s ,  and  t h a t  o n l y  mode changes  i n  o c e a n  dyna-  
m i c s  a r e  l i k e l y  t o  c a u s e  m a j o r  i m p a c t s  on t h e  t h e  a t m o s p h e r e .  

The f i r s t  o r d e r  c l i m a t e  c o n t r o l ,  and  i m p l i c i t l y  t h e  t r o p o s p h e r i c  
d e n s i t y  s c a l e  h e i g h t f a r e  i m p o s e d  b y  t h e  a v e r a g e  v e r t i c a l  f l u x  
b a l a n c e s  due  t o  v i s i b l e  and  i n f r a r e d  r a d i a t i o n  ( i n c l u d i n g  a l b e d o  
e f f e c t s ) ,  and c o n v e c t i v e  a d j u s t m e n t  i n  t h e  a t m o s p h e r e  (Manabe and 
W e a t h e r a l d ,  1975) .  Wi th  t h e  v e r t i c a l  s t a b i l i t y  f i x e d ,  t h e  a tmo-  
s p h e r e  t e n d s  t o  d e v e l o p  a  m e r i d i o n a l  t e m p e r a t u r e  g r a d i e n t  i n  
p r o p o r t i o n  t o  t h e  s q u a r e  r o o t  o f  t h e  m e r i d i o n a l  h e a t  f l u x  demand. 
Thus,  a  f r a c t i o n a l  change  i n  t h e  20- 25% o c e a n i c  h e a t  f l u x  c o n t r i -  
b u t i o n  t o  t h i s  d e m a n d  s h o u l d  c a u s e  a  r e l a t i v e  c h a n g e  i n  t h e  
a t m o s p h e r i c  t e m p e r a t u r e  r a n g e  by  a b o u t  o n e  e i g h t h  o f  t h e  r e l a t i v e  
o c e a n i c  h e a t  f l u x  c h a n g e .  I t  i s  t h u s  l i k e l y  t h a t  d i r e c t  e f f e c t s  
o f  c h a n g e s  i n  wind  f o r c i n g  a r e  l i n e a r i z e a b l e  p e r t u r b a t i o n s ,  and 
t h a t  m a j o r  o c e a n  i n d u c e d  climate c h a n g e s  depend  o n  t h e r m o h a l i n e  
r e g i m e  t r a n s i t i o n s .  

I n  c o n t r a s t  t o  s u r f a c e  t e m p e r a t u r e  a n o m a l i e s ,  t h o s e  i n  s a l i n i t y  
c a n  g r o w  u n t i l  l i m i t e d  b y  t r a n s p o r t  p r o c e s s e s .  S i n c e  s u r f a c e  
h a l o c l i n e s  s u p p r e s s  c o n v e c t i o n ,  c a t a s t r o p h i c  h a l o c l i n e  d e v e l o p-  
men t  l e a d i n g  t o  b imoda l  s y s t e m  a t t r a c t o r s  a r e  p o s s i b l e  when d e e p  
w a t e r  f o r m a t i o n  r e g i o n s  a r e  a l s o  r e g i o n s  o f  n e t  f r e s h  w a t e r  
i n p u t .  T h i s  happens  i n  t h e  Manabe & S t o u f f e r  model  w h i c h  h a s  two 
d i s t i n c t  e q u i l i b r i a ,  o n e  w i t h  a c l i m a t e  l i k e  o u r  p r e s e n t  one ,  and  
o n e  where  t h e  m e r i d i o n a l  h e a t  t r a n s p o r t  i n  t h e  Nor th  A t l a n t i c  i s  
c u t  down by a b o u t  80%,  r e s u l t i n g  i n  a  c o o l i n g  o f  t h e  e n t i r e  h i g h  
l a t i t u d e  n o r t h e r n  h e m i s  h e r e ,  w i t h  a  maximum a m p l i t u d e  i n  t h e  B s u b p o l a r  A t l a n t i c  o f  5-6 C. However, a  c o u p l e d  s y s t e m  e x p e r i m e n t  
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by  Washington and Meehl (1989)  e x h i b i t s  o n l y  q u a s i - l i n e a r  a d j u s t -  
m e n t s  i n  t h e  f u n c t i o n i n g  o f  t h e  o c e a n s ,  w h i c h  i m p l i e s  t h a t  a  
p e r t u r b a t i o n  a n a l y s i s  m i g h t  s u f f i c e  f o r  t h e m .  B r y a n  & a 1  ( 1 9 8 4 )  
f o u n d  t h a t  t h e  h e a t  s t o r a g e  l a g  e f f e c t s  i n  a f i f t e e n  l a y e r  o c e a n  
m o d e l  a r e  l i k e  t h o s e  o f  a  p a r a l l e l  s e t  o f  c a p a c i t a n c e s  w i t h  
s e r i a l  impedances  which  a r e  much l a r g e r  f o r  t h e  h i g h  h e a t  c a p a c i -  
t y  d e e p  l a y e r s .  T h u s ,  t h e  h e a t  f l u x  a m p l i t u d e s  a s s o c i a t e d  w i t h  
t h e  l o n g  l a s t i n g  d e e p  w a t e r  l a g  e f f e c t s  i s  f a i r l y  s m a l l ,  a n d  o f  
n e g l i g i b l e  c l i m a t i c  i m p a c t  compared t o  t h o s e  o f  t h e  s u r f a c e  a n d  
t h e r m o c l i n e  l a y e r s .  T h i s  may n o t  a p p l y  i n  t h e  c a s e  o f  t h e r m o h a -  
l i n e  r e g i m e  s h i f t s ,  w h i c h  c o u l d  i n v o l v e  e x t e n d e d  p e r i o d s  o f  
anomalous  c i r c u l a t i o n  d u r i n g  t h e  s a l i n i t y  f i e l d  a d j u s t m e n t s  i n  
t h e  d e e p  w a t e r s .  Such e f f e c t s  may a l s o  have  a  s i g n i f i c a n t  i m p a c t  
o n  n u t r i e n t  e x c h a n g e s  b e t w e e n  t h e  d e e p  w a t e r s  a n d  t h e  s u r f a c e ,  
and  t h u s  o n  t h e  b i o l o g i c a l  c o n t r o l  o f  t h e  a t m o s p h e r i c  C 0 2  concen-  
t r a t i o n  (e.g.  S a r m i e n t o  and  T o g g w e i l e r ,  1 9 8 5 ) .  

The g l o b a l  t h e r m o h a l i n e  mode c a n  e x p l a i n  t h e  o b s e r v e d  i n t e r b a s i n  
s a l i n i t y  c o n t r a s t s  w i t h o u t  i n v o c a t i o n  o f  a t m o s p h e r i c  w a t e r  v a p o r  
t r a n s f e r  a c r o s s  b a s i n  b o u n d a r i e s ,  and  i t s  e q u i l i b r i u m  a m p l i t u d e  
i s  s e n s i t i v e  p r i m a r i l y  t o  t h e  n e t  h e a t  and  f r e s h  w a t e r  b a l a n c e s  
i n  t h e  d e e p  w a t e r  f o r m a t i o n  r e g i o n s .  S u b s t a n t i a l  l o w  s a l i n i t y  
t r a n s i e n t s ,  h a v e  b e e n  o b s e r v e d  i n  t h e  s u b - p o l a r  A t l a n t i c  a t  
l e a s t  t w i c e  i n  t h i s  c e n t u r y  ( D i c k s o n  & a l ,  1 9 8 8 ) .  A l t h o u g h  t h e  
i n j e c t i o n  d e p t h  a n d  i n t e n s i t y  f o r  t h e  L a b r a d o r  S e a  ( s u b - p o l a r )  
w a t e r  mode h a s  t h u s  b e e n  m o d i f i e d  o n  d e c a d a l  t i m e  s c a l e s ,  t h e  
p r e s e n t  t h e r m o h a l i n e  c i r c u l a t i o n  s t a t e  h a s  n o t  been  s w i t c h e d  o f f .  
A s  i n  t h e  model c a s e s ,  t h e  g l o b a l  t h e r m o h a l i n e  mode i s  a p p a r e n t l y  
q u i t e  r o b u s t .  

I n  c o n t r a s t  t o  t h e  t h e r m o h a l i n e  mode c h a r a c t e r i s t i c s ,  t h e  g y r e  
s c a l e  h e a t  t r a n s p o r t  e f f e c t s  d u e  t o  t h e  w i n d  d r i v e n  l a t e r a l  
c i r c u l a t i o n  c a n  b e  r e a s o n a b l y  e s t i m a t e d  b a s e d  on  t h e  t r a d e  wind 
r e l a t e d  s u r f a c e  stress. The l a t t e r  c o n t r o l s  t h e  e q u a t o r i a l  upwel-  

- - l i n g  i n t e n s i t y ,  and  t h e  u p w e l l i n g  w a t e r  i s  t h e r m a l l y  c o n d i t i o n e d  
d u r i n g  t h e  w i n t e r  t i m e  c o n v e c t i v e  v e n t i l a t i o n  e v e n t s  i n  t h e  
e a s t e r n  g y r e  s e c t i o n s .  T h i s  s u g g e s t s  t h a t  t h e  m e r i d i o n a l  h e a t  
f l u x  by  t h e  g y r e  c i r c u l a t i o n  s h o u l d  b e  p r o p o r t i o n a l  t o  t h e  w i n d  

I - stress  a m p l i t u d e  t i m e s  t h e  s u b t r o p i c a l  t e m p e r a t u r e  r a n g e  ( o r  i n  a  
low o r d e r  c l i m a t e  model  p r o p o r t i o n a l  t o  t h e  c u b e  o f  t h e  l a t t e r ) .  

I 
F u r t h e r  t h e o r y  d e v e l o p m e n t  r e g a r d i n g  t h e  i n t e r p l a y  b e t w e e n  wind  
d r i v e n  c i r c u l a t i o n  a n d  d e n s e  w a t e r  p r o d u c t i o n  i n  h i g h  l a t i t u d e s  

@!I ( o r  i n  o t h e r  te,rms t h e  c a p a c i t y  o f  t h e  s y s t e m  t o  r e m o v e  s o m e  o f  
t h e  h i g h  l a t i t u d e  f r e s h  water i n p u t  f r o m  t h e  s u b- p o l a r  o c e a n s  by  

I wind i n d u c e d  s u r f a c e  c u r r e n t s )  a p p e a r s  c r u c i a l  t o  p r e d i c t i o n  o f  
t h e  t h e r m o h a l i n e  mode i n t e n s i t y .  A n o t h e r  k e y  q u e s t i o n  i s  t h e  
r e l a t i v e  s i g n i f i c a n c e  o f  h e a t  (buoyancy )  t r a n s f e r  b e t w e e n  g y r e s  
by  c r o s s  boundary  eddy  t r a n s f e r s  v e r s u s  mean t r a n s p o r t  o v e r t u r -  
n i n g ,  a n d  how t h e s e  p r o c e s s e s  r e s p o n d  t o  t h e  d i a b a t i c  f o r c i n g  
e f f e c t s  w i t h i n  t h e  g y r e  domains .  

A b e t t e r  u n d e r s t a n d i n g  o f  how d e e p  b a s i n  r e c i r c u l a t i o n  d o m a i n s  
a n d  b o u n d a r y  c u r r e n t  p a t t e r n s  m o d i f y  t h e  t r a n s m i s s i o n  o f  t r a n -  
s i e n t  w a t e r  m a s s  c h a r a c t e r i s t i c s  t o  d i f f e r e n t  p o r t i o n s  o f  t h e  



deep water realm would be important for diagnostic studies of 
current climate stability as well as for the interpretation of 
paleoclimatic information preserved in deep-sea sediments. At 
present we do not know very well how to interpret gradients in 
abyssal ocean conditions in terms of steady or transient climatic 
forcing of the oceans. This severely limits our capacity to 
expand the empirical basis for climate dynamics scenaria based on 
oceanic data. 
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Bounds on Spatial and Temporal Variability of the Gulf Stream. 

T. Rossby 

Since early summer 1988 we have been launching isopycnal RAFOS 
floats on the 15 C isotherm in the center of the Gulf Stream off 
Cape Hatteras. By releasing the floats in the upper main 
thermocline we take advantage of the strong cross-stream 
potential vorticity gradient to keep the floats from scattering 
from the current. Through repeated seeding we can use the float 
tracks to determine the path of the current and its change with 
time. Also, pathways of ejection from the current can be used to 
detect departures from simple dynamics, i.e. geostrophy and 
gradient wind balances. These subsurface records can be used 
together with IR views of sea surface temperature to examine the 
vertical structure of the current. 

The strong PV gradient has a striking effect on the downstream 
spread of floats. Compared to earlier studies with isopycnal 
floats only 100 to 200 meters deeper (12 C and 9 C), these floats 
stay in the current at least 2 to 3 times farther over the same 
period of time whereas the maximum velocity increases from 80 
cm/s to 120 cm/s between the 9 and 15 C surfaces. Thus, speed 
alone cannot explain the greater retention. 

Lateral motions within the current are beginning to be the focus 
of attention. A striking characteristic of the float tracks is 
the up- and downwelling that occurs along the meandering current. 
But superimposed on this 'deterministicf behavior (the vertical 
motions correlate very strongly with path curvature, Bower, 19g9) 
we have several times observed a striking tendency for floats Co 
'slidef out of the current. We are now experimenting with 
techniques to isolate this signal more clearly from the float 
records. From all of the float data todate ( >  80 float tracks) 
there is no evidence for a preferred direction of lateral motion, 
i.e. there has been a comparable loss of floats to the Sargassv 
Sea and the Slope Waters (but this question has yet to addressed 
thoroughly) . 
An issue that is beginning to catch our attention is the 
breakdown of theoGulf Stream as a filamentary feature. The 
evidence at present is sketchy, but the float tracks seem to have 
a wider range of expression east of the New England Seamounts 
than to the west. The picture that emerges, however speculative 
at this point, is a downstream transition to a field of energetic 
eddies which can attach to each other to make an 'instantaneousf 
yet well-defined path of the current. There is much research to 
be done here. 



The availability of Geosat altimeter data has led to an explosive 
growth in studies of sea level variability. Since the cross- 
stream structure of the Gulf Stream seems to be so stable, as 
indicated by the stability of the peak axial velocity in the 
current, we thought it would be instructive to use the float data 
together with a model of cross-stream sea level, constructed from 
the 1980-1983 Pegasus study (Halkin and Rossby, 1985), to infer 
what the sea level might look like. Using about 50 float tracks 
in the current, we find the region of eddy activity, as defined 
by a 0.3 rn rms sea level standard deviation,to be very narrow ( c  
100 km) west of 69 W each of which it rapidly broadens to > 300 
km by 66 W. The mean sea level difference was estimated from the. 
Pegasus program to be about 1.1 m. 

References: 

Bower,A., 1989. Potential Vorticity Balances and Horizontal 
Divergence and Particle Trajectories in Gulf Stream Meanders East 
of Cape Hatteras. J. Phys. Oceano.,l9, Oct. issue. 

Halkin, D. and T. Rossby, 1985. The Structure and Transport of 
the Gulf Stream at 73 W. J. Phys. Oceano.,15,1439-1452 



DYNAMICS OF INTERACTING SOLITARY STRUCTURES 

Department of Astronomy 

Columbia University 

In this talk, I return to a topic that was already discussed in the three lectures that 

Christian Elphick and I gave last year and are outlined in those proceedings (GFD,  88; 

edited by G. Flierl). At issue is the solution of partial differential equations in the style of 

field theories such as those of particle physics. The idea is that when the original equations 

admit localized solutions in the form of traveling waves, more general and complicated 

solutions can be constructed from superpositions of such individual solutions. The result 

is the replacement of the orginal PDE by ODES in some sort of sort of N-body systems. This 

kind of reduction is known for integrable systems but, when the structures are far apart, 

this effective particle description may be used on nonintegrable systems wi th  dissipation 

and instability. (For a bit of history and refernces to earlty work see the 1988 Proceedings.) 

Elphick, Acleron and I have worked out the asymptotics for PDEs with translational 

invariance (SIAXS J. Appl. Math., in press), leading to equations of motion for the localized 

structures. The paradigm for that case is the reaction-diffusion system without advection. 

However, the problem is trickier when there is also Galilean invariance, but Elphick, Icrley, 

Regev and I know how to  do such cases now. We get equations of motion for the structures, 

but now the effective particles have inertia, which they did not in the previous instances. 

At present, we are checking the agreement with numerical simulation on the original ODE. 



Elphick, Qian and I have also been trying to study the interaction of two-d vortices in 

this way. I am not able to report glowing success, but the problem does seem to be yielding. 

In all these problems, the fun is that we can give generic descriptions, independently of 

details, for a given set of invariances of the original problem. This kind of approach is 

therefore useful for a f i s t  look at complicated situations. 



ENTRAINMENT INTO A LARGE REYNOLDS NUMBER JET 

Melvin E. Stern 
Florida State University 
Tallahassee, Florida 

An eddy with maximum circulationl.) (and typical 

vorticity C ) located near the outer edge of a jet having 

typical vorticity H (less than c) will be drawn further 

inside the jet and eventually surrounded by that fluid. 

Ambient irrotational fluid is also entrained, and an average 

entrainment velocity ( 0. l \  k ,  02) ( D C ) ' ~  is computed using an 

inviscid, two dimensional, and piecewise uniform vorticity 

model. An order of magnitude comparison with observed 

entrainment rates in a turbulent flow suggests that the 

model qualitatively describes a phase in the short lifetime 

of a mature eddy stochastically aligned with the mean flow 

direction. 



THE DIMENSIONS OF COSMIC FRACTALS 

R.Thieberger*, E.A. Spiegel and L.A. Smith* 
Department of Astronomy 

Columbia University 
New York, NY 10027, USA 

Abstract 

This study is part of an effort to understand the large 
scale distribution of matter in the universe. 

Self similar structures have a long history in AstronomyL 
The classical approach uses the two body correlation 
function2. For calculating the fractal dimensions we should 
expect to obtain more precise results using the conditional 
density function3. 

We considered model fractals4, in addition to a set of 
galaxy positions measured at the Observatory of  ice^, to 
illustrate the method. We find that the data suggest a 
rather larger fractal dimension for the distribution of 
galaxies than is generally accepted. 
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A possible simplicity in global M 2  
tidal currents. 

Henry Stommel 
W.H.O.I. 

By comparing M2 tidal ellipses observed at several hundred 
locations around the world at deep moored current meters (deeper 
than 1000 meters) Luyten and Stommel (1989) suggested that the 
Schwiderski (1979) black-box gridded numerical model probhbly 
gives a reliable representation of the actual distribution of 
tidal elipses globally. 

Although the response of sealevel to the M 2  force is rather 
irregular [the phase lines interpolated from data (Villain, 1951) 
are shown in Figure 11 and bear no obvious cause-effect relation 
to the phase lines of the disturbing force [whose phase lines are 
simply meridians, with two cycles around the world], the M2 
current ellipses unexpectedly seem simpler. Figure 2  shows 
[three=quarters of] tidal ellipses from the Schwiderski black 
box. The radius is drawn at 0 hours Greenwich lunar time, and 
the hodograph is continued for three quarters of a tidal cycle. 
This enables the viewer to see the direction of rotation. 

In Figure 3 we have drawn, on the same velocity scale, the 
tidal ellipses calculated from Laplace's theory of the 
semidiurnal tide in an ocean of uniform depth [4000 meters] 
covering the entire globe. Comparison of this Figure with Figure 
2 suggests that the Laplace unbounded ocean models the 
Schwiderski black-box [and by implication the real natural] M2 
tidal ellipses rather well, both in phase and latitudinal 
distribution of amplitude. If the Laplace model is refined by 
putting zonal boundaries at 60N, the high latitude zones of 
counterclockwise rotation can be reproduced. 

We are therefore led to enquire why a simple model like 
Laplace's - which knows nothing about the coastal boundaries or 
the irregularity of bottom topography - can give results that 
even approximately resemble the real ocean tidal ellipses. 

What kind of physics is involved? Are the reflected waves 
from irregular boundaries confined somehow to coastal regions Cas 
Kelvin waves] or do they interfere sufficiently to cancel in the 
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EVOLUTION OF m N G - L I V E D  VORTICES 

George G. Sutyrin 
P.P. Shirshov' Institute 
of Oceanology Acad. Sci 

Moscow, U.S.S.R. 

Part 1. 

Isolated intense vortices, such as rings and lens in the-, 
ocean, hurricanes and polar vortex in the atmosphere, Jovean 
and Saturian Spots and Ovals, seem to be the most long-lived 
ordered geophysical fluid structures. Their lifetimes are 
much larger not only compared to a recirculation or 
advective time but compared to a synoptic variabillity time. 
Owing to their high energy and transport properties long- 
lived vortices play an important role in the general 
circulation of the ocean. 

Geophysical eddies are known to be predominantly in a 
geostrophic balance (McWilliams, 1988). For understanding 
of main features of vortex dynamics a reduced-gravity 
quasigeostrophic approximation can be used. In this case on 
the beta-plane all stationary translating localized 
structures must have zero net angular momentum (Flierl, 
1987). Let us consider a nonstationary behaviour of a 
monopolar vortex on the different time scales. 

P a r t  2 

For an intense vortex a recirculation time scale is much 
smaller than a synoptic time. Analysis of an evolution of 
small perturbations of a circular vortex shows that in the 
case of monotonic-continuous radial ~rofile of the potential 
vorticity azimuthal disturbances deciy in time due ko shear- 
dispersion effects (Sutyrin, 1989) For a step-like 
distribution of the potential vorticity there exist 
nondecaying azimuthal waves rotating slower than the fluid 
particles (Polvani, 1988). These conclusions are in 
qualitative a,greement with numerical investigation of an 
axisymmetrization of an elliptic vortex (Melander et al., 
1987). 

P a r t  3 

At the synoptic time scale the beta-effect becomes 
essential. It leads to an azimuthal deviation and motion of 
the vortex center. Analysis of development of this 



azimuthal deviation shows that it has a dipolar structure 
that coase the nonstationary translation in addition to 
westward Rossby wave drift (Sutyrin, 1988). Vortex moves 
predominantly westward of its radius is larger than the 
deformation radius that is characteristic for oceanic rings. 
Predominantly meridional displacement due to the beta-effect 
is characteristic for a vortex of a hurricane type with the 
scale which is much smaller than the deformation radius. 
Nonfrictional decay of an intense vortex is small at the 
synoptic time scale owing to quick fluid rotation in the 
core. These results agree well with numerical simulations 
(McWilliams and Flierl, 1979). 

Part 4 

At the larger time the radiation of Rossby waves reduces 
the intensity of a vortex. Numerical study shows that 
central core of a vortex with closed isolines of the 
potential vorticity remains near circular during many 
synoptic periods (Sutyrin and Yushina, 1989). Thus the 
evolution of axisymmetric part of a vortex can be easy 
calculated by its meridional displacement. When a vortex 
approaches to a latitude of rest is impossible because of 
the enstrophy could not increase in agreement with results 
of Larichev (1983). Some kind of stationary translating 
vortex was pointed out by Flierl (1984). Though this 
sollution is not localized and has an infinite potential 
energy it might be considered as one of the possible limits 
of evolution of a strong monopolar vortex on the 
quasigeostrophic beta-plane. 
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AN INVERSE ANALYSIS OF CSALT DATA 

George Veronis 
Kline Geology Laboratory 

Yale University 
New Haven, CT 

Jae Hak Lee, a graduate student at Yale University, and 
I have been analyzing the CSALT data gathered in Spring 1985 
to determine diffusion coefficients and velocities in the 
reqion of observation. The data are particularly well 
sulted for such a study because vertical soundings were made 
on a square grid array with 55 km between stations. 

R. Schmitt (1987) has summarized many of the observed 
features. A region with a strong staircase-structure in T 
and S shows ten layers that are vertically homogeneous 
locally and separated from each other by what appear to be 
salt-finger interfaces. Temperature soundings taken at 
horizontal intervals of 1.5 km show that some of the 
homogeneous layers are coherent over a horizontal distance 
of 33 km. A plot of all other data from identifiable layers 
indicates that the data all fall into one of ten straight- 
line segments on the T S diagram. Individual line segments 
connect points as far apart as 400 km; TI S and all vary 
within a line segment but these properties suffice to 
identify an observed data point with a specific layer. 

It is clear from the observations that the property 
distributions are conducive to salt fingers. Therefore, 
vertical eddy diffusion coefficients for salt and heat 
should be positive if the fluxes are dominated by salt 
fingers. Mass conservation and advective diffusive 
equations for T, S and 0 have been used together with the 
observed distributions of these properties to determine the 
velocities and diffusion coefficients. The analysis was 
restricted to the region with stronq staircases where the 
primary transport mechanism (salt fingering) is understood 
and can serve as a control on the procedures that were 
adopted. Because of the restricted amount of available data 
it is not possible to determine a general distribution of 
the unknowns. Hence, as a first approximation, horizontal 
diffusion has been omitted and both vertical diffusion 
coefficients and vertical velocities have been assumed 
horizontally uniform; the system is then overdetermined. 

The preliminary calculations were meant to test the 
foregoing simplifications and also to determine the 



stability of the solution procedure. Least squares yielded 
results that were overly sensitive to small perturbations. 
The method of total least squares provided an improvement in 
the solution. Constraints on the expected errors may help 
make the procedure more stable. So far the principal 
physical result that we have derived is the ratio of 
vertical heat to salt flux which achieves an average value 
of about 0.9, in reasonable aqreement with the ratio 
obtained in laboratory salt flnger experiments. The 
associated vertical velocity field is downward, as one might 
expect from the mean wind-stress curl for that area. The 
vertical diffusion coefficient for salt is about three times; 
that for heat. The derived horizontal velocity field has a 
great deal of eddy structure. 
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BOUNDARY DRIVEN MIXING 

Andrew W. Woods 
Cambridge University 

We consider two mechanisms of generating a boundary flow 
in a stratified fluid and show how these can drive mixing of 
the interior fluid. 

The first mechanism arises when a stratified fluid is 
contained in a vessel with insulated sloping side walls. 
The isopycnals are thus non-horizontal near the walls of the 
vessel. This generates a boundary current (Phillips, 1970, 
Wunsch, 1970) which, in a closed vessel, forces a weak 
return' flow in the fluid interior. It was shown that this 
return flow is exactly such as to mix the fluid accordina to 
the advection-diffusih equation 

d 

where L is the width of the container, f~ the fluid density 
and LC the molecular diffusivity. 

The second mechanism of mixing arises when there is a 
turbulent boundary layer at the walls of the container. The 
relatively large eddy diffusion coefficients decrease with 
distance from the wall towards their molecular counterparts 
in the interior of the fluid. Such variation in the 
diffusion coefficients may generate horizontal density 
gradients near sloping or vertical walls. These drive a 
flow along the wall, which drives a return flow in the 
interior of the container. A model of this process predicts 
that the interior fluid mixes according to the advection- 
diffusion equation 

Where kb is the turbulent diffusivity in the boundary layer, 
&the diffusivity in the interior andsthe boundary layer 
thickness. 

This equation was shown to be consistent with some 
experimental results of Ivey & Corcos, 1982, Thorpe, 1982, 
Phillips et al. 1986 and Ivey, 1987. 

Such enhanced diffusion (2) may have a significant 
effect in mixing in deep ocean baslns (Munk, 1966). 



Simple solutions for the mixing of both a pynocline and a 
point source at the bottom of a basin were described. 
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An Estimate of the Dimension of the Attractor of a Quasi-Geostrophic System 

Jun-Ichi Yano 

M. I. T. 

Recently, the various model studies (e. g. Curry, et al., 1984; Marcus, 1981; Yoden, 

1985; Cehelesky and Tung, 1987) have pointed out that the model with enough number of 

modes retained tends to behave in less "chaotic" manner than the model that number of 

modes is severely limited, implying that the ehoatic behavior of severely truncated case is 

"spurious". The present study is to comment on this point. 

I and H. Mukougawa have taken as such an example the quasi-geostrophic two-layer 

model with topograophic forcing, studied by Cehelesky and Tung. With an increase in the 

number of modes included in the Fourier expansion, the change of the attractor-dimension 

(Kaplan-Yorke dimension), which is considered as a good measure of the extent of the 

chaotic behavior of the system, is investigated. No convergence of the dimension is found 

by increasing the total number of Fourier modes up to 210. The Kolmogorov entropy, that 

is another measure of chaos, also increases with an increase in number of modes. 

The result shows that, even if the solution of the system is less "chaotic", in the sense 

that the attractor projected on the phase plane spanned by the longest-wave components 

apparently converges to a solution of the severest-truncation with the higher nurliber of 

modes included as in the present setting, this does not necessarily mean that the sys- 

tem is really less "dhaotic" in the sense defined by the dimension of the attractor or the 

Kolmogorov entropy. 



STATISTICS OF AGGIOMERATION 

W. Young, Y. Pomeau and G. Carnevale 
Scripps Institution of Oceanography 

San Diego, California 

As a simple model of agglomeration and inelastic 

interaction of coherent structures we have studied 

"ballistic aggl~meration~~. This is an infinite ensemble of 

particles moving on a straight line. Collisions are 

perfectly inelastic (i.e. particles stick together) and 

conserve mass and momentum. The result is ever more massive 

particles moving ever more slowly and separated increasing 

gaps 

A simple scaling argument shows that the average mass of 

a particle increases as tLI3 , the average gap length a tU3 
and the velocity decreases as t ' . These analytic results 

are confirmed by direct numerical simulation. 

It is easy to extend the scaling argument to higher 

dimension. One finds that the mass of a particle increases 
ZD/U +I) 

as t where D is the dimension of the space. 
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ON THE MERIDIONAL PROPAGATION OF ISOLATED EDDIES 

Eric P. Chassignet 

ABSTRACT 

The meridional motion of isolated eddies is investigated in detail in several numer- 
ical experiments. It  is found that a distinction has to be made between the center of 
mass and the eddy center, the latter being defined from either the interface displace- 
ment or potential vorticity field. The center of mass is observed to  move westward at' 
approximately the same speed as the eddy center. On the other hand, its meridiortal 
motion is almost zero and does not coincide with the eddy center which moves signifi- 
cantly. Different mechanisms for the motion are investigated and it  is shown that the 
presence of a dipole in the perturbation field can induce a meridional displacemellt. 

1 INTRODUCTION 

Little is still known at the present time on the propagation of eddies. Numerical 

simulations on a P- lane (McWilliams and Flierl, 1989; Mied and Lindemann, 1979; 

Davey and Killworth, 1984; Chassignet et al., 1989) have shown that an isolated eddy 

will move westward at approximately the long Rossby wave speed (calculated from tlie 

fluid at rest outside the eddy) and will leave behind a Rossby wave wake (Figure 1). A 
distinction appears between cyclones and anticyclones which move slower and faster, 

respectively, than the long Rossby wave speed (Nof, 1983; Chassignet et al., 1989). In 

addition, anticyclones move meridionaly equatorward while cyclones move poleward. 

Expressions for the westward propagation of the center of mass of the eddy were 

derived by several authors (Flierl, 1977; Nof, 1981, 1983; Cushman-Roisin e l  o.l., 

1989). In these studies, the location of the center of mass was assumed to be a fair 

representation of the position of the eddy. As it  will be shown, this is quite a good 

approximation for the westward component of the drift, but is not for the meridional 
I 

one. 

In this note, with the help of a few numerical simulations, the drift of an isolated 

eddy is studied in detail. In particular, distinctions between the center of mass and 

eddy center (defined as an extremum either in interface displacement or potential 

vorticity) will be made. Emphasis will be on the meridional displacement, but the 
zonal component will also be discussed, the two being linked. 

The following investigation follows mostly the approach taken by the author during 
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Figure 1: Evolution of an anticyclone for a period of 200 days 



the summer. In section 2, the model and experiments are presented. Section 3 discuss 

the drift of the center of mass versus the one of the eddy center. Section 4 investigate 

the probable mechanisms for the meridional motion. In section 5, the induced motion 

by a dipole on a vortex is discussed and related to the mechanisms described in 

section 4. The results are then summarized in section 6. 

2 THE MODEL AND EXPERIMENTS 

The model used is the primitive equation, isopycnic coordinate model of Bleck and 

Boudra (1986). This type of model allows the specification of desired initial conditions, 

through the positioning of the isopycnal surfaces and, in particular, can reproduce 

the initial conditions of lens-like eddies; i .e. ones where isopycnals surfaces. 

The model is configured in a two-layer 2000 km x 2000 km square domain on a 

P-plane with a grid spacing of either 20 or 10 km (anticyclone or lens, respectively). 

Lateral boundary conditions are free-slip everywhere. A rigid lid is used for the 

upper boundary and a flat bottom with no drag for the lower one. The model is 

initialized with a Gaussian interface displacement h = where r is the radius 

from the center, L, the radius of maximum velocity and h,, the center depth of the 

eddy. The chosen values for L and h, are fixed to 60 km and 500m, respectively. 

This is not necessarily the most realistic parameterization of an oceanic eddy (Olson, 

1980), but does permit comparisons with other studies (McWilliams and Flierl, 1979; 

Mied and Lindeman, 1979; McWilliams et al., 1986). The velocities are initially in 

geostrophic balance in the upper layer and at rest in the lower. The reduced gravity 

g' is b e d  and equal to 0 .0196m~-~ .  The lower layer is chosen to be very deep (ratio 

1:1000) to approximate a reduced gravity model. Motion in the lower layer modifies 

significantly the motion of the upper layer eddy (Chassignet et al., 1989). In this 

note, we concentrate on the mechanisms driving the eddy propagation in the upper 

layer. 

Four experiments are described in the following sections. L1 is a lens (the upper 

layer thickness outside the eddy is equal to zero and the isopycnals outcrop) and Al,  

A2 and A3 are anticyclones with an upper layer thickness of H = 1000 m and lateral 

eddy viscosity of 330, 50 and Om2s-l, respectively (330m2s-' for Ll). 

3 DRIFT OF THE CENTER OF MASS VERSUS THE EDDY CENTER 

The westward propagation of an eddy has been traditionally expressed as the evo- 

lution in time of the location of its center of mass. The center of mass ( X , Y )  is 



defined by 

where < 
In the 

... d2 du ... >= s& and r )  is the interface displacement. 

context of quasi-geostrophic dynamics, McWilliams and Flier1 (1979) showed 

that the center of mass motion is exactly the long Rossby wave speed in the westward 

direction and exactly zero meridionally. However, in their numerical experiment, tlie 

center of the vortex was observed to not always coincide with the center of mass. In' 
particular, a meridional drift of a quarter of the long Rossby wave speed was observed. 

In the reduced gravity case, assuming the eddy to have a small Rossby number 

(reasonable for most observed oceanic eddies), Cushman-Roisin et al. (1989) showed 

that, to the first order, the drift of the center of mass can be expressed as 

where x and Y are the zonal and meridional drift, respectively. The other symbols are 

conventional. The error on these estimates for a typical eddy is of the order of 1036 of 

the long Rossby wave speed. Cushman-Roisin e t  al. (1989) showed that (1) describes 

accurately the westward propagation of the eddy with the center of mass moving 

slightly faster than the vortex itself. On the other hand, the error on the meridional 

drift is approximately of the same magnitude as of the observed one. Therefore, the 

derivation of x and Y is performed to the second order in subsection 3.1. The results 

are then compared to the numerical simulations in subsection 3.2. 

3.1 Derivation of the center of mass propagation speed 

The equation of motion for the inviscid reduced gravity model (infinite lower layer) 

are 

The propagation speed of the center of mass is defined by x and Y which are equal 



x =< xq >:=< xvt  >=< xht >= - < xV (gh)  > 
= - < V . ( zgh)  > + < gh V x  > 

=< hu > 

If we define f  = fo + p y ,  then equation (3) becomes when multiplied by h 

Taking the average over the whole basin and integrating by parts leads to 

<hut  > + < htu > -f, < hv > -p < yhv >=0.  

We can performe the same for equation (4) and, defining x and Y as < hu >:  and 

< hv > t ,  respectively, we have 

A scaling analysis (Cushrnan-Roisin et al., 1989) shows that, to  the first order, the 

terms in () can be neglected. By replacing u and v by their geostrophic values, (6) 

and (7) provide x and Y as in equations ( 1 )  and ( 2 ) .  To obtain the second order 

expression, we replace Y in equation (7) by its expression from equation ( 6 )  and 

vice-versa for X. This leads to 

Using the fact that < yhu >:=< y(hu): > and < yhv >:=< ~ ( h v ) ~  >, we can 

rewrite equations (8) and (9) as 

Y + f z ~  = -8 c huu > - 2 P f .  < yhu > -p2  < y2hv > (10)  
1 R + f z i  = -P < hv2 > -sf0@ < yhu > +Pg' < -q2 + Hq > -P2 < y3hu > (11) 
2 



Figure 2: Meridional displacement of the center of mass (dotted), C, (dashed) and 
C, (stars) for (a) the anticyclone A2 and (b) the lens L1. Same for westward in (c) 
A2 and (d )  L1. 
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Again, a similar scaling analysis as the one performed by Cushman-Roisin et al. 

(1989) shows that we can neglect the terms in () and therefore 

P &-- < hv2 > - 2-  P < yhu > +- Ps' < 51) 1 2 + 111 > -- p2 c y2hu > (13) 
f ,' fo f,l f,' 

If the vortex is axisymetric (h function of r only), then (12) is identically zero. The 

center of mass then coincide with the eddy center and both move only westward. . 

At this point, we can replace u and v by their geostrophic values in (12) and obtain 

an expression like equation (2) to the second order for Y .  We then have 

The meridional motion of the center of mass is therefore not exactly zero. We now 

compare the above results to  the numerical calculations. 

3.2 Compar isons  wi th  t h e  numerica l  exper imen t s  

In order to compare the eddy propagation to the one of the center of mass, one 

need first to define the eddy center. Traditionally, i t  is defined as being the extremum 

of either the interface displacement or the potential vorticity. The location of these 

three centers (center of mass, C, and Cq, respectively) are presented in Figure 2 for 

A2 and L1. For the anticyclone A2, the center of mass is always located in front of 

the eddy center defined from either the interface displacement or potential vorticity, 

but has almost a non zero meridional displacement. On the other hand, the eddy 

center (defined from either C, or C,) has a significant displacement equatorward. In 

this experiment, C, follows closely C,. On the contrary, for the lens L1, the center 

of mass is located eastward and moves also only westward. Cq is observed to follow 

closely the center 'of mass. On the other hand, C, moved slightly poleward. 

The zonal and meridional velocities of the center of mass and eddy center for A1 

and L1 are presented in Figure 3 as well as the estimate of the center of mass westward 

drift calculated kom Cushman-Roisin et al. (1989) (equation (1)). For both A1 and 

L1, the estimate represents accurately the westward drift (center of mass or eddy 

center since they move at approximately the same speed) (Figure 3). As expected 

from Figure 2, in the anticyclone A2, the center of mass has almost a zero meridional 
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Figure 3: As in Figure 2 for the velocities. Only for the center of mass and C,. 



motion, while the meridional drift of the eddy center is significant. The meridional 

drift of the center of mass therefore does not describe the meridional drift of the eddy. 

In order to check more fully the accuracy of the center of mass drift calculated in 

equations (6) and (7) (first order estimate) and in equations (12) and (13) (second 

order estimate), these estimates are computed for A1 and L1 and then compared to the 

actual translation of the center of mass. The differences are presented in Figure 4. for 

A1 and L1, respectively. Not to  surprisingly, the error decreases when the second order 

terms are taken in account. The calculated drifts approximate closely the observed 

ones. The inviscid reduced gravity equations therefore gives a good representation of 

the vortex behavior in a model with strong lateral eddy viscosity. 

4 DRIFT OF THE EDDY CENTER 

At this point, we therefore have to make a distinction between center of mass and 

eddy center, at least for the meridional component of the drift. In subsection 4.1, 

we first consider a particle located at the center (defined as an extrema in potential 

vorticity) and study its behavior. In subsection 4.2, we then consider the contribu- 

tion of the different integrals derived in section 3.1 when integrated over the eddy 

itself. Finally, subsection 4.3 investigates the flow field which contributes to the eddy 

propagation. 

4.1 Lagrangian approach 

If the center of the vortex is defined as the extrema in potential vorticity, then the 

particle located at the center should remain at  the center as it has to conserved its 

potential vorticity. Based on this consideration, we can express the potential vorticity 

q of the particle at the center as 

where ( is the vokticity of the particle. Since the particle conserves its potential 

vorticity, at a certain time At later, the change in ycent,, will be given by 

Qcenter Ahcent, 1 Atcenter 
Ycenter = - - - 

P At P At ' 

yCent, can be decomposed in two parts, namely and y2, which correspond to the 
contribution due to the change in depth and to the change in vorticity at the center, 

respectively. 



Figure 4: Differences between observed velocities and first (dashed) and second order 
estimates (dotted) for meridional in (a) A2 and (b) L1 and zonal in (c) A2 and (d) 
L1. 
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Table 1: y 1 ,  y a ,  jr, yo~,,,,a averaged over the last 100 days of Al ,  A2 and A3. 

This simple definition of illustrates nicely why the cyclones move poleward 

and anticyclones equatorward. The fact that energy is radiated away in the Rossby 

wave wake field implies a decrease in interface displacement and in the magnitude of 

the vorticity within the eddy. In the northern hemisphere, for an anticyclone, Ah 
is negative and A( positive (since ( is negative) which therefore implies from (16) 

a southward motion. On the contrary, for a cyclone, Ah will be positive and A[ 

negative, therefore implying a northward motion. 

The values of y1 and yz for a period of 100 days are presented in Table 1 for the 

three anticyclones Al ,  A2 and A3 (eddy lateral viscosity of 330, 50 and Om2s-', 

respectively) and compared to the observed velocities. One can notice the increase 

in observed meridional speed as the viscosity increases. This is better illustrated 

in Figure 5 where the meridional velocities for Al ,  A2 and A3 are represented as a 

function of time. 

It is of interest to relate the strength of the Rossby wave wake to  the meridional 

propagation rate. The extrema in the interface displacement of the wake as a function 

of time is presented in Figure 6. One can notice that the wake is stronger for A1 (high 

viscosity case) where ycCnt, observed is the fastest. The wake in A2 and A3 have a 

similar strength which correspond to a similar meridional displacement. In both A2 

and A3, after apprbximately 70 days, the intensity of the wake starts to decay along 

with the eddy. This is not the case for A1 where the strong lateral eddy dissipation 

does not allow for a full development of the wake, therefore accelerating the decay of 

the eddy and inducing a faster meridional propagation. 

In neither Al ,  A2 or A3, the potential vorticity at the center of the eddy is con- 
served and, as shown in Table I., dissipation (explicit lateral eddy viscosity or implicit 

numerical) produces considerable changes in yl and y2. In all cases, one needs only a 

~obnarvrd  
(m r - I )  
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-2.6 

fil 
( m a r- ' )  
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v 
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-2.6 



Figure 5: Meridional velocities for A l ,  A2 and A3 as the eddy lateral viscosity is 
varied fiom 330 to Om2s". 

Figure 6: Maximum interface displacement in the wake for A l ,  A2 and A3. 



very small change in the center depth (for example, only a few meters over 100 days 

for the inviscid case) or in vorticity to obtain a good agreement with the observed 

drift. On the contrary of section 3 where inviscid dynamics accurately described the 

center of mass motion, in this case, the dissipation present in the model (explicit 

or implicit) does not permit conservation of potential vorticity and overcomes any 

additional insights that one could extract from such an approach. 

4.2 Eulerian approach 

The calculations presented in section 3 were integrated over an infinite area (the, 

whole basin in the case of the numerical experiments) and one can ask about the 

contributions of each integrals when integrated over the eddy only. In addition, 

several of the terms that were equal to zero (like divergence) when integrated over 

the whole domain are now going to contribute to the expression of i,. The expression 

of +, from equation (6) to the first order is then 

P y e =  -- 9' 1 < yhv > -- < hh, > -- < V.(14hu > + < V . ( % h  > 
fo fo fo 

(17) 

where < ... > is now an average over a finite surface. 

Figure 7 represent the contributions of each of the terms of equation (17) (TI ,  T2, 

T3 and T4, respectively) at day 100 for experiment A2 when integrated over a circle 

of radius R (x-axis in Figure 7) centered on the eddy center with R varying from 20 

km to "00". One can see that within the core of the eddy (R < 150 km), most of 

the terms are quite small, but the sum does not agree with the observed drift. As 

R increases, the integrals start to take into account the Rossby wave wake and each 

of the terms become important. When the integral is performed over a large portion 

of the domain, then all the terms as well as the sum vanish. The only conclusion 

that one can extract from this simple exercise is that one has to  take into account 

the perturbation field around the eddy. If we define the field as being the sum of an 

axisymetric vorter and a perturbation, then the contribution to y, of the axisymetric 

field is zero (equation (17)). The perturbation field is the only one contributing. 

4.3 Per tu rba t ion  field 

In this subsection, the perturbation field is obtained by substracting an axisymetric 

vortex to the total field. In our numerical experiments, i t  is assumed that the eddy 

remain somewhat like a Gaussian and therefore, the substracted axisymetric vortex 
9 

is defined as h' = hbexp -3  where hb is the maximum interface displacemt at the 



Figure 7: Representation of TI, T2, T3, T4 and the sum T ($ in the text) as R is 
varied from 20 km to oo. 
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center of the eddy and L', the radius of maximum velocities. Both fields (total eddy 

and perturbation) are presented in Figure 8 for day 5 and 100 of experiment A2. One 

can notice the presence of dipoles in the perturbation fields. At day 5, the dipole 

is oriented in the east-west direction and is quite weak in amplitude. After a few 

days (until day SO), the dipole gains in strength and starts to tilt toward a north- 

south axis. At day 100, the dipole is quite strong and oriented southwest-northeast. 

The strength of the dipole as time varies can be deduced from the strength of the 

Rossby wave wake as shown in Figure 6. One can notice that at day 5, the dipole 

is weak and such is the meridional speed of the eddy (Figure 5). The meridional'. 

propagation increases as the dipole grows in strength. The emergence of a dipole in 

the perturbation field is consistent whith Flierl (1984) who showed that a radially 

symmetric structure propagating on a P-plane will generate a perturbation field of 

the shape of a dipole. Application to a constant potential vorticity profile of the same 

size as the present case at day 100 gives for the maximum interface displacement of 

the dipole a value of 35 m (Flierl, personal communication) versus 25 m observed in 

Figure 8d. 

5 INDUCED MOTION ON A VORTEX BY A DIPOLE 

The natural question that emerge from subsection 4.3 is: Is the dipole able to induce 

a meridional motion? In this section, we first investigate this question numerically in 

5.1 and then analytically in 5.2. 

5.1 Numerical approach 

The first three experiments that are presented in this subsection investigate the 

behavior of a dipole when isolated. The fourth one discuss the effect of dipole when 

superimposed on a symetric vortex. In all experiments, the dipole is defined from the 

one at day 100 of A2 in Figure 8, namely a maximum interface displacement of 25 m 
located at Lo = 170 km from the center. Experiment Dl is a dipole oriented in the 

,= 
north-south direction and the interface displacement field is given by hl = Cy exp-% 

with C = 2.4 lo-'. After 100 days (Figure 9), the dipole is located westward of its 

initial position and traveled at a speed c, - 3.6 n s". This is less than the long 

Rossby wave speed (4 cm s-l). No meridional displacement was observed as well as 

almost no decay in the amplitude. 

The dipole self-advection is investigated in experiment D2 where the same experi- 



Figure 8: Representation of A2 and its perturbation field at day 5 m d  100 
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Figure 9: Dipole D l  at day 100. 



C 

ment as above is performed on an f-plane. In this experiment, the dipole moved very 

slowly at a speed c - 0.3 cm s-l. 

Finally, the same experiment as Dl ,  but tilted 4S0, experiment D3, was performed 

in order to investigate the influence of the dipole self-advection of the meridional 
7' 

motion (Figure 10). The interface displacement is given by hl = C(y - z) exp-- 

with C = 1.7 10". In this case, the dipole moves westward at a speed c, - 3.9 cm s-I 

and southward at c, - 0.2 cms-l. One can therefore conclude that the dipole self- 

advection is enough to induce some meridional displacement when tilted and on a 

P-plane. 

Figure 10: Dipole D3 at day 100. 

Experiment D4 is an attempt to  understand the effect of such a dipole when super- 

imposed on an axisymetric vortex. The evolution on an f-plane of a field h = ho + hl, 

where h, is a Gaussian vortex as in A2 at day 100 and hl, the dipole described above, 

is presented at day 5 and 100 in Figure 11. The trajectory of the center of h is 



presented in Figure 12. From Figure l l b  and d, we can see that the dipole looses 

its strength rapidly and that the eddy has the tendency to axisymetrize. As shown 

in Figure 12, this induces a westward motion as well as a northward displacement 

(north is defined by the orientation of the dipole). On a P-plane, the strength of 

the dipole is be maintained through Rossby wave radiation and in this experiment, 

without P-effect, the predominant effect is axisymetrisation. 

5.2 Analytical approach 

In this subsection, we now investigate the propagation of a structure defined by, 
2 

h = h, + hl where ho is the Gaussian defined by h: e x p - D  and hl the dipole defined 
*' 

by h1 = C(y - x)  exp-= (4S0 tilt). The total potential vorticity q is defined as 

If we consider hl << h, < H ,  then the potential vorticity can be expressed as q, + ql 

where 

If we assume the structure to propagate at a constant speed G, then the potential 

vorticity equation can be written as 

We can perform an expansion around the center which leads to 

90. = ax , 90, = by 

ql = a'x + b'y . 
The geostrophic velocities at the center for u, are - 

and the drift speeds can be expressed from (18) as 



Figure 11: Interface displacement field of experiment D4 and perturbation field at 
day 5 and 100. 



Figure 12: Trajectories of the center of experiment D4 (a) meridionaly and (b) zonally. 



where A = s. We can now compute a', bl,  a and b and find that 

4 8  (-2A + fo) + P b l =  -- - - 
H HZ H 

where B = s. The geostrophic velocities at the center for the dipole are 

This leads to expressions for the drift speeds 

where1 = k = &. 
In the quasi-geostrophic case, in the expression of q, and 91, we neglect to in the 

terms in h, and hl.  This gives a simpler expression for c, and c,, 

Application to the present case with h: = 375m, L = 70 km, C = 1.7 lo-' and Lo = 

170 km provides c. = 4.1 cna s-' and ey = 1.7n s-l. These values are smaller for c. 

that observed whil,e c, on the contrary is too large. On the other hand, this calculation 

was performed for ho << H which is not the case for the numerical experiment. 

6 CONCLUSIONS 

The meridional motion of isolated eddies was investigated in detail in several numer- 

ical experiments. One has to differentiate between eddy center (defined from either 

the interface displacement or potential vorticity field) and the center of mass. The 

center of mass was found to propagate only westward while the eddy center moved 



significantly meridionaly (except in the lens case). When the propagating eddy is 

decomposed into the sum of an axisymetric vortex and a perturbation field, the latter 

has the shape of a dipole. It was shown that the presence of such a dipole in the 

perturbation field can induce a meridional displacement. Future work will include an 

exact derivation of the perturbation field in the same spirit as Flierl (1984) and the 

study of its impact on the eddy motion. 
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FINITE AMPLITUDES LONG WAVE BAROCLINIC INSTABILITY 

Liang Gui Chen 

ABSTRACT 

A finite amplitude long wave equation of motion on a two-layer f -plane is dcrived 
for piecewise potential vorticity structure using contour dynamics and an asymptotic 
expansion on two small parameters. A proper scaling between these two parameters 
E = 65 where ?'is proportional to the wave length scale and 6 is the depth ratio of 
the two layers (6=Hl/H2) reduce the vorticity front evolution equation to a set of 
two linear equations. These equations predict that the instability of a sinusoidal 
long wave disturbance can grow from infinitesimal amplitude to finite amj~litude 
without harmonic distortion, until the disturbance amplitude is comparablr to its 
wave length. This prediction is verified by a numerical calculation. 

1 INTRODUCTION 

The Gulf Stream meander is one of the major features of the oceanic circulation. 

This strongly baroclinic current has variability over a very large scale. It retains 

its integrity over a long distance compared to its width or the Rossby deforr~lation 

radius. The time scale of such meandering motion is also very long. Fsevious 
researchers have used different approaches to study this problem. One of them 

is the use of the linear instability in either barotropic or baroclinic or both to 

calculate the .properties of waves upon the current, (Flierl, 1975; Talley, 1982). 

Another is the derivation of equations for changes in the direction of current by 

using the cross-stream integrated vorticity balance. Flierl et  a1.(1984 ) , iil the 

second approach, developed a 'thin jet' theory for the time evolution of Gulf Stream 

meandering uqder the basic assumption that the down-stream scale is much longer 

than the jet width. They also obtained a dispersion relation for long waves on 

a baroclinic jet and proved that the small amplitude limit of the thin jet model 

gives the same dispersion relationship as instability theory in the long wave limit. 

The method of 'contour dynamics' method is another approach. Pratt and Stern 



(1986) used this method to develop a theory describing the nonlinear evolution of 

the meander. Their model is a quasi-geostrophic if layer, with piecewise uniform 

potential vorticity. They obtained a path equation for the large amplitude, small 

curvature meandering motion. Pratt (1988) used this path equation to study the 

nonlinear meandering and the "pinch off' process of the Gulf Stream. 

The purpose of this work is to look at the baroclinic instability problem of a 

finite amplitude disturbance on the two layer quasi-geostropic region. The simplest 

possible model is used (e .g.  no ,8 effect ) in order to gain physical insight. One of 

the main assumptions is that the two-layer depth ratio 6 = H1/H2 is a small pa- 

rameter. In this case, all the unstable wave length are much longer than the RossGy 

defomation radius so that the wavenumber E is small also. We shall also restrict 

ourselves to a periodic wave-form in the x-direction. The two small parameters E 

and 6 will be linked together by proper scaling and asymptotic approximation. We 

also choose a piecewise uniform potential vorticity on each layer and contour dy- 

namics is used to set up the evolution equations for the vorticity front. One of the 

reasons for choosing such a piecewise uniform structure is because at the center of 

the Gulf Streain the local potential vorticity gradient is much stronger than that of 

the planetary potential vorticity gradient. Also, this assumption greatly simplifies 

the problem by reducing the number of the dimension so that the result will be easy 

to understand and perhaps can be used to understand more difficulty problem. We 

will further simplify these equations by letting 6 -4 0. A proper scaling to these 

simplified equations shows that S - c3 and the slow time evolution scale is propor- 

tional to 6-'. It then turns out, somewhat surprisingly, is that the equations for 

the time evolution of the finite amplitude vorticity fronts are linear. A numerical 

calculation is then used to test our equations and the result agrees well with the 

theoretical result. 

This report is divided into four sections. In the first section, we give a brief review 

of the linear instability theory for the problem. Although solving such a linear 

~ rob lem is a simble and standard process, it does give us a very good guideline in 

the scaling of the more co~nplicated finite amplitude nonlinear problem. It also help 

us in understanding the long wave instability mechanism on such two-layer system. 

Section 2 is my main work on this problem. Section 3 is the numerical calculations. 



Section 4 is the conclusio~l and some discussion of future work. 

1 LINEAR THEORY 
Figure-1 shows a jet flow in the two layer f-plane quasi-geostrophic system. The 

upper layer has depth H1 and density p and the lower layer has depth Hz and 

density p + Ap. Tlle interface between the two layers has such a structure that the 

potential vorticity produced by the interface are piecewise uniform in each layer. A 
discontinuity occurs at the center of the jet, y=O, so there is a potential vorticity 

jump there. In the upper layer the northern region uniform potential vorticity is 

zero while the soutllern region is -2Aq. In the lower layer the northern part is zero 

and the southern part is 26Aq. 

Fig-1. Geometry sketch of the twc-layer, quasi geostr- 
phic model with piecewise uniform potential vorticity on 
each layer. All the variable are dimensional. 

The quasi-geostropic potential vorticity equation governing such flo~vs is: 

where \kl and Q2 are the streamfunctions of the upper la.yer and the lower layer re- 

spectively. g* is the reduced gravity and f is the Coriolis parameter. The horizontal 

velocities are given by: 



We now nondimensionalize equations (1) to (4). The nondimensionalized pa- 

rameters are chosen as: potential vorticity q*, horizontal length as the Rossby 

deformation radius L*, velocity U*, time T*: 

The nondimensionalized parameter of the horizontal velocity is chosen in such a 

way that the maximal velocity at the upper layer jet equals to one. The nondi11lc.n- 

sionalized form of equation (1) and (2) become: 

For convenience, we use the same notations for the nondimensionalized forn~s so 

equations (3) and (4) remain the same forms. 

Tlie basic state time independent solution of (5) and (6) are 

For the time-dependent problem, the total streamfunction can be described as 

the sum of the basic state streamfunction plus the time dependent streamfunction 



The equations governing GI and $2 are 

v2+: + ($4 --$;I = o  

v2 11:. + 6($; - $4) = 0 

Assume $72 have such wave forms: 

+: = $:(y)eik(z-ct) i = l ,  2 

then the solution of (10) and (11) give : 

X 2 = 1 + 6 + k 2  

where X2 = 1 + 6 + k2, A is a constant which will be determined later. We must 

match the pressure across y = 0 which gives: 

au; 
- constant i = l ,  2. ( f i i  - c)- - - ax 

By ( 7 )  and (8) ,  the associated undisturbed velocities are : 

Substituting (13),(14),(16) and (17) into (15) yields: 

(6 + c)(Ak + 6X) = 6 d W ( ~  + 6) (18) 

(1 - c)(Ak - A) = J ~ ( A  - 1) (19) 

Equation (18) and (19) leads to the quadratic equation of phase speed c: 

- Xk(1 + b)c2 + k(1- v2)(X - JTTT)c+ b(X - dGT)(k - I/GT)(I - 6) = 0 (20) 



Now, n.ssllnic both 6 ixnt l  wavcnulnl~cr k arc sn~~tl l :  

this means that the lower layer is much deeper than the upper layer and the dis- 

turbance waves are long waves compared to the radius of deformation.. so (20) 

becomes: 

2c2 - k2c + tik = 0 (21) 

A proper scaling is needed to assure that the three terms have the same order and 

balance each other. This leads to the requirement that 

where both I( and Co are of order O(1) now. Equation (21) becomes : 

which leads to the solution of Co : 

This is the dispersion relation for the linear problem. It shows that for a very 

deep second la,yer the most unstable wave length is the the long wave of which the 

wavenumber k is associated to the k - S t .  The growth rate, or the order of k c ,  is 

associated to the S also, This scaling,connecting the time growth rate, wavenu~l~ber 

and depth ratio,is the basic guideline in the scaling of the finite amplitude pro1)lem 

in section two. 

1 uln 2 K 

Fig-2. The instability growth rate Kc, versus wavenum- 
ber K. The most unstable wavenumber is I(,. Short wave 
with wavenumbers K > 2 are stable 



Figure-2 is the unstable growth rate Ir'ci versus wavenumber I<, 

This curve shows that the unstable occurs at  I< between 0 to 2 and the maximal 
1 growth rate, or the most unstable wavenumber, happens at I< = 43 = 1.587. As the 

I< gets smaller, the unstable growth rate becomes small. At the limit of I< -+ 0, the 

growth rate approachs zero also. This means that a very long wave is almost stable. 

So althought at the initial stage, the infinitesimal disturbance might consist of a 

broad range of wavenumbers K , the dispersion relation (24) shows that after some 

time, the disturbance will be dominated by the wavenumbers around I< = 1.587 , 
or k = 1.5876i. 

Knowing c enables us to look at the motion of the two vorticity fronts L1 and-&, 

(figure-3), which are given by: 

Fig-3. Plan view of the two vorticity fronts L1 and L,. 

The assun~ption that they have the wave forms L; = l i e ik(x-cf )  leads to 

The undetermined constant A can also be solved by (19) : 
/-f 

Equations (12), (16), (17), (26), (27) together give the ratio of the two vorticity 

fronts as: 



where 

The phase different between L1 and L2 is 

When the wave is stable, say I< > 2, c; = 0 so the phase shift is zero. For the 
1 most unstable wavenumber IC = 43, the amplitude ratio of the two fronts is one 

while the phase shift is about 90'. Actually, the amplitude ratio is independent of 

I<, it is always one in this asymptotic approximation. 

2 FINITE AMPLITUDE ASYMPTOTIC THEORY 

As shown in the linear theory a long wave with wavenumber k 6'13 is 

unstable. It will grow from infinitesimal amplitude to finite amplitude conseql iently 

the linear theory become invalid. Our interest now is taking the linear theory as a 

guide for the finite amplitude disturbance problem, we will pay particular at tcntion 

to the scaling of the depth ratio 5 t,o the wavenumber k and the time evolution 

scale. 

The model is very much the same as in the linear model except that the amplitude 

of the disturbance now is finite. Also, we assume that it is periodic in x-direction. 

The reason we chose such a periodic distribution structure in x-direction comes from 

the consideration of the barotropic component effect from the fa r  field. Wit11 the 

use of a periodic structure, we do not need to consider the far field effect which will 

cause some kind of difficult and uncertain discussion on the far field structure. I 
worked on this nonperiodic structure also but have not reached any conclusion yet. 

The governing equations for the streamfunctions and the basic flow are (5) (6) 

and (16) and (17). We rewrite here: 



Again, assume that the total streamfunction is the sum of the basic state stream- 

function and the time dependent streamfunction 

Now the time dependent streamfunction is no longer a small term. Tlle governing 

equations of these time dependent streamfunction, after dropping the prime for 

convenience: 

-2 0 < y < L 1  
v2 $1 + ($2 - $1) = Mi = 2 L1 < y < O (36) 

0  elsewhere 

{ 
26 O <  y < L 1  

v2 $2 + S($i - $2) = M2 -26 L1 < y < 0 (37) 
0  elsewhere 

Here, Ml and M2 on the right hand side can be refered to as the vorticity anomaly 
to the basic state. Equations (36) and (37) can be rewritten into a Laplace equation 

and a Helmholtz equation: 

The solution of equation (38) corresponds to the barotropic component and (39) 

corresponds to th& baroclinic component. In contour dynamic method, solutions of 

equation (38) and (39) can be constructed by using the Green's function kernels GI 

and G2. GI is for the Laplace operator v2 and G2 is or the Helmholtz operator 

v2 - y2. G1 and G2 are: 



Gl(5, F ,  Y, r l )  = ln(cosh 
( Y  - 1712~ - cos (5 - E)2*)  

a a 

where constant a is the wave, length of the periodic disturbance, y2 = 1 + 6, < and 9 ,  

represent the x and y coordinates of a point source of potential vorticity anonialy. 

I 6  is the zeroth order modfied Bessel function. 

The solution of the streamfunction caused by a single point potential vortici ty 

source at  ( ( , q )  are given by: 

In which 

The total contribution of all the potential vorticity anomaly points can be c a n -  

puted by integrating (42j and (43) over those region of (<, 1 1 )  where there is a 

potentia1 vorticity anomaly in either upper layer or lower layer or both. 

Now we must look carefully at the integral of JJ(') and JJ(~). First, the t direction 

integral in GI and G2 have different regions. The integral of GI is from J = 0 to 

= a while G2 is froin -m to +m. 



The integral in q direction depends on L1 and L2,  as  do the coefficents of A(All ,  A12) 

and B ( M 1 ,  M2).  Six different combinations of L1 and L2 (see figure-4), along with 

A(Ml , M2) and B(AIl ,  M2) are given as: 

Fig-4. Six different combinations of L1 and L2. The 
integral region and the coefficents MI and h!f2 dependent 
on them. 

1 )  L2 > L1 > 0,  the integral region is divided into (0 ,  L l )  with MI = -2, Mz = 

25, ( L l ,  L 2 )  with MI = 0,  A12 = 226. 

2)  L1 > L2 > 0,  the integral region is divided into (0 ,  L2)  with MI = -2, A12 = 

26, ( L 2 ,  L1)  with All  = -2, M2 = 0. ';t 

3 )  L2 < 0 ,  L1 > 0,  the integral region is divided into ( L 2 , 0 )  with Ml = 0, A42 = 

-25, (0,  L1)  with Ml = -2, M2 = 0. 

4 )  L1 < 0 ,  L2 > 0, the integral region is divided into ( L 1 ,  0 )  with Ml = 2, Mz = 

0,  (0 ,  L2)  with MI = 0,  M2 = 226. 

5 )  L2 < L1 < 0,  the integral region is divided into ( L 2 ,  L1)  with M1 = 0,  M2 = 

-26, (L1 ,  0 )  with M1 = 2, M2 = -26. 
6 )  L1 < L2 < 0,  the integral region is divided into (L1, L2) with MI = 2, M2 = , 

0 ,  ( L 2 ,  0 )  withlMl = 2, M2 = -26. careful manipulating of these six cases can lead 

to a general integral form in 77 direction: 4r 



I11 wllicll the first integral has: MI = -2, M2 = 26. and the second integral has 

MI = 0 ,  M2 = 26. Now 

where 

Now $1 and $2 can be rewritten as : 

The time dependent horizontal velocities can be calculated from the streamfuuc- 

t ion 

where 

00 

- 1 0 0 [ ~ ~ 2 ( ~ ,  t ,  Y , L I ( X  - C)) + BlG2(0, C, Y, L2(x - E ) )  + B2G2(O, E ,  y ,  O)]d[ 



The assumption that the disturbance is periodic has been used to derive equations 

(58) and (59). 

Once we know the solutions of the horizontal velocity caused by the vorticity 

anomaly, we will focus on the evolution of the vorticity fronts L1 and Lz. The 

governing equations for L1 and L2 are 

dLi dLj 
v ; = -  

a L; 
- - + ( U i  + u;)- at y = L;,  i = 1, 2. 

d t  at ax 

Substitute (56) , (57), (58), (59) into (GO) yield: 



(61) and (62) are the principle equations for the evolution of the vorticity fronts of 

L1 and L2. They are quite complicated nonlinear equations and can be solved by 

numerically work or by further simplification. But before we carry the work further, 

let's have a look at each term in (61) and (62) and try to understand its physical 

meaning. This will help us to make a proper scaling and asymptotic a.pproximation 

to the equations. 

First, recall the Green's kernel solution in (40) and (41)' terms involved Green's 

function G 1 represents the contribution from the barotropic component, terms in- 

volving the Green's function G2 represent the contribution from the baroclinic com- 

ponent. Terms with comes from the v; terms which represent the inciuced 

motion in the y-direction caused by the potential vorticity anomaly. Terms with 

come from the 21; term and represent the advection in x-direction caused by as 

the potential vorticity anomaly and the basic flow, see figure-5 In Green's function 

Fig-5. Sketch of the cffect of induccd veloaties caused 
by the vorticity anomaly on the vorticity fronts Li. 
represents the induced motion in y-direction, repre- 
sents the ndvection in x-direction. 



Gi(x, TJ, Li(x), Lj(x - I)),  the Li and Lj mean that the vorticity front Li at the point 

x is effected by the vorticity front Lj  at (x - 5 )  as shown in figure-6, i = j means 

that the effect come from the same front and i # j means that the effect comes 

from another front. 

Fig-6. Sketch of the interaction between vorticity fronts 
Li(z) and Lj(z - 0. 

To solve the equation analytically, further assumption and simplification are 

needed to deal with this complicated nonlinear structure of the integrands. Us- 

ing the linear theory as a guide, we look at the time evolution of the vorticity fronts 

with finite amplitude , long wave length and slow time variation. This leads to: 

L;(x - 5 ,  t )  = li(X - C, 7) (67)  

In which X,<,  I C , r  and li are all order 0(1), and e is a small parameter, E << 1. 

This small parameter will be linked to the depth ratio 6 after we give a proper 

asymptotic expansion and scaling . p is an undetermined number here and will be 

decided after the scaling. 

By (63 )  and (67), we have : 



in which we assume the derivative of the new varibable is order 0(1),  th' 1s means 

together with (65): 

-a aLi(x - e, t). , /-2rlK a4(X - <, 
ax O ax ' I d <  (69) 

Asymptotic expansion is carried to each term in the principle equations (61) and 

(62). First , look at the Green's function GI: 

= ln(cosh eK(l;(X) - lj(x - C)) - cos (1') 

1 ~ ~ I r ' ~ ( l ; ( x )  - Zj(X - <))' 
o ln(1 - cos I<<) + 5 

1 - cos I<< 
x ln(l  - cos K c )  + 0(e2) (70) 

This shows that the leading order of the Green's function G; is independent of 

the values of the front L;, so the first two terms in equations (GI) can be rewritten 

as: 

This form clearly shows that the nonlinear effect of the vorticity front Li only 

enters at  second order O(e2). 



A similar calculation on the first two terms of (62) gives the same formula as (71). 

This means that the contribution from the barotropic component to the evolution 

of the upper layer vorticity front Ll and the lower layer vorticity front L2 are equal. 

The baroclinic component of the Green's function G2 is 

in which Taylor series expansion in powers of 6 is used. 

For i = j, (self induction), equation (72) becomes: 

C2 
( 0  7 i )  Li(+ - t ) )  = I c~[ r ( l  < I +Te2~:x)] + O ( P )  (73) 

For i f j 

Equation (73) can be further simplified by introducing the modfied Bessel function 

definition: 

I<,, (z) = lw d6 cosh(n6)e-' cOsh(e) 

so now (73) becomes: 

dge-~~<Icosh 13 [I - --r2 t2 1,3x cosh 61 
2 

Substituting (76) into the third term in (61) yields: 



Again a Taylor series expansion is used. The integral involves terms like E l i x =  

vanishes identically because the integral is odd. The final step of the evaluation 

comes from the formula, (see Pratt and Stern, 1986): 

(78) 

The fourth term in (61) can be evaluated by inserting (74): 

We are not going to evaluate this whole integral any further but just keep in mind 

that this term is order of O(Se) or smaller if we use the result of (78) to estimate 

this integral. 

The last term in equation (61) is: 



The evaluated of this integral comes from the formula: 

Again, this integral is order O(6e). 

It is easy to perform the similar process to evaluate each integral in equation (G2). 

The major difference of equation (62) is that many of its coefficents are a factor 6 

smaller than those in (61) so the order of these integrals are: 

order of the first two terms are 6 
order of the third term is 6e 
order of the fourth term is S2e3 

order of the fifth term is S2e The righthand sides of the equations (61) and (62) 

are 

Now, we have evaluated all the integrals in the principle equations. It is timc to 

assemble them together and scale them. We write down the order of ea.ch integral 

term as 

For equation (61): 

For equation (62): 

Since the basic assumption is that both 6 and e are small, the dominant ternis in 

(83) are the first three terms and the dominant terms in equation (84) are the first 

two terms, so that: 

So we have p=3 and e3 = 6. The time evolution scale and the vorticity front length 

scale are now related to the depth ratio b as we anticipated. It is interesting to note 

that the relationship are exactly the same as we obtained in the linear theory . 



Aiiotller iiiteresting tlling from this scaling is that the time evolution scale is 

proportional to the wavenumber as the cubic relation $ = c3 in both linear theory 

and finite amplitude theory. This relationship also was found in Pratt and Stern 

(1986) 's theory when they obtained their path equation. Althought their model is a 

1: layer model and the amplitude of the disturbance is large compared to the radius 

of deformation. The common feature of these three models is that they all deal with 

long waves whose wave length is much larger than the radius of deformation and 

the only length scale parameter involved is the wave length. It seems that the 

amplitude of the disturbance, whether it is infinitesimal or finite or large, does not 

really matter here. It is the wave length scale that decides the time evolution scale. 

Is this scaling relation only tru.e for these models or does it implies some kinds of 

more general relationship in the long wave theory? 

The final simplified equations after droping out the higher order terms are: 

all a12 ~ ~ X X X  --- - +- 87. a~ 2 (S8) 
Equations (87) and (88) are my major result on this work. They are the governing 

equations for the time evolution of the vorticity fronts L1 and L2. The first impres- 

sion is that the equations are linear although they describe the finite amplitude 

wave motion. To understand these equations, let's have one more look at each term 

in these equations. The term on the righthand side of (87) is the contribution of the 

barotropic component. Compared to the first two terms in (62), the 9 terms 
ali  remain but the -& terms vanish. This means that the contribution to the evo- 

lution of the vorticity fronts mainly comes from the y-direction induction velocity 

v, while the effect on the x-direction advection cancel each other so the total effect 

is of smaller order. If we remember our long wave, finite amplitute assumptions, it 

will be more easy to understand this by looking at the figure-5. 



The elimination of the last terms in (61) and (62) means that the potential vor- 

ticity anomaly produce a horizontal x-direction velocity that just cancels the affect 

of the basic flow c. 
The second term in (88) is *. Its physical interpretation is unclear now , 

but at least we know that this term comes from the contribution of the'baroclinic 

component. It should also be pointed out that it is this term in the scaling equation 

(83) that decides the proper order between the S and E and the time scale e P .  So we 

can say that it is the barociinic motion links the scaling between the wave length 

scale and the time evolution scale and it is the barotropic motion that links the 

depth ratio 6 to the wave length scale, or wavenumber E .  

Now let's look at  a simple solution of equations (87) and (88). Assume lhat 

the initial vorticity fronts have finite amplitutes and sinusoidal forms, that can be 

written as: 

Substituting (89) into the right hand side of (87) yield: 

-2n/I< 

L 1 i ~ i r ( l ~ ~  - lzO)e i K ( x - c ~ ) ~ - i K (  in(1 - cos K(')d(' 
2x 0 

Tlie evaluation of tliis integral involves several variable transformation. Now (57) 

and (88) become: 

So the dispersion relation of c is 



One can recognize ilnlnediately that (93) is the same dispersion relation obtained 

in the linear theory (23), so the most unstable wavenu~nber remains the same, 

and most of the discussion in the last part of section one is valid here also. The 

identical of the scaling and the dispersion relation of both infinitesimal amplitude 

and finite amplitude theories gives us a simple, continuous picture of baroclinic time 

evolution from the infinitesimal disturbance to the finite amplitude vorticity fronts, 

see figure-7. initial state 
infinitesimal amplitude - - - - - - 

Finite amplitude 

asymptotic theorp 

Large amplitude theory ? ?  

Fig-7. Three stages of the time evolution of the dis- 
turbance. The first stage is the infinitesimal amplitude 
described by the linear theory. The second stage is the 
finite amplitude described by the finite amplitude asymp- 
totic theory. The third stage is the large amplitude which 
needs some new theory to describe it. 

At the initial state, assume there is an infinitesimal disturbance with a broad 

range of wa'venumbers. According to the dispersion relation (23), those waves with 

wavenumber k of order b1I3 are unstable and begin to grow. Shorter waves are stable 

and very long waves grow very slowly. As time goes by, the most unstable wave 

with wavenumber km = I C , ~ ' / ~  dominates. When the disturbance amplitude is no 



longer infiliitesilnsl that tlie linear theory is no longer formally valid, the11 our finite 

amplitude asymptotic theory comes in. At this stage, The new theory provides 

such an instability mechanism that the wave with wavenumber around k, still keep 

the fastest growing. Because the equations describing this time evolution have 

linear forms, a sinusoidal front can preserve its sinusoidal form during this ,growing 

without any harmonic distortion. This finite ampitude front can keep growing until1 

the amplitude is comparable to the wave length scale that the basic assumption of 

small slope (68) can not hold any more and then a new large amplitude theory is 

needed for this stage of evolution. 

In the Gulf Stream system, with the consideration of above discussion, the most 

possible Gulf Stream meandering legntll scale should be in the range related to 

the depth ratio 6; .  If we choose the typical 6 value in the Gulf Stream system 

as 6 = 1/5 and the Rossby defomation radius as L* = 50 k m .  then from the 

instability growing curve in figure-2, the possible meandering scale should be aljout 

300 .Y 1000k.n~ which is not so far away from the reality. 

The stability of the very long wave , which means k Q: s f ,  is worth one more 

look. Note that in figure-2 when I< -+ 0 ,  the growth rate approach zero also. Tliis 

means that a very long wave actually is stable. Recalling the order equation (G) ,  

this means when E << 6; the third term with e3 is no longer the dominant term and 

the remaining two terms lead to: 

Equation (94) shows that two vorticity fronts have exactly time evolution behavior 

and the dominant motion is totally barotropic. Because the baroclinic compol~ent 

disappears along with the baroclinic instability mechanism so that the very long 

wave motion actially is stable. 

3 NUMERICAL CALCULATION 
We ran a numerical calculation to test the finite amplitude asymptotic theory in 

section 2. The numerical model we used was run by Stephen. P. Meacharn of M.I.T. 



His lllodcl also 113s a pcriodic disturbance but tlle depth ratio 6 is not rcstrictcd to 

small values. The parameter set we used was: 

The initial disturbance is given as a sine wave, with amplitude Li = 0.8, i = 1,2. The 

wave length is 24.9. Note that although the amplitude divided by the wave length 

is very small, i t  should be emphasized that the amplitude is not small compared to 

the width of the basic flow structure as shown in figure-8a,b. 

inite amplitude 

Fig-8a,b. The comparison of the infinitesimal distur- 
bance and the finite amplitude disturbance to the basic 
flow structure. 

Figure-8a is the infinitesimal amplitude approxilnation for linear theory and figure 

8b is our finite amplitude case. We can see clearly that in fig-% the vorticity front 

displacement is far from the center of the basic flow jet and this is the measurement 

of nonlinearity. 

The depth ratio 6 is a small number too which is a little far from tlie the real 

ocean, but it is still closer to the real ocean than the 1; layer model which has 

depth ratio 0. 

Numerical (Meacham's) results for the time evolution of the two vorticity fronts 

are shown in figure-9: 
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The solid litlc is tllc upper layer front and the daslied line is the lowcr layer front. 

The numbers below the curve are the nondimensional time t ,  which is related to 

our slow time unit T = t /125. 

This result shows that both vorticity fronts grow with time and the sinusoidal 

wave forms are preserved up until time (t = 300) in which the amplitudes grow 

without much harmonic distortion from 0.8 to 4. This behavior is just what the 

finite amplitude asymptotic theory predicts and explains. 

100 auu JVV 400 SW rlme 
Fig-10. The amplitude of the &id@ front8 veraru the 

time curved. The numerid r d b  agree well with the 
theoretical prediction up ta time t - 300. 

Figure-10 shows the maximal amplitudes versus time t curve. Again, the solid line 

is the upper layer front and the dashed line is the lower layer front. The asymptotic 

theory predicts that the two vorticity fronts grow with the same rate that 1 & I= 1. 

This is shown & the near identical L1 and L2 curves up to time 300 -. 400. After 

this, they begin to separating. 

The dashed-dotted line shown in figure-10 is the growth rate curve obtained 

from the exact dispersion relationship (20). The dotted line is from the dispersion 



relationship (21), which is the asymptotic form of (20) in the limit of small 6. As we 

can see, up to time t = 300, the numerical result and the exact dispersion relation 

prediction is very close. 

So up to time 300, the overall numerical result agrees very well with that of the 

theoretical prediction and hence verifies the theory. 

The reason why the numerical result differs from the theoretical result after t= 

300 is due to breakdown of our basic assumption. As at the begining, the maximal 

slope, or the maximal value of the is about 0.2 , but at  t=300, this increases to 

0.8 -- 1 and our basic assumption that it should be small is obviously being violated. 

At this stage, the higher order nonlinear terms must be taken into acounted as they 

are no longer small. 

One will note that the two theoretical curves (dashed-dotted line and the dotted 

line) give quite different growth rate estimates, the reason being due to the asylnp- 

totic expansion. On the limit of the very small 6 , they are supposed to be identical. 

So for the finite amplitude asymptotic theory, when 6 is not very small, it probably 

will not be able to give a good quanitative growth rate estimate. however it does 

give a good qualitative explantion of why the finite amplitude front can continu- 

ously grow without much harmonic distortion and why the exact linear dispersion 

relation fits so well with the numerical calculation. 

4 CONCLUSION 
I r e  have developed an asymptotic equation for the finite amplitude, baroclinic 

wave motion subject to the following assumption 

1: the depth ratio 6 is small 

2: the disturbance amplitude is of the same order of deformation radius 

3: the disturbance is periodic in the x-direction 

At this level of amplitude, there are no nonlinear terms so that the sinusoidal 

disturbance can grow without any distortion. The numerical calculation verifies 

this up to a certain time until the amplitude versus wave length is no longer small. 

Now some questions arises: 

Wliat determines tlie large amplitude disturbance? 
Wliat determines tlie Anal stage of tlie anlplitude equibriuni? 
Is there no equilibration? 



If we loolc back to the complicated nonlinear prinicipal equations (61) and (62) 

and the simplified asymptotic equations of (87) and (88), we can see that the simple 

form of (87) and (88) suggest that it is quite possible to go one more step to develop 

a relatively simple nonlinear theory for the next stage of evolution in which the 

amplitudes of the disturbance become comparable to the wave length. Thisstage is 

quite similar to that of the theory of Pratt and Stern (1986) in their 1; layer 'path 

equation' model which has large amplitude and small radius of curvature. Altllough 

our problem is two-layer with two vorticity fronts interacting, the small parameter 

6 will enable us to use the asymptotic expansion to simplify the equations. In 

addition, they don't have a mechanism to generate the large amplitude disturbance 

in their model but assume there is a such initial disturbance. In our work here, we 

have an instability mechanism to generate from the i~lfinitesimal amplitude to finite 

values. So it is quite worthwhile to go to this next stage to understand the whcle 

instability evolution process, and that will form the basis of our future work. 
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Barotropic Boundary Layer Separation Regimes 

R. Vance Condie 

1. Introduction 

In this report we use a regional numerical model to investigate boundary layer 

separation regimes for a steady, barotropic, quasi-geostrophic fluid. The steady 

potential vorticity equation is written as: 

J($, q )  = n V 2 q  where q = v2tl, + py. 

As general circulation models incorporate more complete sets of physics, several 

features in the outflow region of the western boundary current become dominant 

for both steady and time-dependent simulations. The figure below shows the timc- 

averaged circulation in a one layer quasi-geostrophic model. 
Cgssc, I z r l + ~ , y b d ~  + ~ C I P O  1'1 17) 

Figure 1.1 
The dominant feature in the figure above is the recirculation cell in the north- 

west corner of the basin where the boundary current separates from the coast. There 



is also a region, marked 11, which is reminiscent of Moore's (Moore 1963) theory of 
vorticity dissipation by a series of stationary, damped Rossby waves. Tllese features 
are not unique to the one-layer model and are observed in time dependent numerical 

simulations with multiple layers for both slip and no-slip boundary conditions (per- 

sonal observation of five and two layer QG simulations done by W.R. Young; and 

in a barotropic QG model, Panteleev(l984) respectively). A review of numerical 

experiments as well as ocean observations relevant to recirculation may be found in 

Cessi et al, (1987). 

The steady, one-layer, quasi-geostrophic model has the advantage of being ana- 

lytically tractable, and we consider the inertial boundary layer for different upstream 

(outer) conditions in sections 2 and 3. In section 4 we use scaling arguements td' 

determine the structure of a viscous sublayer imbedded within the inertial solution. 

At the end of section 4 we derive an analytical solution for the boundary layer in 

the limit where the viscous and inertial layers merge. In section 5 we investigate the 

effect of a northern slippery wall (V2$ = 0) on the separation as well as an outilow 

condition well below the northern wall. Preliminary results seem to indicate that 

dynamics of the separation region for the two cases are different. In the case of 

the boundary layer reaching the northern wall, anomalously low values of potential 

vorticity are dissipated in a well homogenized recirculation gyre. For runs with the 

outflow condition well below the northern boundary we find that the fluid dissipates 

the excess potential vorticity anomaly by setting up a damped series of standing 

Rossby waves. 



2. Inertial Boundary Layer 

In this section we determine the form of a steady, inertial western boundary layer 

for a prescribed upstream velocity profile. The steady, inviscid, quasigeostrophic 

potential vorticity equation is 

J(+, q)  = 0, (2.1) 

with boundary conditions 

In particular, we consider the case in which 

In the boundary layer u < u and a/ax > 8/ay, so that the relative vorticity is 

approximately 
av au av 
- - - %- -  ax a~ ax - ++t. 

Equation (2.1) in the boundary-layer then reduces to J($, drr + By) ES 0 or 

where F is an arbitrary function of tC, to be determined by the boundary conditions 

on the flow. Specifically, for large x, $,, -+ 0 and we have 

Inverting (2.3) for y = y($) we see that 

P ( E ) ' Y * = F ( I )  yielding $.,+py=py* ( )  (2.6) 

The case p = 1 corresponds to Fofonoff's (1954) solution for a uniform westward 

flow in the interior. It is useful to repeat that solution here to outline the method 
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of solution for all p, and the free streamline solution in the next section. If we let 
n r l/p, and a py+/4," then (2.6) becomes 

1 
Consider a solution of the form ?,b = ( y / y * )  4 (q )  where q = ~ / ( y / ~ * ) ' ,  then (2.7) 
is 

Choosing 8 = (1  - n ) / 2 n  and t) = x ( ~ * / ~ ) ( ' - " ) / ~ "  (2.8) becomes 

We integrate (2.9) resulting in 

where Cn is determined from the interior condition, using the previous definition 

a = py* /40n,  as 

At this point the solution of (2.10) is reduced to quadrature: 

and for the case n = p = 1 ,  (2.12) reduces to 

) 
3 

where b1 (&) . (2.14) 

It is necessary to only keep the decaying solution in x to satisfy the interior boundary 

condition for large x .  Pedlosky (1987) derives this same result for the case p = 1 

where 6r is the inertial layer thickness. 



It is also tractable to solve the case for large n, in which case the behavior of 

the solution is quite different. If we consider the limit as n --+ oo, then C U ~ "  tends 

to zero and (2.9) simplifies to: 

The solution is immediately obtained by integrating (2.15) twice 

No normal flow at the western boundary, q = 0 gives C2 = 0, and $(x, y) with tlie 

remaining constant Cl may be rewritten as: 

The remaining boundary conditions are satisfied on a .free streamline, x = t(y), 
such that 

+ ((eY>, Y) = 40, and Vtl, (t(y), Y) = 0- 

This solution is shown schematically below: 

IJI: 0 X 

Figure 2.1 
To determine l(y) and C1, we solve simultaneously: 



The result is: 

where 

Interesting characteristics of this solution are that the free streamline is contracting 

towards the western wall as y-112, and consequently to conserve mass the velocity 
is increasing as y112. The n + m limit corresponds to p -+ 0 in (2.3). For p 5 0 
the transport along y = 0 becomes infinite and the solution breaks down in the 

sense that there is no longer an inertial boundary-current along the western wall. 

This analysis suggests another class of solutions in which the incoming westward 

velocities decrease faster than algebraically as y -, oo and have finite transports. 

3. The Free Streamline 

The methods of the last section can be used to solve a slightly more complicated 

version involving a specified upstream velocity profile which is limited in its y exteut. 

We pose the probleni as shown below with given inflow profile $' and undetermined 

free streamline boundary y = l ( x ) .  

, . 
f = d  X 

Figure 3.1 



J(+, v2+ + PY) = 0. (3.1) 

with boundary conditions 

It is necessary to apply a second condition along the free streamline to determine the 

equation of the free streamline itself. It was pointed out during the GFD lectures 

that the following treatment in solving for the free streamline is only valid in the 
region of large y/y* . That is, we assume that any small velocity discontinuity in 

the inflow profle will become subdominant in the boundary layer analysis for large. 

values of y/y*. We solve this system for uniform inflow conditions: 

In the boundary layer, x < l-'(y), the relative vorticity is again dominated by 

v,, and we write (3.1) as : 

J(2Cl,$ZZ + PY) = 0 (3.4) 

Using the property that the potential vorticity is conserved along streamlines we 

have 

Equation (3.2) has been inverted for y = y($) in the inflow region where &(x) = 0. 

Defining C12 = PY*/$~ (3.5) is written as: 

We now proceed analogously to the previous section, but allow a y dependence in 

the function 4. That is we try a solution of the form 9 = (yly*) +(x,y). After 

making this substitution we have the system 



We try a linear combination of particular and homogeneous solutions with y depen- 
dent coefficients as  

409 r j  = - ( 1  + B ( y )  cosh pa: + A ( y )  sinh p x )  . 
Y * 

The condition rj(0, y )  = 0  sets B ( y )  = - 1 and application of the two conditions on 

the free streamline are sufficient to determine both A ( y )  and the equation of the 

free streamline, y  = l ( x ) :  

Y * - = 1  - cosh pl-I ( y )  + A ( y )  sinh p l - l  (y) 
Y 

(3.9) 

0 = sinh pt-' ( y )  + A(Y) cosh pl-I ( y )  ( 3 . 1 0 )  

The algebra is a littly messy but we find 

2 

A ' ( ~ )  = 2 (5) - (5) , and ( (1)  = y* 
cosh p x  

cosh px - 1 ' 

The solution including (3 .11)  is 

Y ~ O  ( ($) 2 ,  ' sinh p x ) .  $ ( x ,  y )  = - ( I -  cosh px + 2- - (3 .12)  
Y * 

One feature to stress in the solution above is the presence of an inertial bound- 

ary current beyond the point of westward zonal interior velocity. In fact, as long as 

there remains no interior velocity the stream continues up the western boundary. 

In limit of large y  and x  c p-I = ( r j o / ~ Y * ) 1 / 2  we expand l ( x )  as 

which shows that the inertial layer continually contracts, i.e. 

By continuity and since u < v in the inertial layer, we see that v ( 0 ,  y) goes as y1/2 

and is accellerating up the western boundary. This property will be considered 



in the next section where we append a viscous sub-layer to the solution. Presently 

however it is sliown that for any inflow velocity profile $*(y), with the condition that 

the zonal velocity vanishes at y = y* and having finite transport, in the asymptotic 

limit of large y the free stream shrinks like y-1/2. 

Consider the schematic diagram of the problem below: 

Figure 3.2 
Prescribing the upstream velocity u = -0 f / d y  on ye(0, y * ) we determine the 

boundary layer properties of the following system. 

For regions in the western boundary in which the relative vorticity is dominated by 

U z  y (3.15) reduces to 

$=z + PY F($) (3.16) 

since potential vorticity is conserved dong streamlines. We determine the form of 

F(G) from the upqtream condition as: 

and(3.16)beoomes $..+@y=@f-I($). 

If we now let $ = f (O)4 then 



We now consider the properties of the system in the limit of large y >> y*. Be- 

cause fl f -I($) is bounded by (0, y*) , the term on the rhs of (3.18) must become 

subdominant, thus the solution will behave as 

using 4(O, v )  = 1. The equation x = t(y) and constant C1 may be determined as in 

the previous section by simultaneously satisfying the conditions 

and we write the solution, with 4, E f (y*) - f (0): 

3 
where l(y) = (2) 

We have shown that in the limit of large y > y* , the inertial boundary layer 

shrinks as y-1/2, and by differentiating (3.20) with respect to x that the velocity 

along the wall increases as y'I2. The next step in the study of the western boundary 
layer properties is to append to these solutions a frictional sub-layer, this is done 

in the following section. 



4. frictional Layers 

In this section we pursue the effects of viscosity on the purely inertial flow. Treat- 

ing the viscous term in the steady barotropic potential vorticity equation as a small 

perturbation to the free stream solution we consider a balance between the north- 

ward advection and diffusion of relative vorticity along a western no-slip boundary. 

The relative vorticity is again dominated by v, so wB consider the boundai-y-layer 

approximation 

Integrating this equation once we have: 

where 4, is the stream function evaluated on the free streamline. In the viscous 
sublayer we have the balance 

and in the limit of large y (4.2) reduces to a member of the family of similarity 

solutions given by Falkner and Skan (Batchelor Ch. 5.9). In the previous general 
case $,(O, y) = (2p40)1/2y1/2, and we are able to obtain a similarity solution in the 

viscous sub-layer of the form 

We use the form of the similarity variable 17 to suggest that the viscous sublayer 

is growing proportional to y1/4 for our general inertial layer in the limit of large y. 

This suggests the possibility of the inertial and viscous layers merging. 

Two questions immediately arise in the analysis of allowing viscosity in t1he 

presence of the purely inertial boundary-layer. 1. How does the viscous sub-layer 

grow for intermediate values of y? 2. At what point does the sub-layer intersect 

the inertial layer, and what might be the form of solution there.? 

To study the viscous layer scaling in the region y > y*,  we return to equa.tion 

(4.3). Let $ I  be the inertial layer stream function. The advection of relative 

vorticity at the outer edge of the sub-layer then scales as 



and the diffusion of relative vorticity at the outer edge of the sub-layer scales as : 

Equating these two scales determines the sub-layer scaling: 

dU2 M Y Icy - - where Re = $30, Y)Y 
$ f ( o t ~ )  - Re K 

Using our analytic solution (3.12) we find 

The limit for large y is as expected, and 6, grows as y1i4, but in the intermediate 

limit y  > y* we see that the viscous sub-layer grows faster, as y 1 I 2 .  We visualize 

these relationships in the figure below, and answer the second question, at what 

point, A, do the viscous sub-layer and inertial layer merge. 

-- 
S, X 

Figure 4.1 

In the limit of y  >> y* (4.7) may be approximated by 



Equating this expression with equations (3.21), the asymptotic limit of the inertial- 

layer pinching, at y = h we have h = ( 8 4 . / p ~ ~ ) ' / ~  (4, = f(y*) - f(0)) and 
interestingly find that the boundary layers merge at 

where dM is the Munk viscous-layer thickness. 

We now seek a solution to (4.2) in the regime where all terms may be important 

for y > A. Choosing a solution independent of y the Jacobian term vanishes and 
we write the solution as a linear combination of the particular and homogeneous-. 

solutions, the result is 

+(x) = 40 ( 1 432 
1 - e - z / 2 6 ~  (z sin - + cos -1) 4 3 2  . 

2 6 ~  ~ S M  

We now combine sections 3. and 4. to formulate a scenerio for the evolution of 

the western boundary layer as it turns and flows northward. Initialy, close to some 

latitude y*, the inertial flow bends and accellerates northward due to the presence 

of the western wall, advecting with it anomalously low values of planetary vorticity. 

Due to viscosity in the system, high values of relative vorticity are generated at 

the wall in a viscous sub-layer which subsequently expands out into the inertial 

layer. As the stream accellerates further up the boundary we found that the growth 

rate of the viscous-layer became proportional to y1I4. At some latitude, A, the 

dissipation of relatively high values of potential vorticity through the sub-layer are 

able to completely balance the advection of planetary vorticity by the stream, and 

a non-accellerating Munk layer solution was found (4.10). This layer, independent 

of y, then continued up the western boundary. In the steady numerical model to 

follow it is seen that unless the stream comes into contact with a northern wall or the 

constant value 4, of the interior fluid is changed by prescribing an outflow condition, 

the stream will not separate from the western boundary. We thus conclude that 

there is no internal mechanism in a steady, barotropic, quasi-geostrophic boundary 

layer without bottom topography that will allow the western boundary layer to 

leave the wall. 

5. T h e  Regional Model 



It has been demonstrated that a barotropic model is able to simulate the es- 
sential features of tlie recirculation transport in eddy-resolving general circulation 
models (Boning, 1986). In this section we simplify tlie problem a step further 

by numerically simulating the separation region of a western boundary current. 

The numerical model uses Newton's method to solve the steady, one-layer quasi- 

geostrophic potential vorticity equation, (1.1), with dissipation modeled by. lateral 

diffusion. 

We choose the region outlined in figure 5.1 below as representative of both 

the boundary layer region studied in sections 2-4, and the outflow region. The 

meridional extent of the region was chosen as 1500km and the longitudinal extent 

as 750km. With these choices we are able to resolve structure 2 O(1Okm) in the' 

boundary layer. Figure 5. lb also shows the boundary conditions for the model. The 

boundary layer jet is described by an analytical expression for the stream function 

together with lClyy = 0. The western boundary satifies the no normal flow and no-slip 

conditions. The northern boundary is treated as the southern extent of a cyclonic 

gyre, zero wind-stress curl line, hence $,, = 1C, = 0. It was pointed out in the GFD 

talk that a true, no-slip, northern wall may be an interesting future consideration. 

Two conditions are considered for the outflow region along the eastern boundary, 

and we outline these expressions as well as the analytical expressions used for the 

boundary layer jet below. 

?Wk'- 

Figure 5.lb 



The Inflow Region 

The boundary layer inflow jet is prescribed initially, at y = 0, with separation 
between the inertial and viscous sub-layer boundary widths. This condition is cho- 

sen in order to study the adjustment region as the two layers merge. The profile is 

given by: 

where, for runs performed this summer, the following parameters were used. 

The transport in the jet corresponds to 18 Sv for a 1500 rn deep layer, and Eur 

tc < 1000m2/s, we expect X > 0, that is, some separation between the inertial and 

viscous sub-layers. The profile of the jet is summarized in figure 5.2 below. 

~ r r f l o w  j e t  

Figure 5.2 

The Outflow Region 

Two experiments were run with different outflow conditions. In experiment 1. 

we chose an exponential profile of the form: 



In experiment 2. we removed the fluid well below the southern wall by imposing : 

$.(y) = (1 - tanh - 

These profiles can be seen in the form of the stream function in figures 5.3 and S.5 

respectively. 

Model Results 
A description of the results will be divided into two parts: the exponential 

profile, Experiment 1, and the sech2 profile, Experiment 2. 

Experiment 1: Figure 5.3 shows two runs for the exponential outflow profile. 

The upper two panels, from right to left, show the stream function and potential 

vorticity contours for an eddy-viscosity, n = 1000 m2/s. The values on the contours 

are non-dimensional and may be dimensionalized using the constants in Fig. 5.2. 

The lower two panels are again the stream function and potential vorticity, but in 

this run the eddy viscosity is reduced by a factor of almost 3 ( K = 350 m2/s). l'he 

most striking difference is the recirculation gyre which develops as the viscosity is 

reduced. This is consistent with the idea that the onset of recirculation is sensitive 

to the ratio: (Ierley, 1987) 

That is, as we reduce n, r beomes larger and for some critical value n ( x 500 m 2/ s )  

we see that the boundary layer is non-compliant and the boundary layer significanlly 

effects the interior flow. 

Our expression for X derived in section 4. is only approximate, and as can 

be seen in Fig. 5.4, the relative vorticity $,, along the western boundary quickly 

adjusts to the Munk solution within a distance y x 400 Em from the southern 

wall. A lack of resolution prevented further derease in n, but from other runs it is 

clear that the recirculation continues to intensify. The value of homogenized q also 

decreases for decreasing values of eddy-viscosity. These decreasing values of q are 

due to lower potential vorticity anomalies being advected in the boundary current 
as the flow becomes more inertial. (See Ierley and Young (1988) for a more detailed 

analysis of how the value of homogenized q scales with varying eddy-viscosity). 



Experiment 2: Fig. 5.5 shows two runs for K = 1000 m2/s and rc. = 250 77z2/s for 

outflow paralllctcrs y, = 800 kin, a = 400 bin. Li this case tllc regiou of boundary 

current separation is very different from Experiment 1. Rather than develop a 

recirculation gyre to dissipate anomalously low values of potential vorticity, the 

flow sets up a series of damped stationary Rossby waves. Although not shown here, 

the transition of the steady solution from the K = 1000 m2/s  case to K = 250 m2/s 

is continuous in the sense that the amplitude of the standing wave grows smoothly 

as the eddy-viscosity is reduced. 

Figure 5.6 is a comparison between the model relative vorticity ,$,,, and the 

analytical M,unk expression (eq. 4.10). For K = 1000 m2/s  we see in Fig. 5.6a 

that the flow in the boundary layer adjusts to the Munk type solution over a short' 

distance, y 200 km. In contrast, for the run K = 250 m 2/ s  we can see in Fig. 5.6b 

that the relative &city of the model boundary layer never reaches that predicted 

by our Munk solution. We also see in Figs. 5.5 that the overshoot of the boundary 

layer, as it leaves the western wall, is increasing as the amplitude of the standing 

waves increase. 

6. Conclusion 

A simple one-layer, quasi-geostrophic model for two regimes of western boundary 

current separation has been studied. Bringing together ideas on the analytical 

structure of the boundary layer and numerical results, we have shown that the 

western boundary current separates in the region of a northern wall or a non- 

homogeneous interior outflow condition. The nonlinear Munk solution derived in 

section 4 is partially verified by considering the value of relative vorticity at the 

western wall. 

The most relevant conclusion to be drawn from this project is the persistance of 

the damped Rossby wave solution in experiment 2 for lower values of eddy-viscosity. 

Papers by Ierley and Ruehr(1986) and Ierley(1987) suggest that boundary layer 

solutions are unstable for the ratio 6r /6 ,  > r,, which excludes the possibility of 

a Moore type solu'tion. For this reason we remain skeptical of the stability of the 

stationary Rossby wave solution found in experiment 2. 

In all runs this summer, the boundary layer contracted towards the Munk so- 

lution over a short meridional distance, and we were not able to model the possible 

effects of free boundary layer streamlines which do not pass through a viscous layer. 

Further analysis on these topics will further the understanding of western bundary 

lager separation regimes. In particular, one question remains which deserves im- 



mediate attention: How does the northern wall effect the high amplitude Rossby 

waves?. Higlier resolution experiments would allow for a more inertial flow and 

hence higher amplitude waves. Higher resolution runs would also allow insight into 

the role of X , the merger point of the viscous and inertial boundary layers. 
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CONVECTION WIT13 HEAT SOURCES 

Sandip G hosal 

ABSTRACT 

The stability of a fluid layer to convection is studied when the medium has a 
volume distribution of heat sources proportional to the mass and linearly dependent 
on temperature. It is shown steady convection can occur for a class of boulidary 
conditions even when the background static temperature gradient is subadial~ati,~. 
The convection then occurs on very large horizontal scales. 

1 INTRODUCTION 

The condition of hydrostatic equilibrium in a star is 

where p, p, g are pressure,density and local acceleration due to gravity at radius 

r. If M and R are the mass and radius of a star, 

With 



c=speed of acoustic waves in the medium. 

Therefore any departures from equilibrium conditions in a star is neutralized in a 

typical time of t = R/c ~ 1 5 0 0  set.- 1 hour. Since stars are observed to remain 

constant on much longer time scales, we draw the very important conclusion that 

stars are in a state of llydrostatic equilibrium. 

The main balance in this equilibrium is gas pressure balancing gravity. Using the 

ideal gas law 

(k=Boltzmann's constant, p = atomic weight =10-27kg for hydrogen) we have 

c2 = P / p  = k T / p  which gives T x 1071C as a typical temperture inside stars.This 

temperature is sufficient to maintain nuclear reactions in the core which is the 

source of the star's energy.This energy can be carried to the surface by three possi- 

ble mechanisms : conduction, convection and radiation. Conduction can be shown 

to be almost entirely negligible in stars. Radiative transport is always present and 

convective transport can occur under certain conditions. Schwarzschild's critcrion 

is used to decide whether or not convection can occur in a given layer of tlie star.The 

condition is, a layer is convectively unstable if 

where C, = specific heat per unit mass at constant pressure.[l2] 

In the derivation of Schwarzschild's criterion the effects of viscosiby and lieat 

sources are left o u t . ~ h e  motivation for this work is to try to gain some insight into 

how the presence of temperature dependent heat sources affect Schwarzschild's cri- 

terion.(We are trying to model the situation where heat is being generated in the 

medium itself, due to nuclear fusion- a strongly temperature dependent process.) 



The question of convective stability is very important for stars. Firstly, it decides 

whether or not mixing is going on at the core bringing in fresh fuel tllercby keep- 

ing the reactions going. Another reason is, if a region inside the star proves to be 

convectively unstable, usually the convection is so vigourous that we may take the 

temperature gradient in such regions as the critical gradient for onset of convec- 

tion.This situation is called "convective equilibrium" The Schwarzschild's criterion 

therefore decides 

(a) which regions are unstable and 

(b) what temperature gradient should be used in the unstable region. 

Thus, any modification of the Schwarzschild's criterion would have profound imGli- 

cations in terms of integration of the stellar structure equations. 

In this study we will be looking only at thin layers of fluids. This may be relevant 

either if 

(a) we are looking at high radial modes, or 

(b) we are looking at a star where the fuel in the core is exhausted and nuclear 

burning is going on in a thin layer around the core. 

2 THE BOUSSINESQ EQUATIONS 

The basic equations expressing the conservation of mass, momentum and 

energy in a fluid are 



Here p is the density, is the velocity, p the pressure, T the temperature and S 

the entropy per unit mass at point (x,y,z) at time t. Q is the heat gained per unit 

mass of the fluid at (x,y,z) per unit time and it is specified by the physical situation. 

p is the molecular viscosity coefficient and the z-axis is chosen vertically upwards. 

For liquids we also have the following equation of state 

where cr is the coefficient of expansion. For a liquid it is reasonable to assume the 

density is constant except on the right hand side of equation (2-2) where it drives 

the bouyancy effects. This is the Boussinesq approxima.tion [I]. Using 

where C, is the specific heat per unit mass at constant volume k(T) is the co- 

ductivity and E(T) represents heat generation within the body of the fluid, (Note: 

viscous heating can be shown to be negligible in such problems.) 

v * u =  0 . - .  . . .. . . - *  ( 2 -8 )  



K = k/poC, is called the thermometric conductivity and 6(1) = E(T)/&CVE~,~- 

tions (2-8) to (2-10) are the Boussinesq equations for a liquid with heat sources. We 

will study the situation of an infinite plane parallel region of fluid. (See Fig 1) If we 

write down the boundary conditions of continuity of temperature and heat flux at 

a boundary and use the exact solution of the heat conduction equation inside the 

solid then it is shown the boundary conditions at z=0 or d within the liquid can be 

written as 

where Bm conductivity of solid/coductivity of fluid.[2] When the solid is a perfect 

conductor this reduces to 

and when the boundary is perfectly insulating 

For boundary conditions on the velocity, we have, the vertical velocity must van- 

ish at  the boundary 



Furtlicr we liave 

either 

depending on whether the fluid is in contact with a rigid surface or is free. Using 

equation (2-15), (2-16) and (2-8) we also have 

(free) 

(rigid) 

- 
Here u=(u,v,w) 

I 

3 LINEAR THEORY 

Let I( (T) = KO C I T )  
and 



where C(T) and S(T) - 1 In steady state, = 0 & = 0 and equation (2-8) 

to (2-10) gives 
at 

We will assume the steady states to be independent of x and y, 

When S(T) = 0 and C(T) = 1 equation (3-2) gives 

i t )  = T, - (32 

where (3 = , - dT~/d3 is determined from boundary conditions. In the 

general case we will define /3 such that 



If we perturb equations (2-8) to (2-10) about the steady state, 

then to first order in the small quantities 8, n and u 

If we scale all lengths by d, all times by 62/v (the diffusion time for momen- 

tum) all temperatures by pd ( N  temperature difference between top and bottom) 

the pressure by pogd and the velocities by ~ ~ / d  then equations (3-6) to (3-8) become 



where 

are dimensional numbers. R is called the Rayleigh number, a is the Prandtl ilum- 

ber and Q2 will be called the Ed number. One can eliminate u,v and T from the 

seven equations (3-9) and (3-10). Taking the curl of the curl of (3-9) and writing 

it 'S z-component , 

where 

4 REVIEW OF KNOWN RESULTS 

For the moment let us take the conductivity to be constant and heat sources to 



be zero. 

Then equation (3-10) and (3-11) become 

In this section we deal only with the constant temperature and constant flux 

cases. Therefore (in dimensional units) 

where kp=specified heat flux (in fixed flux case) 

and p = AT/d (in the fixed temperature case. AT= the temperature diffe~ence 

between top and bottom.) 

Therefore 

In non-dimensiond units 



If we assume solutions of the form 

then (4-1) and (4-2) gives 

where D=d/dz and .k = . For fixed R, 0, ,d and k equations (4- 

4) and (4-5) together with the appropriate boundary conditions form an eigenvalue 

problem for p. It may be shown, the eigenvalues of equation (4-4) and (4-5) are 

always real. (See Chap2 of [4] also Appendix A) This is often called "The principle 

of exchange of stabilities". For R=O one can show all the eigenvalues are negative 

for all k. Therefore the system is stable. As R is inreased keeping k fixed, a critical 

value is reached when the largest eigenvalue becomes zero. This is the marginal 



state. If one plots R at marginality as a function of kZ then for R above this curve 

the system is unstable and below it it is stable.At R = %  (m~faina(.) we have 

steady convection. The case of fixed temperatures at the boundary was first studied 

by Rayleigh [5 ] .  (also see [4] for a detailed discussion of the linear theory) and this 

problem lias been studied extensively since by various authors. (See table 1 of [ 6 ] )  

The R vs. k2 curve is shown in Fig 2. The value of R, depends on the velocity 

boundary conditions (see Table 1) 

The case of fixed flux was first studied by Jeffreys [7] and subsequently by Sparrow, 

Goldstein and Jonsson [8] and Hurle, Jakeman and Pike i ~ d .  The striking feature is 

the critical horizontal wave number at  the onset of convection, k,=O. The values '6f 
R, in the various cases are shown in Table 2 

5 COMPRESSIBLE MEDIUM 

If the medium is compressible the Boussinesq equations (2-8) to (2-10) are not 

strictly valid.However, Spiegel and Veronis have shown [3] for an ideal gas if 

(a) the depth of the fluid layer is much less than any of the scale heights of the 

variables in the problem and 

(b) if the motion inducedfluctuations in the pressure and density do not exceccl in 

order of magnitude the total static variations of these quantities 

the equations of compressible convection reduce to the Boussinesq equations with 
I 

C, replaced by C, (=specific heat at constant pressure per unit mass) and TI ( 3 )  in 

equation (3-7) replaced by T; ( 3 )  + 9 / cr (dimensional units). When T;: - (3 
(aconstant) we get after rescaling O, equations (4-4) and (4-5) with the minor modi- 

fications - 

a = v/lco where no = k/poCp (C, in place of C, ) 
and 



&cause of this result we can immediately take over any results found for liquids to 

the compressible case.Note however, the Rayleigh number defined in this generalized 

sense can be either positive or negative.For an isentropic atmosphere it can be shown 

that the temperature gradient is g/C,. Therefore when the imposed temperature 

gradient /3 > g /C ,  or R > 0 we say that the static state is superadiabatic and when 

R < 0 we say it is subadiabatic. 

6 STEADY SOLUTIONS 

Let us look for steady state solutions of equation (3-2) with fixed fluxes at both 

boundaries- 

Assume C(T)=l and S(T)=l+sZT where s2 is a positive number.Then, 

Integrating both sides with respect to z from z=0 to z=1 and using equations 

(6-1) and (6-2) we get the constraint 



wllich simply means nett heat leaving the system = heat produced by the internal 

sources. 

The exact solution of equations (6-1) to (6-3) is 

where 

In the limit x x 0 (weak source or arbitrary source with weak temperature de- 

pendence.) 

Then 

To avoid complications due to nonconstant coefficients, in our future work we will 



In nondimensional units 

7 ASYMPTOTIC EXPANSIONS FOR CRITICAL R 

As in section 6 we take C(T)=l,  S(T)=l+s2T and T;(Z)= -1 in equations (3-10) 
and (3-1 1). Also assume 

and 

Then 



As long as R>O the principle of exchange of stabilities holds, that is, 11n(p)=O. 

(For proof see Appendix A) 
Let us look for the marginal states p=O. Putting p=O in equations (7-1) and (7-2) 

Equations (7-3) and (7-4) together with the boundary conditions,for fixed k de- 

fine an eigenvalue problem for R.The smallest of the eigenvalues give the marginal 

R.We may expect on physical grounds that W and O are finite at k=O.The rcsult 

we are going to derive now is valid even when T;(Z) and E ' ( T ~ )  are not constant. 

Let us therefore generalize equations (7-3) and (7-4) to 

Theorem: If llT is finite at k=O and the boundary conditions are those of fixed 

flux then R must, be singular at  k=O except for special choices of g (discussed later). 

Proof: Combining equations (7-5) and (7-6), 



Let us assume if possible R+ Ro (as k+O) and W=km+ where 4 -+ 40. Here 

m10 and &,do are finite.Then taking the limit k+O in equation (7-7) 

Let G=D4do.Then from equation (7-5) the condition of fixed flux a t  the bound- 

aries is 

and going to the limit k-+O 

Equations (7-8) and (7-9) may be written as 



We assume g(z) is sufficiently well behaved so that the conditions of existence 

and uniqueness of solutions of equations of type (7-10) are sakisfied. 

Let G=G1 be the solution of equation (7-10) for 

If G2 is any other solution which satisfies DG2(0)=0 then G2=CGl for some con- 

stant C.Indeed, assume that this is not true. Let G3=G2/G2(0). (G~(O)#O since 

that would imply G2 = CG1 with C=O). Then G3(0)=1 and DGs(O)=O.The unique- 

ness theorem then gives Gg = GI or GZ(z)=G2(0)G1 =(constant)G1 contradicting 

our hypothesis. 

Therefore all solutions of (7-10) satisfying DG(O)=O are given by G(z)=CGl (z) 

for some constant C. (See Fig 4). For nontrivial solutions for G (which is essential 

for nontrivial W) ~ 4 0 . ~ h e n  the second b. c. of (7-11) gives 

Equation (7-13) is in general not true for arbitrary functions g. Using (7-lo), 
(7-13) can be put in the form 

(Q.E.D.) 

If g=O equation (7-14) is satisfied which explains the finite critical Rayleigh num- 

ber in the fixed flux case at  k=O (without heat sources) discussed in section 6.If 

g(z)=w2 (where w = 0s) as in the present case Gl(z)=coswz + 



Therefore 

if and only if w=nr (n=O, 1,2,. . .) 
Therefore when there are heat sources R(margina1) at k=O can be finite only for 

discrete values of the Ed number. 

This is true for a more general g. There exists only discrete values of the heating 

parameter(s) for which R(margina1) at k=O is allowed to be finite. In the generic 

case R is singular at k=O. 
At this stage we could stop and turn over the solution of the eigenvalue problem 

(7-3), (7-4) to the computer. However we will pursue the analytical investigation for 

a while and see what else we can learn about the general behaviour of the solution. 

The distingui~bed limit: When w=O, k,=O. But when W#O from the above discussion 

we may expect that the R vs. k 2  curve has a corner (See Fig 5) which gradually 

gets smoothed as w is increased. R as a function of k2 and w may be expected 

to look something like Fig 6. Clearly there is a discontinuity at the origin. If we 

approach the origin along some curve in the k2-w plane, R reaches some limit which 

in general depends on the path chosen. If we study these limits we may glean some 

information regaiding the behaviour of R near the origin. This procedure is called 

"the distinguished limit". 

Let the parametric representation of the curve be 



We further expaxld R , 0  and W in the small parameter e2 

= a, + E'R, + g4f tz  + -.-• . * ( 1 -17 )  

Substituting (7-15) to (7-19) in (7-3) and (7-4) and equating coefficients of like 

powers of E we have 

for the lowest order. Equation (7-20) together with the b. c. DOo=O at z=0,1 + 
Oo=l. (Linear theory does not determine the absolute amplitudes so we are free to 

choose the normalizations.) Substituting this in (7-21) 



wliere P(z) satisfies 

and the constants of integration are determined from the velocity boundary con- 

ditions. P(z)  is evidently a fourth order polynomial. We will not write down the 

explicit form for P(z)  in various cases but will refer the reader to [9] or [2]. 

To next order equation (7-4) gives 

Substituting the values for Oo and Wo, 

Integrating equation (7-25) from z=0 to 1 and using the b. c .  DOr =O at z=0 and 

1 we have the following consistency condition 



\ 
Z 

(Note: 5, y ( 3 )  d t  $ 0 ) By suitably choosing 4 0  I Ro we see from (7- 

26) we can reach negative values of &, even - 69 . This suggests our guess as 

to the behaviour of R vs. k2 at  small k and w shown in Fig 5 is quite incorrect. 

Instead the curves should look more like Fig 7.This is such a remarkable result we 

will verify it by an independent method.But first we need a variational principle. 

8 VARIATIONAL METHOD 

Let us generalize the O boundary conditions to 

where y is a parameter.By varying y from 0 to 7r/2 one can see the entire spec- 

trum of b. c. from the fixed flux to the fixed temperature extremes. Also, 

Multiplying (7-3) by W and (7-4) by O and integrating from z=0 to 1 



I 

Eliminating from (8-4) and (8-5) 

- - . .  . ( 8 - 0  
(The boundary terms drop out by virtue of (8-3)) 

Putting all that back in (8-6) we have 

30)'+ [P -Q ' )~ ' )  d z  -L@38], I 
I - = I: C (  

(oLw>\+ 2k2 (DIJ)' + k4 M' ] 

In equation (8-7) O and W are eigenfunctions of the eigenvalue problem for 

R.Define a functional 

where the only restriction on W and O is that they satisfy the b. c. (8-1) to (8-3) 

and they are 'well behaved' functions. 

It is proved in Appendix B if W and O are eigenfunctions of the problem then 



Note however in the case wf 0 (8-9) does not in general represent a global maxi- 

mum or minimum. To see this let us restrict ourselves to the fixed flux b. c. If we 

take C3 in the form of a sine wave then as A + 0 , S ( ~ ( 9 ) '  * o" while 

5 0 remains bounded (See Fig 8). Therefore A has no upper bound. Now 

take 0=C. Then for k < w , A - 3  -00 as C --j 5 w  so 

that A has no lower bound. 

We can still use this variational principle however since (8-9) says if we guess an 

eigenfunction which is close to the correct one our error in A will only be in the 

second or higher orders. 

For the rest of this section we use the free b. c. Let us take as our trial function 

the exact solution for the fixed temperature problem with no heat sources. 

W = AinW . _ - . . . .  fs - l a )  

(See [4]) Substitute this in (6-4) 

and solve (8-11) to get the trial function for 0. 

For w > Ic we have 

where d = ,/ul -kZ 
For w < k we have 

Bx - P t  @ = h e  + B e  + dth ii t _ _  - . .  ( 8  - 13) 
v L +  p' 



Here A and B are determined by the b. c .  (8-1)  and (8-2).  If we substitute these 

trial functions in (8 -8)  and evaluate the necessary integrals, we have 

Solution 1: ( k  > w )  

where 

Solution 2: ( k  ( w )  
a- 



where 

LIMITING FORMS: 
Cas e ( i )  

If we set w=O and y=7r/2 (See (8-2)) solution 1 gives the following limiting furtns 

for k -) 0 and k 4 00 . 

Chandrasekhar gives the following exact solution for the case of fixed temperature 

at both boundaries and free b. c. for the velocity [4]. 

Therefore 



Therefore we see the effect of keeping the flux fixed at the lower boundary instead 

of the temperature introduces a factor 3 on the right hand side of (8-17).Othertvise 

the two solutions have the same general behaviour. (Note:Our solution differs f ~ o m  

Chandrasekhar's because we have kept the fixed flux b. c. at the lower boundary.) 

Case(ii) If we set w=O and y=0 (fixed flux case with no heating) solution 1 gives 

in the limit k+O, 

We see the variational method not only captures the unique feature of the Rayleigh 

number becoming finite at k=O in the fixed flux case (see section 4) but gives an 

excellent approximation for % = ;Lt R . The exact value is 120. It +o 
Case(iii) For the general b. c. (S-2) we have using solution 2 

Therefore 



If we put k=w directly in (8-11) and proceed with the analysis, we get the same 

answer.Also note (8-20) gives R=O for the fixed flux case. 

Using all this information we put together Fig 9. If we consider only small w then 

there is no qualitative change in the R vs. k2 curve for the fixed temperature case. 

As we shift the b. c. towards the fixed flux case, there is some value 

at which constant(#) in ((3-19) becomes 0 and R is finite at k=O. Below 

(7 < Y,), $9 - 00 as k+O. When w=O, y,=O. For small but finite w, y, > 0. 

It sllould also be noted that for R < 0 the principle of exchange of stabilities 

proved ill Appendix A is no longer valid, as a result overstability is possible. I l la t  

is, if R is above the marginality curve in Fig 7, the system is definitely unstable. 

However if R is below the marginality curve and R is negative then the system may 

still go unstable through growing oscillations or overstability. 

This phenomenon of the marginal Rayleigh nurnber going to minus infinity can 

be very roughly understood as follows.When there are no heat sources, the stability 

criterion can be understood from the following picture. Imagine a fluid elenlent 

at the bottom is given a small upward velocity. The time scale of its motioli is 

t- d 2 / v .  If the conductivity is large enough so it can get rid of its extra heat and 

come into thermal equilibrium with the surrounding cooler fluid withi11 this tilne 

then the system is stable otherwise it is unstable [lo]. When the fluid has illtc~.nal 

heat sources however, a different kind of instability can occur. This depends on the 

answer to the following question: is the heat produced per unit time by the sources 

in a given parcel greater or less than that conducted away per unit time? If it is 

greater the parcel will keep getting hotter and start rising irrespective of what the 
8 

viscous time scale is. I think we are seeing two distinct mechanisms in Fig 9. When 

the b. c. are close to the fixed temperature case conductive losses are relatively 

high and the onset of instability is controlled by viscosity just as in the case with 

no heat sources. As we approach the fixed flux case the isotherms diffuse into the 



constant(w) can be positive, negative or zero depending on w and y. In the fixed 

flux case (y=O) 

In the case where the upper boundary is fixed hn\.(lower boundary is always at 

fixed $,L*x ) we have (y=n/2) 

The right hand expression is positive for w < 7r/2. 

Note in the general case solutions 1 and 2 match at k=w and the common value is 
A 



boundaries lowering the temperature gradients and therefore conductive losses till 

a "pinch off" is reached and the second kind of instability takes over. This kind 

of instability is insensitive to viscosity therefore it sends the marginality curve to 

minus infinity. To isolate this second kind of instability "in pure form", in the next 

section we do the linear theory in the absence of viscosity. 

9 CONVECTIVE GROWTH RATES WITH NO VISCOSITY 

We write (3-6) to (3-8) setting 

$ - 0  

We adopt the scaling - 



and take the z-component of the curl of curl of (9-1) 

where 

VITe look for solutions of (9-3) and (9-4) in the form 



Then 

with the b. c. 

(Note: We have less b. c. because (9-5) is of second order instead of fourth order.) 

It can readily be proved (the method is shown in Appendix A ) that for aR > 0, p 

in the eigenvalue problem (9-5) to (9-8) is real. Eliminating O between (9-5) and 

(9-6) 

We look for solutions of (9-9) in the form r~ e /Ut .Then ,  



which has the four roots p=+m,-m,+n,-n where, 

2 

(If the quantity under the squareroot sign is negative we understand the solut,ion 

with the positive imaginary part) 

Since the system (9-5) to (9-8) have parity (z-4-z) invariance there exists a basis 

collsistillg of even and odd solutions. Therefore the solutions of (9-5) and (9-6) iLre 

(odd) (4 = A Ubt) t B a h t )  -. (q- 11-4) 

(Note: in this section z goes from -1 to +1) Let us first take the even solution. 



(9-7) can be written as 

Substituting (9-11-b) in (9-8) and (9-12) we have 

which gives the solvability condition 

with m and n expressed in terms of p, (9-15) determines the permissible values 

of p. 

With the odd solution we get 



Limiting form (even): 

Let us put w=O and look for solutions in the form 

where e is a small parameter. Substituting in the expressions for m and n and 

keeping only lowest order terms in e we have 

Let us assume R/po to be positive. Substituting k=koe and (9-18), (9-19) in (9- 

15) and retaining only lowest order terms 
rn 



which has solutions 

In = o  

(9-21) is incompatible with b. c. and the solutions of the trancedental equation 

(9-22) are m=ml, (1=1,2,. . .) (see Fig 10) 

Therefore 

The fastest growing mode is 



(if we approximate ml by 3 ~ 1 2 )  So we have a set of unstable solutions for R > 0 

and a set of stable modes for R < O.Let us see how these results are changed when 

we put back the heat source. 

With w finite let us do the expansion as follows 

We then have, for po > u2 

and for po < u2 

In the first case (9-15) gives 



In the latter case (9-15) gives 

Therefore the general solution is 

(where 1=0,1,2,. . .) For w small only one mode is unstable viz. 

irrespective of what the Rayleigli number is. The situation is shown in Fig 11 .  

Limiting f o r m  (odd) :  

If u = O  the only difference with the previous case is in (9-22) which now becomes 

With the heat sources we do not get solutions for p that remain finite as k+O.lVe 

do not investigate this any further. 



10 CALCULATION OF GAMMA (CRITICAL) 

We write equations (7-3),(7-4) and b. c. (8-1),(8-2) in the following way 

We want to find the critical value of cr, a = a, for which the Rayleigh number 

becomes finite at k=O. 
Let ~ = K E  and let us expand R,a,O,W in asymptotic series in e (w is kept constant) 



Substituting in (10-1) and (10-2) we have to lowest order in E ,  

Equation (10-6) + 

0, - 

Equation Qb3) then gives B=O =+ 

Equation (10-4) gives to the lowesb order 

Using (10-7) and (10-8) 



To obtain nontrivial solutions for Oo we must have 

. - . - a  ( I  ro- 1 4 )  

Let us go back to the variational calculation of R in section 8. Equation (8-19) 

gives 

where 

Therefore y, corresponds to 



This is the same as (10-10) if one remembers, by definition CY =tany. 

Let us continue further to calculate &.Substituting Oo=coswz (we normalize to 

A = l )  in (10-5), 

Therefore 

bsdt + A 33* )+8$+~; t  + b  
u4 1 



The other three b. c. determines A,B and C. Note A,B and C depend only on w 

. . ( 1 0 -  1 3  ) 
Equations (10-1) and (10-2) give to the next order 

Using (10-7) and (10-13) in (10-15) 

where 



Let 01=x2f(z) be a particular solution of (10-16) where f depends on R and w but 

not  then the general solution of (10-16) is 

The b. c .  (10-3) and (10-4) give 

Equations (10-18) and (10-19) =+ 

Equation (10-18),(10-7) and (10-20) gives 



Using (10-10) and (10-21) 

This is a relation between &,@,al and K .  (Note: f contains w and & as pa- 

rameters.) We know & depends only on w and is independent of crl and K .  If we 

set a 1 = O  in the above equation, both crl and K drop out and we are left with an 

equation for determining &. 

f(z) is a solution 0f.a forced oscillation problem with an anharmonic driving force. 

It can be expressed as a Fourier series with w as the fundamental frequency. 

11 CONCLUSION 

We have found, the presence of heat sources in the medium can give rise to an 

instability that may bring into question the validity of using the Schwarzschild's 

criterion as a, test of convective stability. The model studied here is certainly ol,er- 

simplified. In real stars the internal heat sources depend 0.n tempera-ture according 

to power laws with very large. exponents. Also since we are finding instabilities with 

very large horizorital scale+ the infinite plane parallel model is no longer a valid one 

- we will have to take into account the spherical shape of the star in any serious 

model of the phenomenon. This work is nothing more than a preliminary investi- 

gation whose main conclusion is that the more realistic version of this problem is 



worth investigating. 
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A Two-Layer wind- riven Ocean With Recirculation 

Richard A. Jarvis 

In a two-layer, rectangular ocean model where the lower layer does not become exposed 

through outcropping, the lower layer is usually assumed to  be motionless. Young & Rliines 

(1982) showed that conservation of potential vorticity can lead to regions being cut off from 

control by eastern boundary conditions and therefore able to d o w  motion in the lower layer. 

The quasi-geostrophic model of Young & Rhines (1982) is extended to  the shallow-water 

case, thereby allowing for the possibility of surfacing of the, lower layer, with the weslcrri 

boundary considered fundamental in the determination of flow in the interior, as shown 

by Ierley & Young (1983). We formulate tile problem for the interior and the western 

boundary in terms of the two layer depths and, by treating the solution as a perturbat ion 

to  the l i- layer solution, we reduce the problem to a set of quadratures of known functions 

and arbitrary functions of latitude y, which can be solved much more simply than the full 

partial differential equations. 

1. Introduction 

The separation of the Gulf Stream has long been of interest to  oceanographers, with two 

diflerent theoretical approaches being taken. The first school of thought treats the sepa- 

ration mechanism as being essentially barotropic, but this is not the approach taken Ilcre; 

we are taking the view of Parsons (1969), and later Veronis (1973), that separation is as- 

sociated with the surfacing of the thermocline, with cold deep water outcropping to i,he 

nortll-west and  thereby diverting the Gulf Stream. Tliis is consistent wit11 the olserva I ion 

of cold water north of the warm, separated Gulf Stream. 

The simplest model that one can employ to investigate this mechanism is two-layer, and 

the Parsons-Veronis model treats the lower layer as being quiescent, even when exposed. 

This is partially based on the idea that the lower layer is not directly driven by wind 

stresses prior to  outcropping. Kamenkovich & Reznick (1972) studied the effects of wind 

driving upon the lower layer once outcropping has occurred, finding the original Parsons- 

Veronis model to  be robust to  the inclusion of direct wind forcing. Rhines & Young (1982) 

suggested a mechanism whereby motion in the lower layer can occur in the absence of 

direct wind forcing and developed a quasi-geostrophic model to describe it. The dynanlical 

balance proposed was between the interfacial driving of the lower layer by the upper layer 

motion and some dissipation mechanism in the lower layer, such as bottom friction. This 
can occur only in regions 'cut off' from the influence of the eastern boundary. Any fluid 



column that may be moved to  the eastern boundary in such a manner as to  conserve its 

potential vorticity must have originated from a region of no flow. Young & Rhines (1982), 

and later Ierley & Young (1983), extended the quasi-geostrophic model to  wind forcings 

for which a western boundary layer exists. It is our intention to extend the Rhines-Young 

model t o  a situation in which outcropping may occur by using the shallow-water equations. 

The ultimate aim is to apply the model presented here t o  the case of a separated boundary 

layer. 

In the following note, we shall begin in $2 by formulating the equations which govern 

the system. The ocean is modelled as rectangular and two-layered, with an anticyclonic 

cosine zonal wind stress. There is an interfacial drag between the layers and ultimately 

the dissipation mechanism is bottom friction. In $3, we determine the conditions under 

which a region of the lower layer may become isolated from the eastern boundary conditions 

and in $4 discuss the nature of any possible lower layer recirculation within that cut off 

region. Taking the main result of Ierley & Young (1983) as a guide, namely that the 

western boundary layer is instrumental in determining the lower layer flow, we devclop 

western boundary layer equations in terms of the two layer depths in $5. These equations 

are nonlinear, partial differential equations which in general require a numerical soluiion. 

I11 $6, we describe how by perturbing the solution about the l i- layer model of Palsons 

(1969), we can linearise the system and solve for the perturbation layer depths in terms of 

known integrals and arbitrary functions of latitude y. 

2. S hallow-water equat ions 

The work presented here is based on a two-layer, shallow-water model. We are considering 

a steady ocean, driven by an anticyclonic zonal wind stress 

with dissipation through interfacial and bottom friction. L is the latitudinal extent of the 

basin and so curl r ,= 0 at  the northern and southern boundaries of the basin. Ekman layers 

a t  the surface, a t  the interface between the layers, and at  the bottom are incorporated illto 

one or other of the upper and lower layers, as suitable; since the properties of each lajer 

are independent of depth, we integrate over the layer depths to  obtain the depth-averaged 

shallow-water equations 



v1 = (ul,  vl) and v2 = (uz,  v2) are the velocities of the upper layer, which has depth h l ,  

and the lower layer, which has depth h2, respectively. The total depth h is given by 

Interfacial and bottom friction are linearly related to the velocity difference and the lower 

layer velocity, with coefficients R and Ir' respectively ( R /  f h ,  I</ fh  << 1 ) .  The upper l;~yer 

has density pl and the lower layer density pa, the difference being A p  = p2 - pl  > 0. 'rhe 

Coriolis parameter is f = fo + py, where p is a constant and y the meridional distance 

north from the southern boundary of the basin. Typically a basin corresponding to the 

North Atlantic subtropical gyre extends from 15ON to  4 5 O S ,  and so the north-south extent 

L of the basin is about 3200 km. The east-west extent is taken to  be 5000 kin. 

In conjunction with the shallow-water equations, we have incompressibility 

and application of this in the lower layer, combined with (2.3a,b), gives us 

h 2 v 2 . v  (i) = -RL. (curl (z) - curl (:) ) - 1tk.cur1 (2) . (2.6) 

The frictional terms are very small in the interior of the basin, dissipation becoming im- 

portant only in regions of strong flow, such as the western,boundary layer, and so, defining 

a lower layer potential vorticity 

with relative vorticity being neglected, we obtain for the interior 



If we further define a lower layer transport streamfunction $? by hzv2 = curl k+?, we can 

rewrite (2.8) as 

J W 2 , q ? )  = 07 (2.9) 

which implies tha t  $2 and q? are functionally related in the interior. This is an important 

consideration when discussing the existence and character of recirculation in the lower layer, 

as we shall see in $3. 

In passing, it is worth noting that the usual Sverdrup balance applies in the interior 

for this shallow water system. Taking the divergence of (2.2a) minus (2.2b), we obtain 

which in the interior reduces t o  

/3V = &.curl r,  

where V = hlvl  + Eh?v2  is the  total north-south transport. 

We shall now consider the implications of the functional relationship for the l$-layer 

model as described by Parsons (1969), and how we can allow the possibility of lower layer 

motion (without requiring the lower layer to surface and therefore be directly driven by the 

wind stress: as studied by Kamenkovich Sc Reznick 1972). 

Figure 1. A vertical section showing the two-layer structure of the model. 



Figure 2. The Sverdrup transport induced by the anticyclonic zonal wind stress rZ = -I.V cos(xy/L). 

Figure 3. A vertical ~ect ion of the reduced gravity solution of Parsons (1969) for Q < 0, showing 
the large layer depth gradients close to  the western boundary. 



3. The unblocked region 

Parsons (1969), in his simple, yet effective, model of the separation of the GuIfSleam,  
,' 

treated a two-layer ocean with the lower layer motionless. This canbe  justified. as follows: 

since the streamfunction $2 and the potential vorticity q2 are functionally related, contours 

of 92 are contours of q 2 .  However, on the eastern boundary, G2 = 0 and so if a particular 

contour of 92 meets the eastern boundary, $2 = 0 all along that contour. The contours of 

constant q2 can be viewed as characteristics, propagating the information that there is no 

lower layer flow from the eastern boundary. This is known as 'bloc&itg'. The possibility 

exists, however, that there is a region of the basin isolated from the eastern boundary ih 

the sense that it is inaccessible to  characteristics originating at the eastern boundary. This 

isolated region is therefore 'unblocked'. Within the unblocked region, the possibility of lower 

layer flow exists, which is physically related to transients providing a continual mechanism 

for the transfer of horizontal momentum from the wind-stress driving to  the lower layer 

through the propagation of Rossby waves. This can be modelled as a steady state in which 

interfacial frictional driving of the lower layer by the upper layer is balanced by dissipation 

through bottom drag, as suggested by Young 6t Rhines (1982) in their development of tlie 

equivalent quasi-geost rophic model. 

To determine the existence and extent of the unblocked region, let us first consider 

there t o  be no motion in the lower layer implying that, in the interior, the reduced gravity 
model applies. The upper layer depth hl is given by 

where h l E  is the upper layer depth at the eastern boundary. h l E  is independent of y to 

satisfy the conditioii of no normal flux at tlie eastern boundary. Let us define the function 

Q to be 

which is proportionh to kcur l  (r/ f )  and is negative except for a small region in the north of 

the basin. If we further define y* t o  be the latitude at  which Q(y) = 0 then, for y < y*, (3.1) 

implies a shallowing of the lower layer away from the eastern boundary, as the hydrostatic 

pressure balance in the lower layer relates the two layer depths through 



Since 92 = f /h2,  a column of fluid displaced westwards must also be displaced south- 

wards if it is to  conserve its potential vorticity as h2 decreases. This implies that the 

characteristics, or contours of 92, must run from the south-west to the north-east of the 

basin. Similarly, for y > y*, a column of fluid displaced westward must also be displaced 

northwards. This suggests a region on the western side of the basin, around the Q = 0 

line, which is not accessible to characteristics originating from the eastern boundary. This 

is the region in which lower layer motion will occur and it is bounded by the characteristic 

corresponding to the potential vorticity 92 = f */hzE, where f * is the planetary vorticity 

at  y = y* and hlE the upper layer depth at  the eastern boundary. If two possible values of 

y* exist, the correct choice is the one at which Qt(y*) > 0. 
Figure 5 shows the position and extent of the unblocked region for differing values of 

hlE, hZE and W, the wind strength. In both cases, the density difference Ap between the 

layers is g ~ m - ~  and the calculations are for the basin described in 52. Figure 5(b) 
suggests that there is a minimum value W = IVCrir of the wind stress amplitude for which 

recirculation can occur. This is straightforward to determine: if we combine (3.1) and 

(3.3), we obtain an expression for the characteristic corresponding to potential vorticity 

q; = f * / h 2 ~ ,  

Taking the limit y -+ y*, the unblocked region penetrates eastward to 

and so, for X(y*,q;) > xw, the longitude of the western boundary, and for our choice of 

wind stress (2.1), we require the amplitude It' of the wind stress to be 

Note that the unblocked region never reaches the eastern boundary x = XE. Surfaciiig, 

where the upper layer depth vanishes and the lower layer outcrops, first occurs at the 

north-west corner of the basin for a wind stress IVeUrr obtained from (3.1), viz. 



Figure 4. Schematic showing the possibility of the existence of a region isolated from the infllrellce of 
the eastern boundary. For Q < 0, characteristics are directed south-west from the eastern boulldary, 
while for Q > 0 they are directed north-west. 

Figure 5. Calculated contours of lower layer potential vorticity 92 = f/h2 for (a) h l E  = 600 m, I t z E  = 
3400 m ,  LV = 5 x kg m-I s - ~ ,  and (b) hlE = 400 m, hzE = 3600 m, tV = 1.3 x kg m-' s - ~ .  
Note that the unblocked region is very small in the second case. 



and so, for recirculation to  occur before surfacing, and therefore affect surfacing, it is 

necessary that WCrit < I.t'e,,r, which implies that we require 

For the basin considered here, this is approximately equal to  11.4 and so we are justified 

in pursuing the study of recirculation in the lower layer of a two-layer ocean prior to  

outcropping. If the critical ratio (3.8) had been of the order of 1 rather that 10, we would 

have had to  study the surfacing problem first. In a sense, however, this is immaterial as w;! 

intend including surfacing in our model a t  a later stage, although we are now in a position 

t o  consider the effects of lower layer recirculation upon the surfacing condition. 

4. Recirculation in t h e  lower layer 

Once the possibility of flow in the lower layer exists, we are no longer able to  use the reduced 

gravity model solution, although as we shall see in $G it is still valuable as a zeroth order 

a.pproximation. The reduced gravity solution gives us the position of the unblocked regim, 

but is inapplicable to  further analysis of lower layer flow. Returning therefore to the lull 

shallow water equations (2.2), (2.3) and the Sverdrup relation (2.11), we obtain a relation 

between the layer depths in the interior, i. e. neglecting dissipative terms, 

Doing the same for the upper layer alone, 

and so, eliminating derivatives of hl between the two and recalling that qz = f / h 2 ,  we 

arrive at  the nonlinear characteristic equation for 92 

This is similar t o  the expression obtained by Veronis (1988) for the sum of the upper 

two layer depths in his three-layer model of ocean circulation driven by winds and surlace 

cooling. 



In the western boundary layer, the interfacial stresses will be large and so we expect 

the lower layer flow to be northward in the western boundary layer, implying southward 

flow in the interior. Since Q < 0, this is consistent with our choice of sign for (4.3), since 

information will be advected along characteristics with the flow. The two terms multiplying 

qzz correspond respectively t o  the westward propagation of information by a nondispersive 

Rossby wave and the eastward motion induced by the wind, as we are considering the wind 

stress to  be such that the unblocked region is confined to  the northern half basin. 

In general, the characteristic equation (4.3) can be solved, in conjunction with (4.1). so 

long as qz is known at  some point on each characteristic. Unfortunately, the only externally 

imposed boundary conditions are the layer depths a t  the eastern boundary from which the 

unblocked region is, by definition, cut off. Young & Rhines (1982) attacked the probleili by 

utilising the functional relationship (2.9) between lower layer streamfunction and potel~tial 

vorticity and imposing a first order balance between interfacial forcing and bottom friction 

in the lower layer. They integrated around an unknown closed streamline of the lower layer 

flow to determine an integral balance. In their quasi-geostrophic case, it is in fact possibio to  

determine the functional relationship between G2 and i2 ,  a modified (and known) potelitial 

vorticity, thereby solving the problem completely without needing to know the particular 

deltails of the flow. We can construct a similar integral equation for the shallow 11,ater 

model, but are unable to  solve for the functional relationship in the same manner. This is 

of no account, however, as the argument of Young & Rhines (1982) applies only away from 

regions, such as western boundary layers, where dissipation becomes a zero-order effect. 

Ierley & Young (1983) clarified this point, analysing the western boundary layer dy- 

namics correctly. They showed that the western boundary layer is instrumental (for their 

quasi-geostrophic model) in determining the nature of the interior flow in the unblocked 

lower layer region. There is no reason to suppose that the shallow-water model will be ally 

diflerent in this fundamental qualitative respect. We shall therefore direct our attenti011 to 

the western boundary layer. To solve for the interior flow, it will be necessary to deber- 

mine the outflow conditions from the western boundary layer, which itself will be solved 

by matching to the interior solution. This suggests an iterative approach to  the problem 

in which the interior and western boundary layer solutions are each determined assur~i i~~g 

knowledge of the other. 



Figure 6- Schematie of the lower layer flow expected as a of the existence of an unblocked 
reglon. 



6. Western boundary layer dynamics 

As in Ierley & Young (1983) for the quasi-geostrophic case, we expect the western boundary 

layer to play a fundamental role in determining the solution in the unblocked .region. In 
the western boundary layer, the north-south velocities are sufficiently large for interfacial 
and bottom drag to become important and also correspond to high east-west gradients in 
the layer depths. The wind-stress effects and east-west velocities are much weaker, and can 

be neglected in the zonal momentum equations, and so the shallow water equations (2.2), 

(2.3) reduce to 

- fv1 = -gh,  ( 5 . 1 ~ )  

In the lower layer, V.(h2v2) = 0 and so 

Substituting for v l ,  v l  we obtain, after some manipulation, 

which suggests the rescaling z = %c, where H is a characteristic upper layer depth, e.g. 

h l ~ .  
A second equation can be derived from the full Sverdrup balance (2.10), again neglect- 

ing the wind-stress term and variations in u. The balance in the western boundary layer 

is 

which upon substitution for vl, v2 gives us 



suggesting the same boundary layer scaling. Therefore let us rescale the layer depths hl, 

h2 by H and stretch the x-coordinate through x = f i t .  As Ii & PII, we can consider 

the boundary layer to  range from = 0 to  ( = co and the edge of the western boundary 
layer to  be a t  x = xw. Simplifying (5.4) by combination with (5.6), we eventually derive 

the western boundary layer equations in relatively simple form, viz. 

where f = f / P  and a = R / K .  This reduction, which is similar to the approach of Welander 

(1966), who considered only the blocked case, simplifies the model greatly. Suitable bound- 

ary conditions can be derived from mass transport considerations. There is no normal llow 
in the upper layer at  the western wall, i .e. u1 = 0 at [ = 0 and so, from the simplilied 

shallow water equations (5.1), (5.2) we have 

and p l h i  ul + pz h2 u2 = 0 at [ = 0 implies that 

j (hh ,  + Ph2h2 , )  I = - (h( + *h2() ( . P1 (=O P1 (=O 

As [ -t oo, we must match hl,  h2 to their values in the interior of the basin. If we 

are to solve this system in an iterative manner, posing successive interior values for h l ,  h2 

and then solving for the western boundary to obtain new values for the layer depths, i t  is 

better to  match to only one, or a linear combination, of the layer depths and derive a new 
matching condition based on the north-south mass transport. Southwards transport in the 
interior must be returned in the western boundary layer, i .e. for the upper layer, 

which becomes 



The western boundary layer equations contain derivatives in both [ and y, requiring us 

to  set boundary conditions a t  the northern and southern walls. Simply applying vl = v* = 0 

at  the southern wall gives us hit = hzt = 0 a t  y = ys,  which can be satisfied oilly if there 

is no net southwards geostrophic transport in the interior, i .e .  only if curl r = 0 a t  y = ys. 

Welander (1966) managed to  apply vl = vz = 0 at  a northern curl7 = 0 boundary also, 

by considering the linearised case of zero Jacobian J ( h l ,  h) between the layer depths, but 

matching at  a given northern boundary is not guaranteed by the boundary layer equatio~ls 

(5.7) as they contain only a single y-derivative. In general a two-dimensional nonlirr c!ar 

system such as described here requires a fully numerical solution, or an Ansatz, as emplo~.ed 

by Ierley & Young (1983) for the quasi-geostrophic case. We can avoid much of this by 

considering the effects of the postulated flow in the unblocked region of the lower layer 

upon the dynamics of the system to be small, allowing us to perturb about the reduced 

gravity solution (Parsons, 1969), which arises when no lower layer flow is allowed. This is 

likely to be so when the lower layer is relatively deep and so we sllall formally expand to 

first order in hl  /h2,  the ratio of the layer depths. However, it sllould be noted that for a 

two-layer ocean of finite depth, with driving at  the surface and dissipation by interfacial and 

bottom friction, some flow must occur in the lower layer to effect the dissipation mechai~ism 

(LIrelander 1966). It can easily be shown with a linear quasi-geostrophic model that this 

flow is restricted to a thin region of tllickness hl/hz times the thickness of the western 

boundary layer itself, in the absence of any interior lower layer flow. 

6. Deepish lower layer approximation 

To continue further, we shall consider the solution to  the nonlinear boundary layer and 

interior equations to  be not significantly different from the reduced gravity model, for 

which there is no flow in an infinitely deep lower layer. As we shall see, this enables us 

to  decouple the boundary layer equations and reduce the solution to  a set of arbittary 

functions in y and various integrals of the known reduced gravity approximate solutiol~. 

In the ensuing discussion, we shall write superscript O for the reduced gravity solulion 

and superscript ' for the perturbation, i .e.  

with corresponding expressions for h2 and h = hl + hz. The reduced gravity solution, as 

described by Parsons (1969), is as follows. In the interior, the upper layer depth is given 

by 



which is the same as (3.1), and in the boundary layer by 

where 

hlI  is the upper layer depth just outside the western boundary layer and hlw the upper 

layer depth at the western wall. All layer depths are now non-dimensional, having been 

scaled by a typical depth scale H. Everywhere, h; is related to  It7 by the simple form 

6.1 Western boundary layer 

The second boundary layer equation (5.7b) can be regrouped as follows: 

and since V(hO + %hi)  = 0, (6.6) is satisfied to  zeroth order in hp/h: by the reduced 

gravity solution. Tg next order, we have 

Writing 



(6.7) becomes 

h!l-l( + ?it( = -hO 
1 hO, € 

which can be integrated twice, yielding 

where 

Il and I2 are known functions, requiring only a quadrature. Ure do need, however, to  
determine the arbitrary functions Cl(y) and C2(y). To zeroth order the boundary condition 

(5.9) applied at ( = 0 is satisfied by the reduced gravity solution, and to  first order in hi/h! 

it becomes 

jhi'H, + Fit = -jhy h i  a t  t = O  (6.12) 

which is an expression in 31 alone. As [ -+ rn we can simply match 'H to its value in the 

interior and so, noting that 31 = C2 and l-l€ = C1 at  t = 0, we have 

Superscript CQ refers to  integrals evaluated in the limit < -+ oo and 3-1'"~ is the value of 'H at  

the outer edge of the western boundary layer and is zero for the blocked region as reduced 

gravity describes the solution exactly there. The relations (6.13a,b) reduce to a first order 

ordinary differential equation in y for C2, which we can close by applying 'H = 'Hint V[ 

along the southern boundary y = ys, as hl and h2 are both constant for vl = v2 = 0. This 

corresponds to setting C2(ys) = Hi"' and Cl(y,) = 0 (note that If' = 0 a t  y = ys). 

Having solved for 'H, which is a linear combination of the perturbation layer depths, 

we return to  the first boundary layer equation (5.7a) to obtain an equation for h i ,  the 

perturbation upper layer depth. Equation (5.7a) is in fact satisified exactly by the reduced 

gravity solution, as are the two remaining boundary conditions (5.8) and (5.11). The 

perturbed first boundary layer equation is 

AP 
h:h! + h:h; + f [ ~ ( h ; ,  hO) + ~ ( h f  , h')] = -u-hitt (6.14) 

P1 



which, after some manipulation, reduces to 

P2 
~ - h ; ( ~  + (hi h;)' = ap [ ~ J ( x ,  h?) - hyH[] (6.15) 

P1 P1 

The importance of being able to decouple the boundary layer equations is now apparent. 

We have obtained an equation for hi ,  which allows us to  write hi also in terms of arbitrary 

functions of y and known integrals, using the completed calculation for 'H. The solution 
for hi can now be written 

where 

Note that I{l is a function of Z and is therefore dependent on the values of the arbitrary 

functions C1, C2: To be useful, IL1 should be decomposed so that it is a sum of known 

integrals multiplied by C1, C2 and their derivatives. We shall address this later, but first 
let us consider the remaining boundary conditions. Upon perturbation, (5.8) becomes 

Employing h' = + %hi and h; = %h:,, this can be written 

The final boundary condition (5.11), which matches the northward return flow in the west- 

ern boundary layer to the total southward flow in the interior, yields 



which can be simplified by integration by parts and applying a limited matching of pertur- 

bation quantities a t  the edge of the western boundary layer to 

Now, 

and so define 

where 

We are finally able to write down the boundary conditions in manageable form, viz. 

leaving us only to  determine the integral of ?lh:, across the interior. We shall discuss this 

in $6.2 below, but for solving the western boundary layer equations consider all interior 

quantities to be known. Again imposing vl = v2 = 0 at y = y s ,  where there is blocking, 

we obtain the boundary condition C3 = C4 = 0 at y = ys. 

We are therefore able to solve for 'H and hi in the western boundary layer of the 

blocked region up to y = yc, the southern boundary of the cut off unblocked region a t  the 
western boundary. Since reduced gravity holds in the interior of the blocked region, tlie 

perturbation quantities 1-1 and hi are zero there and so the solution is immediately found 

for the western boundary layer south of y = yc. The values of C1, Cq, C3 and C4 found at 

y = yc can then be used as boundary conditions for the solution of the unblocked region 

yc < y < y*. Having solved for the unblocked western boundary layer, we now have a new 

guess for h: at the edge of the western boundary layer. This is given by 



This again involves known integrals and can be greatly simplified. These and other sinipli- 

fications will be discussed in the Appendix. 

We now need to  solve for the interior given the western boundary layer outflow as well 

as develop a simple expression for the integral of 7-1hyr across the interior of the unblocked 

region. 

6.2 Interior chamcteristic equation 

Within the interior, the relation (4.1) between the layer depths applies. Upon perturbation 

and recasting in terms of 7-1 and h', tlus becomes 

which implies that 7-1 <5: hi  and so, ignoring higher order terms, the perturbation layer 

depths are related by 

Hence, if we know hi ,  we immediately have hi and 7-1 and are therefore in a position to cal- 

culate the integral of 'Hh:,. The characteristic equation (4.3) becomes, upon perturbation 

which can be rewritten 

The characteristic yaths are therefore known, being given by (6.30a,b), with (6 .30~)  imply- 

ing that - 

hi = hk (outflow) exp 

a is the distance along the characteristic from the western boundary layer outflow. 

The interior solution is now found by integrating (6.30a,b) back to the western bound- 

ary and hence determinjng the relevant outflow point for each point in the interior. From 



the western boundary layer calculation, we have hk(outflow) and therefore hk a t  the origi- 

nal interior point from (6.31). 'H is then determined from (6.27) and (6.28), giving us new 

guesses for 7iint arid the x-integral of 3i11!,. Note that the perturbed characteristic system 

is equivalent to  mapping the outflow values of ha along the edge of the western boundary 

layer onto values of Hhy,  along lines of latitude in the interior. Therefore, if we are to find 

the integral of Why ,  by some quadrature based on n points, we can write, for y = yj, 

where xij  is the i th  quadrature point for y = yj, you' is the mapping from the interior to  

the edge of the western boundary layer and gij is the product of h?,, the exponential part 

of (6.31) and constants dependent upon the particular quadrature scheme selected. 

We have therefore, by this perturbation approach, reduced a nonlinear partial differ- 

ential system to a small set of quadratures, which can be evaluated prior to tlie iteration 

stage of solution, and the solution of a small set of ordinary differential equations. 

6.3 Lower layer streamfunction 

Having solved iteratively for the layer depths in the entire basin, blocked and un- 

blocked, it remains to  determine the strength of the lower layer flow. This is obtained by 

disturbing the interior shallow-water equations (2.3a,b) to give 

which are not immediately integrable analytically, but either expression can be used to 

determine $z from W numerically. 

To recapitulate, tlie proposed solution procedure is as follows: 

(i) solve for the blotked western boundary layer, 

(ii) pose an initial guess for hk a t  the edge of the western boundary layer, 

(iii) solve for the unblocked interior using the perturbed characteristic equation, 

(iv) solve for the unblocked western boundary layer, iterating from (iii) until convergence, 

and 

(v) evaluate the lower layer transport streamfunction. 



We have developed a two-layer model of a wind-driven ocean which allows the possibility 

of lower layer motion without requiring surfacing. After identifying the western boundary 

layer as being critical to  the behaviour of the model, we proceeded to  treat the'western 

boundary layer. Considering the full solution to be a small perturbation to the reduced 

gravity model of Parsons (1969) enabled us to  simplify greatly the nonlinear, partial differ- 

ential system to a set of quadratures and ordinary differential equations. 

The proposed solution procedure has not yet been fully implemented, but preliminary 

results are encouraging. We feel that the model presented here has much promise and we 

intend continuing with this work, first extending to the situation in which outcropping of 
the lower layer occurs and then including a northern, subpolar gyre. 
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Appendix 

The integrals in 56 can be calculated from the reduced gravity solution (6.3), (6.4) and we 

shall outline here the extent to  which the integrals IT, I F ,  M?, M r ,  Xi?, Ii? and I<? 
can be simplified. The lower layer depth in the reduced gravity approximation is related 
to  the upper layer depth through the expression (6.5), allowing us to  obtain 

where 
P 1 

P = h 2 ~  +  hi^ - hlr). 
P2 

This reduces (6.11a), or 11, to  a double integral and (6.11b), or 12, to  a single integral. 
Similarly reduced are (6.24a) for Ail and (6.25b) for A f 2 .  The real savings to be made are 
in the expressions for K?, I<? and K r .  Now, 

which with a little thought reduces (6.17b) for I<2 and (6.17~) for I& to  

Substituting (A3) into (6.17a) for Iil and integrating once by parts in t', is given by 

which as ( -+ oo, noting that (-derivatives of 3.1 and hy also disappear rapidly as -+ oo, 
reduces further to 



The integral of hy'H{~ is given by M T  and Mzm, with which we have already dealt, and the 

integral of J('H, h ; )  can be rewritten 

after integrating by parts with respect to y. Much work can therefore be saved by making an 

approximation for the y-derivatives in (A6) as the integral of h:'Hct and 'H are both simply 

related to arbitrary functions of y and known integrals of the reduced gravity quantities. 

Therefore only four integrals need to be calculated in advance by quadrature, v i t .  I?, I,&; 

MIm and MzQ5, as well as the functions gij and the mapping you' for the interior region 

defined by (6.32). 



Multiple Resonant Topographic Waves in a 
Barotropic Flow 

Scott W. Jones 

Barotropic quasi-geostrophic flow on a P-plane is examined for the case in which 
the flow is resonant with two topographic modes. The linear problem is solved 
exactly and this solution is used to prescribe the form of the bottom topography. 
A weakly nonlinear analysis is performed to derive the amplitude equations for the 
time evolution of topographically generated Rossby waves. It is found that up',to 
nine stationary equilibrium states can be found. Analysis treating the two-mode 
problem as a perturbation of the one-wave problem shows small changes in the 
shape and position of the domain in parameter space in which multiple equilibria 
are found. Numerical calculations suggest that when the amplitude of the second 
mode is large the boundary becomes more complicated. 

1. Introduction 
It is well-established that model solutions of large-scale topographically-forced 

flows can possess multiple stationary equilibria for k e d  external parameters ( Cl~ar- 

ney & DeVore 1978, Hart 1979, Pedlosky 1981, Samelson & Allen 1987, Hart 1989). 

This observation, apparently first made by Charney & DeVore (1978), was proposed 

as an explanation of the bimodal behavior observed in atmospheric flows. In their 

study the basic zonal flow is destabilized by the topography and a field of Rossby 

waves is generated. The resulting flow can be of two types: a strong zonal flow with 

small wave amplitude, or a weak zonal flow with large wave amplitude. The latter 

condition is qualitatively similar to so-called "blocked" states found in the atmo- 

sphere. Although the analysis of Charney & DeVore relies on. a severely truncated 

spectral decomposition of the fields subsequent studies by Hart (1979) and Ped- 

losky (1981) have verified the essential features of their result. Each of these model 

problems have been solved for steady flow over simple (one mode) topography. 

Time-periodic flows have been investigated by Samelson & Allen (1987) and 

Hart (1989). Again multiple equilibria are observed. In addition several new fea- 

tures are found. For example zero-mean temporal forcing can generate a non-zero 

zonal mean current. This rectified flow is demonstrated in both studies. Samel- 



son & Allen also find that for ranges of their parameters all steady solutions are 

unstable. Instead numerical simulations suggest that limit cycles, period doubling 

sequences and chaotic trajectories govern the evolution of the modal a.mplitudes 

of the-Eulerian flow. Finally, the introduction of time-dependence permits chaotic 

Lagrangian trajectories in simple Eulerian flows. 

At this time the connection between the bimodality of atmospheric flows and 

multiple stationary equilibria is no more than a plausible assertion based on simple 

models. A limitation of the previously cited papers is the restriction to idealized to- 

pography. The motivation for this study is to investigate the consequences of more 

complicated forms of topography and time-dependence on the flow. If it is fouhd 

that more realis tic topography contracts the parameter domain of multiple equilib- 

ria, the dynmical arguments for this connection are weakened. Unfortunately the 

converse situation, an expansion of this domain, is not proof of the above assertion 

and many further questions must be answered. Perhaps the most crucial issue is 

the identification of the triggering mechanism responsible for the flipping belween 

the stable modes. 

In the following pages we wish to determine the effect of a multiplicity of reso- 

nant modes on the size and position of the region in parameter space where multiple 

equilibria exist. As will be shown there are several ways in which two (or more) 

modes can be simultaneously resonant. Here we will only treat the most simple 

case. The organization of the paper is a s  follows: In 92 the flow geometry and basic 

equations are presented. The linear problem is solved exactly in 53. A weakly non- 

linear analysis of the near- resonant expansion is performed in 54. In $5 these results 

are used to examine the domain of multiple equilibria. Finally the conclusions and 

suggestions for future research are discussed in $6. 

2. The model 
We consider barotropic flow in a zonally periodic channel. The geometry and 

the rectilinear coordinate system are shown in figure 1. The width of the channel 

is L and its mean depth is D. At this time we do not explicitly state the form of 



Figure 1. The zonal channel and the rectilinear coordinate system used in this 
paper. 

the bottom topography, however, the general form is 
N 

h(x ,  y) = sinsy C a,eikni. 
n=l 

The basic flow is oscillatory and is given by 

uo = (Sw sin wt, 0). 

To simulate the latitudinal dependence of the Coriolis parameter we let f = fo+ Pay. 

Consequently the Rossby number can be defined as e - w/fo. The problem is 
governed by the non-dimensional quasi-geostrophic vorticity equation 

and the boundary condition prohibiting normal flow at the channel walls. Here and 

throughout the paper subscripts will be used to denote differentiation with respect 

to the subscripted variable. In (3) the velocity has been nondimensionalized by bw, 

horizontal lengths by L, time by l /w ,  the vorticity by w and the bottom topography 

by €Dr. The terms on the right-hand side of (3) represent damping by the bottom 

Ekman layer and stretching or compression of the vertical fluid columns respectively. 

The coefficients of these terms are 



where v is an eddy diffusivity. Finally the parameters 77 and P are 

We let ".the velocity field be written as the sum of the basic flow, uo, and the 

disturbance velocity, uR 

u = u o + u  R 
(6 )  

where uo is given by (2). Now (3) can be written as 

L($) = -rV2$ - s sint h, - J ( $ ,  v2$ + r h )  (7) 

where 

L = V2at + 7 sint v2d, + paz 
V2$ = (' 

( ~ 9 ~ 1  = (-+,,+=> 
J(a ,  b)  = a,b, - b, a,. 

Equation (7) defines the model problem considered throughout the' remainder of 

the paper. . . 

3. Linear solution 

To simplify the subsequent analysis we separate the streamfunction in a manner 

analogous to (6 )  

+ = -y sin t  + 4 ( x ,  y, t )  

and determine the form of the disturbance streamfunction 4 .  We first consider the 

linear forced and damped problem 

L(Q) = - r v 2 4  - s sint h,. (9) 

The solution is obtained by making the ansatz 
, 

4 = A(t)  sin ay eaZ 

and letting A(t )  have the form 



wllere ,j = kq, p = kp/cr2 and a2 = 7r2 + k 2.  The result of these substitutions is an 

integral expression for G 

where 5 = k s / a 2  and 7 = r - ia. This integral is easily solved by integration by 

parts and application of the generating function for the modified Bessel function I, 

,Z cos t - - Io(z) + 2 Ij(z) cos j t  . 
j=1 

The final expression for A is 

w 
27ie i f i cos t  c e - i 5 j J (  -1 y cosjt + j sin j t  A( t )  = -;- 
7 j=1 I q (  j 2 + 7 2  ) .  

It is easy to show, by integrating over a cycle of the forcing, that the flow 1m.s a 

non-zero mean zonal current. The denominator inside the sum can be expanded to 

give 

j 2  + y2 = j 2  - g2 + r2 - 2il-J (15) 

so, in the absence of damping, we have the resonance condition 

The dispersion relation (16) is shown in figure 2. Because j is restricted to integer 

values there are no resonant modes for ,f3 < 27r. However, for ,f3 > 27r two modes are 

simultaneously resonant with j = 1. For ,8 > 47r we add the two modes that are 

resonant with j = 2, and so on for larger values of P .  
We now choose the topography to consist of the two resonant modes that satisfy 

(16) for j = 1. Thus the topography is given by 

h ( x ,  y) = sin A y(al cos k ~ x  + a2 cos k 2 ~ ) .  (17) 

In the introduction we claimed that this study would extend the previous work by 

incorporating more realistic topography. However the addition of a second mode 

would appear to be a modest step. We argue that because the linear solution is 



Figure 2. The dispersion relation (16). 

dominated by the resonant modes, and for 27r < P < 47 there are only two resonant 

modes; that in this range of /3 the two-mode problem is a good approximation to 

general topography. For steady flow the resonance condition is a2 = P/uO where uo 

is the steady zonal flow speed (cf. Pedlosky 1981). Consequently for steady flow 

there can only be one resonant mode. By the preceding argument, the work of the 

previous authors is probably a reasonable description of steady fiow over general 

topography. 

4. Finit e-amplitude analysis 
The analysis of this section parallels that of Pedlosky (1981) who emphasized 

that the finite amplitude analysis of topographic waves is considerably simplified 

by restricting attention to the near resonant state. To do this we introduce the 

detuning parameter A such that 

p =  j + 0 2 ~  



and expand the streamfunction 4 in the asymptotic series 

If we 'r21iormalize the external parameters by r = u2+, s = u3s', I? = u3F and 

separate time into a fast time, t (O(l)), and a slow time, r (O(u2)); then (7) 

becomes 

L(4) + u2 = -o2iv2q5 - 21 sint h, - q J(4, v24 + u3f h )  (20) 

Inserting (19) in (20) yields a relatively simple hierarchy of equations for 4. 
To solve (20) we also need to consider the time and zonal average of (20) 

to determine the slow time mean flow correction. The averages are defined by 

and for future reference 

The O(a) problem is 

~ ( 4 ' ~ ) )  = o. 
The solution of (23) is 

d(') = A(,-) sin xy e'(h '7Co~tL+') + B(,-) Sin T y  e'(h'l~""+'),  

. . 
(24) 

The goal of the subsequent analysis is to obtain an expression for the slow-time 

evolution of the complex amplitudes A and B. 
At O(a2) th? problem becomes 

Unlike the single topographic mode case, the Jacobian in (25) does not varlish. 

Instead wave-wave interactions produce sidebands whose wavenumbers are the sum 



and difference of the two topographic modes. Also at this order there will be a 

slow-time correction to c$(~) .  We represent q5(2) by 

where 

m:(x, y, t)  = sin 2 a y  {G+ ~ ~ e ~ ~ + ' e ' ( ~ + " ~ ~ ~ ' ~ ~ )  + G - ~ ~ * ~ i k - f  e i k - ~ C O S ~  1 ( 2 . 0  

and * denotes the complex conjugate. Here the coefficients G+ and G- are 

aqk+ k2 
G+ = - 

2a:t2 - P k + / a : )  
?rt7 k2 

G, = - 
2P 

where k* = k1 f k2 and a: = 7r2 + kq. From ( 2 1 )  it is clear that the mean zonal 

flow d2) cannot be determined at this order. That calculation must be deferred to 

O(a4). 
At O(a3) the equation determining 4(3) is 

aLA 
L ( $ ( ~ ) )  + v24:) = -+v2+(l) - g sint hz - T 4 C )  

- q ( ~ ( + ( l ) ,  v ~ $ ( ~ ) )  + J ( + ( ~ ) ,  v24(l))). ( 2 8 )  

The solvability conditions for the amplitudes A and B are obtained by requiring 

that the terms on the right-hand side of ( 2 8 )  do not project onto the homogeneous 

solutions. The secular resonances are removed by multiplying ( 2 8 )  by $ ( ' ) I  and 

averaging over the spatial domain and one cycle of the forcing. Because 

+ ( 1 ) * ~ ( 4 ( 3 ) )  "st = 4c3)q$cl)*) '"" ( 2 9 )  

we have, after averaging 

1 r a 2  1 sin 2 a y  (QS + a z g ( 2 ) )  dy = - Ji(k2q) .  4 



The coefficients IC1 = K l l  + IC12 and IC2 = I{21 + IC22 are found from 

To close the problem ( 3 1 )  we need an expression relating 9(2) and the amplitudes. 

To do this it is necessary to consider ( 2 1 )  at O(a4) 

As noted by Pedlosky ( 1 9 8 1 )  it is not necessary to solve for 4(3)  explicitly. In- 

stead multiply ( 2 8 )  by v24(') and ( 2 3 )  by ~ ~ 4 ~ ) .  Adding these two equations and 

averaging over x and t yields 

Using the result 

and combining (31) and (32) we find 

Combining the product of A* and (31) with A times the complex conjugate of ( 3 1 )  

we obtain 
2Fal 

IAI: + 2?lA12 = -&(k lq )  Ar 
a: 

where A = A, + i A i .  A similar expression is obtained for B. Now using (35) in ( 3 4 )  

we have 



From (36) it is apparent that G ( 2 ) ( y , ~ )  can be separated. Let 

1 
@ ( 2 ) ( y ,  T )  = -(sin 2 i r y  - 2ay)U(r) .  

4~ (37) 

Using (37) to evaluate the integrals in (31)  and to obtain an evolution equation for 

U in (34)  we derive the following set of five amplitude equations 

We can simplify (39)  by rescaling the variables. Introducing the new variables 

I gives 
4 



Analysis of the structure of (39) will constitute the remainder of the 

5. Multiple equilibria 
We are interested in finding the stationary solutions of (39). Therefore we set all 

time derivatives equal to zero. We now wish to write (39) (suppressing the tildes) 

as a single equation. Combining the A, and A; equations we get the two relations 

Similarly 

Using (40) and (42) to rewrite the expression for U and substituting in (41) and 

(43) we find 

where A1 = Pl, A2 = x - K I .  X3 = P2 - ~ 2 ,  Aq = P2x. We can eliminate XI  by the 

rescaling 

SO now 



where cl = & / X I ,  c2 = X 3 / X 1 ,  c3 = X4/X1.  

First we examine the case in which the amplitude of the second topographic 

mode becomes small. In this case cl and cs go to zero like ( a 2 / a 1 ) 2  and we recover 

the oneurnode equation of Pedlosky (1981) 

We now calculate the domain in (6, i )  space in which multiple stationary equilibria 

are found. Rewriting ( 4 7 )  as 

we can calculate the transition from one to three solutions by requiring that 

From these constraints we derive a set of parametric equations that d e h e s  the 

border between the one and three solutions states 

The restriction that i.2 be positive restricts R 2 (1/4)'13. At H = (1/4)*13 A 

is s 1.8899. For large H, 8 R H so i 2 FJ 1/A. Furthermore ib,, = 314 and 

A,;, = 3 /2 .  These two values occur for the same value of H (H = 1) .  This implies 

that the point ( 6 , i 2 )  is a CUSP. The curve given by (49) and (50) is shown in 

figure 3. From this curve it is apparent that at large values of the detuning multiple 

equilibria will be found only if f 2  is quite small. 

A general solution of ( 4 6 )  can, in principle, be found in a similar way. This 

solution can possess up to nine real roots. As before 

but now we must solve 
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stationary solutions 

Figure 3. The domain of multiple equilibria for the one-wave case. 

Rather than solve this cubic we look at the behavior in some limiting cases. For the 

sake of illustration consider the situation cl > 0, c2, c3 -+ 0. Equations (49) and 

(50) become 

The relationship for 6 is identical to (50). It is possible to estimate the stretching 

of the multiple equilibria domain by evaluating 

For large d u e s  of 8, A z 6, so the effect of multiple resonances is s m d .  However, 

at small values of 6 there will be a stretching and shifting of the boundary. For 

q > 0 the shift is towards larger values of 6. Equation (53) has been calculated 

numerically. The results are shown in figure 4. We note that for cz and c j  small 

requires that cl be small as well. Consequently the effect of multiple resonances in 

this flow is quite small. However we note that for other multiple resonances (e.g. 

multiple cross-stream modes) this may not be the case. 
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Figure 4. The effect of two resonant modes on the parameter domain of multiple 
equilibria in the limit cz = 0 and c3 << 1. 

Although multiple resonant modes do not modify the domain of multiple equi- 

libria substantially there is increased structure inside this domain. This is because 

the are up to nine stationary states inside the domain as opposed to just three for 

the single wave case. This internal stmcture is shown in figure 5 where the number 

of roots has been determined numerically. Note that in figure 5b the boundary has 

become more complicated by the addition of a second spike. 

Finally we consider a special case to illustrate how the nine roots arise. Consider 

(46) in the limit cl, c~ small and cl large. In this case we have 

For cl = 0 there are three roots of H but for cl nonzero there must be nine roots. 

The effect of this additional term, when cl is small, is to "split" the three basic 

roots into three triples of roots. 



Figure 5. The parameter domain for multiple equilibria. (a) c, = 0.03, 
~ ~ ' 0 . 1 ,  ~ ~ ~ 0 . 3 .  (b) C ,  - 0 . 3 ,  c ~ = 5 0 ,  c , =  1. 
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c~ = 0.1, cJ = 0.3. 



6. Discussion 

In this paper we have derived a general set of equations that determine the 

structure of flows with two resonant modes. Here we have investigated a case in 

which .one meridional and two zonal modes contribute to the resonance. However it 

is ~ossible for two meridional modes and one zonal mode to satisfy (16): The zonal 

wave number must be 
k2 = (jrm: - j,mi)n2 

j z  - j l  
(56)  

where the m's are the meriodional wave numbers and the j's are integers. 

Elucidation of the multiple equilibria boundary, as determined by (46), for real- 

istic parameter values probably requires detailed numerical investigation. In addi- 

tion a determination of the stability of the solutions is necessary to understand the 

mathematical equations (46) as a model for a physical system. One or more steady 

solutions appear to exist for all parameter values. If this steady solution is stable 

the Eulerian flow will be regular. However if there is a regime for which the steady 

solution is unstable the Eulerian flow may be chaotic. 

As mentioned in the introduction the behavior of Lagrangian trajectories may 

be chaotic even if the Eulerian flow is simple. Figure 6 contrasts the structure of the 
two stable solutions of the one-wave amplitude equations that are found for fixed 

parameter values as determined by stroboscopic portraits of Lagrangian particles. 

In both panels there is a mixture of regular and chaotic orbits, however, it is clear 

that figure 6a is more regular than figure 6b. It is of fundamental interest in fluid 

mechanics (and a critical issue in oceanography) to determine if Lagrangian particles 

are sensitive to transitions in the Eulerian flow. For example can drifter trajectories 

be used to signal changes in the amplitude equations from steady solutions to limit 

cycles to chaos? 
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The Parametric Model of Western Boundary 
Outflow 

Roland Mallier 

An infinite system of coupled ordinary differential equations governing the viscoiner- 
tial western-boundary layer in a two-dimensional one-layer model of the large-scale 
ocean circulation is presented and truncations of this system at first and second 
order are discussed. It is found that the second order truncation has pole-like struc- 
tures present for an ocean basin with infinite aspect ratio. Numerical calculations 
for the non-infinite aspect ratio suggest that there is a possibility that the infinite-, 
aspect ratio may be a singular limit. 

1. Introduct ion 

Perhaps one of the best known features of the large-scale circulation in an 

ocean is "westward intensification", the boundary-layer that arises near the we .t- 

ern boundary of an ocean, with the Gulf Stream being probably the most famous 

manifestation of this; the separation of the Gulf Stream is a particularly fascinatir~g 

phenomenon. Various simple models of the ocean circulation, such as those due to 

Stommel (1948) and hlunk (1950), which display this westward intensification haxe 

been constructed and it is these simple models with which we shall work and to 

which we shall seek to apply boundary-layer techniques, of the kind f i s t  used by 

Goldstein (1930), which are more usually found in areas such as mechanical engi- 

neering with the hope that we will be able to shed some light on the phenomenon of 

separation and the onset of recirculation. The report is set out as follows: in 52 we 

shall derive the basic equations and review the first order analysis, which we shill1 

attempt to extend to higher orders in $3. In $4 we present a simple model which 

displays some of the behavior that arises from the boundary-layer analysis. A brief 

appendix summarizes our numerical techniques. 

2. T h e  Firs t  Orde r  Analysis 

In this section we will examine the viscoinertial boundary-layer which arises 

at the western boundary in a two-dimensional one-layer model of the large-scale 

circulation in an ocean [for a review of such models, the reader is referred to  the 

principal lecture in this volume by M.C.Hendershott1. We will concentrate on tn.0 



such models: the Stommel or "bottom drag" model (Stommel, 1948) in which the 

frictional forces are represented by an effective bottom drag -rV2$ SO that we call 

write the time independent potential vorticity equation as 

which we will examine from a largely analytical standpoint; and the Munk or lateral 

friction model (Munk, 1950) in which the viscous terms are represented by lateral 

friction kV4$ SO that the time independent potential vorticity equation becomes 

which we will examine from a largely numerical standpoint. Here of course q = 
V2$ + P g  is the potential vorticity, J (a, b) = &a&b - &aa,b is the Jacobian and 

PV = Pcurlr is the curl of the wind stress. We can write J (+, q )  as 

where P$, is the Coriolis acceleration. 

To make the problem considerably more tractable we will restrict our attention 

to a zonally uniform interior (Welander, 1976) with the flow in the interior given by 

and the curl of the wind stress by 

W = rV2$ = -w, cos - ( llV 1 
for the Stommel case and 

for the Munk case where 

r7T2 w, = - 7T4 
and W,,, = - 

2Li 8ReLi ' 



We will suppose that the western boundary of our ocean lies at x = -1. As 

# const, clearly to satisfy the boundary condition a boundary-layer is re- 

quired at x = -1 in which x derivatives are assumed to be substantially greater 

than y derivatives 

In this layer we will seek to balance the viscous term 5V41C, or -rV21C, and the 

Coriolis acceleration p$,. We will introduce stretched boundary-layer coordinates 

5 and 7 about the wall (x  = -1) and y = -L, where the curl of the wind stress 

vanishes. The position y = -L, is chosen because 

for n an integer so that a Taylor series in y about that point has a particularly 

simple form. We will set 

x + 1 t = s  Y + L, and q = - 
L , 

and denoting 
2 

'7r = - end i = (t) 
PL,d2 (11) 

the balance of terms tells us that 

r 

d s = S  and dM = ( p ~ e ) - ?  (12) 

[for those readers more familiar with the scalings used in Pedlosky (1979), X is 
2 

equivalent to rr (&) , where sr is the inertial boundary layer thickness, and may 

be thought of as a measure of the nonlinearity of the equations] so that we recover 

X 7r2& 
+€ + - J($, VbL1C,) = -1 

7r sin (7) - viL+ 
for the Stomrnel case and 

X 7r4e2 
$e + - 7F J($, v~~T+!J)  = -- B sin (y ) + viL+ 



Wakk X Z -  I 
Figure 1: The geometry of our problem in unstretched coordinates. 

for the hlunk case where 

ViL$ = (q + €a&) $ 

with boundary conditions that $ + $= = 2 sin (7) as [ 3 m, $( + 0 as [ -+ m 

and = 0 with an additional condition for the Munk case that either &$ = 0 

for no-slip boundaries or 6'tt$(=o = 0 for slip boundaries. [We require an additional 

boundary condition for the lateral friction case because the presence of VLLIC, as 
opposed to -TiL+ in the bottom drag case means that the governing equation is 

fourth order as opposed to third order in [.I 
The observant reader will note that physically X is always a positive quantity. 

However, we could equally well have taken 77 = 6 which corresponds to an outflow 
Lu 

region as opposed to the region of inflow which we have chosen to consider above 

and this would effectively change the sign of X and hence we can think of X > 0 as 

corresponding to an inflow and of X < 0 as corresponding to an outflow. As we shall 

see at a later stage, the sign of X does make a significant difference to the problem. 

The geometry of the problem is shown schematically in figure 1. 

As 77 --+ 0, +m - 777 and we will suppose initially following Ierley St Ruehr (1986) 

[to which we shall refer hereafter as I&R] that this leading order term determines 



the flow in the boundary-layer and set II, = ?rqybo ( c )  and take e = 0. This gives us 

for the Stommel case where 4; 5 at+o and 

for the Munk case with boundary conditions that do(0) = 0, do (0 -+ 1 as < -+ oo 

and 4 ( t )  -+ 0 as t -+ XI and for the Munk case in addition that either db(0) = 0 

(no-slip) or &(O) = O (slip). Integrating these equations once from to ca with 

respect to using the extra condition that q5{(oo) = 42(00) = 0 yields 

for the Stommel case and 

for the Munk case. The latter equation is the parametric model studied by I&R 
and also Il'in & Ihnenkovich (1964). 

The bottom drag case has an exact solution 

where Xp2 + p - 1 = 0 or 
-1 & d m  

P = 2 X I 

so for a solution to exist we need 1 + 4X 2 0, i.e. 

and we can also note that for -f < X < 0 there are two solutions arising from the 

f in the above forpula for p .  

In the Munk case, X = 0 corresponds to the linear Munk problem with solutio~is 

$0 (0 = 1 - e- i t  [ cos (qt) + 5 sin (Gt)] 



for no-slip boundaries and 

Qo (<) = 1 - e-:' cos 
1 [ ( 4 3 - z s i n ( 4 3 ]  

for slip boundaries. The Munk case has been extensively studied numerically by 

Il'in & Kamenkovich (1964) and I&R with the Int t 6.- work containing substantial 

analytical work in addition to the computations. It was demonstrated that just as 

in the bottom drag case there was a critical value of A,  A, below which no solutions 

existed; I&R give values for A, of -0.79130 for the no-slip case and -0.29657 for 

the slip case. It was also shown that for both boundary conditions there are two 

solutions for X, < X < 0 and that for the slip case there are also two solutions for. 

X > 0. In the course of this project we have found a possible second solution for 

X > 0 for the no-slip case but further tests must yet be performed to verify that 

this is a solution of the parametric equation involved and not merely a solution of 

the numerical discretization used. In either case it must be emphasized that when 

more than one solution exists only one of these solutions is stable and physical; any 

other solutions that might exist are unstable and unphysical. The results of I&R are 

shown in figures 2(a) and (b) for no-slip and slip boundaries respectively where they 

plot a parameter they christen ,f? as a function of A;  p here is the lowest derivative 

of 4o which has not been specified at 5 = 0; for the no-slip case both do(0) and 

4; (0) are specified so that p = 4: (0) and similarly for the slip case ,B = 4; (0). 

In deference to the oceanographers present (and under intense pressure from Bill 

Young) I will rechristen this parameter P as S. 
Our attempts to reproduce figures 2(a) and (b) are shown in figures 3(a) and 

(b) respectively; our possible new branch is evident in figure 3(a) and it can be seen 

that for small negative X our code is producing some peculiar results for the no-slip 

case. Our code differed from that used in I&R in that we solved the fourth order 

equation directly rather than using the third order equation which we obtained from 

integrating once with respect to [ as was done there; we did this to ensure that our 

results from this section were strictly comparable with other parts of this project 

and, because of the nature of the solutions [they contain exponential oscillations as  

+ m], as far as accuracy of the results is concerned the fewer derivatives one takcs 

the better. It can also be observed that the slip case appears to behave in a more 



A X 
Figure 2: (a) no-slip boundaries, 4&'(0) = @(A)[= S(A)]. (b) slip boundaries, 

+b(O) = p(A)[= S(A)]. In both cases, actual P shown as a solid line, theoretical 
prediction from a continued fraction shown as a dotted line. [From IkR.] 

orderly fashion than the neslip case and this appears to be true to a certain extent 

of this project as a whole. [Details of the numerical techniques used are contained 

in the appendix.] 

These solutions can also be plotted in physical space and again we will show the 

results obtained by I&R where they plot 40(t) as a function of 6.  These results 

are shown in figures 4 to 6 with our possible new branch shown in figure 7. The 

parametric description of the solutions is split into the upper (singular) branch which 

is labelled I in figures 2(a) and (b), the lower branch (11) and the bottom branch 

(111). In both cases it is branch I1 that is stable. Several differences between the two 

boundary conditions are apparent, one being that for the upper branches both peak 

height and location depend upon the value of X in the no-slip case whereas in the slip 

case only the peak height depends upon A. Figures 6 and 7, the lower branches (111) 

for X > 0, would appear to correspond to a southward flow immediately adjacent 

to the wall in the boundary-layer. This arises because in our formulation, as can l ~ e  

seen from figure 1, both a nort hward and a southward flow from regions of inflow to 

regions of outflow are possible. It should be recalled, however, that this particular 

branch (111) is both unstible and unphysical. 
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Figure 3: Our attempt to reproduce figures 2(a) and (b) respectively. 

3. Higher Order Analysis 
We have seen that for both the Stommel and Munk cases there is a critical value 

of A ,  A,, such that for X < A, these parametric models have no solutions. In a series 

of numerical experiments with a lateral friction regional model Ierley (1987) found 

that for a sufficiently large ratio of basin scale to viscous boundary-layer scale, that 

is for sufficiently small e, there is very good agreement between the failure of the 

boundary-layer model, that is X < A,, and the onset of recirculation in the solution 

of the partial differential equations. However, for less extreme basin ratios, that 

is for larger E ,  the onset of recirculation was deferred; this would seem to suggest 
2 

that A, depends upon the ratio E = (e) . In figures 8(a) and (b) we show some 

of the results from Ierley (1987) for a slip boundary and A = -0.7 [recall that 

A, = -0.29657 for E = 01. It is clear that even for these extremely small values 

of E there has been a substantial increase in the range of outflow values and lerley 
A (1987) makes a very crude estimate sf A, (e) - - 70.~2. 

We will try to predict this dependence upon e by keeping y derivatives in the 

equation. We will take a Taylor series about r] = 0 of the streamfunction that we 

match onto as E -r m, +, = 2sin (y) 



X X 
Figure 4: Upper-branch solutions at three values of A. (a) no-slip: both peak height 
and location depend upon A. (b) slip: peak height but not location depends upon 
A. [From IStR.] 

This suggests that we might follow the procedure suggested by Goldstein (1930) 

and seek a solution in the boundary-layer of the form 

Then at 0 (q2"+') we obtain, again denoting 4: a{$., 

for the bottom drag case and 
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Figure 5: Middle-branch solutions. (a) no-slip boundaries for X near the "nose" 
(dashed line), near zero (dotted line), and moderately large and positive (solid 
line). (b) slip boundaries for X small and negative (dashed line), small and positive 
(dotted line), and moderately large (solid line). [From I&R.] 

for the hfunk case, with boundary conditions that 

with the additional condition in the Munk case that either 9:, (0) = 0 for no- 

slip boundaries or $: (0) = 0 for slip. We will restrict our attention to the two 



X 
Figure 6: Lower-branch solutions for slip boundaries at three values of A.  For 
moderately large X the peak height becomes independent of X, while the peak-heigiit 
dependence scales as in figure 4(b). [From I&R.] 

component case so that 42 43 = 44 = ....... E 0 and we get a coupled pair of 

ordinary differential equations 

4: + A (464: - 34:41+ 34bdY - 40#) - I ~ E A ~ ~ + ;  = -4: (33) 

for the Stommel case and 

for the Munk case. In both cases the second equation can be integrated once from 

to oo yielding 

for the Stommel case and 
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Figure 7: Our possible lower-branch solution for no-slip boundaries at X = 0.5. 

for the Munk case. It should be noted that there is a term due to the wind stress, 

- 2 r  in the first equation for bottom drag but not for lateral friction. The corre- 4 

sponding term in the lateral friction case will only come in if we keep 92 (0. 

9.1.  The case E = 0 

For an infinite aspect ratio these are partially decoupled (the coupling parameter 

E = 0) and we can again integrate the first equation in both cases to once from J 
to oo with respect to to obtain 

7r' 
81 + - + A (443jrime - d04i1 - 3 4 ~ 4 ~ )  = -4; 

24 (39) 
for the S tomrnel case and 

for the Munk case. 

In both cases the first equation is of course simply that obtained earlier when 

we considered only the one component case and it should be pointed out that the 
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Figure 8: (a) solution of the 
X 

regional model for II, for E = 1.6 x and X = -0.7 for - 
a slip boundary. Although X < A, a parametric solution persists. (b) as in (a) except 
that e = 2.5 x loq5.  There is a region of strong variation extending southward from 
the northern wall to form a closed recirculation cell and a boundary-layer solutioil 
does not exist for the outflow region. [From Ierley (1987).] 

second equation in both cases is linear in (0. The system is completely decoupled 

for X = 0 when $1 is simply a linear multiple of Oo, dl = -%Oo. For general A, 
once again the bottom drag equation has a solution 

where 

3p3X D=- 2pDX E=-  -/J'EX , F =  , and C = - 1- E - F  
p - 2 '  3 - 2p 2 (4 - 3 ~ )  (44) 



and p is given once again by X p 2  + p - 1 = 0. It can be clearly seen that, when 

thought of as a function of p ,  has a series of poles or resonances at p = 2 

corresponding to X = A, = -1 4 which is the nose for mo, at p = -$ which corresponds 
2 to X = -- and at p = $ which is X = -2. Thus it can be seen that we have a 9 

series of poles at locations tending towards p = 1 from above and X = 0 from below 

and it seems probable that for the E = 0 case that if we kept one more equation, 

i.e. if we no longer set d2(5) r 0, we would get additional resonances that continue 

this series. If we evaluate the second of the bottom drag equations at E = 0, using 
qjo = 1 - ,-fie and #q (0) = 0, we recover 

where we require (oo) = -5. "' Clearly we cannot satisfy the boundary condition 

on as E 4 oo when 1 + 4Xp = 0. This was the resonance we obtained at 
4 ,u = - 3 and X = -&. However, we can iind 41 ( E )  such that (0) = 41 (03)  = 0 

and 4; (oo) = 0 which is a free homogeneous solution. Similarly, evaluating the 

derivative with respect to ( of the second bottom drag equation at ( = 0 gives 

since 1 - ,uZX = p. This says that we require 4; (0) = 0 when 1 + 3pX = 0 which 

corresponds to p = and X = -;. Hence we lose one shooting parameter and we 

will be unable to satisfy the boundary conditions on both dl (() and 4'1 (<) as < -, oo 
because since we have a linear equation for (0 we can normalise it to anything 

we desire. One further point of interest is that these two relations between (a), 

d', (0) and $7 (0) turn what we viewed originally as a boundary value problem into 

an initial value problem except at the points where these resonances occur. 

These resonances seem to be a fairly ubiquitous feature of the second term in 

a boundary layer expansion; they crop up in the field of magnetohydrodynamics 

(Buckmaster, 1971) amongst other places and also in the Munk case as we can see 

from figures 9(a) and (b), where we see that the no-slip case has numerous such poles 

but the slip case appears only to have one. Glenn Ierley (private communication) 

has tried to fit the structure that we obtained numerically for the poles in the Munk 

case with several trial analytic functions but without success. 
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Figure 9: (a) S1 = 4; (0) for the no-slip case. (b) S1 = q5: (0) for the slip case. 

The spatial behavior of dl (0) either side of one of these resonances, that on 

the upper branch of the slip case, is shown in figures 10(a) and (b) and it car1 

be seen that the function appears to have changed sign at the poles in the sense 

that 41 (t; X = -0.225) is remarkably similar to -41 (t;  X = -0.229) [both functioris 
supposedly asymptote to -% a s  C -+ m which seems to indicates that they are still 

highly oscillatory at  values of 6 as large as 151. 

3.2. The case E # 0 

The case e # 0 is much more complicated. To date an analytical solution for 

the bottom drag has eluded us except at X = 0 where the governing equations are 

which has the simple solution 
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Figure 10: (a) the function 4, on the upper branch for slip boundaries for 
X = -0.225, which is very close to a resonance. (b) as for (a) but for X = -0.229 
which lies on the other side of the resonance. 

The Munk case can also be solved for X = 0, the equations being 

41 = $7 
which has a solution 

24 
for no-slip boundaries and 

- 1 do = 1 - e 2 cos ($€) 
2n2e + e-4 [L - - T2c t] sin ($0 

fi 3 d 3  3& 



= -5 24 11 - 
[cos ($0 - $ sin ($[)]I 

8 0 

for slip boundaries. 

Numerically, we encountered several difficulties trying to analyze the lateral 

friction case, most notably that we were unable to reach the "nose" for c # 0 

and instead hit a numerical wall that we were unable to push past as we tried to 

locate a nose; this made our original objective of finding how A, depended on E 

impossible. The curves that we were able to construct are shown in figures l l ( a )  

and (b) for no-slip and slip respectively. The slip case looks as though a nose 

should be there and it should be merely a question of edging very slowly out along 

the curves to locate it; however, the plot of S1 for the slip case (figure 12(b)) shows 

the two branches of S1 diverging as we decrease X indicating that there may well 

be no nose. This may simply be because of simple numerical failure [details of 

the numerical methods employed are contained in the appendix] caused by the fact 

that we map the semi-infinite region (0, oo) onto (-1,l) and because the solutions 

oscillate exponentially as < -+ co when we make this transformation we concertina 

these oscillations and hence, as pointed out in I&R, there is very little spectral 

decay [our spectrum decayed in places by as little as which tends to make one 
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Figure 11: So (A) for E = 0.01. (a) no-slip boundaries; observe the apparent splitting 
of the upper branch. (b) slip boundaries. 
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Figure 12: Sl ( A )  for E = 0.01. (a) no-slip boundaries. (b) slip boundaries. 

treat the results warily; we were unable to use a larger number of spectral basis 

elements to get better spectral decay because the time per iteration appears to Le 

proportional to the cube of the number of polynomials used and it was already 

taking just over thirty minutes of cpu time on a Microvax to converge 4,, and 

for each value of A; researchers attempting to tackle similar problems in the future 

might be well advised to employ some sort of basis set on the semi-infinite interval 

itself to avoid compressing these oscillations]. 

It is also possible that there is a physical mechanism at work. We see in figure 

1 l(a) that the upper branch of So for the no-slip case appears to have undergone 

some sort of splitting mechanism; we have tried to find a similar splitting for the 

lower branch but to date without success. In figures 13(a) and 13(b) we show (bo 

for points above and below this apparent splitting and we can see that they are 

very similar with figure 13(a) having a slightly higher peak than figure 13(b), which 

leaves unanswered the tantalizing question as to whether this is a genuine splitting 

or merely a numerical failure in which case the two lines are merely one and the 

same. There are indications from the bottom drag case that some sort of splitting 

may be afoot: when we substitute Bo = 1 - Aoe-"( and dl = -d (1 + A ~ ~ - P [ )  into 
24 

the governing equations and neglect boundary conditions and consider only t enns 

O (e-'() we obtain a quartic equation for p with four roots instead of the two roots 



Figure 13: 
(a) above 

e e 
q50 (5) for X = -0.73 either side of the apparent splitting in figure I l (n):  
and (b) below. 

of 1 - X p 2  - p we had when we took s = 0. For X < 0 numerically we find that fur 

moderately small negative X this quartic equation has two pairs of roots with t!ic 

elments of each pair being extremely close together. 

In figures 12(a) and (b) much of the pole-like structure that was evident ill 

figures 9(a) and (b) is no longer present which suggests that E = 0 may have been 

a singular limit; however a s  we have a relatively complete set of data for only one 

non-zero value of e more work is needed on this aspect of the problem. 

In figures 14 to 17 we show the function 40 (0 for various values of X and with one 

exception the curves all appear to be very similar to their E = 0 counterparts. Thc 

no-slip solution shown for the upper branch (figure 14(a)) however has a peak that 

is significantly reduced in size compared to figure 4(a). As it was this branch that 

appeared to undergo the splitting in figure l l (a )  this only heightens the intrigue. 

4. A (Seemingly) Simple Model 
As the behavior of the functions we have considered in earlier sections has been 

at times fairly complex, in true Walsh Cottage tradition we have constructed a 

simple model that exhibits much of the same structure. If we consider the time 

independent potential vorticity equation for the bottom drag case in the boundary- 



layer and we make the boundary-layer approximation that $,, = 0 so that (. = $,.. 

then we can write this equation in the form 

where C is the vorticity with the boundary conditions that u -+ 0 and $ -t $= as 

x -+ oo. If we integrate this equation from x to w we obtain 

If we evaluate these two equations at x = 0 we obtain a closed set of equations for 

the velocity and vorticity at the wall 

vcv + /?v = -rC. (60) 

We will consider oply the first of these two equations and pose an expansion of the 

form 



e e 
Figure 15: $o (6) for c = 0.01, middle branch. (a) no-slip X = -0.5. (b) slip 
X = -0.1. 

and equate powers of y then we will obtain a series of equations for these coefficients 

v, given the a,. The first of these is at O(y) 

hence 

Vo = 
-rf d m  

2 (65) 
2 

and we need a0 2 -% for a solution to exist. This is equivalent to the condition of 

A > -! that we obtained for the bottom-drag case using boundary layer techniques. 

At the next order O(y3) we obtain 

and if we pick vo = -I,  which corresponds to a0 = -% we see that in this case we 

require al = 0 and that vl is arbitrary. At O(y9 we find that 

thus 
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Figure 16: q$o (J) for E = 0.01, X = 2.0, middle branch. (a) no-slip boundaries. (b) 
slip boundaries. 

and at C?ty7) the corresponding equation is 

with solution 
48v: 16a2vl a3 

v g  = - ---- 
r2 r2 r (70) 

It can be seen that this is clearly not a unique solution as vl is arbitrary and this is 

comparable to the free homogeneous solution that we found in the boundary-layer 

equations for the bottom drag case. 

It is also the case that this is not the only resonance present and this system 

appears to have a countably infinite number of poles or resonances as vo approaches 

r + 0 from below. This is apparent from merely writing the solution down at 

successive orders 

which correspondsl to a resonance at vo = -4 
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Figure 17: +o ( J )  for e = 0.01, X = 0.5, bottom branch. (a) our possible solution for 
no-slip boundaries. (b) slip boundaries. 

which corresponds to a resonance at vo = -: 

which corresponds to a resonance at vo = -: and 

which corresponds to a resonance at vo = -k. The general case is 

which corresponds to a resonance at vo = -- It would appear that these 2(n+l) ' 

resonances each have a non-uniqueness associated with the solution at that value of 

vo. What this appears to be telling us is that we require an expansion of a different 

form for vo < 0. Just exactly what that expansion should be remains a mystery. 
I 
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Appendix : Numerical Methods 

The semi-infinite interval (0, w) was mapped onto the finite interval (-1,l) 

using the algebraic transformation 

where a is a stretching parameter. This transformation maps (0, i) onto (-1,O) 

and (i, oo) onto (0,l) .  The parameter a was generally taken to be 0.1. 
A spectral relaxation scheme was used for the calculations in the lateral friction 

case; the scheme used was a modification of that used in I&R. [For an introduc- 

tion to relaxation methods the reader is referred to Fox (1957).] The solution was 

represented as a series of Chebyshev polynomials (Clenshaw, 1957) 

with nonlinear terms calculated using the relation 

Generally N = 69 polynomials were used for both do and dl. Derivatives were 

explicitly evaluated in recurrence form as outlined by Onzag & Gottlieb (1977). 



Boundary conditions were imposed by linear algebraic constraints on the unknown 

coefficients which determine the last four terms in the expansion. 

To converge the solution Newton's method was used by successively varying each 

of the C, and seeking a zero of the least square residues. This method was quite 

robust but rather time consuming requiring slightly more than half an hour of cpu 

time on a Microvax for each value of X and e. 

As we noted in the main body of this report, there are regions of the parameter 

range where the solutions have very little spectral decay since the solutions there 

oscillate exponentially as ( -+ cu, and we concertina these oscillations onto a finite 

interval. Further work might be better conducted using basis functions which are 

orthogonal on (0, m) itself in order to avoid compressing these oscillations [and thus 

better resolve the behavior of the functions 4, as ( -+ oo] instead of transforming 

this interval onto a finite interval as has been done here. 
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A COUPLED THEEWOCLINE-ABYSSAL GENERAL GEOSTROPHIC MODEL 

G.G. Sutyrin 
P.P.Shir~h0~' IXlBtitllte of ooeanology, MO~OOW 

ABSTRACT 
The filtered two-layer model allowing order-one variation 

of the upper layer depth is proposed. Varioue dynamioal 
re h e 6  are oonsidered. The oonservation of total energy-,and f po ential enstrophy is analysed. The ener Fntegral expres- 
sion of ener that oontains only quadra io terms in the Y F 
general geos rophio regime is obtained. Coupling of upper 
and lower layers motion is disoussed. 

It was reoognieed many gears ago that eliminating the 
ooourrenoe of high-frequenoy osoillation modes is an 
important problem in numerioal prediotions of large soale 
atmospherio and ooeanio phenomena. Replaoing the realietio 
primitive-equations model, whioh permits undesirable 
inertial gravity waves, by a simpler quasigeostrophio model 
has been extensively w e d  owing t o  the simplioity and 
oonservation of analogues of both energy and enstrophy a8 in 
the primitive equations (Pedlosw, 1979). But the 
traditional quasigeoetrophio equations apply only to elight 
departures of the density stratifioation from its average 
distribution. A great deal of effort wae direoted to develop 
some intermediate modele, whioh filter out the relatively 
fast inertial gravity waves and still retain some degree of 
physioal eimplioity oompared to the primitive equations 
(MoWilliamf3 and Gent, 1980). 



Higher aoouraoy in respeot to the Rossby number is 
aohieved in the so-oalled balanoe equations (Gent and 
MoWilliams, 1983a, b). These are obtained by the deoomnposi- 
tion of the velooity into ~olenoidal and part. and 
seem to be rather oomplioated for praotioal use. Another 
approaoh to develop the general filtered model is allowing 
order-one variation of the stratifioation while using the 
lagrangian vertioal ooordinate (Sutyrin, 1 985 ) . In thio way 
for a three-dimensional flow all variables are expreese8. by 
the geopotential as in the quasigeostrophio model. 

In reoent yeare a reduoed gravity model has been used to 
oonsider a number of geoetrophio regimes for large-soale 
flows beyond the radius of deformation: the intermediate 
geostrophio (IG) regime (Charney and Flierl, 1981 ; Yamagata, 
1 982 ) , the planeta17 geostrophio (PC) regime (Willia~m and 
Yamagata, 1984), the frontal geoetrophio (FG) regime 
(Chushman-Roisin, 1986). A unifioation and generalization 
of the68 studiee lead to the general geoetrophio (GG) model 
(Willimm, 1985; Sutyrin and Yuehina, 1986a, b; C u m -  
Roisin and Tang, 1 989 ) . 

In the general geoetrophis equation all variables are 
expressed only by variation of the thiokness of the layer 
like in the quasigeoetrophio one but the GG equation may not 
rightly desoribe all oonaervation laws possesed by the 
primitive equatione. The addition of small, negligible but 
oarefully ohoeen terms might lead to either energy or 
enstrophy oonservation but not both simultaneouely (Hukuda 
and ~&ta, 1988). Po gumantee that energy together with 



enstrophy be oonserved for the general geostrophio oase, at , 

least two variables should be oonsidered [e.g, oomponents of 
ageostrophio velooity on the basis of Hamilton's prhoiple 
(Salmon, 1985) or the Bernoulli funotion and vortioity 
(Sutyrin , 1 986 ) I . 

Unlike the QG regime the IG and GG numerioal eimulations 
di~play the essential diiierenoies in the format ion, - 
evolution and interaotion of oyolones and antioyolones I 

(Matsuura and Yamagata, 1982; Williams and Yamagata, 1984; 
Sutyrh and Ywhina, 1986a, b, 1989 ) . A n  important role of 
frontal effeots in maintenanoe of elliptioal shape of an 
isolated oyolone has been demonstrated by H u k u d a  and 
Yamagata (1988). The saturation of the energy oasoade on the 
IG soale and predominanoe of antioyolones ha6 been obtained 

t in modeling of geostrophio turbulenoe (Cuehman-Roisin and 
Tang, 1989). In all these simulations only a single barn- 
olhio mode was oomidered without interaotion with othere. 

The ooupling of motions in the themooline and in the 
abyss may be essential in the ooean. It is of oomidsrable 
interest to analyse various geostrophio regimes to 
inoorporate vertioal modal ooupling. In partioular, a two- 
layer version of a general geostrophio model is oomidered 
in this paper. 

2. THE PRIMARY EQUATIONS AND PARAMETERS 
The equations governing the upper and lower layers 

motion are written as 



V,, + (1 + rotSVi)(k x V,) + vP, = O (2.1 

Here Vi is the depth-averaged velooity for the thermocline 
(i = 1) and the abyss (i = 2), 1 is the Coriolis parameter, 
k is the unit vertioal veotor, Pi = p i / p o  + ~:/2, p; is the 
dieturbanoe of preesure, g9  = g(p2 - p, )/p2 is the reduced 
gravity, Hi is the layer thiokness, Di is the mean thioknees 
of eaoh layer, Z = HI - Dl = D2 - H2 is the perturbation o r  
the depth of thermooline. 

If the referenoe latitude is 8 on a planet of radius R 
and rotating with angular epeed n, the beta-plane 
approximation yields 

r = ~ ,  + ~ v  (2.4) 

where lo = 20sine and Iv = 2~oos~/R. 
We make a dimensionless set of basio equations by using 

the ~oaling (Ui, L, T) for velooities of eaoh layer, 
horizontal length and time soale. The soale for Pi is taken 
to be fowi from the geostrophio relation. From the 
hydrostatio relation (2.3) the nondimentional displaoement 
T/ = gvZ/f0m1 is introduoed. !Phw a dimensionless set 
oorresponding to (2.1 )- (2.3 ) beoomes 



Here the nondimensional parameters Ei and Bi oharaoterire 
the Rosaby and Froude numbera for eaoh layer. The beta- 
effeot yields f3. me value of 2, defining the time soale T 
relative to the inertial period, and p = g2/c1 should be 
determined by the dynarnios. 

To obtain the law of energy ooneervation we multiply (2.6) 
by p, and pp2 while taking into aooount (2.5) and (2.7 ) 

2 2 (a, + q)vlvpl = -%(a1 + ep, - pp2 - E ~ K ~  + & p x 2 ) K l t  



Here E denotes El for the simplioity. Ad- these equatiorm 
and integrating we obtain JSEdPdu = oonet, where 

It should be noted that to order c2 the last expression 
for enerky oontains only quadratio terms while wing p, - pp2 
instead of q.  The oonservation of potential vortioit:~ for 
fluid oolumns in eaoh layer oan be rewritten in tern of the 
potential thiokness anomaly qi as follows 

Our purpose is to derive a eet of equations for slowly 
varying flowe ('G a 1) oonsidering variours relations between 

p, E, p, a1 and S2. 

3.  GENERAL FIUPERED MODEL 
At rqid latitudes and for the open-ooean meeoeoale range, 

typioal soales are: lo = 7 #10-~e-' , l v  
= 2.10-11~-1~-1, 



= 70 km, U1 = 0.5 ms-l, U2 = 0.1 mrr-I, 8, = 2.10-~ m-2, 
Dl = 0.4 km, D2 = 4 km, yielding 

Thue the typioal relation between parametere are 

From (2.1 1 ) we aee that ?; < E, thus the nearly 
geostrophio flow (& o: 1 )  oan be ooneidered to be slowly 
varying (2 o: 1) and from (2.5) the geostrophio velooity is 
oorreot to lowest order in & 

Substituting (3.2) into equations (2.8)and (2.10) while 
dropping small tern of or less than the order a1E2 gives 

Taking into aooount (3.1 ) and following Cuehman-Roiein 
and Tang (1989) the t h e  eoale oan now be determined as the 
biggest term in the rigt parts of (3.3). In this nay we have 



The abyeeal motion is ooneidered to be generated mainly 
by the variation of the themooline thiokness, i-e., to be 
stretohing domhated. Sboe y d a1 is taken in 1 ) to 
oonsider the self-oonsistent regimes in the two-layer sgstem 
we suppose 

Another relations between parameters wae analyzed by 

Ohassignet and Cushman-Roiein (1989). Dividing the equations 
( 3 . 3 )  by 7 me obtain 

Here S replaoea 9, and a oharaoterieee the amplitude of 
relative variation of the themooline thiohess. With (3.5) 
one oan 'see that the finite amplitude is reaohed if L L1 = 
100 km. Coupling between the themooline and abyss i8 



oharaoterized by 0 ;  Lb i8 the soale of fastest 'growth of 
bamolinioally unetable waves (Pedloelcy, 1979 ) . 

By fixing two relatiom (3.5) between five parameters 
(3.1 ) we have now three parameters 9, a, 6 in the equatiom 
(3.6)-(3.7). Depending on the ohoioe of the approximate form 
of their left side8 we oan obtain enetrophy or energy 
oonservhg variant8 of the general filtered two-layer model 
as Hukuda and Yanagata (1 988) did for the reduoed gravity 
unified geostrophio equations. If 

then the equations (3.6)-(3.7) take the ~oaled form of (2.10) 

Here for eaoh layer an arbitrary funotion of qi ie a 
lagrmgian invariant and the enetrophy ~ j ' q : ~ s d y  is globally 
oonserved. Dropping the a-terms in (3.8) whioh are of the 
order E = a8 in the left eide of (3.6) we obtain the two- 
layer filtered model governed by the equations (3.6)- (3.9 ) 

with the energy oonservation of the quadratio f o m  
I 



In this oase rnaltiplying (3 -6) by X and g and integrating 
over the whole beta-plane we obtain the momentum balanoe 

Similiar relations was obtained by Flier1 (1974) for a 
lens-like eddy. Expressions (3.12 )- (3.1 3 ) show that his 
analysis of the Rossby wave field and vortex motion oan be 
extended to the more general oaee. 

4. COUPUZD GEOSTROPHIC REGIMES 
Using the reduoed gravity model, being obtained from 

(3.6) and (3.8) for 6 = 0, seem to be quite problematio for 

the mesosoale ooeanio eddies with the soale L L, (0 - 1). 
In this oaee a feedbaok between thermooline and abyseal 
motions should be taken into aooount. 

The differenoe with the traditional quasigeostrophio 
model is desoribed by the f~ontal effeots oonneoted with 
U-tem in the equation (3.6) for the upper layer (Cushman- 
Roisin,I 986). Dropping these terns (a = 0) leads to oo~nrnonly 
used two-layer quaeigeostrophio equations. 
Two kinds of ooupllng oan be deduoed from (3.6 ) . The first 

ie desoribed by 8 0 p Z t ;  it is responsible for energy exohange 
between layers. The second is desoribed by BJ(p2, p , ) ;  it 



doe6 not 0-8 the energy and might be termed . adveotive. 
In the quaaigeostrophio regime when 9 6 = 1 they 'both are 
essential and lead to the potential energy deoay and barn- 
tropizat ion in geostrophio turbulenoe (Rhines , 1 979 ) . 

The most interesting (new) regime when a = 6 = 1 oan be 
oharaoterized as a ooupled frontal geostrophio one. In this 
oaee s = f3 ' I2  a 1 and in the leading order appmxbn&tion 
we drop terms oomeoted with 8 to obtain from (3.6)-(3.9) 

Here the available potential energy is oonserved on the 
synoptio time soale Ts = L/IV: f~p'&dg = oonst. 

The dispersive abyesal motions are exoited by J[F, p,I in 
(4.2) and oause only adveotion in the upper layer. T h w  only 
adveotive type of ooupling is oonsidered in this regime. Any 
oiroular or reotilinear themooline flows while being 

oornpensated, i.e. without motion in the abyss (p2 = O), are 
steady solutions of (4.1 )-  (4.2). Suoh oompensated solutions, 
if baroolinioally stable, oould be oonsidered as attraotors 
when the visoo~ity ie small. 

It ehoud be noted that in the ooupled frontal geostrophio 
regime the Froude number in the upper layer is small (3 a 1 ) 
while the one in the lower layer is large ( B ~  - 8-I . 1 ). 



The two-layer model with emall Proude numbere in the both 
layers has been recrently analyaed by Kamenkovioh (1989). In 
this oaee strong baroolinioally inetability of an arbitrary 
flow ehould be expeoted beoause of L . Lb (0 , 1) (Colin de 
Verdiere, 1 986 ) . 
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Can Potential Vorticity Homogenize in Closed Gyres? 

LuAnne Thompson 

Abstract 

A process model of the Gulf Stream recirculation is modified to show that the 
solution that results from taking the inviscid limit of the quasi-geostrophic equations 
is not necessarily a free inertial mode. The model is forced by anomalous potential 
vorticity on the northern and western boundaries of a rectangular domain. When 
the boundary is rotated by a positive angle with respect to the lines of constant 
planetary potential vorticity, the solutions always becomes frictionally dominated 
as the viscosity is reduced. The frictionally dominated solution on the nortliern 
boundary asymptotes to a simple analytic form, analogous to the Munk balance, as 
the viscosity is reduced. 

1 Introduction 

Certain features of the general circulation of the ocean are dominated by inertial 

rather than frictional effects, and both the planetary and the relative vorticity are 

important. Dramatic example of this regime are western boundary currents that 

appear in both ocean observations and in numerical models of large scale wind 

driven ocean circulation. In the Atlantic ocean, there is recirculation of water in 

two gyres north and south of the Gulf Stream. These gyres have limited meridianal 

extent and their circulation results in enhanced Gulf Stream transport. The wind 

driven portion of the North Atlantic circulation is believed to have a transport of 

about 30x10~ m3/s, while the maximum transport of the Gulf Stream is almost 

1 5 0 ~ 1 0 ~ r n ~ / s  (Richardson, 1985). This recirculation can appear where there is no 

local wind forcing. Cessi et al. (1987) (herafter CIY) demonstrated this by forcing 

a homogeneous ocean with a wind stress curl that is zero above a certain latitude. 

The solution shovys a recirculation gyre in the northwest corner of the box where the 

wind stress curl is zero. In the solution, the potential vorticity is uniform within the 

recirculation gyre. Within this gyre the relative vorticity is important, and inertial 

effects dominate. Oceanographers are not yet able to measure the relative sizes of 

relative and planetary vorticity within the Gulf Stream recirculation, but it is clear 



that both could be important there. 

Several analytic models have been used to explore the dynamics of the recircu- 

lation. In order to make analytical progress, friction is assumed to be unimportant 

in the dynamics of this feature (CIY, Marshall and Nurser, 1986). The assumption 

behind the neglect of friction is that the solution will be a free inertial mode of 

the system when the viscosity is reduced. We will show that this assumption does 

not hold when the geometry of the recirculation model of CIY is varied by a small 

amount. The work that follows suggests that one cannot easily extend inviscid 

solutions of two-dimensional problems to more general geometries and forcings. 

The model of the recirculation that is considered is the one described in CIY 
and Ierley and Young (1988) (hereafter IY). In this model, the quasi-geostrophic 

potential vorticity equation is driven by anomalous potential vorticity applied at  the 

boundary. The steady quasi-geostrophic potential vorticity equation is then solved 

numerically in the presence of lateral diffusivity. The dynamics of the recirculation 

are isolated from the wind driven part of the circulation in this process model. No 

wind stress curl is applied for the results given below. The anomolously low values 

of potential vorticity that are applied in the northwest corner model the effect 

of northward advection of low values of potential vorticity of southern origin by 

the Gulf Stream, or alternatively the generation of low values of potential vorticity 

locally by buoyancy effects. The relationship between the potential vorticity forcing 

and the dynamics of the gyre as a whole will not be discussed here, but the relative 

simplicity of the model allows a thorough exploration of the behavior of the systern 

as the diffusivity is reduced. The advantages of this model are its time independence 

and confined spatial extent, which make many realizations of the solution affordable; 

unlike time dependent models of the ocean circulation that exhibit qualitatively 

similar behavior. 

As motivated by observations and numerical experiments, the recirculation gyre 

is assumed to be dominated by inertial effects in its interior. Both CIY and Marshall 

and ~urser( l986) '  suggest that this gyre is a free intertial mode of the basin. As 

the diffusivity is reduced, the local Reynold's number for both of these solutions 

will go to infinity. In particular the CIY solution is one with uniform potential 

vorticity. Constant potential vorticity occurs within closed streamlines which never 



pass through frictional boundary layers (Rhines and Young, 1982). This result holds 

as the viscosity, n, is reduced, and is motivated by an application of the Prandtl- 

Bachelor theorem that tracers in two-dimensional flow will become constant within 

closed streamlines. In contrast, when every closed streamline passes through a 

frictional boundary layer, friction will be dominant everywhere. In fact,. as tc is 

reduced this frictional regime can be realized instead of a free inertial mode. 

In IY, anomalous potential vorticity is applied in the northwest corner of a box 

in order to model the confined longitudinal extent of the Gulf Stream recirculation. 

The resulting gyre is of nearly constant potential vorticity, but the strength of the 

circulation diminishes as dissipation is decreased. The Reynolds number does tend 

to infinity as n is reduced, and a free inertial mode results. In this paper, the 

geometry of IY is slightly altered by rotating the boundary with respect to the liries 

of constant planetary potential vorticity by an angle 0 ,  but the forcing is kept at 

the IY value. The problem now has two free parameters, 8, the angle of the tilt, 

and n, the dimensional viscosity, as in IY. This study will show that when 4 > 0" , 
the free inertial mode is no longer realized as the inviscid limit of the equations, 

but instead, a frictionally dominated solution results. 

2 The Model 

The quasi-geostrophic formulation for a one layer ocean is used. The governing 

equations are 

J ( $ ,  9)  = nv2q  (1) 

where 

(--$Y,$Z) = (u, v )  

and 

q = < + P g c o s 8 + p z s i n 8 .  

Here 1 = V2$. The boundary conditions are 

< = ~b (s) 

where s is the arclength around a rectangular box. Also, $ = 0 there. 



The parameterization of friction on the scale of interest as Laplacian friction is 

motivated by Rhines and Young (1982) and has been used extensively in oceanogra- 

phy. This form of friction also allows analogies with more general two-dimensional 

fluid mechanics problems. 

The angle 9 measures the tilt of the planetary vorticity contours relative to 

the boundary of the domain where the forcing is applied. This simple change in 

the recirculation model of IY mimics the Gulf Stream exiting the coast with a tra- 

jectory not aligned with a plantetary potential vorticity contour. This situation 

can be realized in a more general wind driven time dependent numerical model by 

tilting the zero wind stress curl line with respect to a lattitude circle (P. B. Rhi~ies'; 

personal communication). When 0 is positive, the northern boundary is rotated 

counter-clockwise by an angle 9.  Therefore, some planetary potential vorticity con- 

tours originating at  the eastern boundary and terminate at  the northern boundary. 

On the other hand, when 9 is negative, some planetary potential vorticity con- 

tours originating a t  the northern boundary and terminate at the western boundary 

(Figure 1). 

Figure 1: Schematic of planetary potential vorticity lines with respect to the bound- 
aries of the domain. The angles of rotation from left to right are 9 < 0" , 9 = 0" , 
and 6 > 0" . 

We consider steady solutions to this problem in a rectangular domain -L  < 
y < L and - L / a  < x < L/CY where CY is the horizontal aspect ratio of the basin. On 

the sides of the basin, the boundary conditions are $J = 0 and a prescribed relative 



vorticity distribution, independent of O given by: 

y = L < = P L  [ t a n h ( l ~ a / L )  - 11 /2 

2: = -La I = PL [tanh{(y + L ) / L ) /  tanh 21 - PL - y 

otherwise = 0 . 

This problem is solved numerically by Newton's iteration in a program developed by 

Glenn Ierley. In IY a = 0.3, and 8 =0° . The structure of the boundary condition 

on < is shown in Figure 2. 

Figure 2: A perspective view of g + p y  cos 8 + p x  sin 8 for 8 =0° . Except in the 
northwest corner, the potential vorticity is the planetary potential vorticity, and cb 
is constant on the first half of the northern boundary, and then falls to zero for the 
second half. (Figure taken from IY). 

The introduction of anomalous relative vorticity (I = -u, < 0) at  the northern 

boundary drives a current towards the east there. This vorticity is advected east- 

ward and diffused'southward into the interior. At some point after the forcing goes 

to zero, the current turns into the interior in order to return all of the fluid to the 

western boundary, closing the gyre. To consider the relative sizes of advection and 



diffusion, a local Reynolds number is defined as 

where U is the eastward velocity scale of the gyre, and A and w are the length 

scales of the gyre in the x and y directions respectively. 

IY show that when 8 = 0" , w oc n'I6, 6 oc tc'IS and 9 oc n'I2, where 6 is 

the frictional boundary layer scale. Here, they assume that A is independent of tc. 

Therefore R oc K-'/~.  It is clear that A depends on tc (IY, their Figure 3) ,  but a 

consistent scaling for its dependence has yet to be found. To review their scaling, 

the size of the terms in (1) are examined. In the interior, potential vorticity 1s 

uniform and 3, < a,,, so that u,, must balance ,f?y, or U = p w Z .  In the frictional 

sub-layer near the northern boundary, -u, = g or U = cb6 must hold. Since x 

variations are negligible, in the boundary layer diffusion of +,, in the y direction 

is balanced by advection in the x direction, so cba/LP = ~ / @ 6 ~ ,  since the length 

of the forcing region is L /a .  Thus 6 = (ICL/(X<~)"~. Since the velocity must be 

continuous from the boundary layer to the interior, then the scale for w is given by 

w = ( ~ ~ / ( X < b ) " ~ ( f b / , f ? ) ' / ~ .  

3 The Numerical Solutions 

In order to infer something about the dynamics of the ocean using the results of 

IY, it is necessary to show that changes in the boundary conditions or the geometry 

do not greatly effect these results. IY show that forcing the gyre from the center of 

the northern boundary produces a similar gyre as described above. Here, a small 

change in geometry is shown to drastically effect the inviscid limit of this problem. 

A series of numerical solution to (1) for B = 0" , 5" , 10" , and 45" are calculated 

(see Figures 3-7 for the following discussion). Since these experiments have an aspect 

ratio a =1, a detailed comparison to IY cannot be made. For all of the solutions 

there is a closed recirculating gyre in the northwest corner. As tc decreases, or 

as B increases the gyre becomes narrower in the y direction, and the transport 

decreases. For the solutions found, for B =0° , 5" , and 10" , the gyre elongates in 

the x direction as tc decreases. For 8 =45" , the gyre remaines the same length. 

Only for 8 = 0" does the solution become more nonlinear as rc is reduced, for the 

other angles, as tc is reduced, the solution actually becomes viscously dominated. 



Figure 3: Contours of stream function in units of PLS and potential vorticity in 
units of PL for the upper half of the box for 9 = 0" . The fluid in the rest of the 
box is essentially at  rest. From top to bottom is II, for n = 0.001, q for n = 0.001, 
t,b for n = 0.0001, and q for n = 0.0001. 



Figure 4: As for Figure 3 except 8 = 5" . 



Figure 5: As for Figure 3 except 8 = 10" . 



Figure 6: As for Figure 3 except 8 = 45" . 



The high viscosity solutions for all of the angles are qualitatively similar to the 

8 = 0" runs. However, as tc is decreased, with 8 > 0" the gyre becomes more asym- 

metric. For 8 =5" and 10" , the point where the stream function is maximum moves 

further to the east, whereas for 8 = 45" , the point where the stream function is 

maximum remains close to the end of the forcing region and the gyre turns just after 

the forcing stops. All these solutions are in contrast to the 8 = 0" solutions where 

the gyre becomes symmetric about z = 0. The slope of the outermost streamline 

is negative initially for the larger values of viscosity and 8 > 0" . However, as the 

viscosity is decreased, the streamlines become parallel to  the northern boundary. 

The gyre becomes independent of z between the western boundary and the end &f 

the forcing region, particularly for the solutions found for 8 = 45" . For the most 

inviscid solutions for 8 =lo0 , and 45" (Figure 7), the streamlines and the lines of 

constant potential vorticity cross throughout the gyre, an indication that diffusion 

is important throughout the gyre. 

4 Boundary Layer Dynamics and the Breakdown of the Inviscid Solu- 
t ion 

The above behavior can be explained in terms of changes in the boundary layer 

dynamics when 8 > 0" . In fact, the boundary layer scaling suggests that, in the 

inviscid limit of the frictional problem posed above, if B is a small fixed angle, and 

the viscosity is reduced, the solutions will approach a viscously dominated solution 

instead of a free inertial mode of the inviscid equations. 

When B > 0" , some of the potential vorticity contours which orignate at 

the eastern bounary terminate at the northern boundary. The northern boundary 

becomes an effective extension of the western boundary, along which the planetary 

potential vorticity is increasing. On the northern boundary, a jet is set up as in IY, 
however now fluid parcels traveling along the boundary must cross lines of constant 

planetary potential vorticity. If the fluid is to conserve its potential vorticity, then 

the relative vortlcity must decrease as the fluid moves along the boundary. This 

change results in an increased shear ( c  = -u,). There are two possible adjustments. 

First, the velocity can increase both in the interior and in the frictional boundary 

layer, increasing the shear in the interior while keeping the width of the gyre fixed. 



Figure 7: Contours of stream function in units of PLS and potential vorticity in 
units of PL. Only the upper quarter of the box is presented because the fluid in the 
rest of the box is essentially at rest. From top to bottom is $J, q for n//3L3 = 5x10-' 
and 6 = 10" , $J, q for &/PL3 = 3 x 1 0 ~ '  and 0 = 45" 



In this case the frictional boundary layer scale has to increase to keep the shear a t  

the boundary equal to the boundary value, resulting in less of a scale separation 

between the interior and the boundary layer. Alternatively, the width of the gyre 

can decrease, increasing the shear in the interior, once again resulting in an increased 

influence of friction. 

The balance of terms in (1) gives an indication of how a solution of homogeneous 

potential vorticity breaks down as viscosity is decreased for a fixed angle of rotation. 

At the northern wall, as for IY, U = cb6 where 6 is the frictional boundary layer 

width and 6 cc ~ ~ 1 ~ .  I f  the interior has constant potential vorticity, then the relative 

vorticity must balance gradients in planetary vorticity either along or across th'e 

gyre. That is 

U / w  = max(p sin 6 or p cos Ow). (2) 

where U / w  is the scale for in the interior of the homogenized gyre. Since the 

velocity must be continuous from the boundary layer to the interior of the gyre, the 

width scale of the gyre will be given by (2) and will be the smaller of 

and 
$b 6 

A p  sin 6 ' 
In general 6 o: n113 (as will be discussed in Section 5), so that for fixed angle as r. is 

decreased, (4) becomes the width of the gyre instead of the IY result which is given 

by (3). This balance holds no matter how small the fixed angle 0 is. When the angle 

is small (for example 5" ), (4) suggests that the width of the gyre is much larger 

than the frictional boundary layer, which implies that the gyre may be inertially 

dominated. To see if the inviscid solution is an inertial mode, the Reynolds number 

must be considered. At fixed angle, if the limit as K. goes to zero is taken, and an 

inviscid solution is reached, and R is infinite. In this case we find that 
I 

Now, A must be at  least as big as L/a, the length of the forcing region, so that 

at  most, R is independent of 6, and does not go to infinity as the inviscid limit is 



taken. Therefore, an inviscid solution will not be reached at fixed angle as the limit 

as n goes to zero is taken. Since the forcing is independent of z for a region long 

compared with the boundary layer scale, we can find an analytic solution for q!~ as 

rc is reduced at  fixed 8. 

5 The Frictionally Dominated Solution 

The inviscid limit of this problem when the angle of rotation 8 > 0" is a viscously 

dominated solution. In order to see what the solution might look like, we consider 

the balance of terms in the viscous boundary layer, and decide which terms are 

important. In the boundary layer the dominant terms in the vorticity equation (I) 

are 

J($, $vv) + P cos 8$2 - P sin 9+v = nlCtvyyy ( 5 )  

The length scale in the y direction is given by 6, the frictional boundary layer 

thickness, the length scale in the x direction is L/a ,  the length of the forcing, and $J 

scales as $62 as required by the boundary conditions on the relative vorticity. The 

size of the each term in (4) is given by 

J(G, Gvu) + Pcos Olltz - Psin0$, = IE$J,,,, 
$& COI 0 ~ ~ 6 ~ ~  

L L ,tl sin 9cb6 s .  (6) 

We now scale everything by the size of the viscous term to get 

6 a  cos 8 
L 

sin 9 = 1 
n I 

where ca = PL. The viscous term is expected to be important everywhere in the 

viscous boundary layer near the northern wall. The second term, Pv the advection 

of planetary vorticity in the north-south direction, is always subdominant as the 

viscosity is reduced. If this term balances the friction, this would correspond to a 

linear Munk balance at  the northern wall of the box. It is important to note that 

all of this discussion concerns flow that is far from the linear regime, because the 

size of the forcing is PL, which is larger even than changes in the planetary vorticity 

across the gyre. Therefore the first and the third terms balance the frictional term 

in the boundary layer when 8 > 0" . Particularly when the the angle is large, the 

character of the gyre is x independent south of the forced region, and the first term 



vanishes identically, so the third term balances the friction by itself. This balance 

results in a simple solution which satisfies the non-linear balance throughout the 

interior of the gyre south of the forcing region. This solution is analogous to the 

Munk western boundary layer solution, where linear dynamics apply, however, here 

the solution satisfies the nonlinear equation (5). The boundary conditions for the 

solution here are = <* and t,b = 0 a t  y = L. Thus 

where 

This solution is valid because is independent of x in a large region. If the forcing 

function varied in x then the first and the third terms would combine to balance 

friction when 19 > 0" . This boundary layer balance reduces smoothly to the bound- 

ary layer balance of IY as 8 goes to zero. For the forcing chosen here, even for small 

angles, the solutions become quite independent of z when tc is small enough south 

of the forcing region (Figure 7). This suggests that for this choice of forcing, the 

solution will always approach (7) as long as 0 > 0" . Quantitatively (7) agrees quite 

well with the numerical solution for $ when compared with a cut across the gyre 

south of the forcing (Figure 8). The correspondence improves as tJ increases, or as 

tc is decreased. 

As a summary of the numerical solutions used in this study, the maximum 

streamfunction versus K on a log log scale is of interest (Figure 9). The slope of 

the line gives a where $,,, oc tca. Also shown is the maximum streamfunction for 

(7) on the same scale for each angle of rotation used. Although the transition to 

the solution given by (7) occurs at much lower viscosity for smaller angles, all the 

solutions approach it in a quantitative comparison. This behavior confirms that 

even for small angles of rotation, the entire solution is dominated by friction. In 

fact, as tc is reduced, the agreement between between the numerical and analytic 

solutions improves, so that the solutions become more viscously dominated as tc is 

reduced. 

If the set of experiments were redone for a forcing function that depended on 

x ,  the comparison to (7) would no longer hold, but the maximum streamfunction 



Figure 8: A comparison of d/PLS and t,bV/PL2 for the numerical solution (solid 
line) and (7) the,Munk solution (dashed line). The top graphs are for 0 =45" , 
z = -0 .2/L,  a = 5x10-', and the bottom graphs are for 0 =lo0 , o = - . 5 / L ,  
a = 6 ~ 1 0 4 .  



northern boundary is independent of x, then the solution approaches the simple 

solution given by (7) and is dominated by friction everywhere. The change in 

behavior results when the planetary potential vorticity lines are tilted with respect 

to the boundary where the forcing is applied. The northern boundary becomes an 

extended western boundary, and variations in planetary potential vorticity along 

the boundary dominate the dynamics of the recirculation gyre. The fact that the 

potential vorticity forcing is applied along a meridian is an important aspect of the 

6 = 0" case which is vital to the conclusions of IY. 
The boundary layer scalings suggested above, and the predicted size of the 

transport in the gyre, no longer hold when the gyre reaches the eastern boundary. 

The turning region has not been discussed, but the gyre turns when it has dif- 

fused enough relative vorticity to allow the velocity to approach a stagnation point. 

However, when the gyre reaches the eastern boundary, it can support a pressure 

gradient which allows the gyre to turn back to the west with less of the vorticity 

diffused into the interior and more carried back into the interior, breaking the Iric- 

tional domination in the interior and allowing a free inertial mode to set up in at 

least part of the gyre. The lowest viscosity solution found for 6 = 10" confirms this 

assertion. In this solution, the gyre has reached the eastern boundary (Figure 10) 

and the maximum streamfunction is only slightly smaller than the one found with 

larger tc, where the gyre has not felt the influence of the eastern boundary (Figure 

7).  The potential vorticity distribution suggests that if the viscosity were reduced 

even further, the gyre in the northeast corner would develop constant potential vor- 

ticity. This result is consistent with CIY where the gyre is forced on the western, 

northern and eastern boundaries, the strength of the gyre is influenced only by the 

strength of the forcing, and the resulting solution is independent of the value of the 

viscosity. 

If on the other hand the gyre is rotated in the opposite direction, the northern 

boundary now becomes an extension of the eastern boundary. By the argument 
I 

given above, the northern boundary is able to support a pressure gradient and the 

potential vorticity will be uniform at an even larger IC than for 0 = 0" . Since fluid 

parcels along the boundary are moving to lower values of potential vorticity, the 

shear decreases. Reversing the argument given above, the separation between the 



would still scale as n21S and the slope of the lines in (Figure 9) would again approach 

213, instead of the IY result of 112 (IY their Figure 7) .  Because the forcing function 

here iss simple, a quantitative comparison between the known frictionally dominated 

solution and the numerical results is possible. 

Figure 9: Maximum stream function ($maz/PLS) versus n/PLg for 6 = 0" , 5' , 10" , 
and 45" . The solid lines are the numerical solutions, and the dashed lines are the 
solution given by (7). Notice that for 0 >0° , +,.. approaches that given by (7). 
The gyre feels the influence of the eastern boundary at  the last points for 8 =0° and 
10" , which is why the slope of the numerical solutions changed there. There the 
scalings no longer hold and the maximum stream function becomes independent of 
K. 

6 Summary And Discussion 

An oceanographic problem has been explored where when one parameter, the 

angle of rotation 8, is changed, even by a small amount, the inviscid limit of solution 

is no longer an inviscid solution of the equations. In fact, if the forcing on the 



Figure 10: Stream function and potential vorticity contoured for y = 0.5 to y = 1, 
IC = 2.5x10-' and 0 =lo0 for only the top quarter of the domain. The gyre has 
reached the eastern boundary. 



Figure 11: Stream function and potential vorticity contoured for the entire box for 
tc = .001 and 8 =-45" . 



boundary layer scale and the interior scale is increased. A solution was found that 

shows an extreme example of this for a moderate values of n and the solution has 

potential vorticity that is nearly constant in a very large region (Figure 11). 

As with any model of this sort, the connection with oceanographic observations 

is tenuous, however, the results of this study suggest that since the Gulf Stream 

exits the coast at  a positive angle with respect to meridians, the southern recircu- 

lation gyre would be weaker than what one would expect from a symmetric wind 

driven model. In turn, the northern recirculation gyre would be expected to be 

stronger. The results of this study also suggest that a strong recirculation depends 

crucially on the fact that the Gulf Stream separates from the coast and begin &I 
travel approximately along lines of constant planetary potential vorticity. In the 

extreme case of 8 =90° , the forcing would be applied on the western boundary, the 

frictional regime would dominate, and a very weak recirculating gyre would result. 

The literature is fairly limited in this regard, so time will tell if this conclusion is 

consistent with observations. 
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ABSTRACT 

The behavior of the inflownear the wallis studied in 
r h e  framsi*l~rk of a two-dimensional model . with ' the 
rssoluti~n of th2 boundary layer near a slippsry and 
no-slip wall. It is shown that the evolution of the inflow 
is due to the presence of the region of negative vorticity 
(boundary layer) near the wall. 

I. Introduction 

An important phase of turbulence production in the 
flow past a wall occurs with the intermittent inflexional 
inscabllity of the streamwise current. Although fully 
devzloyed turbulent flows must be regarded as stable in 
t h C  ?lean,  the classical theory of laminar instability 
captures a key process which occurs intermittently in 
space-tims. In the flow of a homogeneous fluid past a wall 
patches of inflexionally unstable flow associated with 
large Reynolds stress develop as a result of local 
spanwise circulations . It appears that the ever-prrsent 
large-amplitudz disturbances in fully developed laboratory 
or geophysical flow evolve into locally unstable patches 
in which one or more eddies develop, and this process is 
addrsssad herein. (M.E.Stern,l989) 

-4 barotropic jet emerging from a point source in s 
rotating fluid is deflected to the right ( northern 
hemisherel and starts to accumulate in an anticyclonic 
vortex .  This vortex gives rise to a cyclonic neighbor, 
and tha- dipole (modon) then propagates away frum t11s 
source in a circular path (Flier1 etal, 1983). It is 
suggested that the modon model captures certain essential 
features of geophysical eddies. This is based on a 



theorem, that any, slowly varying and isolated disturbance 
cn the beta plane must have zero net relative angular 
momentun, so that the dipole is the simplest dynanrically 
consistent representation of such a disturbance. 

When a laminar jet flows into a resting fluid of the 
samz density the vorticity front form. M.E.Stern and 
L.J.Pratt studied this process and its consequences in an 
inviscid two-dimensional model 'by the method of contour 
dynanics. They showed that for large amplitudes wavz- 
bl-eaking and engulfment of irrotational fluid occures, and 
for smaller amplitudes a lee-wave develops behind the 
leading edge of the shear intrusion, and each wavelet 
tends to equilibrate in amplitude and preserve its form 
(Stirn and Pratt,1985). 

M.E.Stern considered the temporal evolution of a slow 
downstream decrease in the velocity of a coastal current 
contained in the liqht upper layer of the ocean in the 
fran~work of quasi-gaostrophic model and showed that t h z  
formation of plume near the nose of the vorticity front is 
responsible for some of cold water plumes which extend to 
large distances from the coast of California (E. l .E.Stern ,  
1936) . 

In the laboratory experiments J.A.Whitehead st11di;ld 
the behavior of the isolated eddies and showed that tlie 
eddy pail- can be made from a barotropic current, vertical 
streaked eddies can be made by density currents over a 
sloping bottom (J.A.Whitshead1l989). 

The behavior of vortex pair and the conditions of its 
fornation in the laboratory experiment was studied by 
G.J.F.Van Heijst and J.B.Flor (1989), J.M.Nguyen Duc and 
J.Sommeria (1988), S.1.Voropaav (1989). All these studies 
are connnected with a free jet and with formation of 
vortex pairs and with the interaction between two 
symmetric couples. 

The results of numerical simulations presented here 
rsfer to behavior of the jet near the wall with the 
resolution of the boundary layer. It appears thac the 
existance of the region'of the negative vorticity near the 
wall caus? the formation of the big vortex in the nose 
of the jet and the propagation of the jet along the wall 
ceases. 



11. Formulation of the problem. 

Consider a two-dimensional model of inflow into the 
rectangular domain-A < a < B, 0 < b < Y. Let the' half 
width of inAlow be L and let the characteristic flow 
velocity be V. 

Let us introduce the dimensipnless variables 

whera a ,  b , r  ara coordinates and time, x, y ,  t ars' 
nondimensional coordinates and time. The constants with 
tildes are dimensional and the constants A ,  B ,  Y, L, V are 
non-diaensional. In the experiments with a jet near the 
wall A = -10, B = s, Y = 10, L = 1, V = 1, s is thickness 
of boundary layer. In the experiments with a free jet 
X = - 5 ,  B = 5, Y = 10, L = 1, V = 3i- in experiment 3 and 
V = 1 in experiment 4. In the experiments with a steady 
moclon A = -10, B = 0, Y = 10. The evolution equation has 
th2 form 

where d is the nondimensional vorticity, )u is the stream 
function, is the viscosity. is the horizontal 
Laplacian operator A = ~ j / ~ ~ 2  + 3 ; / a y ~  , 

Although several conditions 
wer2 used, in most of the numerical experiments presented 
here the Neurnann boundary condition was used on the 
outflow boundaries: 

at x ='-?kr?-,-~(O 4 y 4 Y) and at y = Y , ( A  d x d B) , slip 
or no-slip boundary conditions at x = B , (0 4 y \< Y) and 



I 

at y.  = 0 , ( A  4 x \( B )  except at the region of the inflow. 
In most experiments the conditions Y = .O and 

J ~ ~ / / J ) ? ~ =  0 were used for the slip boundary and the 
conditions J/ = const and aVhh = 0 for the no-slip 
boundary, except at the region of inflow, where kl and $U 
rsmaind constant in time at each point of inflow . In one 
experiment the no-slip condition was enforced at the 
boundary x = A , (0 4 y ,< Y) , but the result of t h a t  
calculation was similar to the experiments with the 
Meumann boundary condition. This similarity is because the 
duration of the calculation was less than the time for 
boundary effects to be significant. 

For the initial condition the vorticity is z e r o  
throughollt tho donlain and the stream function, as 
determined by the equation U = Av describes tile 
potsntial flow in the interior (Fig.1). 

The vorticity at the region of inflow was specified 
to be 

This form of tha vorticity gives the velocity profile 

with its maximurn value usually equal to one at x = 0 , as 
shokrn in Fig.2. Note that if s2is 1/3 there is a sn!nnt:.: 
prcfils of vorticity because : 

~ ~ u a t i o n  (2b) was solved by the iteration method of 
overrel~cation. The relaxation parameter at ths firsr time 
step wasc1.,97 and about 300 iterations were necessary to 
achievst'an accuracy of 5xl0'~in the strearn func:ti.on. 
Subsequently the relaxation parameter diminished to 1.3 



and the number o'f iterations essentially decreased and 
remained in the range from 7 to 20 slowly increasing in 
tims. The calculations were made for a region of .50 x 50 
yridpoints, the grid resolution was dx = dy = 0.2 or 
dx = dy = 0.1. The finite-difference representation of 
( 2 a )  was a centered second-order formula in both space and 
time. In particular, the nonlinear Jacobian operations 
were calculated by the spatially conservative formula of 
krakawa (Arakawa, 1966). The nondimensional viscosity 
coefficient was & = 0.01 or & = 0.005. 

We performed two experiments for the verification of' 
the numerical calculations, one with numerical dissipation 
only ( E  = 0 and the second with explicit viscosity 
( tl = 0.005). 
For the case of line vortices, originally analysed by 
Lamb (Lamb,1932), the recirculation cell of the vortex 
takes the shape of an oval that encloses both vortices; 
the resulting motion is steady. 

In theoretically describing the structure of the 
vortex for verification of the numerical calculations, it 
is possible to assume two distributions of vorticity 
concentrated in two line vortices symmetrically located 
about the centerline of the vortex pair. It is possible to 
retain the conditions for steady motion of the vortex pair 
in the case when the vorticity is distributed throughout 
the recirculation cell assuming that the relation 

is valid throughout the domain of non-zero vorticity 
(Batchelor, 1967). The governing equation in terms of 
the stream function and the constant k takes the form 

For this form of \y the solution is a Bessel 
function of the first order: 



1n this sdlution th2 circle r = R bounds t h s  
reci'r'culation cell (Homa etal., 1988). If we take 

as the initial condition for the numerical experim6nt we 
can cxpsct that ths vortex pair motion will be steady and 
the decrease of the amplitude of vortices will depend on, 
the viscosity only. The estimation of the time of rhe 
decreasa of the amplitude of the vortex pair in e folding 
tir-ler is T = L / ( 2 E  1 .  In the case when L is equal to 1 
and & = 0.005 the estimation of the time is T = 100. The 
initial field of vorticity given by ( 9 )  for thz numsrical 
experi .%ent  1 with periodic boundary conditions at y = 0 , 
( A  x \ (  B )  and at y = Y ,  ( A d  x , $  B )  , and slip 
boundar;. at x = B , ( 0 4  y 4 Y) and th2 cantarline of 
vortzx pair is at that boundary is shown in Fig.3, ths 
profile of the initial vorticity is shown in Fig.4. The 
decrease of che initial amplitude of the vortex by a 
factor of e occurs at T=65.6. The location of the center 
of v o r t s x  changes from y = 2.6 to y = 9, that corresponds 
co ths speed of vortex of about 0.09 (note that the 
anplitude of the vortex is 0.58) . Since the boundary 
conditions correspond to the unbounded fluid at rest at 
infinity, the following integrals are conserved in the 
absence of viscosity: 

Ilhen f = 0 as in our nurneri-cal  experiment, E and P 
are equal respectively to the energy and enstrophy of the 
flow. (In the numerical experiment which is described 
abovc we must remember that there is an image outsi.de the 
domain -with t h e  vortex with the opposite slgn of the 
vorticitk and thesa two vortices are a vortex pair.) 

k ~ f '  t'hese integrals are conserved when 6 = 0 and 
the decrease of the integrals is only due to the implicit 



visc~si::~. In Fig.6 i h ~  behavisr of thesz integrals is 
shown for the e>:pericent 1 with irplicit viscosity o.nly. 
The profilss of energy and enstrophy coincide with ths 
lir2 y = 1 and the 3rofile of the maxirain of tht arnplituds 
is ckangsci cha~ticarly from 0 . 9 8  to I. 0 3 .  This behavior 
is due tc the grid-representation. of the vorticity field. 
So, f c r  the ~ i ~ 2 s  oi th2 sinulation sf aS3ut 100 chs 
influeZcg of the F~?licit viscosity is ne~ligible for such 
a schtrs. In tny case it is much s~aller chen ths esplicit ., 
viszosicy in cu r  experizents. Sach gridpoint in the 
nunerical e x p e r i ~ a ~ t  2 is shown in Fig.5 using its strsari 
function y arLd vorticity LJ as coordinates. The points 
collapse apprcxizately on a curve with two branchzs 03s of 
which is on the W -  axis and corresponCs tc the irrotatlal 
flow octside rh2 couple. 

This behavior corresponds to that expected for the 
stezcig solution of the Euler equations. This result is 
thus a direct proof that we have a stationary state and 
the structure function 0 = cj! ( y) is linear as in Lamb's 
vortex pair ( L a i n b , 1 9 3 2 ) .  

111. Free jet. 

The numerical experiments of a free jet with 
difflrent E(0.01 and 0.005) and the different initial 
vorticity profiles are shown in Fig.7-11. The initial 
vorcicity profile in esperiment 3 with & = 0.01 is a 
cosine funccion in rho region of inflow. The profiles 
of U ,  y and C3 are shown in Fig.7 for this c a s e .  In this 
e x g e r i ~ ~ x t  the rnaximurn velocity cf the flow equals so 
the ~ 3 s ~  of the jet is going faster than in the 
experinsnts wich the xaximux velocity equal to 1, and 
travels a distance of about 6L during the time T = 5 
(Tig.8). The result of nuzerical experixnt 4 of the 
inflow with chs linear initial vcrticity profile as in 
Fig.7 is, shown i.? Fig.9. Hsre the =a?cinua vslocity is 
equal t w l ,  so the cose of the jec propagates oniy to the 
distanci- of SL duying tna tin2 T = 8. In Fig.10 the 
isollnss of the varcicity and of th2 scream fuactior for 
zxperizent 4 are shcwn at T=24 and ?lg.li exhibits the 



trajectories of the particles which were at the r-eaion 
of inflow at the time T = 0 . All these particles were 
initially at the nose of the jet and their traject:ori.es 
are analogues to the trajectories of the particles in the 
laboratory experiment by Flier1 eta1.,1983. 

IV. Inflow near a no-slip wall. 

The numerical experiments 5-7 were made with the 
outflow boundary conditions at x = A , (0 ,< y 4 Y) and 
y = Y, ( A  4 x 4 B). The boundary condition at x = B , 
(0 4 y .\< Y) was no-slip; i.e. at this boundary IC/ = const, 
say 0 and aW'/dh = 0. The profile of the vorticity in the 
region of inflow was as in Fig.2 with s = 1,0.6 and 0.4 
respectively. In Fiq.12-14 the isolines of vorticity are 
shown for the experiments 5,6 and 7 at times T=24,32 and 
40. One can see that there is no qualitative difference 
between the developments of the nose of the leading edge 
of the modons in these experiments; the difference in time 
is due to the thickness of the region of n e q a t i v e  
vorticity near the wall. It seems that when s b e c o r e s  
smaller, the speed of advection is smaller too; that's why 
the propagation of the nose of neaative vorticity is 
similar in Fig.12-14 for different times. In Fig.15-17 
the isolines of the stream function for the experiments 
5-7 are shown for the times T = 24,32 and 40 respectively. 
The differences are small in these figures. So we can 
conclude that in this range of s there is no qualitativ~ 
difference in the evolution of the jet near the no-slip 
wall. It propagates a distance of about 5L and separates. 
The nose of the jet appears to follow isolines of the 
stream function, i.e. it propagates in accodance with the 
potential flow. In Fig. 18 - 20 the trajectories of the 
particles, initially located in the region of inflow are 
shown with the isolines of the initial stream function 
(isolines ~f potential flow). Note that the decrease of 
the coefficgent of the viscosity from 0.01 to 0.005 
doesn't influence the behavior of the jet. That's why all 
experiments which follow were made with & = 0.005. 

So, in these numerical experiments with a two- 



dimensional model when there is a region of negative 
vorticity near the wall we could not make a jet to go 
along the wall. 

V. Inflow near a slippery wall. 

In the numerical experiments 8 and 9 the fluid was 
allowed to slip along the boundary at x = B , ( O  4 y < Y) 
i .e. \y = 0 and . 3 2 U l / ~ h L =  0. The profile of vorticity in 
the region of inflow is shown in Fig.21 and it is defined 

and the velocity profile is 

s equals to 1 in these experiments. 
The only difference between experiments 8 and 9 is 

that the boundary condition at x = A , (0 4 y 4 Y) is 
outflot~ Oleumann condition) in the experiment 8 a n d  
no-slip boundary in the experiment 9. The potential flow 
at T = 0 for the experiment 9 is shown in Fig.22. The 
numerical simulations showed that there in no influence of 
the boundary x = A , (0 4 y ,< Y) on the behavior of jet 
before the time when non-zero vorticity achieved this 
boundary; that means that in our experiments we can use 
any boundary condition at x = A , (0 4 y Y) because we 
never make the calculations for such times. The isolines 
of the vorticity and the stream function for T = 32 are 
shown in Fig.23-26. It appears that the jet a s  in th? 
previous experiments doesn't propagate along the wall, but 
separates at the same distance as in the previous 
experiments. 

Thus, in all probability the process of the separation 
in thesa numerical calculations dzpends only on the 



e:cLs:ence of the region cf nt~ztii7e v3r~icit:r nezr the 
well. - - .  : =he ccxiirz?.at-ior. of t?is c?nclusior~ we carried 
out ~:<serix~nt L C  with rhe rigion of th2 nsqative 
vorcicity nEar t h z  wall as 32rrov as our cazputsr 
resollrces allow (s = 0.2 in this ~vperin.ent). Tne grid 
resofxricn was 5x = dy = C . 1  =.nd the dor3ln was 130 s 130 
~rLcpcints. 

T rasuit of this expsrizent is s h ~ w n  in Fig.27 
which contains the Fsolines of vorcicity for che tiza 
T = 32. One can see that in accordance with ths rssults 
of previous experlnents t h e  jet separates at the sane 
distance forn the point of inflow. 

I2 the last sxperiment 11 the initial condition was 
changed. At the tiae T = 0 the profile of the vorticity 
described by the equation 4 was prolongated to 10 
gridpcints. (10 gridpoints corresponds to the distancs 
squai to 2L.) The initial fields of the vorticity and the 
strean function 2nd the field of the vorticity at T = 24 
are shown in Fig.28-30. For comparison with the result of 
experiaext with no-slip boundary at x = B ,  ( 0  4 y ,< Y) 
and s = 1 Fig.31 shows isolines of the vorticity for the 
time T = 24 for t h s  experiment 8. If we cop-pare Fig.30 and 
Fig.31 we can see that the jet separatcs at the same 
distace from the point of the beginning of the 
simulscion. So we can conclude that if there is a region 
of negative vorticity ntar the wall the jat separatss at 
t b t  distafice of about 5L ( L is half-width of inflow) and 
we could not inake it to go along the wall in the fracwork 
of a :vo-dimensional numerical nodel. 
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Fig.2 Tfie profiles of the vorticity ( a )  and of the 
velocity (a) im the region of inflow. 
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Fig.3 Thd I n i t i a l  f i e l d  of chs v9rticity for t h s  s:--* jy :.odon. 





. stream function 
Fig.si-The relation Q l y  f o r  the steady modon at T = 20. 



time 
Fig.6 Tha evolution of the energy ( I ) ,  the enstrophy (a )  and 
of the maximum vorticity (PI in time. 
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function in the region of inflow for the! experiments 3 and 4 .  



I Fig.8 Tho. isoiines of the ~ : ? r t i c i c i -  (left) and th+ etresm 
funecloa (riqht? f o r  thi e:.:;srixenr: 3 ,  T = 5 .  - 



- - 
Fig.9 The isolines of t h s  -;cr:icFty (left) and the scrzs9 
functicn (right) for the =:-:;*rinsni 4 ,  T = 3 .  



Fig.10   he‘ i s o l i n e s  of t h e  vorticity ( l e f t 1  and ths stream 
function (right). f o r  t h e  exper iment  4 ,  T = 24. 



Fig.11 The trajectori~s cf the particles which wzre at 
the region of inflow a c  T = 0. (For che experiment 3-right, 
for th2 exaeriment 4-l+f r 
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Fig.13 The isolines of thz vorticity. Ex>eriment 5 , .  T = 32. 



Fig.14 The 
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isolines of the vorcicity. Z x ~ s r i m s n t  7 ,  



Fig.15 The isolines of the stream function. Experiment 5, 
T = 2 4 .  
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Fig.17 The isolines of the stream function. Experiment 7 ,  
T = 4 0 .  



Fig.18 The trajectories of ths particles with the initial 
stream function. Experiment 5. 



Fig.19 The t r a j e c t o r i e s  of t h e  p a r t i c l e s .  Experiment 6 .  



Fig.20 The 



Fig.21 The profilz of the vorticity (@)  and the velocity 
(a) for the experiments 8 and 9 with a slippery wali. 
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Fig.22 The potential flow for the experiment 9. 



F i i g . 2 3  The isolines of  t h e  vorticity. E x p s r i ~ . ~ n t  2 ,  ? = 32. 
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Fig.25 The isolines of the stream function. Experiment 8, 
T = 32. 
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Fig.27 The isolines of che vorticity. Zxp+ri>tnt 1 9 ,  T = 32. 





Fig.29 The initial stream function. Experiment 11. 
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Fig.30 The isolines of the vorticity. Experirsnt 11, T = 2 4 .  



Fig.31 The isolines of the vorticity. Experiment 8, T = 2 4 .  
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