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Abstract 

The work was motivated by studies of Austin and Lentz (2002) and Pedlosky (2007). The 

above mentioned works considered two different responses of the stratified flow to a 

downwelling favorable wind forcing. The first study investigated a time dependent flow with a 

formation of a constantly expanding relatively well mixed region near the shore and the second 

considered a steady flow that arises when an offshore varying wind is applied. In my thesis I use 

ROMS to determine which type of response will take place based on the wind amplitude near the 

coast. It was demonstrated that if the value of the wind is much smaller than the critical value 

(determined by the stratification, the rotation rate and the horizontal diffusivity) then the flow is 

steady (the bbl case) and similar to the one investigated by Pedlosky. If the wind is of the order, 

or larger than, the critical value then the response is time dependent (the pool case) and similar to 

the one described by Austin and Lentz. The resulting flow structure of each response was also 

investigated. I examined the sensitivity of the bbl response to variations in the background 

vertical diffusivity, the initial stratification and the bottom slope. It was shown that a higher 

background vertical diffusivity, a higher stratification and a shallower bottom slope correspond 

to thinner (vertically) and narrower (horizontally) bbl. For the pool case the time dependent 

structure was also examined, using a number of idealized models. It was shown that the rate of 

the pool region expansion is a complex function of the local wind stress amplitude and the local 

depth. 
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Title: Scientist Emeritus 
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1 Introduction 

The continental shelf is the central stage for many important oceanic processes and problems 

such as ocean productivity, red tides, pollution problems and water mass formation. It is no 

wonder that this region is the target for intense interdisciplinary research. The regional dynamics 

are extremely complicated and feature a large variety of forcing mechanisms such as fresh water 

fluxes, tides and wind. In addition, the shallow depth makes the bottom friction important and 

causes the flow to quickly respond to temporal changes in forcing mechanisms.  

The purpose of this thesis is to investigate the dynamical fields’ response to the wind forcing. 

Wind-driven currents are of great importance in coastal oceanography. Upwelling and 

downwelling flows are particularly interesting and important cases. The cross-shelf circulation 

associated with both types of flows is vitally important to the redistribution of tracer fields. In 

particular, upwelling is the dominant mechanism of enriching the surface waters with nutrients. 

A wind driven, stratified, rotating flow over a flat bottom has been widely studied. In this 

case, the interior flow is vertically sheared and sandwiched between the surface and bottom 

Ekman layers (Barcelon, V. and J. Pedlosky, 1967). The presence of a sloping rigid boundary 

renders the problem significantly more complicated. Beginning with the work of MacCready and 

Rhines (1993) and Garrett et al. (1993) it became clear that the dynamics of the flow outside of 

the boundary layer could not be separated from the bottom boundary layer’s dynamics and 

thermodynamics. In the sloping bottom case, Ekman transport (Ekman, 1905) causes density to 

be advected across the slope. In the case of upwelling, the imbalance between the pressure 

gradient and the Coriolis force drives fluid cross-slope in the bottom Ekman layer and the 

advection of density gives rise to buoyancy forces which oppose further motion. If the final 
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balance between the buoyancy, pressure and Coriolis forces is achieved, there is no further 

Ekman flux, no fluid injected into, or sucked from, the interior, and no further spin-down of the 

interior flow. In such circumstances the interior sees a nearly free-slip boundary condition at the 

seafloor (Garrett, 1993).  In the downwelling case, light water is advected beneath heavier fluid, 

giving rise to gravitational instability and enhanced mixing, which makes the density in the 

boundary layer a function of offshore position only, and thickens the bottom boundary layer 

(bbl).  As the boundary layer thickens, the resulting horizontal density gradients reduce the 

bottom velocity, which in turn, decreases the transport in the bbl, making the bottom slippery ( 

Chapman,D.C. and S.J. Lentz , 1997). 

The general response to the wind forcing was studied by Allen and Newberger (1997). Using 

the Princeton Ocean Model (POM) they investigated the shelf response to a downwelling 

favorable wind which is constant in time and uniform in space. The dominant feature of the 

response flow field was a downwelling front which moves offshore, leaving behind an inshore 

region where the density is relatively well mixed. Austin and Lentz (2002) studied both 

upwelling and downwelling responses of the shelf with a strong pycnocline and constant bottom 

slope using POM. Their work revealed significantly different responses in the two cases both in 

the density and velocity fields. They also reported the presence of offshore propagating 

downwelling/upwelling fronts and demonstrated the displacement of the front to be proportional 

in the former case to the square root of time and in the latter case to time. 

The studies above mentioned investigated the coastal flow response to a spatially uniform 

wind stress. This is hardly the case in the real ocean. Lopez-Mariscal and Clarcke (1996) pointed 

out the importance of the offshore variation in the wind stress, referring to the observational 
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wind data obtained during the Coastal Ocean Dynamics Experiment in 1981and 1982. Using a 

theoretical model they demonstrated that flow forced by the alongshore wind with offshore 

varying amplitude features two types of shear. First, the flow has a horizontal shear associated 

with the variation in the amplitude of the applied stress. Second, it has vertical shear associated 

with the second offshore derivative of the applied wind stress, in other words, with offshore 

variation of the Ekman pumping (e.g., Pedlosky, 1987).  

The problem of the flow forced by offshore varying wind stress above a sloping bottom was 

further investigated by Pedlosky (2007). Using the simple theoretical model of Chapman and 

Lentz (1997, CL model), he obtained the expression for the bbl thickness as a function of several 

parameters: strength of the applied wind stress, vertical and horizontal diffusion coefficients in 

the interior and the horizontal diffusion in the bbl. It was also pointed out that for too large 

interior diffusion coefficients the bbl occupies only a finite portion of the slope.  

In my thesis I am taking further steps in investigating the flows forced by spatially varying 

wind stress over a sloping bottom. In particular, I focus on the dynamics of the bbl. I approach 

the problem by examining the equilibrium state of a current driven at its upper surface by a wind 

stress that is variable only in the offshore direction. In the presence of a vertical density gradient 

driven by surface heating, the onshore flow in the upper Ekman layer is generally divergent and 

produces a vertical velocity in the interior and consequently a horizontal density gradient, as well 

as an offshore flow in the bbl. The flow in the bbl is driven by both the applied stress and by the 

thermal condition of no vertical density flux through the bottom. The motivation for considering 

a two-dimensional problem (which does not include the along-shore variation) is to examine the 

final equilibrium structure following Chapman and Lentz (1997) and to further enrich the 
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physical context of the problem by investigating the importance of the surface forcing by the 

applied wind stress and dissipation in the interior.  

For this study, I use the Regional Ocean Modeling System (ROMS, Shchepetkin and 

McWilliams, 2005) numerical model. There are a number of advantages to using numerical 

models to investigate this kind of problems. They have high space and time resolution, they 

make it possible to remove some of the constraints that make an analytical approach difficult if 

not impossible and they allow us to investigate a wide parameter space.  

The Thesis proceeds as follows. Chapter 2 describes the model. Chapter 3 describes and 

interprets the results of the conducted experiments. Chapter 4 summarizes the results. 
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2 Numerical model  

The use of a numerical model allows the investigation of an idealized two-dimensional 

stratified coastal circulation under a wide range of conditions. In this chapter I discuss the model, 

the geometry of the domain, the initial stratification and the wind forcing. The chapter proceeds 

as follows: a description of numerical model, followed by a description of the physical 

parameters used in the model, finally a discussion of the numerical values of the physical 

parameters used in the experiments. 

2.1 Description of the model 

The Regional Ocean Modeling System (ROMS) (Shchepetkin and McWilliams, 2005) is a 

hydrostatic, split-explicit, primitive equation, topography-following coordinate, free-surface, 

incompressible numerical model written to study regional circulation. This particular numerical 

model has certain advantages over other models. One of the most important, for the current 

study, is a topography-following coordinate. This yields a smooth representation of the 

topography and the simulation of interactions between flows and topography, which is crucial for 

investigating boundary layer dynamics. In contrast, z-level models have difficulties in simulating 

these kinds of processes, because of a step-like representation of topography. In addition ROMS 

uses a split-explicit time stepping algorithm, which is more computationally cost efficient. There 

are other advantages that reduce the numerical error (Ezer et al., 2002).  
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2.2 Configuration 

In this study, we use a two-dimensional channel configuration eliminating alongshore 

variability ( ), leaving variation only in the vertical and cross-shelf directions ( ).  

Field equations 

2.1 

 

2.2 

 

2.3 

 

2.4 

 

2.5 

 

Where  are the horizontal velocity components in the  direction,  w is the vertical 

velocity in the  direction,  is a constant reference density,  is the Coriolis parameter,  is the 

gravity acceleration,  is the constant horizontal kinematic eddy viscosity and (

) is a constant horizontal heat diffusivity. The vertical kinematic viscosity  and 

diffusivity  are given by 
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Values of  and  are provided by the Mellor-Yamada level 2.5 turbulence closer scheme 

(Mellor and Yamada, 1982).  Background vertical eddy viscosity and diffusivity are 

  and   respectively. The model domain is uniformly rotating (

). This high value of the Coriolis parameter is chosen in order to reduce the spin up time 

and to maintain thickness of the boundary layers within the appropriate limits. It corresponds to 

relatively small values of the deformation radius and slope Burger number (Table 2.1). 

 

Geometry 

The experimental domain is a channel uniform in along-shore direction ( ) with periodic 

boundary conditions in the momentum and tracer fields on both ends of the channel.  

 

 

The domain has a width of 20km and depth varying cross-shore from  near the coast to  

offshore (Figure 2.1). The lateral boundaries are vertical walls, with no inflow, no slip and 

insulated conditions applied. I use a wall at the coast to make sure that the vertical grid spacing 

will not go to zero at y=0. I use a wall condition at the offshore side of the domain instead of 

open boundary condition, because of the open boundary condition complexity and inaccuracy. 

Figure 2.1. Cross-shore section of the numerical model domain.  

 

 

 

 

 

 

 0 
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The presence of the offshore wall does not affect the dynamics of the region we are interested in. 

I use an idealized bathymetry consisting of three parts: a flat horizontal part adjacent to the shore 

at depth  ( ), a sloping part (depth increasing offshore, ) and a flat 

bottom offshore at depth ( ) with smooth transitions between them. The bottom 

boundary conditions are that there is no vertical heat flux, no normal flow and there is a linear 

drag condition for momentum: 

2.6 

 

I use . I chose this value in order to keep velocity small near the bottom. 

Grid 

ROMS uses the topography-following -coordinate. For the experiments I use the grid that 

has 32 vertical levels with logarithmic spacing, providing high resolution near the top and 

bottom with the smallest distance between the levels 0.06 m and the maximum 6 m (within the 

area I focus on).  The horizontal spatial varies from 5m near the wall to 450 m in the interior 

(Figure 2.2). Its size is determined by the criterion that the adjacent cell volume should not differ 

more than 10% to provide smooth numerical calculation. 
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Figure 2.2. Model grid. The area I focus on is within red rectangular. The black regions near the borders 

correspond to the areas with very high resolution. 

 

Initialization and forcing 

Each run starts from rest. The fluid has an initial uniform stable stratification of .  

The flow is forced by a wind stress that is constant in time and varies offshore with only an 

along shore component (2.7), applied at .  

2.7 

 

This particular structure of the wind stress was chosen for several reasons. First, it provides a 

smooth transition from a strong wind near the shore wall to a negligible wind stress far from the 

coast. This is especially important because the experimental domain has a wall on the offshore 

side and in the case of a significant wind stress near the offshore edge, upwelling would take 

place, causing disturbance in the ambient stratification. Second, an exponential form has a 
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distinctive special scale  that makes analysis of the results more clear. Third, this is the forcing 

that was used in a previous theoretical study (Pedlosky 2007) and I will compare the present 

study results to the results obtained in that work.  

A uniform heat flux is imposed at the surface of the fluid of value  to maintain the initial 

stratification. This and the fact that the domain is closed introduce a slow drift to the system, but 

on the time scales we are interested in this drift is not important. 

Parameter choice 

The adjustment of the flow depends primarily on the buoyancy frequency  , the bottom 

slope , the wind stress amplitude  and the characteristic wind scale . The range of choices 

for the parameters is restricted by both the domain size and the computational cost. I use the 

ROMS to simulate two different responses of the flow to a downwelling wind. The parameter 

choices for each experiment are slightly different. 

 First, I discuss the parameter choices for the bottom boundary layer case (see Chapter 3 for 

details). After numerous trials, the most appropriate model configuration seemed to be to fix the 

horizontal wind scale at  and the wind amplitude at  and vary 

the other parameters. I use one of the experiments as a base to compare with the other 

experiments. I call this experiment the “base case” (bc). In this case the bottom slope is 

, the background vertical diffusivity is , the initial stratification is 

 and the surface heat flux is . All other experiments are the 

same as the bc experiment except for a change in a one particular parameter: 
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Table 2.1. Summary of the numerical experiments denoted by a concise description of the difference from the 

base case and the abbreviation used to designate the experiments in the text and the figures. The third 

column is the slope Burger number and the forth column is the Rossby deformation radius.    

Abbreviation Description   

bc Base case 0.026 6.5 – 120 m 

  0.026 6.5 – 120 m 

  0.026 6.5 – 120 m 

  0.037 9.1 – 170 m 

  0.013 6.5 – 63.3 m 

  0.004 6.5 – 20 m 

pool Pool case 0.005 20.4 – 42 m 

 

 

For the other response, several experiments were conducted here I present the results from 

only one of them.  I call this experiment the “pool” case. For this experiment the horizontal wind 

scale is , the wind amplitude is , the slope is , the 

background diffusivity is , the initial stratification is  and 

the surface heat flux is .  

 Experimental results are presented in the next chapter. 
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3 Experimental results 

3.1 Overview 

In this chapter, the results from the numerical experiments will be shown and discussed. The 

numerical experiments (Table 2.1) revealed two distinctive cases of downwelling response. 

The first kind of response is observed in cases where the applied wind is weak. In this case I 

observe a vertically layered flow structure (Figure 3.1, A), consisting of the surface Ekman layer, 

an unstratified bottom boundary layer (bbl) and a stratified interior. In this case flow reaches a 

quasi equilibrium state after a certain period of time (depending on the stratification, the bottom 

slope, the background vertical diffusivity).  I will refer to this case as bottom boundary layer 

case. 

 The second kind of response takes place when a strong wind is applied. The criterion, that 

determines if the wind is strong, is that the applied wind amplitude (wind stress at the coastal 

wall, y=0) is larger or of the order of (see Appendix): 

 

Where  is the thermal expansion coefficient;  is the initial vertical temperature gradient;  

is the gravitational constant;  is the Coriolis parameter;   is the horizontal diffusivity;  is 

the reference density.  
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Figure 3.1. Two different cases of the downwelling response. Temperature contours in the cross-shore section. 

The results shown are from experiments: (A) bc after 110 days of run and (B) pool after 50 days of run. In the 

bc case flow reaches quasi equilibrium state. In the pool case flow did not reached a steady state at all and 

presented distribution is a snap shot. The contour steps are  in the bc case and  in the pool case. 

Dashed lines separate the zones of different dynamics. 

 

In this case, a region of vertically well-mixed water is formed near the coastal boundary 

(Figure 3.1, B). I call this region the “pool”. On the offshore side of the pool a strong barotropic 

offshore temperature gradient is present. I refer to this region as the “front”. Offshore of the front 

the flow has a structure similar to the bbl case. I call this region the “mid-shelf”. The flow in this 

   Mid-Shelf 

 Pool 

Front  

bbl 

Interior 
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case does not reach a steady state and evolves with time. I will refer to this case as the “pool 

case”. 

This chapter proceeds as follows. Section 3.2 describes the adjustment of the bottom 

boundary layer case and its dynamics in the final state after 110 days based on the results from 

bc experiment (Subsection 3.2.1). It also discusses the dependence of the bbl case response on 

the background diffusivity, the initial stratification and the bottom slope based on the results 

from the experiments where only one of these parameters was varied (Subsection 3.2.2).      

Section 3.3 deals with pool case dynamics and temporal development. 

 

3.2 Bottom boundary layer case 

This section discusses the results from a number of numerical experiments (Table 2.1), in 

which bbl case response was observed. Several experiments were conducted in which only one 

parameter was altered to investigate the dependence of the response on the background vertical 

diffusivity, background stratification and bottom slope.  

3.2.1 Base case 

The flow in the base case represents a common behavior of the bbl case response. Here, using 

the results from the bc experiment, I will discuss the adjustment and state of the flow after 110 

days of run. 
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3.2.1.1 Adjustment 

After a time period of the order of the spin up time (~0.7 days), the alongshore velocity and 

cross-shore streamfunction have structures similar to what we would expect in the homogenous 

case (Figure 3.2, A). The geostrophicaly balanced interior is sandwiched between the surface and 

the bottom Ekman layers. In the interior, the offshore decaying alongshore velocity is almost 

barotropic and has a magnitude of the order (e.g., Pedlosky, 1987): 

 

As time goes by, the offshore flow in the bottom Ekman layer advects lighter water beneath 

heavier fluid, which leads to static instability, causing intense vertical mixing. This mixing alters 

the temperature field such that a bottom boundary layer with vertically well mixed temperature is 

formed (Figure 3.2, B, C). Here I define the bbl as an area near the bottom where the 

stratification is less than 0.02% of the initial stratification. The interior has a stable stratification 

and, because the isopycnals are continuous through the top of the bbl (top of the bbl has a 

negative slope), a negative offshore temperature gradient is formed in the bbl. In the bbl, the 

alongshore velocity is in geostrophic balance (see next subsection) with the offshore temperature 

gradient and according to the thermal wind relationship has a positive vertical shear. With time, 

the bbl thickens (Figure 3.3) and the alongshore velocity accelerates (Figure 3.4).  
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Figure 3.2. Time evolution of the flow in the base case. The fields presented are (top to bottom) temperature, 

alongshore velocity and cross-shore streamfunction (normalized by ) fields after (A) 1day, (B) 3days 

and (C) 110days. The contour step for temperature is . Note the difference in the horizontal axes for the 

alongshore velocity.  
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Figure 3.3. The bbl thickness evolution 682m offshore. A finite grid size causes step-like appearance of the 

plot. Jumps in the thickness are equal to the difference between adjacent vertical levels of the grid. 

 

Figure 3.4. (Left to right) The  temperature,  the alongshore and the cross-shore velocity profiles from bc 

experiment  682m offshore after 1 day (solid), 3days(dash-dotted) and 110 days(dashed). 
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Unfortunately due to computational time constrains the experiment was not ran long enough 

to reach a complete steady state. In the interior, the time dependence is significant. The main 

balance here is between the time rate of temperature change and vertical advection of 

temperature.  In the interior, buoyancy is advected by the vertical flow caused by Ekman suction, 

bringing cold water towards the surface. Because the rate of Ekman suction diminishes offshore, 

the value of the cold temperature anomaly, caused by the vertical advection, also decreases 

offshore causing a positive offshore temperature gradient to form. According to the thermal wind 

balance, this gradient corresponds to a negative shear in the alongshore velocity (Figure 3.4). 

The presence of a positive vertical shear in the bbl and negative vertical shear in the interior 

corresponds to the formation of the alongshore velocity maximum at a distance of about a bbl 

thickness above the bottom.  

3.2.1.2 Final state 

Although after 110 days the system did not reach a complete steady state, the rate of change 

of system parameters in the bbl is considered small based on the bbl thickness evolution (Figure 

3.3). After 110 days the rate of bbl growth is less than 0.3% a day. Also a good measure of the 

steady state is the relative importance of time variation term in the buoyancy balance for the bbl 

(Figure 3.5). After 110 days this term is less than 10% of the other terms in the buoyancy 

equation in the bbl. 

Balances 

From the experiment output I can evaluate the relative importance of the terms in the 

momentum and buoyancy balances (Figure 3.5). The observed flow could be divided into several 

primary layers: the interior, surface Ekman layer (~2m) and the bottom boundary layer. 
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Figure 3.5. The vertical profiles of terms in (left to right) alongshore, cross-shore momentum and buoyancy 

equations in the base case run at 682m offshore after 110 days. The along-shore momentum equation is a 

balance between the Coriolis term (cross) and the vertical viscosity term (circle). The cross-shore momentum 

equation is a balance among the pressure (diamond), the Coriolis (cross) and the vertical viscosity terms 

(circle). The rest of terms in the momentum equations are negligible.  In the buoyancy equation, the time rate 

of change (diamond), the vertical advection (dashed), the horizontal advection (cross), the vertical diffusion 

(circle) and the horizontal diffusion (dash-dot) terms are important. 

 

Ekman layer 

Near the surface there is a classical Ekman layer, where the momentum balance between 

vertical viscous, Coriolis and pressure gradient forces holds: 
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3.1 

 

3.2 

 

3.3 

 

Interior 

The main balances in the interior are as follows: 

3.4 

 

3.5 

 

3.6 

 

 

Here we are going to take a closer look at the buoyancy balance. The initial uniformly 

stratified temperature field is altered. As it was mentioned above in the interior isopycnals are 

distorted from being horizontal, generating horizontal variation in the density field. This gives 

rise to a lateral diffusion. It was assumed by Pedlosky (2007) that in steady state horizontal 

diffusion balanced vertical advection. As it was mentioned above the base case experiment did 
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not reach a completely steady state and beside the terms mentioned above time rate of 

temperature change is significant (3.6). 

Bottom boundary layer 

The experimental results show that the balances in the bbl are: 

3.7 

 

3.8 

 

3.9 

 

It was observed that in the final state the time dependence in the bbl is small and bbl 

buoyancy equation transforms into a balance between the vertical and horizontal diffusion and 

horizontal advection. This result is similar to the assumption made in Garrett et al.(1993) that in 

a steady state the advective density flux in the bbl is balanced by the diffusive buoyancy flux 

through the top of the bbl.   

In this problem, the structure of the bbl is of great importance. As it was already pointed out 

above, the alongshore flow heavily depends on the bbl thickness and bbl horizontal temperature 

gradient. 

The final bbl structure for bc experiment is shown below (Figure 3.6).  
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Figure 3.6. The bbl thickness as a function of the offshore position in the bc experiment after 110 days. 

 

The bbl has a horizontal extent of about 2000m with a maximum thickness of 3.8m near 600m 

offshore. It has a rounded triangular shape with an averaged side slope of inshore and 

 offshore. The temperature field has a structure similar to the CL model. There they 

assumed that temperature in the bbl is vertically well mixed, continuous through the top of bbl 

and thereby has a negative offshore temperature gradient. The magnitude of the horizontal 

temperature gradient is variable and determined by the interior stratification and the offshore 

variation in the bbl thickness. Results of the base case numerical experiment demonstrate good 

agreement with the CL theory. The horizontal temperature gradient has lower values in the 

inshore part (top of the bbl is more flat) of the bbl and higher values in the offshore part (Figure 



27 

 

3.7). Throughout the whole lateral extent of the bbl, the horizontal temperature gradient is of the 

order of , where is the interior stratification and  is the bottom 

slope. 

 

 

Figure 3.7. Temperature gradient in the bbl as a function of the offshore location after 110 days (from the bc 

experiment). 

 

3.2.2 Experiments with one changing parameter 

In this section we are going to investigate the dependence of the bbl behavior on several 

parameters: the background vertical diffusivity, the initial stratification and the bottom slope. A 
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set of numerical experiments was conducted with only one parameter from this list being 

changed. Due to the computational time constraints the experiments were conducted for time 

periods of 25 to 37 days.
1
 

3.2.2.1 Experiments with variable background diffusivity  

Three experiments were conducted in which all the parameters, except for the background 

vertical diffusivity, were kept the same. I use the following values of background vertical 

diffusivity:  (cases bc, and respectively). 

The results of the experiment revealed significant dependence of the bbl, and the overall 

downwelling response of the flow, on the value of the background vertical diffusivity. The cross 

sections of final states (after 37 days) of the alongshore velocity, cross-shore stream function and 

temperature fields are presented on Figure 3.8. 

                                                 
1 After these time periods the flow did not reach a completely steady state. However in all the runs in the final 

state the temperature rate of change in the bbl buoyancy equation is at least 2 times smaller than the other terms.  
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Figure 3.8. The difference in the flow structure in the experiments with variable background vertical 

diffusivity. Top to bottom: the temperature, the alongshore velocity and the cross-shore streamfunction 

(normalized by )  fields after 37 days. Columns left to right: (A) base case; (B) ; (C) . The 

contour step for temperature is . 

 

First, I am going to take a closer look at the bbl structure. It was observed that the higher 

values of yield the thinner and narrower bbl (Figure 3.9). 

(A)  bc    (B)      (C)    
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Figure 3.9. The bbl thickness as a function of the offshore location after 37 days from experiments with 

different values of background vertical diffusivity: bc(cross), (circle) and (diamond) 

 

 It is in qualitative agreement with result of Pedlosky(2007), where using an analytical model, 

it was shown that for high values of the interior diffusivity the bbl is thinner and limited in 

horizontal extent (Figure 3.10).  



31 

 

 

Figure 3.10. Analytical solution (Pedlosky, 2007) for bbl thickness using the same parameters as in the 

experiments bc (solid),  (dash-dot) and (dash). The values are in non-dimensional units. H is a 

local depth and  is the horizontal wind scale. 

 

  It was observed that the higher the value of the background diffusivity, the smoother the 

transition in temperature between the linearly stratified interior and the vertically well mixed bbl 

(Figure 3.11, left).  

This suggests the presence of another diffusive boundary layer (dbl), thickness of which is 

proportional to the background diffusivity. In this layer, the buoyancy time rate of change is 

balanced by horizontal and vertical diffusion (Figure 3.12): 

3.10 
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Figure 3.11. Left to right: the temperature, the alongshore velocity and the cross-shore streamfunction 

vertical profiles 682m offshore from the experiments with variable background vertical diffusivity. 

 

 

Figure 3.12. The buoyancy equation terms from experiment  682 m offshore after 37 days. Terms 

shown are the time rate of change (diamond), the vertical advection (dashed), the horizontal advection 

(cross), the vertical diffusion (circle) and the horizontal diffusion (dash-dot) terms. 
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  Therefore in this case a double bottom boundary layer structure is present. In dbl, the 

ambient stratification is altered by diffusive processes and, due to the sloping bottom, a negative 

horizontal cross shore gradient of temperature is formed. This in turn, through the thermal wind 

balance, supports a positive vertical shear in the along-shore velocity. A higher results in a 

thicker diffusive layer, and a greater area of positive shear results in a higher maximum along-

shore velocity. 

The along-shore velocity in the first two experiments ( bc and ) has a maximum near the 

bottom and in the experiment  it still has a positive shear above the bbl due to the 

presence of a dbl ( Figure 3.11).  

Stream function fields look similar, with the offshore volume transport less concentrated near 

the bottom for the higher values of .  

 

3.2.2.2 Experiments with variable initial stratification 

I conducted two experiments with an initial stratification of    and 

    (surface heat flux is adjusted accordingly) (experiments bc and ) . The model 

ran for 25 days. The final state of the flow is shown on (Figure 3.13) 
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Figure 3.13. The difference in the flow structure in the experiments with variable initial stratification. (Top to 

bottom) the temperature, thee alongshore velocity and the cross-shore stream function fields after 25 days. 

Columns: (A) base case; (B) . The contour step for temperature is . The alongshore velocity is 

much higher in the  case. 

 

First I am going to analyze the bbl structure in this case. The bbl in case   is thinner and 

has smaller horizontal extent than in the base case (Figure 3.14).  

(A)                                   (B)  
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Figure 3.14. The bbl thickness as a function of the offshore location after 25 days from the experiments with 

different initial stratification: bc (cross) and (circle);  

 

However as the interior stratification is twice stronger in the former than in the latter case, the 

offshore temperature gradient in the bbl is larger in case  (it is of the order of ). 

It is easy to observe that the alongshore velocity is greater in case  (Figure 3.15). This is 

not surprising. Alongshore velocity is geostrophic.  Thereby the alongshore velocity shear could 

be obtained using the thermal wind relationship. To get the value of the alongshore velocity at 

the point of maximum, one needs to integrate the obtained shear over the bbl thickness. Though 

bbl is somewhat thicker in bc experiment the horizontal temperature gradient (and the shear) is 

twice as big in the  case. 
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The cross-shore circulation has a similar structure in both case, however the offshore transport 

in the  case is more localized near the bottom (Figure 3.15).   

 

 Figure 3.15. (Left to right) The temperature, the alongshore velocity and the cross-shore stream function 

vertical profiles from the experiments with variable initial stratification: bc (solid) and (dashed) 

experiments 682m offshore. 

 

3.2.2.3 Experiments with variable bottom slope 

In this section we investigated the dependence of the downwelling response on the 

bottom slope. Results from three experiments with a variable bottom slope of values 

 and (experiments: bc,  and  respectively) are presented 

here. All other parameters were kept the same as in a base case and the model was run for 25 

days. 

There are significant differences between the results of these three runs (Figure 3.16).  
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Figure 3.16. The difference in the flow structure in the experiments with variable bottom slope. Top to 

bottom: temperature, alongshore velocity and cross-shore stream function fields after 25 days. Left to right: 

(A) base case, (B)  and (C) . The contour step for temperature is  for (A, B) and  

for (C). 

 

 I will start my analysis from the temperature field. The interior has a very similar structure in 

all cases with the isopycnals having similar slopes. It was observed that the steeper the slope, the 

wider (offshore) is bbl (Figure 3.17). However, the thickness of bbl relative to the local depth is 

bigger when the slope is small. 

(A)                                              (B)                                    (C)  
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Figure 3.17. The bbl thickness as a function of the offshore location  after 25 days from the experiments with 

variable bottom slope: bc (cross),  (diamond) and (circle). 

 

The alongshore velocity structure in the different cases has several important differences 

(Figure 3.18). In the basic case (was discussed above), a maximum velocity is formed at a 

distance of a bbl thickness above the bottom. The results demonstrate a similar structure in the 

alongshore velocity in experiment , however, it is less intense. There are two reasons for 

this. First, the bbl offshore temperature gradient is larger in the case of the steeper slope (the 

gradient is of the order of ). Second, the bbl is thicker in the bc experiment as well, so the 

shear region is thicker. This leads to a higher alongshore velocity maximum. In the interior, due 

to the presence of a positive offshore temperature gradient, in both cases alongshore velocity has 
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a negative shear. In the case when the slope is much smaller (experiment ) the structure 

is rather different. Due to the shallower depth, the surface Ekman layer and bbl occupy almost 

the whole depth leaving no room for the interior. In this case velocity field is similar to the 

homogeneous case.   

 

Figure 3.18. (Left to right) The temperature, the alongshore velocity and the cross-shore stream function 

vertical profiles 682m offshore from experiments with variable bottom slope: bc (solid), (dashed) and 

 (dash-dot) experiments.  

 

3.3 Pool case 

This type of a downwelling response takes place when the wind is strong. In this case, the 

flow has two dynamically different zones: the pool and the mid-shelf, which are separated by the 
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front (Figure 3.1,B). A similar type of response was discussed by Allen and Newberger (1996) 

and Austin and Lentz (2002).  

This section proceeds as follows. Subsection 3.3.1 discusses the basic non-dynamical 

description of the response. Subsection 3.3.2 gives a region by region dynamical description. 

Subsection 3.3.3 deals with the temporal development of the flow. 

3.3.1 Basic description 

The initial response of the model to the alongshore wind is the acceleration of the surface 

intensified alongshore flow. This, in turn, accelerates the surface layer onshore due to the 

Coriolis force, resulting in the formation of a surface Ekman layer within an inertial period. The 

wind-forced onshore volume transport in the surface layer is initially balanced by a vertically 

uniform offshore flow but after several inertial periods becomes concentrated near the bottom, 

suggesting the formation of a bottom boundary layer. In a time period of approximately the 

advective time scale (~ 2days), a weakly stratified region is formed with a strong horizontal 

temperature gradient at the offshore edge of the pool. This region grows with time, owing to the 

convective adjustment of the warm pool water pushed by transport in the bottom Ekman layer 

beneath the front. As the front moves offshore, its speed of propagation as well as intensity is 

weakening.  

In the pool region, the temperature is vertically well mixed and has a weak positive horizontal 

gradient (Figure 3.19, top). In the frontal region a strong horizontal temperature gradient is 

present. Offshore of the front, the temperature field structure resembles the bbl case in that it has 

a positive horizontal gradient in the unstratified bbl and negative horizontal gradient in stably 

stratified fluid above the bbl.  
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The alongshore velocity decays offshore on the horizontal scale corresponding to the 

diminishing wind scale. The alongshore velocity field has a different vertical structure in 

different regions (Figure 3.19, middle). In the pool region, the alongshore velocity has an Ekman 

layer structure both near the bottom and the surface. It also has a slightly positive vertical shear 

in the interior, caused by the small offshore temperature gradient. In the vicinity of the front, the 

interior velocity has a much higher shear.   In the mid-shelf region the velocity field has a 

structure very similar to the bbl case in that it has an Ekman layer variation near the surface, a 

slightly negative vertical shear in the interior and a positive shear in the bbl. 

The cross-shore streamfunction field structure remains the same throughout the whole lateral 

extension of the shelf (Figure 3.19, bottom). In the interior, the transport is almost vertical, with 

the scale of the Ekman pumping. Near the surface and bottom, it has Ekman layer like structure, 

which is slightly altered by the presence of the temperature gradients.    
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Figure 3.19. The Temperature, the alongshore velocity and the cross-channel streamfunction fields from the 

pool experiment after 50 days. The contour step for temperature is . Note the difference in the horizontal 

axis for the alongshore velocity. 
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3.3.2 Regional dynamics 

As it was mentioned above we consider three dynamically different regions: the pool, the 

front and the mid-shelf. The momentum balances in all three regions are the same and will be 

discussed only for the pool region. But the buoyancy balances are different and will be 

demonstrated for each region separately.   

3.3.2.1 The pool region 

The pool region is an unstratified part of the flow between the coastal wall and the front. The 

vertically uniform structure is considered to be attributable to the advection of light fluid beneath 

heavy water in the bottom Ekman layer, which causes static instability and leads to enhanced 

mixing and vertical homogenization in this region. 

The dominant terms of the momentum and buoyancy balances in this region obtained from 

the numerical output (Figure 3.20), suggest relatively simple dynamics.   
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Figure 3.20. Pool region. Terms in the momentum and buoyancy equations from the pool experiment 581m 

offshore after 50 days. The along-shore momentum equation balance is between the vertical viscosity (circles) 

and the Coriolis (cross) terms. The cross-shore momentum equation is a balance among the pressure gradient 

(diamonds), the vertical viscosity (circle) and the Coriolis (cross) terms. In the buoyancy equation the main 

balance is between the vertical diffusion (circle) and the horizontal advection (cross) terms. 

 

The momentum balance is between the stress divergence term and the Coriolis term, plus a 

surface pressure gradient. The buoyancy balance is between horizontal advection and vertical 

diffusion. To a good approximation, the momentum and buoyancy equations in the pool region 

are: 

3.11 
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3.12 

 

3.13 

 

 

The flow has Ekman layers both near the surface and the bottom and a geostrophic interior. In 

the pool experiment, the surface and bottom Ekman layers do not interact,  which is different 

from the case considered by Austin and Lentz (2002), where in the inner shelf region (analog to 

the pool region here) the surface and the bottom Ekman layers did interact, because the depth of 

the region in their study is three Ekman layer scales or less (in the current study it is nine Ekman 

layer scales or more ).  

3.3.2.2 Frontal region 

The front separates the inner shelf from the mid shelf. This region is characterized by the 

strongest horizontal density gradient anywhere on the shelf during downwelling and a significant 

shear in the alongshore flows.  

The profiles of the momentum and density balance terms (Figure 3.21) show that the balances 

are similar to the pool region. 

The balances in the along- and the cross-shore momentum equations are the same as in the 

pool region. The buoyancy balance differs from the one in the pool region, in the frontal region 

the time rate of change in temperature becomes important. This is attributed to the fact that the 

front moves offshore. To a good approximation the buoyancy equation in this region is: 
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3.14 

 

 

 

Figure 3.21. The momentum and buoyancy equation balances at the frontal location after 50 days, 3195m 

offshore. The along-shore momentum equation balance is between the vertical viscosity (circles) and the 

Coriolis (cross) terms. The cross-shore momentum equation is a balance among the pressure gradient 

(diamonds), the vertical viscosity (circle) and the Coriolis (cross) terms. In the buoyancy equation the main 

balance is among the vertical diffusion (circle), the horizontal advection (cross) and the time rate of change 

(diamond) terms. 
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3.3.2.3 The mid-shelf region 

This region is right offshore the front. It can also be subdivided into a region where the bbl is 

present and a region farther offshore where there is no bbl. The dynamics of the former part were 

discussed in details in the previous section and here I will discuss only the latter part. 

  The dynamics of this region is driven by the wind and heat flux on the top and the adjusting 

thermal boundary layer at the bottom. As in the previously discussed regions the momentum 

balances are primarily geostrophic. Ekman balance holds near the bottom and the surface of the 

fluid.  

 The buoyancy balances are slightly different. This region could be vertically separated into 

two major parts: interior and diffusive bottom boundary layer.  

The profiles of terms in the buoyancy equation (Figure 3.22) suggest that the leading balance 

in the bottom boundary layer is between the time rate of temperature change and vertical 

diffusion: 

3.15 

 

In the interior the balance is between vertical advection and the time rate of temperature 

change: 

3.16 
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Figure 3.22. The Mid-shelf region.  Vertical profiles of the terms in the momentum and the buoyancy 

equations from the pool case 8727m offshore after 50days. The along-shore momentum equation balance is 

between the vertical viscosity (circles) and the Coriolis (cross) terms. The cross-shore momentum equation is 

a balance among the pressure gradient (diamonds), the vertical viscosity (circle) and the Coriolis (cross) 

terms. In the buoyancy equation the main balance is among the vertical diffusion (circle), the vertical 

advection (dash) and the time rate of change (diamond) terms. 

 

 

3.3.3 Temporal development 

In the pool type of response to a downwelling wind the flow is time dependent. In this case 

the pool region expands (the front moves offshore) with time. The results also demonstrate that 

as the front moves offshore the horizontal temperature gradient in the front decreases. This time 
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dependence of the temperature field corresponds to the temporal evolution of the flow structure. 

In this section I use an idealized model to better understand the mechanism of the frontal 

propagation. 

3.3.3.1 Position of the front 

From the ROMS output it is possible to see that the front propagates offshore with time. In 

other words, the well mixed inner shelf region expands. This process is determined by the 

advection of the water in the bottom Ekman layers. In the bottom layer, slightly warmer (lighter) 

fluid is advected beneath the front which leads to static instability and convective adjustment 

pushing the edge of the inner shelf further offshore.  

To get an estimate of frontal propagation speed, I constructed a simple model based on the 

mass conservation law, similar to Austin and Lentz (2002). Considering an alongshore section 

through the front, I assume that the transport in the surface Ekman layer is balanced by 

barotropic offshore propagation of the front (Figure 3.23). I assume here that the front moves 

offshore with the same speed throughout the whole water column below the surface Ekman 

layer. I use the assumption that the convective adjustment time is much smaller than the 

advective time scale. In other words, the front remains vertical as it moves offshore.  
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Using geometry, the area (volume) of the pool region can be expressed as follows:  

3.17 

 

 

The process of pool expansion can be expressed as infinitesimal volume increase: 

3.18 

 

After using the expression for Ekman transport in terms of the wind stress, density and 

rotation rate and separating the variables the equation is transformed to (also subtracting the area 

occupied by the Ekman layer): 

3.19 

 

 

 

 

y dy 

 

 

 

Figure 3.23. The front propagation model where  is an Ekman layer thickness,  is an Ekman transport, 

 is the bottom slope,  is the frontal propagation speed,  the depth of the coastal wall, y is the 

offshore location of the front, dy is an infinitesimal frontal displacement 
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 Integrating the right hand side in time and the left hand side in the offshore coordinate I 

obtain the moment of time when the front reaches a certain position on the shelf: 

 

3.20 

 

Where   

A comparison between the prediction of this simplified model and the pool experiment data, 

demonstrates strong agreement (Figure 3.24). 

 

Figure 3.24. Bottom temperature as a function of an offshore position and time. The result from the pool 

experiment (black) and theoretical model (red) are shown.   
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Thereby the time it takes the front to reach a certain location offshore is proportional to the 

Coriolis parameter and the bottom slope, is inversely proportional to the wind stress amplitude 

and has a rather complicated dependence on the horizontal e-folding wind scale. The latter 

suggests that a larger horizontal scale results in a smaller time. So a higher wind stress 

amplitude, a weaker (slower) offshore variation of the wind (a larger horizontal wind scale), a 

smaller slope, a smaller Coriolis parameter result in a faster propagation. 

3.3.3.2 Front intensity 

Data obtained from the numerical experiments demonstrated that the front looses intensity 

(the frontal temperature gradient decreases) as it moves offshore (Figure 3.25). This was not 

reported in the previous studies for the constant wind stress. 

 

Figure 3.25. Horizontal temperature gradient in the front as a function of the front location (for each of 1 to 

150 days ) .  
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To explain the change of the frontal intensity, I use the CL model. I consider a front to be a 

region where the bbl thickness is approximately equal to the local depth. So the temperature 

distribution in the frontal region can be discussed using the CL model for the bbl. According to 

this model the bbl is vertically well mixed with vertical isopycnals (Figure 3.26).  

 

 

 

 

 

 

Therefore the temperature is a function of offshore position. Since temperature is continuous 

through the top of the boundary layer, its distribution in the bbl is determined by the thickness of 

the bbl and the stratification in the interior. It can be determined as follows: 

 

3.21 

 

 

I use the results from the experiment to see how good the CL model works in this case. To do 

that I compare the frontal temperature gradient to the CL estimate from Equation 3.21. 

Figure 3.26. Schematic representation of the frontal region using CL model. The solid lines are isopycnal. The 

dashed line is the top of the bbl.  
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Figure 3.27. The validity of the CL model for predicting the front intensity. The horizontal temperature 

gradient in the bbl from the pool experiment is in black. The CL model estimate for the gradient (Equation 

Therefore the temperature is a function of offshore position. Since temperature is continuous through the top 

of the boundary layer, its distribution in the bbl is determined by the thickness of the bbl and the 

stratification in the interior. It can be determined as follows: 

 

3.21) is in red.  

 

The comparison shows that the CL model correctly predicts the order of the horizontal 

temperature gradient (within a factor of two), demonstrating the horizontal scale of the decay of 

the frontal intensity reasonably well.  Data analyses showed that the variation in the interior 

stratification was insignificant and the variation in the front intensity is mainly caused by the 

variation in the slope of the bbl top.  
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3.3.3.3 The alongshore velocity in the vicinity of the front 

As was pointed out above, the alongshore velocity has a vertical shear in the frontal region. 

As the front moves offshore the size of the barotropic component of the interior alongshore flow 

decreases and at some location offshore the contribution from the baroclinic component of the 

alongshore velocity, produced by the frontal horizontal temperature gradient, can exceed the 

barotropic component contribution.   To estimate the value of the baroclinic component I use the 

scaling analysis. Using the CL model I assume that the frontal horizontal temperature gradient is 

of the order of the interior stratification offshore of the front (for simplicity I assume it to be 

equal to the initial stratification) multiplied by the bbl top slope (I consider it to be of the order of 

the bottom slope): 

 

In the pool experiment  . This is an underestimated value, but it can 

give a scale for a distance offshore, where the barotropic component and baroclinic component 

have the same magnitude. The scale for the baroclinic component will be  

3.22 

 

As the scale for barotropic component is 

    

 

3.23 
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To get a scale for the distance at which the component are of the same order we need to solve 

the following equation for y: 

3.24 

 

The Equation 3.24 can be solved numerically  

 

Figure 3.28. Relative importance of the barotropic (dashed) and baroclinic (solid) components. Scaling 

analysis result using bathymetry and wind stress values from the pool experiment. 

 

So when the front propagates 3730m offshore the barotropic and baroclinic components will 

be of the same order. This estimate is in good agreement with the results from the pool case 

(Figure 3.19, middle).   
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4 Summary 

I have examined the adjustment of an uniformly stratified wind driven flow over a sloping, 

frictional bottom using the ROMS numerical model. This work demonstrates that there are two 

different types of responses to a downwelling favorable wind. I argue that the realization of one 

or the other response is determined by the magnitude of the applied wind stress, the stratification, 

the horizontal diffusivity and the Coriolis parameter.  In the first case (the bottom boundary layer 

case), a major feature of the flow was the formation of an unstratified bottom boundary layer. 

The structure of the layer was observed to have a great impact on the flow in the interior. An 

offshore temperature gradient in the bbl corresponds to a positive shear in the alongshore 

velocity. It yields higher velocities in the interior than it would have in the homogenous case. 

The set of experiments conducted revealed a qualitative dependence of the wind response on the 

initial stratification, the interior diffusivity and the bottom slope. It was shown that the bbl 

thickness is proportional to the stratification, the slope and magnitude of the applied wind stress 

and inversely proportional to the background diffusivity. This is in qualitative agreement with 

Pedlosky (2007). There it was also shown that a lower background (interior) diffusivity and a 

steeper slope correspond to a thinner (vertically) and narrower (horizontally) bbl.  

The major difference in the second case is that an unstratified pool region is formed near the 

shore, which is separated by a front-like structure from the uniformly stratified region offshore. 

A bbl-like layer is present on the offshore side of the pool region and the pool region expands 

with time. Using an idealized model, I demonstrated that the expansion rate is inversely 

proportional to the local depth and wind stress and diminishes as the front moves offshore. The 

front region has an enhanced offshore temperature gradient corresponding to a positive vertical 
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shear in alongshore velocity. The intensity of this front was shown to be determined mainly by 

the slope of the bbl top. 

In this study, I used a highly simplified model of the ocean. One of the simplifications that are 

made is the two-dimensional configuration, which is far from being realistic. A study, that 

considered the three-dimensional problem, is highly desirable. Also it would be interesting to 

consider a time dependent wind response, which is also more realistic than the model presented 

here. 
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5 Appendix  

Weakly stratified pool formation criterion. 

In this section, we use scaling arguments to derive a pool formation criterion. I consider the 

region immediately next to the coastal wall. The warm water from the surface is advected 

downward in the hydrostatic layer with a horizontal extent of the order of the Rossby 

deformation radius. In the beginning, there is no mechanism to balance the temperature anomaly, 

brought by vertical advection in this layer. Therefore, the local temperature throughout the water 

column rises yielding Equation 5.1. This can be observed as the isopycnals are pushed down 

along the wall.  

5.1 

 

 

This process generates horizontal variation in the temperature field. This variation gives rise 

to diffusive processes.  As time progresses, the vertical advection of temperature decreases 

owing to the reduction in the vertical temperature gradient and eventually is balanced by the 

horizontal diffusion yielding Equation 5.2:  

5.2 

 

Here I argue that the criterion for the well-mixed pool formation is that the surface isopycnal 

intersects the bottom. In other words, the surface water was advected all the way to the bottom 

without losing much of its temperature to diffusion. So the pool will not be formed if the 
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advective time scale is much larger than the diffusive time scale, or .  The value of this 

ratio can be evaluated as 

5.3 

 

 

Where  is the thickness of the side wall boundary layer;  is the initial 

buoyancy frequency;  is the thermal expansion coefficient;  is the initial vertical temperature 

gradient; W is the scale for the vertical velocity in the hydrostatic layer (obtained using 

continuity equation and the Ekman transport),  is the depth of the coastal wall. 

5.4 

 

This relationship demonstrates that the higher the wind and the stratification the more likely 

the pool formation. Using Equation 5.4 the criterion  can be rewritten as a condition on 

the wind stress amplitude: 

5.5 

 

So if the wind amplitude is much less than  then the pool region will not form. In the case 

when the wind amplitude is of the order of  or larger, the pool region will be formed. This 

criterion is in good agreement with the experimental results. For example, in the pool experiment 
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the value of the ratio is 1 and in the bc experiment it is 63.5. The rest of the conducted 

experiments also demonstrate this agreement.     
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