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Abstract

This thesis focuses on designing wireless cooperative communication strategies that are

either optimal or near-optimal in terms of the tradeoff between diversity and multiplexing

gains. Starting from classical cooperative broadcast, multiple-access and relay chan-

nels with unit degree of freedom, to more general cooperative interference channels with

higher degrees of freedom, properties of different network topologies are studied and

their unique characteristics together with several advanced interference management

techniques are exploited to design cooperative transmission strategies in order to en-

hance data rate, reliability or both at the same time. Moreover, various algorithms are

proposed to solve practical implementation issues and performance is analyzed through

both theoretical verifications and simulations.
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Chapter 1

Introduction

1.1 Overview

In the past decade, the successful deployment of many powerful point-to-point wireless

communication technologies has significantly changed our life. As a result, wireless com-

munications nowadays are network based with multiple terminals almost everywhere.

Thus, network-level transmission strategy design becomes inevitable and plays an im-

portant role to meet consumer expectations on continuously growing faster and more

reliable communications.

Cooperative communication, one of the network communication technologies, has

become more and more important in modern wireless networks. Cooperation technolo-

gies enable physically disconnected users to transmit, relay and receive signal in a co-

ordinated way such that desired performance targets can be met economically. Typical

applications include but not limited to increasing data rate and reducing error probability,

etc.

Since cooperative communication is inevitably network based with multiple termi-

nals, cooperative strategy is needed to decide which terminal at what time or frequency

to transmit, relay or receive what signal. Due to the wireless broadcast nature, coop-

erative strategy design plays an essential role in managing undesired interference and

maximizing desired communication robustness and efficiency.
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1.2 Cooperative communications: promises and challenges

The pioneer work by Sendonaris et al. [1, 2] shows that user cooperation can be ben-

eficial in terms of higher data rate and lower outage probability for a cellular system.

These two improvements imply reduced power for a mobile user in order to achieve a

certain data rate with a certain outage probability requirement. Moreover, the reduced

power requirement may also be translated into increased battery life or coverage area

for a communication terminal. The benefits of user cooperation come from the fact that

the user with the better channel can help other users achieve some acceptable level of

performance while sacrificing only a small fraction of its own data rate.

However, how to enable the distributed terminals to cooperate is not a simple

task. Due to the wireless broadcast nature, all terminals in a network share the single

wireless medium. This means when one terminal transmits, all others are possible to

receive the signal at the same time. Moreover, due to different cooperation processes,

there is a tradeoff between the gain one can achieve for the data rate and the gain one

can achieve for the outage probability. The communication terminals used in [1, 2] are

assumed to be full-duplex which means they can transmit and receive signal at the same

time. In practice, most communication terminals are half-duplex because of the significant

difference between the transmit power and the receive power. This constraint incurs a

further tradeoff: in order to help other users achieve better communication performance,

one has to be silent for some time in order to receive other’s signal, while the silent

period can be potentially used to transmit its own signal. Thus, if not properly designed,

cooperation may even decrease the system performance due to detrimental side effects

such as undesired interference, poor relaying channels, long silent period, time-division

transmission requirement and overwhelming overhead, etc.
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1.3 Diversity and multiplexing tradeoff: a fundamental perfor-

mance measurement

Because there is always a tradeoff between a transmission strategy’s robustness and

efficiency, a more fundamental performance measurement of a communication systen is

their tradeoff rather than any of them alone because of its inherent fair comparison prop-

erty. This tradeoff is often referred to as the diversity and multiplexing tradeoff (DMT) in

communication and information theory. In this thesis, we use this measurement to an-

alyze and design strategies for different cooperative networks wherever possible. Since

one can always design a coding scheme to achieve a particular point on a strategy’s

tradeoff curve, such a designing metric makes our work fundamentally important to co-

operative strategy deign no matter what future requirements are in practical applications.

Let the transmit signal-to-noise ratio (SNR) of a physical link be defined as � = E
�2 ,

where E is the average short term energy at the transmitter and �2 is the noise variance

at the receiver. We say b is the exponential order of f (�) if lim�!1
log(f (�))
log(�) = b and denote

f (�) as f (�) _=�b. _6 and _> are similarly defined. Consider a coding scheme as a family of

codes fC(�)g with data rate R(�) bits per channel use (BPCU) and average maximum-

likelihood (ML) error probability PE(�). The multiplexing gain1 r and the diversity gain2 d

are defined as

r = lim
�!1

R(�)

log(�)
; (1.1)

and

d = � lim
�!1

log(PE(�))

log(�)
: (1.2)

The diversity and multiplexing gains are two of the most important asymptotic

measures of any communication system, which characterize the system outage probabil-

ity and data rate respectively. The DMT was initially studied in the context of point-to-point

1In this thesis, we use multiplexing gain and degree of freedom (DoF) interchangeably.
2Diversity gain is referred to as spatial diversity gain if not specified otherwise.
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MIMO communications. It is well known that multiple antennas can be used to increase

either the diversity gain or the multiplexing gain. In [3], it is shown that for a MIMO

system, both types of gains can be obtained simultaneously, but there is a fundamental

tradeoff between them. Thus, the DMT is a more fundamental measure of the system

performance than either of the diversity gain or the multiplexing gain alone. A well known

analogy is that a codeword with longer redundancy may have more powerful error correct-

ing ability. However, the closeness to the Shannon limit is a more fundamental measure

than either the rate or the error correcting ability alone.

MIMO communication [4,5] is highly related to our research because the DMT of a

fully connected MIMO or multiple-input single-output (MISO) system naturally serves as

an upper bound for the DMT of a corresponding distributed cooperative system. Thus, for

a cooperative network with multiple source-destination pairs, we are interested in finding

a transmission strategy which can approach the DMT of a corresponding MIMO or MISO

system wherever possible. Even in cases where the DMT can not be explicitly derived,

we still aim to use the DMT principle to design cooperative strategies in order to trade

one measure for the improvement of the other measure.

In [3], it has been shown that if L > M + N � 1, where L is the codeword length

and M and N are the number of transmit and receive antennas respectively, then the

optimal tradeoff curve d� is given by the piecewise-linear function connecting the points

(k; d�(k)), k = 0; 1; :::;minfM;Ng, where

d�(k) = (M � k)(N � k): (1.3)

In particular, d�max = MN and r�max = minfM;Ng. As an illustrative example, the DMT of

a 5 � 5 MIMO channel is shown in Fig. 1.1. As special cases, the DMTs of MISO and

single-input multiple-output (SIMO) systems are lines connecting the points (0; mn) and

(1; 0). Fig 1.2 shows the DMT of a 5� 1 MISO channel.
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Figure 1.1: Diversity and multiplexing tradeoff of a 5� 5 MIMO channel.
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Figure 1.2: Diversity and multiplexing tradeoff of a 5� 1 MISO channel.
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Direct links

Relay links

Figure 1.3: Cooperative broadcast channels.

1.4 Cooperative networks with unit degree of freedom

In this section, we introduce several representative cooperative networks with unit DoF

and their associated strategies. In particular, we classify primitive cooperative networks

with unit DoF into three categories including cooperative broadcast channels (CBC),

cooperative multiple access channels (CMA) and cooperative multiple relay channels

(CMR). Other unit multiplexing gain cooperative networks can be regarded as combi-

nations of these three primitive topologies.

Popular cooperative strategies include fixed relaying schemes such as decode

and forward (DF) and amplify and forward (AF), and selection relaying schemes based

on channel estimations [6]. In the class of DF strategies, there are fixed DF [6] scheme

and dynamic DF (DDF) scheme [7]. In the class of AF strategies, there are orthogonal

AF scheme [6], nonorthogonal AF (NAF) scheme [7] and sequential slotted AF (SSAF)

scheme [8,9].
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1.4.1 Cooperative broadcast channels

As illustrated in Fig. 1.3, CBC is important because it is practically similar to a single cell

downlink phase, which is the main area most researchers and companies are working to

match the ongoing higher data rate and reliability requirements.

The development of cooperative strategies with optimal DMT for CBC was pio-

neered by Azarian et al. [7]. In order to achieve the full multiplexing gain, the authors

in [7] employ a modified version of the DDF scheme for CBC, which was referred to as

CBC-DDF. In CBC-DDF strategy, any node will start helping others only after it has suc-

cessfully decoded the entire message. Although full multiplexing gain can be achieved,

this strategy fails to exploit the spatial diversity gain in the high multiplexing gain regime

because of the high unsuccessful decoding probability for each node in this region.

As the definition of the DMT suggests, ensuring large multiplexing gain or diversity

gain alone is often not optimal, while better tradeoff characteristic is more attractive. In

this thesis, we propose a generalized sequential slotted amplify and forward (GSSAF)

strategy for CBC, which is based on the class of SSAF strategies. Our strategy allows

each destination to act in turn as a relay and forward its previously received signal to

other destinations sequentially. While GSSAF is not a full multiplexing gain strategy for

CBC, the loss is negligible when the number of destinations is large. Moreover, GSSAF

allows each destination to be protected by the maximum number of extra paths in order to

achieve the near-optimal diversity gain in the high multiplexing gain regime. A DMT lower

bound for GSSAF is derived which suggests that our proposed strategy approaches the

MISO DMT upper bound and is therefore asymptotically optimal.

1.4.2 Cooperative multiple access channels

As shown in Fig. 1.4, the CMA can be used to increase system capacity and robustness

in a single cell uplink phase. Simple relaying strategies like AF and DF are ready to be

applied to the CMA for applications with low quality of service (QoS) and complexity re-

quirements, although they may not be preferable in terms of the fundamental performance

measures such as the DMT [6].
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Figure 1.4: Cooperative multiple access channels.

In [7], a modified version of NAF scheme for the CMA is used in order to achieve

the MISO DMT upper bound. In particular, the cooperative multiple access problem is

considered across several cooperation frames. Each of the source nodes transmits only

once in its uniquely assigned symbol transmission interval per cooperation frame. Dur-

ing each symbol transmission interval, a source transmits a linear combination of its own

symbol and the signal it observed during its most recent symbol reception interval. This

assignment naturally enables the transmission of a new independent symbol as well as a

relayed symbol in every symbol interval, and thus eliminate the half-duplex and orthogo-

nal constraints. It is shown this CMA-NAF strategy can help a CMA to achieve the optimal

DMT as a corresponding fully connected MISO system.

1.4.3 Cooperative multiple relay channels

The CMR as illustrated in Fig. 1.5 is one of the most studied channel models in classical

information theory [10–14]. However, the exact capacity of the relay channel is still an

open problem [14]. Recent work has focused on deriving its DoF or multiplexing gain,

which becomes increasingly accurate estimation of the exact capacity when the SNR is

sufficiently large.
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Figure 1.5: Cooperative multiple relay channels.

In [6], the authors there evaluate the performance of fixed relaying strategies in-

cluding AF and DF schemes, selection relaying strategies and incremental relaying strate-

gies for the CMR. It is shown that AF has better DMT characteristic than DF, while incre-

mental AF scheme can dramatically improve the spectral efficiency over both fixed and

selection relaying schemes.

Also as stated in [6], a key area of further research is ”exploring cooperative di-

versity protocols in the high spectral efficiency regime”. Two useful observations can be

made here. Firstly, from the Data Processing Theorem, we know soft value contains

more information than its hard decision. Thus, we should always prefer the class of AF

schemes than the class of DF schemes. Secondly, in order to achieve high spectral ef-

ficiency, i.e., high multiplexing gain, we should allow the sources to transmit as often as

possible.

In [7], the authors there point out that the suboptimality of the relaying strategies

reported in [6] stems from the use of orthogonal signal space in the time domain. Thus,

several relaying strategies with the use of nonorthogonal signal space are proposed in-

cluding NAF and DDF schemes. In particular, for the CMR, DDF scheme is shown to

outperform either DF or NAF scheme.

Since the remaining significant loss of diversity in the high multiplexing gain regime
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Figure 1.6: Cooperative interference channels.

for DDF scheme comes from the half-duplex constraint, the authors in [8] proposed SSAF

scheme which makes use of soft information (i.e., it is in the class of AF schemes), elimi-

nates the orthogonal constraint (i.e., it allows nonorthogonal simultaneous transmissions)

and loosens the half-duplex constraint (i.e., it is a sequential relaying strategy and thus

the effect of half-duplex constraint can be ignored asymptotically). It is shown that SSAF

scheme can achieve the optimal MISO DMT upper bound for the CMR asymptotically

when the number of relays is large enough.

1.5 Cooperative networks with higher degree of freedom

Cooperative networks with higher DoF are mostly studied in the context of cooperative

interference channels (CIC) with more than two source-destination pairs as shown in Fig.

1.7. The exact capacity region of the general interference network has been an open

problem to information theorists for decades. Even for the two-user case, capacity region

is only known for special cases such as those with strong and very strong interference

[15, 16]. The best known result for the general two-user Gaussian interference network

can determine the capacity region within 0:5 bit for real cases or 1 bit for complex cases

[17,18] by using a modified version of the Han-Kobayashi scheme [19].
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Figure 1.7: General K-user cooperative interference channels.

For the general K-user CIC as shown in Fig. 1.7, where K > 2, neither the

capacity region nor the DMT upper bound is known. Most research focused on DoF

region [20, 21], which characterizes the capacity scaling behavior with respect to the

SNR. In [21], Cadambe and Jafar showed that the sum capacity of the general (1 � 1)K

CIC 3can be approximated as

C(SNR) =
K

2
log(SNR) + o(log(SNR)); (1.4)

where f (x) = o(g(x)) denotes limx!1
f (x)
g(x) = 0. The DoF characterization K

2 , which

is also known as the multiplexing gain, becomes increasingly accurate as o(log(SNR))

tends to be negligible compared to K
2 log(SNR) in the high SNR regime.

1.5.1 Interference management in cooperative interference channels

The most distinctive feature that differentiates CIC from its unit DoF counterparts is there

exist desired and undesired signals. While in unit multiplexing gain networks where every

signal transmission can be potentially unharmful, it is less so in CIC where undesired sig-

nal may play the role of interference that significantly decreases the performance. Thus,

in order to benefit from the cooperation processes in networks containing CIC, interfer-

3(M � N)K is used to denote a K-user interference network, where each transmitter has M antennas,
each receiver has N antennas, and each user wants to achieve d DoF per channel use.
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ence management technologies are necessary to control the detrimental side effects.

Conventionally, interference is often managed in an orthogonal or near-orthogonal

approach, where either time-division multiplexing access (TDMA), frequency-division

multiplexing access (FDMA) or code-division multiplexing access (CDMA) with minimum

total squared correlation is used to separate transmissions into nonintersecting domains.

However, this cake-cutting perspective has been proved to be suboptimal to achieve the

multiplexing gain upper bound of CIC [21].

In the next two sections, we introduce two recently proposed interference man-

agement technologies called network coding and interference alignment, both of which

improve the performance of CIC by using smart interference control rather than com-

plete interference avoidance. They will be used in later chapters to design transmission

strategies for cooperative networks containing CIC.

1.5.2 Network coding

Network coding was initially proposed in [22] to achieve the capacity of a single-session

multicast network by permitting intermediate nodes to encode received data rather than

just to do traditional routing operations. For a single-session multicast network, it was

shown in [23] that linear codes are sufficient to achieve the multicast capacity. A poly-

nomial time algorithm for network code construction was proposed in [24]. Later, a dis-

tributed random linear code construction approach was proposed in [25], which was also

shown to be asymptotic valid given a sufficiently large field size. For a multiple-session

network, it was shown in [26,27] that linear network coding may be insufficient to achieve

the capacity. Moreover, finding a network coding solution for a network with multiple

sessions was shown to be a NP-hard problem [28,29].

Although optimal network coding solutions for multiple-session networks are gen-

erally unknown, simple network coding solutions are able to offer tremendous through-

put improvement for wireless cooperative networks, which was famously demonstrated

by [30–33]. The main motivation behind using network coding in cooperative communi-

cations is the wireless broadcast nature, which means when a node transmits its signal,
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Figure 1.8: Relay-aided X network with a cluster of N relays.

every other node can potentially overheard this information. Conventionally, the over-

heard signal is treated as noise or interference and thus completely ignored. However,

as shown in [31], smartly controlled interference can be used to greatly improve the total

network throughput. While interference is harmful in a conventional perspective, if a node

has previously transmitted or overheard this interference, its detrimental effects can be

completely removed and thus increase the chances of conveying more information in a

single transmission.

To illustrate the use of network coding in cooperative communications, let us con-

sider a relay-aided X network (RAXN) as shown in Fig. 1.8. This is a cooperative network

with combining features of CBC, CMA, CMR and CIC. There are conventional as well

as network coding based cooperative strategies for RAXN, while those network coding

based strategies have been shown to be powerful to improve the system performance.

Traditional multihop routing

Traditional multihop routing strategy transmits information over multiple hops along paths

from the sources to the destinations. It uses only point-to-point coding, treating all inter-

ference as noise and the information is fully decoded at each intermediate relay. Much

of current protocol development activity is based on the idea of multihop routing. From
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Figure 1.9: DMT of traditional multihop routing.

the transport capacity point of view, several network information theorists have justified

the order optimality of multihop routing in the relatively high attenuation scenario [34–36].

This order optimality of the transport capacity characterizes the achievable throughput in

the error-free case. In practice, the slope of the bit error rate (BER) is also important

because we want to set up the communication with some acceptable QoS, and thus the

DMT characteristic is also an important measurement.

Using traditional multihop routing strategy, the idea of interference avoidance is

often used to achieve an acceptable QoS. Thus, we need four time slots to complete the

communication task, i.e., each source uses one time slot to transmit its information to the

relays. The relays fully decode each source’s information and then forward each of them

to its intended destination using one time slot respectively. This multihop routing strategy

is indeed a realization of the DF strategy as shown in [6]. For clarity, we show DMT for

this strategy, which is the same as that of DF strategy in Fig. 1.9.

Digital network coding

Consider the transmissions from the sources to the relays as the multiple-access phase

and the transmissions from the relays to the destinations as the broadcast phase.
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Figure 1.10: DMT of digital network coding.

The multiple-access phase of digital network coding (DNC) strategy is just like

that of traditional multihop routing strategy, where each source transmits its information

to the relays sequentially. Moreover, due to the wireless broadcast nature, each source’s

unintended destination can also receive the signal emitted by the undesired source, i.e.,

t1 can receive signal from s2 and t2 can receive signal from s1.

Firstly, we assume each destination can perfectly decode this overheard informa-

tion and stores it in its memory stack. Then, the broadcast phase of DNC strategy in-

volves the exclusive-or (XOR) between the two sources’ information at the relays. Again,

due to the wireless broadcast nature, when the relays broadcast the network coded in-

formation, both destinations can receive the signal. After decoding the XOR of the two

sources’ information, each destination XORs it again with its previously stored overheard

information, in order to extract its desired information. Thus, it only needs three time slots

to complete the communication task using DNC strategy with perfect overhearing. The

DMT characteristic of DNC in this case is similar to that of DF strategy with improved

efficiency (multiplexing gain).

Secondly, we consider the situation with imperfect overhearing, i.e., when one

or both of the destinations cannot perfectly decode the overheard information. In this

case, the destinations simply discard the imperfectly overheard information. Thus, since
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Figure 1.11: DMT of wireless network coding.

there is not enough overheard information to help in the decoding process, the relays

cannot broadcast network coded packets to the destinations. Instead, with imperfect

overhearing, DNC strategy falls back to traditional multihop routing strategy and still uses

four time slots to complete the communication task. The complete DMT characteristic of

DNC strategy is shown in Fig. 1.10.

Wireless network coding

In [32,33], it was shown that the network coding operations at the relays in DNC can also

be done in the air using electromagnetic waves. The broadcast phase of wireless network

coding (WNC) strategy is just like that of DNC, i.e., in the case with perfect overhearing,

the relays broadcast the network coded information to both destinations in one time slot

due to the wireless broadcast nature; in the case with imperfect overhearing, WNC also

falls back to traditional multihop routing strategy and uses two time slots in the second

phase.

If the overheard information can be perfectly decoded by both destinations, then

two sources can transmit their information simultaneously to the relays in the multiple-

access phase of WNC. Instead of decoding each source’s information separately, the
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relays decode the XOR of two sources’ information directly using the superpositioned

signal. Thus, WNC saves one time slot compared to DNC in the multiple-access phase

and only needs two time slots to complete the entire communication task with perfect

overhearing. However, if the overheard information is imperfect, then the relays need to

transmit each source’s information separately to the corresponding destination. Thus,

WNC still needs two time slots for each source to transmit its information to the relays in

the multiple-access phase with imperfect overhearing, and thus four time slots to com-

plete all. In summary, with perfect overhearing, WNC has the same DMT characteristic

as that of the AF strategy in [37], and otherwise, WNC essentially falls back to multihop

routing. The DMT characteristic of WNC strategy is illustrated in Fig. 1.11.

Network coding opportunities in practice

The tremendous throughput improvement offered by network coding among multiple ses-

sions was most famously demonstrated by [30, 31]. However, it was shown in [27] that

linear network coding may not be sufficient for multiple sessions network information flow

problems. Moreover, finding a network coding solution for a network with multiple ses-

sions was shown to be a NP-hard problem [28].

It has been proved that previously well known approaches for code construction

for a single session multicast network is optimal for a multiple sessions network, if and

only if we can find a edge-disjoint subgraph for each session which can at the same

time support the multicast capacity for each session. In [38], random coding was applied

to multiple sessions after transforming the network topology to construct pollution-free

subgraphs.

In practice, such qualified edge-disjoint subgraphs may not exist most of the time

because of the overlapping of edges belong to multiple sessions. The benefits of the

overlapping among multiple sessions were studied in [39]. The authors there proposed

two metrics: overlap ratio and overlap width, to measure the benefits that a system can

achieve by coding across multiple sessions. The main idea there is to divide multiple

sessions into different groups based on those two metrics and construct a linear network
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coding solution for each group. Simulation results in [39] showed that such a scheme can

achieve about 30% higher throughput than coding within the same session.

Given the inherent difficulty of multiple sessions network information flow prob-

lems, the authors in [40] considered network coding for only two unicast sessions and

gave conditions under which a linear network coding solution exists. Further, the equiva-

lent conditions under which there exists a linear network coding solution for two multicast

sessions were proved in [41]. Since the butterfly network is well known to admit network

coding gain, the authors in [42,43] focused on decomposing the whole network into many

butterfly based structures and used linear programming to find a network coding solution.

To the best of our knowledge, there are no generalized conditions for the existence

of a linear network coding solution for a multiple unicasts (more than 2) information flow

problem. This problem is important because the prevalent multiple pair communication

problems are ubiquitous. Moreover, before we actually apply any network coding solution

to a network with arbitrary topology, we need these conditions to check whether there is

any network coding gain, how much is the network coding gain and how to construct the

network codes.

In Appendix A, we try to characterize the generalized conditions which guarantee

to provide network coding gain for a multiple unicasts information flow problem. In par-

ticular, we want to show the generalized conditions are equivalent to the existence of the

generalized butterfly networks. By doing this, we convert the problem of finding a network

coding solution to another equivalent qualified paths finding problem, where the qualified

paths should form a generalized butterfly network.

1.5.3 Interference alignment

The scheme used in [21] to achieve the DoF upper bound of CIC is interference align-

ment, which controls the interference contamination such that all interference signals

are aligned into a certain signal subspace and leaves the remaining signal subspace

interference-free for desired signal. Equation (1.4) implies that on average, each user

can almost achieve half the rate as if there were no interference at all, no matter how
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many of them share the resource. Thus, in the high SNR regime, the sum capacity

scales linearly with the number of users.

Prosperous research works follow to construct interference alignment solutions

using various techniques [44–51] and to apply similar ideas to several different applica-

tions [52, 53]. However, although being theoretical powerful, interference alignment may

not be feasible for certain network configurations. In [54], the feasibility conditions for

interference alignment were analyzed. The interference alignment problem was viewed

as a multivariate polynomial system, and a (M � N)K interference network is feasible to

achieve interference alignment without symbol extension only if

M + N > (K + 1)d; (1.5)

because only under this condition, the number of variables exceeds the number of equa-

tions so that a solution may exist.

For single-antenna interference networks, practical scheme only exists for spe-

cial cases that can achieve the DoF upper bound exactly with finite complexity. Symbol

extension is widely regarded as necessary to asymptotically approach the DoF upper

bound [21] for more general cases. However, this is only true for time varying or frequency

selective fading channels. For deterministic networks with constant channel coefficients,

simple symbol extension will generate a scaled identity matrix, which can not be used to

separate the desired and interference signals into different signal subspaces.

1.6 Research objectives

Even for the relatively simple primitive networks with unit DoF, cooperative strategy de-

sign is far from perfect. Some previously proposed strategies were designed to increase

the network throughput and some others were designed to reduce the network failure

probability. A lot of these strategies were even designed to achieve one performance

measure at the price of the other. Although optimal DoF bound for CIC is known, most

achieving strategies require infinite complexity and unrealistic channel conditions.
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We aim to develop methodologies and algorithms about how to use the DMT prin-

ciple to design cooperative strategies. In cases where the DMT optimal bounds can be

explicitly derived, we provide cooperative strategy designing rules to achieve the optimal

bounds. In other cases, we show how to use the DMT principle to design cooperative

strategies to meet certain performance targets.

Moreover, we aim to simplify future cooperative strategy designing processes. We

show that due to the DMT, one can always design a cooperative strategy to maximize

one measure and then gradually trade a portion of it for the improvement of the other

measure whatever the particular requirement is.

1.7 Thesis structure

The structure of this thesis closely follows our procedure to step-by-step achieve the

research objectives, i.e., to generalize and simplify cooperative strategy designing rules

based on the DMT principle.

Chapter 2 focuses on cooperative networks with unit DoF including three primi-

tive topologies CBC, CMA and CMR. These networks have only unit DoF because of the

cut-set bound constraint and thus every signal transmission can be made potentially use-

ful. We propose a GSSAF strategy that provides DMT optimality for every of these three

networks. Moreover, we also prove GSSAF is asymptotically optimal for all cooperative

networks with unit DoF, even for compound networks consisting combinations of these

three primitive topologies such as cooperative broadcast relay channels (CBRC) and co-

operative multiple access relay channels (CMAR), etc. This is our first step to generalize

cooperative strategy design tasks using the DMT measure.

Chapter 3 continues to study cooperative strategies design for RAXN. This is a

special cooperative network topology with unit DoF that has combining features of three

primitive topologies. Due to its special properties, we propose a WNC based partial

interference cancelation strategy that can use arbitrary level of overhearing information

to improve the network throughput and robustness. The research in this chapter com-

pletes the strategy design problem for cooperative networks with unit DoF. Appendix I
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also presents a distributed scheme to find out whether there is any network coding gain

for a given network with arbitrary topology

Chapter 4 moves to network topologies with more than unit DoF, typically repre-

sented by CIC with more than two source-destination pairs. The main problem for such

networks is the competence of shared resource between different users, which leads to

the suboptimality of achievable DoF. To meet our objectives to generalize and simplify

cooperative strategy designing rules, we analyze the special tradeoff between diversity

and DoF in CIC and provide insights that although DMT in CIC is infeasible to be explicitly

derived, the general DMT principle still applies.

Chapter 5 proposes a noncoherent interference alignment strategy based on our

insights observed in Chapter 5. Our proposed strategy trades signal power for intermedi-

ate diversity gain towards ultimate multiplexing improvement. Our strategy is generalized

and simplified in the sense that it is universal DMT optimal for general single-antenna CIC

with minimum scheduling efforts and only two symbol extensions.

Chapter 6 conclude this thesis.
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Chapter 2

Generalized Sequential Slotted

Amplify and Forward Strategy in

Cooperative Communications

2.1 Introduction

From last chapter, we have seen that cooperative communication can significantly im-

prove the efficiency and robustness of wireless communication systems. Many relaying

strategies for cooperative networks with various topologies have been proposed with the

trend of allowing the source nodes to transmit as much as possible and using nonorthog-

onal signal subspace as much as possible [7]. These cooperative strategies are often

compared using the diversity and DMT [3], which is a fundamental measure that charac-

terizes throughput and error performance simultaneously.

For CMA with multiple cooperative source nodes, a single destination node but

without any dedicated relay node, NAF strategy, which protects half of sources’ signal by

allowing a source node to relay its previously received signal simultaneously with another

source node transmitting a new independent message, has been shown to be optimal [7].

For CMR with a single source node, a single destination node and multiple dedicated relay

nodes, SSAF strategy which permits each relay node to forward its previously received

signal in a specific assigned time slot sequentially, has been shown to be asymptotically
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optimal [8]. The best known relaying strategy for CBC with a single source node, multiple

cooperative destination nodes but without any dedicated relay node is CBC-DDF, which

is based on the DDF strategy that allows a destination node to help others only after it

has successfully decoded the desired information. However, CBC-DDF has been shown

to be suboptimal in the high multiplexing gain regime [7].

The optimality of a strategy for unit multiplexing gain cooperative networks is de-

fined as the ratio between the DMT upper bound for any strategy and the achievable DMT

lower bound for this specific strategy that tends to 1 as the total number of nodes in the

network increases. In a wireless cooperative network, one natural DMT upper bound for

a destination node is the MISO DMT upper bound, which is obtained by viewing all other

nodes in the network as being physically connected through a genie with perfect knowl-

edge about the source information. For CMA with N source nodes, CMR with N � 1 relay

nodes and CBC with N destination nodes, the MISO DMT upper bound is [3]

d(r) = N(1� r)+: (2.1)

The suboptimality of the CBC-DDF strategy motivated us to develop a better trans-

mission strategy for CBC which can approach the DMT upper bound. More importantly, in

practical wireless networks, nearly every transmission is a broadcast process, nearly ev-

ery reception is a multiple access process and a large number of wireless nodes need to

function as relays. Thus, we are particularly interested in finding a transmission strategy

that is universally optimal for CMR, CBC and CMA.

In this chapter, we propose a generalized SSAF (GSSAF) strategy for cooperative

networks. We firstly analyze the achievable DMT of GSSAF in each cooperation sub

frame. Then, together with simulation results, GSSAF is shown to be able to achieve

the DMT upper bounds for CMR, CBC and CMA. Finally, GSSAF is shown to be a unified

asymptotic optimal strategy for wireless cooperative networks with unit multiplexing gains.
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2.1.1 Notations

In this chapter, we use sm; 1 6 m 6 M to denote the M source nodes, tn; 1 6 n 6 N

to denote the N destination nodes and ek ; 1 6 k 6 K to denote the K relay nodes.

We always omit the subscript of sm, tn or ek when there is only one source node, one

destination node or one relay node if no confusion can be raised. (M �K�N) is used to

denote a wireless cooperative network with M sources, K relays and N destinations.

Every node is constrained by average energy E. All source nodes transmit inde-

pendent information at the same rate R. We use xsm;l and xek ;l to represent the transmit

signal from the mth source node and the k th relay node at the l th time slot, and we use

yek ;l and ytn;l to represent the receive signal at the k th relay node and the nth destination

node at the l th time slot. hsm;ek is used to denote the channel gain between themth source

node and the k th relay node and hsm;tn and hek ;tn are similarly defined. We assume the

existing physical links are all quasi-static flat Rayleigh-fading.

2.2 Generalized SSAF strategy for cooperative networks

Wireless cooperative networks using SSAF strategies have several attractive properties.

The relays have low processing complexity because they only need to scale and retrans-

mit their previously received signal. Decoding is only needed at the destinations and not

until the end of one cooperation frame. Moreover, the scheduling complexity is also low

because every node operates sequentially and equally.

2.2.1 GSSAF description

While original SSAF strategy was designed only for (1 � K � 1), our proposed GSSAF

works for general (M�K�N) which treats every node other than the source or its single

destination as a relay in each sub frame level. Specifically, our proposed GSSAF strategy

for a (M �K � N) cooperative network is defined as follows:

• One cooperation frame consists M sub frames.

• The m-th sub frame consists Km + Nm + 1� 11(Nm) time slots, where 1 6 m 6 M,
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Km+Nm = M+K+N�1 and Km and Nm are the numbers of equivalent dedicated

relays and destinations of sm respectively.

– sm keeps transmitting a new message in every time slot.

– From the second time slot, every node except for sm and its intended single

destination is selected in one time slot to forward its received signal in the

previous time slot sequentially.

• Each source operates in a time-sharing fashion across different sub frames.

• Each destination starts decoding its desired messages after the whole cooperation

frame.

2.2.2 Optimality of GSSAF

The main result about GSSAF strategy is the summarized in the following theorem.

Theorem 1. The achievable DMT lower bound of GSSAF in the m-th sub frame is

d(r) > [( ~N � 3) + 311(Nm)� ( ~N + 1)r ]+

+[1�
~N + 1

~N + 11(Nm)
r ]+; (2.2)

where ~N = Km + Nm � 11(Nm).

Proof. When Nm = 1, GSSAF in the m-th sub frame specializes to the original SSAF

strategy in [8] for CMR with Km relays and Km + 1 slots, whose DMT was proven to be

d(r) = (1� r)+ + [Km � (Km + 1)r ]: (2.3)

For cases when Nm > 1, several techniques can be used to simplify the analy-

sis. Firstly, we note that the highest probability of error occurs when sm only transmits

common messages and all destinations want to decode every transmitted message from

the source [7]. Secondly, the diversity gain of a destination that does not transmit in the

second or the last slot is not better than the diversity gains of those who do transmit in

those two slots (because one more slot transmitted signal is protected by an extra path).
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Thus, we only investigate the diversity gain of a destination ql 2 Q1 when sm only trans-

mits common messages, for 1 < l < Km + Nm, to give a DMT lower bound. Because we

only consider the m-th sub frame, we ignore the subscript m in all analytical expressions

and use ~N to denote Km + Nm for simplicity of expressions.

Since there is no difference in processing different symbols, we assume each

transmission contains only one symbol. The received signal vector for the destination

node ql is

yql = Hql ;( ~N+1)�( ~N+1) � xql ;( ~N+1)�1 + nql ;( ~N+1)�1: (2.4)

Assume the channel gain between s and ql is hs;ql , for 1 6 l 6 ~N, and the channel

gain between ql and ql+1 is hql ;ql+1
, for 1 6 l 6 ~N � 1. We will later propose a relay

pre-ordering algorithm that aims to choose the channel gain between consecutive used

relays, i.e., jhql ;ql+1
j as small as possible. Under independent Rayleigh-fading channel

realizations, when the number of destination nodes is large, there is a high probability

that a bad CER to NER link exists with jhql ;ql+1
j being very small, for 1 6 l 6 ~N � 1.

Thus, the signal from CER is small interference at NER, which can be viewed as small

noise enhancement at NER. From the analysis for the accumulated noise later, we know

this small noise enhancement does not affect the DMT analysis. Thus, for analytical

simplicity, we assume jhql ;ql+1
j = 0. Under reciprocal channel realizations, we also have

jhql+1;ql j = jhql ;ql+1
j = 0. Finally, due to the half-duplex constraint, we know that jhql ;ql j = 0,

for 1 6 l 6 ~N.

From the GSSAF strategy description earlier, we know that yql ;l+1 = 0. Thus, the

effective received signal vector changes to

~yql = ~Hql ; ~N� ~N � ~xql ; ~N�1 + ~nql ; ~N�1 (2.5)

where

~Hql ; ~N� ~N =

 Aql ;l�l 0ql ;l�( ~N�l)

0ql ;( ~N�l)�l Bql ;( ~N�l)�( ~N�l)


~N� ~N

; (2.6)
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Aql =


hs;ql 0 ::: 0

hq1;ql�q1hs;q1 hs;ql ::: 0

::::::

0 ::: 0 hs;ql

 ; (2.7)

and

Bql =


hs;ql 0 ::: 0

::::::

0 ::: hq ~N ;ql
�q ~N

hs;q ~N
hs;ql

 : (2.8)

�ql denotes the normalization factor at destination node ql (the selected l th relay node)

so that its forwarded signal satisfies its average energy constraint E.

Thus, we have:

1. For time slots k = 1; l and (l + 2)

yql ;k = hs;ql � xs;k + nql ;k : (2.9)

2. For time slots 2 6 k 6 ( ~N + 1), k 6= l ; l + 1 and (l + 2)

yql ;k = �Hql ;k � �xql ;k + nql ;k

=
(
hqk�1;ql�qk�1hs;qk�1 hs;ql

)xs;k�1

xs;k


+nql ;k : (2.10)

Note that, in the second case above, the term nql ;k is actually the accumulated

noise from both relay and destination nodes, which can be represented as

nql ;k = n̂ql ;k + hqk�1;ql�qk�1nqk�1;k�1 (2.11)

where the normalization factor �qk�1 at the relay node qk�1 should satisfy the energy

constraint

j�qk�1 j2 6
E

Ejhs;qk�1 j2 + �2
=

�

�jhs;qk�1 j2 + 1
: (2.12)
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Let h be complex standard normal distributed and v denote the exponential order

of 1
jhj2 . The probability density function (pdf) of v can be written as [7]

pv _=

 ��1 = 0; for v < 0

��v ; for v > 0:
(2.13)

Thus, for ~N independent identically distributed (i.i.d) variables fvjg ~Nj=1, the probability that

(v1; :::; v ~N) belongs to a set O is

PO _=��dO ; for dO = inf
(v1;:::;v ~N)2O+

N∑
j=1

vj (2.14)

given that R ~N+ denotes the set of nonnegative ~N-tuples and O+ = O
∩
R

~N+ is not empty.

So, the exponential order of PO depends only on O+ and is dominated by the realization

with the largest exponential order.

From [55], it can be shown that under the consideration of outage events belonging

to set O+, proper selection of the normalization factor �qk�1 will make its exponential order

vanish in all the DMT analytical expressions and the noise enhancement problem does

not affect the DMT result. Thus, the DMT of our proposed strategy depends only on

the channel matrix and not on the variance of the accumulated noise. So, for analytical

simplicity, we assume the accumulated noise equals to the noise at each destination node

which does not affect the DMT analysis.

In order to get a DMT lower bound, we want to first upper-bound the probability of

error of the ML decoder. Using Bayes’ theorem, we can write

PE(�) = PO(R)PEjO + PE;Oc

6 PO(R) + PE;Oc (2.15)

where the outage events set O and its complement set Oc are chosen such that PO(R)

dominates PE;Oc , i.e.,

PE;Oc _6 PO(R): (2.16)
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Thus, we have

PE(�) _6 PO(R): (2.17)

From (2.14) and the simplified channels described by (2.9) and (2.10), we let

PO(R) _=�
�dO(r); (2.18)

for

dO(r) = inf
(v;u)2O+

[

~N+1∑
k=2;k 6=l ;l+1;l+2

(vk�1 + uk�1) + vl ]: (2.19)

Thus, dO(r) provides a lower bound on the diversity gain achieved by our proposed CBC-

SSAF strategy for destination node ql .

From the definition of the outage probability [4], for the ~N + 1 messages from the

source node s to the destination node ql , we know that

PO(R) = P [I(~xql ; ~yql ) < R]

6 P [

~N+1∑
k=2;k 6=l ;l+1;l+2

I(�xql ;k ; yql ;k) +∑
k=1;l ;l+2

I(xs;k ; yql ;k) < ( ~N + 1)r log �]: (2.20)

For time slots k = 1; l and (l + 2)

lim
�!1

I(xs;k ; yql ;k)

log �

= lim
�!1

log(1 + �jhs;ql j2)
log �

= (1� vl)+: (2.21)

For time slots 2 6 k 6 ~N + 1; k 6= l ; l + 1; l + 2

lim
�!1

I(�xql ;k ; yql ;k)
log �

= lim
�!1

log(1 + ��Hql ;k
�Hy
ql ;k

)

log �

= lim
�!1

log(1 + �jhqk�1;ql�qk�1hs;qk�1 j2 + �jhs;ql j2)
log �

= (maxf1� vk�1 � uk�1; 1� vlg)+; (2.22)
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where [�]y is used to denote the matrix conjugated transposition operation. Thus, from

(2.20), (2.21) and (2.22), the outage events set O+ should be defined as

O+ = f(v;u) 2 R(2 ~N�5)+j3(1� vl)+

+

~N+1∑
k=2;k 6=l ;l+1;l+2

(maxf1� vk�1 � uk�1; 1� vlg)+

< ( ~N + 1)rg: (2.23)

From (2.23), we can easily see that, in order to let the outage events happen,

the following constraints must be simultaneously satisfied (necessary but not sufficient

conditions):

1. For vl , we have

vl > (1�
~N + 1

~N
r)+: (2.24)

2. For
∑ ~N+1

k=2;k 6=l ;l+1;l+2(vk�1 + uk�1), we have

~N+1∑
k=2;k 6=l ;l+1;l+2

(vk�1 + uk�1) > [( ~N � 3)� ( ~N + 1)r ]+: (2.25)

From (2.16) and (2.17), we see that (2.24) and (2.25) can be used to lower-bound

the diversity gain d(r) if and only if the outage events described by (2.23) dominate the

probability of error of the ML decoder. To see this, we first observe that the channel

described by (2.5) can be seen as a coherent linear Gaussian channel as

~yql ; ~N�1 = ~Hql ; ~N� ~N � ~xql ; ~N�1 + ~nql ; ~N�1: (2.26)

Thus, the average pairwise error probability (PEP) of the ML decoder at high SNR can be

upper-bounded by [3; Eqn. 7]

PPE 6 det(I ~N +
1

2
�~Hql

~H
y
ql
)�1

_= det(I ~N + �~Hql
~H
y
ql
)�1 (2.27)

where we set
∑

~nql
= �2I ~N because such manipulation does not affect the DMT. From the
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formula for multiple-input multiple-output channel capacity [4,5], we know that

∑
k=1;l ;l+2

I(xs;k ; yql ;k) +

~N+1∑
k=2;k 6=l ;l+1;l+2

I(�xql ;k ; yql ;k)

6 log[det(I ~N + �~Hql
~H
y
ql
)]: (2.28)

Thus,

�
∑ ~N+1

k=2;k 6=l ;l+1;l+2(maxf1�vk�1�uk�1;1�vlg)++3(1�vl )+

_6 det(I ~N + �~Hql
~H
y
ql
): (2.29)

Let the ~N + 1 messages from the source node s to the destination node ql form a

codeword of length ~N + 1. The data rate is R = ( ~N + 1)r log � BPCU and we have a total

of �( ~N+1)r codewords. Thus, we can bound PE(�) as

PE(�) _6 ��
∑ ~N+1

k=2;k 6=l ;l+1;l+2(maxf1�vk�1�uk�1;1�vlg)+

���3(1�vl )++( ~N+1)r : (2.30)

Therefore, PE;Oc can be written as [7]

PE;Oc _6

∫
Oc+

��de(r;v;u)dvdu (2.31)

where

de(r; v;u) = �( ~N + 1)r + 3(1� vl)+

+

~N+1∑
k=2;k 6=l ;l+1;l+2

(maxf1� vk�1 � uk�1; 1� vlg)+

+[

~N+1∑
k=2;k 6=l ;l+1;l+2

(vk�1 + uk�1) + vl ]: (2.32)

Because PE;Oc is dominated by the smallest term of de(r; v;u) over Oc+, we can write

PE;Oc _6�
�de(r); for de(r) = inf

(v;u)2Oc+
de(r; v;u): (2.33)
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Comparing (2.18) and (2.33), we see that for (2.16) to be met, O+ should be defined as

O+ = f(v;u) 2 R(2 ~N�5)+j3(1� vl)+

+

~N+1∑
k=2;k 6=l ;l+1;l+2

(maxf1� vk�1 � uk�1; 1� vlg)+

6 ( ~N + 1)rg (2.34)

which contains the outage events set (2.23). So, we conclude that the outage events

described by (2.23) also satisfy (2.16) and therefore dominate the probability of error of

the ML decoder. Thus, we can use (2.24) and (2.25) to lower-bound dO(r) (which further

provides a lower bound for d(r)) as

dO(r) > [( ~N � 3)� ( ~N + 1)r ]+ + (1�
~N + 1

~N
r)+: (2.35)

2.2.3 Practical implementation

In each sub frame, every node other than the source or its intended single destination

can be used as relays. We dynamically order the nodes to act as relays before the

start of each sub frame, such that the next effective relay (NER) is chosen as the worst

destination for the current effective relay (CER). The purpose of such relay pre-ordering

is to separate consecutively used relays as much as possible by making the channel gain

between them as small as possible.

A simple method to implement the relay pre-ordering operations can be done

using Algorithm 1. Before the start of the m-th sub frame, let other nodes except for

the source or its intended single destination sequentially broadcast short probe frames.

These operations consume Km +Nm � 11(Nm) probe frame time slots. After reception of

these probe frames, the source can choose the first relay based on step 3 in Algorithm

1. Because of the wireless broadcast nature, every other node can at the same time

estimate its local Km + Nm � 1 � 11(Nm) relay-to-relay channel gains. If we assume the

wireless reciprocity property holds, a node can use this information to choose its NER
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Algorithm 1 Relay pre-ordering algorithm for GSSAF.
Input: Before the start of the m-th sub frame, set i = 1 and s = sm. Moreover, define a

node set Q1 = ; and a node set Q2 = fq1; q2; :::; qKm+Nm�11(Nm)g, which is a entry-
wise mapping of the node set fs1; :::; sm�1; sm+1; :::; sM ; e1; :::; eKl ; t1; :::; tNm�11(Nm)g

Output: Ordered node set Q1

1: while i 6 Km + Nm � 11(Nm) do
2: if i = 1 then
3: Choose qj 2 Q2 such that hs;qj > hs;qn , 8qn 2 Q2, n 6= j

4: else
5: Choose qj 2 Q2 such that hqi�1;qj 6 hqi�1;qn , 8qn 2 Q2, n 6= j

6: end if
7: Swap the indexes for qj and qi
8: Add qi to Q1

9: Delete qi from Q2

10: i = i + 1

11: end while

based on step 5 in Algorithm 1. Then, each node sends back a short feedback frame

to the source with only its chosen NER’s unique ID embedded in it. These operations

consume Km + Nm � 11(Nm) feedback frame time slots. After decoding these feedback

frames, the source can construct a linked list locally and the relay pre-ordering opera-

tions can be completed. In each data frame time slot, the source only needs to embed a

unique ID in its signature. Each node extracts this ID and if it matches its own, it acknowl-

edges it should function as a relay in the next data frame time slot. The extra payloads

of these relay pre-ordering operations are Km +Nm � 11(Nm) probe frame time slots and

Km + Nm � 11(Nm) feedback frame time slots, which can be well assumed to be much

shorter than the Km +Nm +1� 11(Nm) data frame time slots. Moreover, considering the

underlying block fading assumption, the cost of the scheduling algorithm is negligible.

2.3 Conclusion

The proposed GSSAF strategy has no specific requirements on M, K or N, and is ready

to be used as a generalized relaying rule in cooperative networks with different topologies

and connectivity statuses. The key implication is that in each sub frame, it is asymptoti-

cally optimal to treat every other node as a relay by using a sequential AF relaying rule.
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Figure 2.1: DMTs of GSSAF strategy for CBC.
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Figure 2.2: Outage behaviors of GSSAF strategy for CBC.
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Remark 1. GSSAF is asymptotically optimal for CMR, CBC and CMA.

It is trivial to verify its optimality for CMR since the original SSAF is a special case

of GSSAF.

For CBC, It is easy to argue its asymptotic optimality by setting M = 1 and K = 0

in (2.2) for a (M�K�N) network. Compared to currently best known relaying strategy for

cooperative broadcast channels CBC-DDF, GSSAF offers tremendous DMT improvement

in the high multiplexing gain regime. This is the region where the CBC-DDF strategy is

incapable to beat direct transmission strategy. As shown in Fig. 2.1, the DMT analytical

results state that the GSSAF strategy approaches the DMT upper bound as N increases

and is thus asymptotically optimal. Moreover, from the outage behaviors in Fig. 2.2, it

is easy to see the diversity order of GSSAF is almost dominantly better than those of

non-cooperative and CBC-DDF strategies in the high spectral efficiency regime.

Similarly, we can verify its optimality for CMA by setting K = 0 and N = 1 and

considering M sub frames at the destination jointly [9, 55]. For CMA, GSSAF can ex-

actly achieve the MISO DMT upper bound with any number of source nodes and finite

cooperation frame length. Fig. 2.3 shows the outage behaviors of GSSAF for CMAs with

various numbers of cooperative users. It can be seen that the diversity order of GSSAF is

much higher than that of the non-cooperative strategy. Moreover, the slops of the outage

curves remains the same even in the high spectral efficiency regime, which demonstrates

the exact optimality of GSSAF for CMA.

Remark 2. GSSAF can be used as a unified relaying strategy for general wireless coop-

erative networks, and it is asymptotically optimal for those networks with unit multiplexing

gains.

Due to the cut-set bound, wireless cooperative networks with unit multiplexing

gains considered in this chapter are constrained to those with either a single source

and/or a single destination (an exception is a (2�2) interference network with only private

messages). Conventionally, even for the simplest cases such as CMR, CBC and CMA,

a node needs to use different strategies under different circumstances, not to mention

compound networks such as cooperative broadcast relay channels (CBRC) or coopera-
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Figure 2.3: Outage behaviors of GSSAF strategy for CMA.

tive multiple access relay channels (CMAR). For wireless cooperative networks with unit

multiplexing gains, the MISO DMT upper bound still holds. Moreover, from (2.2), it is easy

to see that GSSAF is able to asymptotically approach this upper bound. It follows that a

node in cooperative networks with unit multiplexing gains can use GSSAF as a unifying

rule no matter its specific role as a source , a relay or a destination, to achieve the DMT

optimality.
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Chapter 3

Diversity and Multiplexing Tradeoff

of Wireless Network Coding for

Relay-Aided X Networks

3.1 Introduction

After generalization of transmission strategies for primitive cooperative networks with unit

multiplexing gains, we come to consider a special network topology called the relay-aided

X network (RAXN). This channel model is ubiquitous in practice because the source and

destination nodes do not have to be the true communication end-users. It can happen

as long as two traditional routing paths intersect at some point and share one or more

intermediate relay nodes. Because of the shared use of the resources, there is higher

throughput and reliability requirements at the shared relay nodes. This motivates us to

develop new transmission strategies to meet the ongoing higher and higher QoS require-

ments. Moreover, this network has combining features of those primitive unit multiplexing

topologies as well as properties of CIC. Thus, it requires interference management tech-

nologies to control the information flow in order to maximize the system performance.

In this chapter, we propose a WNC based partial interference cancelation strategy

for RAXN. The main concept of WNC can be demonstrated using the two-way exchange

network (TWXN) as shown in Fig. 3.1(a), where s1 and s2 want to exchange information
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s1 s2

t2 t1

R

(a) TWXN.

s1 s2R

(b) RAXN.

Figure 3.1: Illustrative channel models for the use of WNC in RAXN.

through the help of a relay R. Without WNC, the conventional hop-by-hop transmission

strategy needs 4 transmissions including s1 ! R, R ! s2, s2 ! R and R ! s1. With

WNC, only 2 transmissions are needed including (s1; s2)! R and R! (s1; s2).

Interference cancelation (IC) is often used in the decoding process of WNC to re-

trieve the desired signal [31–33, 56], which involves the use of priori known information

to reconstruct the interference signal. The priori known information comes from either a

nodes’s previously transmitted information or its overheard information. While it is reason-

able to assume a node’s previously transmitted information to be perfect (without fading

or noise), it is less so to assume the overheard information to be lossless.

As pointed out in [33], for a simple RAXN as shown in Fig. 3.1(b), WNC increases

the network throughput on the expenses of higher BER because of the imperfect over-

hearing. Since one can always trade a strategy’s achievable diversity gain for its achiev-

able multiplexing gain [3], it is not immediately clear that which one of WNC or the con-

ventional hop-by-hop transmission strategy is fundamentally better. This question can be

equivalently interpreted as: For RAXN with imperfect overhearing, if we allow the con-

ventional hop-by-hop transmission strategy to have higher BER as that of WNC, can it

transmit as fast as WNC? Or, if we force WNC to use more redundancy to reduce its BER

as that of the conventional hop-by-hop transmission strategy, can its throughput still be

higher? This is a fundamental problem needs to be investigated before the prevalent use

of WNC.

Due to the problems introduced, WNC for RAXN is not a straightforward exten-
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s1 s2

t2 t1

Figure 3.2: Relay-aided X network with a cluster of N relays.

sion of that for TWXN, because of the wireless imperfect overhearing. Thus, the main

objective of this chapter is to study how WNC can be used in strategy design to improve

the performance of RAXN with imperfect overhearing and what is its ultimate fundamen-

tal performance, in terms of the DMT. While WNC is the underlying technology used to

improve the multiplexing gain, we also consider the use of clustered relays to increase

the diversity gain as shown in Fig. 3.2. We propose a WNC based partial IC strategy for

RAXN, which could smartly use the imperfect overhearing to cancel part of the interfer-

ence. The DMT of the strategy is analyzed which proves the fundamental superiority of

WNC over the conventional hop-by-hop transmission strategy even with imperfect over-

hearing.

3.1.1 Notations and preliminaries

Throughout this chapter, we use S = fs1; s2g to denote the two sources, T = ftx1; t2g
to denote the two destinations and R = fR1; R2; :::; RNg to denote the N relays. We use

xs1 and xs2 to denote the signal transmitted from the two sources and xRn to denote the

signal transmitted from the nth relay, for 1 6 n 6 N. Similarly, yRn is used to represent the

received signal at the nth relay and yt1 and yt2 are used to denote the received signal at

the two destinations respectively.
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Every node is constrained by average energy E. All sources transmit independent

information at the same rate R. hsm;Rn , hsm;tk and hRn;tk are used to denote the channel

gain between the mth source and the nth relay, the channel gain between the mth source

and the k th destination and the channel gain between the nth relay and the k th destina-

tion, where 1 6 m 6= k 6 2 and 1 6 n 6 N. We assume the existing physical links are

all quasi-static flat Rayleigh-fading, which means the channel gains are constant during

each frame but change independently between different frames.

We characterize the channels between the sources and their unintended desti-

nations using the amount of information the destinations overheard from their undesired

sources in the first time slot. In order to evaluate the performance of our proposed WNC

based partial IC strategy when the overheard information is imperfect, we assume that in

the first time slot, each destination can only decode part of its undesired source’s infor-

mation correctly, i.e., t1 can decode Rt1 amount of information from s2 correctly, and t2

can decode Rt2 amount of information from s1 correctly, where 0 6 Rt1 ; Rt2 6 R.

Let d1 = 1 � Ar1 and d2 = 1 � Br2 be two linear functions that denote the DMTs

of two independent messages, where A and B are two constants. The overall DMT is

obtained by adding the multiplexing gains up subject to equal diversity gains, and can be

written as

d = 1� AB

A+ B
r: (3.1)

3.2 Problems of naive interference cancelation strategies with

imperfect overhearing

Firstly consider the simple RAXN as shown in Fig. 3.1(b), where s1 and s2 want to send

independent information to t1 and t2 respectively through the help of a relay R. With

WNC, the signalling is as follows:

1. In the first slot, s1 and s2 transmits xs1 and xs2 simultaneously. The received signal
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at other nodes are

yt1;1 = hs2;t1xs2 + nt1;1;

yt2;1 = hs1;t2xs1 + nt2;1;

yR;1 = hs1;Rxs1 + hs2;Rxs2 + nR;1: (3.2)

2. In the second slot, R amplifies and forwards (AF) its previously received signal to

both t1 and t2, whose received signal are

yt1;2 = hR;t1�Rhs1;Rxs1 + hR;t1�Rhs2;Rxs2

+hR;t1�RnR;1 + nt1;2;

yt2;2 = hR;t2�Rhs1;Rxs1 + hR;t2�Rhs2;Rxs2

+hR;t2�RnR;1 + nt2;2: (3.3)

In order to retrieve the desired signal at each destination, there are two possible ap-

proaches to do IC using the overheard signal. Take t1 for instance:

1. Without decoding the overheard information, IC can be done by

~yt1 = yt1;2 �
hR;t1�Rhs2;R

hs2;t1
yt1;1

= hRt1�Rhs1;Rxs1 + ~nt1 ; (3.4)

where ~nt1 =
hR;t1�Rhs2;R

hs2;t1
nt1;1 + nt1;2. It is easy to verify the accumulative noise vari-

ance is infinitely large because 1
x

is not integrable for an exponential distributed

variable x . This fact clearly prohibits the use of such an IC method.

2. With decoding the overheard information, IC can be done by

~yt1 = yt1;2 � hR;t1�Rhs2;Rx̂s2
= hR;t1�Rhs1;Rxs1

+hR;t1�Rhs2;R(xs2 � x̂s2) + nt1;2; (3.5)
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where x̂ represents the estimated overheard information. Ideally, we would like the

overhearing links to be strong enough such that xs2 = x̂s2 . However, due to wireless

fading and noise corruption, the decoded overheard information is highly possible

to be subject to certain errors and it is not reasonable to assume more resource

(e.g., coding or retransmission requests) to be used to ensure the overhearing reli-

ability. Thus, such an IC method would lead to error propagation, which will result

in incorrect decoding of the desired information.

From the analysis, when the overhearing is imperfect, in order to use WNC to do

IC, we must denoise and at the same time avoid error propagation. In the next section, we

propose a WNC based partial IC strategy which solve these two problems simultaneously.

3.3 WNC based on partial interference cancelation strategy

for RAXN with imperfect overhearing

Consider the RAXN as shown in Fig. 3.2, our propose WNC based partial IC strategy is

defined as follows:

1. There are two time slots in each transmission frame.

2. In the first time slot, s1 and s2 broadcast their independent information xs1 and xs2 si-

multaneously to the N shared relays and their unintended destinations respectively.

3. The destinations decode the overheard signal and store the decoded information

(may contain errors) in their own memory stacks.

4. In the second time slot, the N shared relays normalize their received signal in the

first time slot and broadcast the normalized signal simultaneously to the two desti-

nations.

5. Each destination exploits physical layer hints to divide its decoded overheard in-

formation in the first time slot into clean and faulty parts, and use the clean part

to reconstruct and cancel part of the interference from the received signal in the

second time slot to retrieve their desired information.
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The main difference between this WNC based partial IC strategy and the conven-

tional WNC strategy has two folds, which include its “activeness” and its novel approach

to use the imperfect overhearing to improve the exchange performance. The active-

ness means the relays actively and intentionally mix the two sources’ signals no matter

whether the overheard information is perfect or not. Conventional WNC falls back to the

hop-by-by transmission strategy when the overhearing is imperfect (because in this case

interference can not be canceled to retrieve the desired signal), even when there are only

a few incorrectly overheard symbols. We will show that even when the overhearing is

imperfect, our proposed strategy can still help to improve the overall system performance

by smartly using the available but imperfect overhearing to cancel part of the interference.

3.3.1 Practical considerations

Channel side information

We assume channel side information is only available at the receivers (CSIR), which is

practicable by inserting a negligibly short training sequence into the message sequences.

Moreover, we let the relays broadcast their estimated CSIR and normalization factors by

embedding them into the training sequence with negligible overhead compared to the

original message length.

Synchronization

We do not consider the synchronization issue and assume all the relays are fully syn-

chronized. The synchronization issue arising from the simultaneous relaying operations

can be overcome by a distributed relay selection algorithm which chooses only the best

relay to forward its received signal from the sources in the first time slot. Moreover, from

(3.23) and (3.24) stated later, the performance of simultaneous relaying is dominated by

the best two-hop link between the sources and the corresponding destinations. Thus, a

distributed relay selection algorithm does not entail a cost on the achievable DMT. How-

ever, we only consider simultaneous relaying in this chapter for mathematical simplicity.

The same asymptotic DMT performance can be achieved with a suitable distributed relay
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……

……

Overheard signal from the undesired source in the first time slot

Received signal from the relays in the second time slot

Resultant received signal after removing known interference

Clean overheard symbols

Faulty overheard symbols

……

Clean desired signal

Interference corrupted desired signal

Figure 3.3: Decoding at the destinations of WNC based partial IC strategy.

selection algorithm such as that in [57].

3.3.2 Decoding at the destinations

For the source-to-relay and relay-to-destination links that suffer deep fading, it is feasible

to use some physical layer error correction codes or even higher layer protocols to ensure

they are error-free because they are the designed transmissions. However, for the over-

heard links, it is infeasible in practice to spend extra resource to ensure their reliability.

Thus, when the destinations try to decode their overheard information in the first time

slot, the decoded packets may be imperfect with symbol errors. We divide the decoded

overheard information at the destinations in the first time slot into two parts: one part with

high probability to be correct (clean overheard symbols); the other part with high proba-

bility to be incorrect (faulty overheard symbols). Possible methods to mark the decoded

symbols as clean or faulty can use the output of many well known soft decoders or the

confidence values calculated from the physical layer signal as shown in [58, 59]. The

comparison between different marking methods and their associated error propagation

effects are out of the scope of this thesis. The purpose for such division is that we want to

use the clean overheard symbols to remove part of the interference in the received signal

in the second time slot.

When each destination receives the signal from the relays in the second time

slot, it uses the clean overheard symbols together with the channel side information and

the normalization factors to reconstruct part of the interference. Then, it subtracts such

reconstructed interference from its received signal in the second time slot at the corre-
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sponding positions. This results in dividing the desired signal at the destinations into two

parts: one part without interference and the other part with unknown interference. For the

second part with unknown interference signal, we will use traditional decoding method for

multiple access channels (MAC) to extract the desired information. Fig. 3.3 illustrates the

decoding process at the destinations.

3.4 DMT analysis

The main result about the WNC based partial IC strategy can be summarized in the

following theorem.

Theorem 2. The achievable DMT lower bound for the proposed WNC based partial IC

strategy is

d(r) > N[1� 2R(2R � Rt1 � Rt2)

2R2 � R2
t1
� R2

t2

r ]; 0 < r < 1: (3.6)

3.4.1 Signaling and DMT analysis for the part of the signal with known

interference

Since there is no difference in processing different symbols, we assume the first part of

the received signal at the nth relay Rn is a combination of two super-symbols. In the first

time slot, the received signal vector at the N relays is

yR;N�1 = HS;R;N�2 � xS;2�1 + nR;N�1

=



hs1;R1
hs2;R1

hs1;R2
hs2;R2

:::

hs1;RN hs2;RN


�

xs1
xs2

+



nR1

nR2

:::

nRN


: (3.7)

In the second time slot, the signal transmitted from the nth relay is

xRn = �Rn � yRn , for n = 1; 2; :::; N; (3.8)
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where �Rn is the normalization factor at the relay Rn which is used to ensure the relay

to satisfy its average energy constraint E. Each relay chooses its energy normalization

factor �Rn based on its own received signal energy. We use an equal power allocation

scheme with the average energy constraint E for each relay in the second time slot of one

transmission frame. A more advanced power allocation scheme will enhance the perfor-

mance in terms of the throughput and outage probability only in the low SNR regime.

However, such improvement becomes trivial in the high SNR regime and a simple equal

power allocation scheme is sufficient to achieve the same DMT as that of the optimal

power allocation scheme.

The received signal at the destinations in the second time slot can be written as

yt1 = HR;t1;1�N � xR;N�1 + nt1 (3.9)

where HR;t1;1�N = [hR1;t1 ; hR2;t1 ; :::; hRN ;t1 ], xR;N�1 = [xR1
; xR2

; :::xRN ]
T and [�]T denotes

the matrix transposition. From (3.7) and (3.8), we know xR;N�1 can also be written as

xR;N�1 = �N�N � yR;N�1

=



�R1
0 ::: 0

0 �R2
::: 0

:::

0 0 ::: �RN


�



yR1

yR2

:::

yRN


: (3.10)
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Substituting (3.7) and (3.10) into (3.9), we can get

yt1 = HR;t1;1�N � xR;N�1 + nt1

= HR;t1;1�N � �N�N � yR;N�1 + nt1

= HR;t1 � � � (HS;R � xS + nR) + nt1

= [hR1;t1 ; hR2;t1 ; ::::::; hRN ;t1 ]

�



�R1
0 ::: 0

0 �R2
::: 0

:::

0 0 ::: �RN


�



hs1;R1
hs2;R1

hs1;R2
hs2;R2

:::

hs1;RN hs2;RN


�

xs1
xs2

+ ~nt1 : (3.11)

Thus,

yt1 =

N∑
n=1

hs1;Rn�RnhRn;t1xs1 +

N∑
n=1

hs2;Rn�RnhRn;t1xs2

+(

N∑
n=1

hRn;t1�RnnRn + nt1): (3.12)

With CSIR and normalization factors received from the relays and estimated by

the destinations themselves, each destination can remove its known interference from its

received signal in the second time slot. For destination t1,
∑N

n=1 hs2;Rn�RnhRn;t1xs2 is the

known signal and thus can be removed from (3.12). Thus, we can write

yt1 =

N∑
n=1

hs1;Rn�RnhRn;t1xs1 + (

N∑
n=1

hRn;t1�RnnRn + nt1): (3.13)

The accumulated noise at the first destination t1 from both relay and destinations

can be written as

~nt1 =

N∑
n=1

hRn;t1�RnnRn + nt1 (3.14)
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where the normalization factor �Rn is chosen to satisfy energy constraint

j�Rn j2 6
E

Ejhs1;Rn j2 + Ejhs2;Rn j2 + �2

=
�

�jhs1;Rn j2 + �jhs2;Rn j2 + 1
: (3.15)

where �2 is the noise variance.

Let wn denote the exponential order of j�Rn j2 and vi ;n and un;j denote the expo-

nential orders of 1
jhsi ;Rn j2

and 1
jhRn;tj j2

respectively, for i ; j = 1; 2 and 1 6 n 6 N. Thus, from

(3.15), we can easily see that

wn 6 min (v1;n; v2;n; 1): (3.16)

For (3.16) to be met, we choose wn as

wn = (v1;n; v2;n)
� (3.17)

where we use (x)� to mean minfx; 0g and (x)+ to mean maxfx; 0g. This choice for wn

will ensure �Rn to satisfy the energy constraint (3.15). This, under the consideration of

outage events belonging to set O+ as stated in (2.14) will make wn, i.e., the exponential

order of �Rn vanish in all the DMT analytical expressions.

Let w~nt1
and wnt1

denote the exponential orders of the variances of ~nt1 and nt1 .

From (3.14) and (3.17), we know

w~nt1
= max

n=1;2;:::;N
f(�un;1)+g+ wnt1

= wnt1
: (3.18)

Thus, the DMT of the strategy depends only on the channel matrix and not on

the variance of the accumulated noise. So, for analytical simplicity, we assume the ac-

cumulated noise equals to the noise at each destination which does not affect the DMT

analysis. Thus, we can rewrite (3.13) as

yt1 =

N∑
n=1

hs1;Rn�RnhRn;t1xs1 + nt1 : (3.19)
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and yt2 can be similarly written as

yt2 =

N∑
n=1

hs2;Rn�RnhRn;t2xs2 + nt2 : (3.20)

Observing (3.19) and (3.20), we immediately notice that they are very similar to

multiple-input single-output (MISO) channels and thus should have similar DMT charac-

teristics. We obtain a lower bound of the DMT by firstly approximating the exponential

order of the error probability of ML decoder by that of the outage probability. From the

definition of the outage probability, we know that

PO1
= P [I(xs1 ; yt1 jxs2) < Rt1 ]

= P [log(1 + �

N∑
n=1

jhs1;Rn j2j�Rn j2jhRn;t1 j2)

< rt1 log �] (3.21)

and

PO2
= P [I(xs2 ; yt2 jxs1) < Rt2 ]

= P [log(1 + �

N∑
n=1

jhs2;Rn j2j�Rn j2jhRn;t2 j2)

< rt2 log �]: (3.22)

In the high SNR regime, the exponential order of �Rn vanishes and thus we have

lim
�!1

I(xs1 ; yt1 jxs2)
log �

= lim
�!1

log(1 + �
∑N

n=1 jhs1;Rn j2j�Rn j2jhRn;t1 j2)
log �

= max
n=1;2;:::;N

f1� v1;n � un;1g+ (3.23)
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and

lim
�!1

I(xs2 ; yt2 jxs1)
log �

= lim
�!1

log(1 + �
∑N

n=1 jhs2;Rn j2j�Rn j2jhRn;t2 j2)
log �

= max
n=1;2;:::;N

f1� v2;n � un;2g+: (3.24)

Thus, from (3.21), (3.22), (3.23) and (3.24), the outage events sets O+ should be defined

as

O+
1 = f(v;u) 2 R2N+j max

n=1;2;:::;N
f1� v1;n � un;1g+ < rt1g (3.25)

and

O+
2 = f(v;u) 2 R2N+j max

n=1;2;:::;N
f1� v2;n � un;2g+ < rt2g: (3.26)

From (3.25) and (3.26), we can easily see that, in order for the outage events to happen,

the following constraints should be satisfied:

1. v1;n + un;1 > 1� rt1 ; 8n = 1; 2; :::; N:

2. v2;n + un;2 > 1� rt2 ; 8n = 1; 2; :::; N:

From (2.14), we know the outage probability should be dominated by the probability of the

outage event with the largest exponential order, i.e., the outage event with the smallest

dO(r). Thus, we can write

PO1
_=��dO1(rt1); (3.27)

for dO1
(rt1) = inf(v;u)2O+ [

∑N
n=1(v1;n + un;1)]. And

PO2
_=��dO2(rt2);

for dO2
(rt2) = inf(v;u)2O+ [

∑N
n=1(v2;n + un;2)]:
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Thus, we can lower-bound dO1
(rt1) and dO2

(rt2) as

dO1
(rt1) > inf

(v;u)2O+
[

N∑
n=1

(v1;n + un;1)] > N(1� rt1) (3.28)

and

dO2
(rt2) > inf

(v;u)2O+
[

N∑
n=1

(v2;n + un;2)] > N(1� rt2): (3.29)

As dO1
(rt1) and dO2

(rt2) also serve as lower bounds for d1(rt1) and d2(rt2), we can further

write

d1(rt1) > N(1� rt1) (3.30)

and

d2(rt2) > N(1� rt2): (3.31)

Now, we show the DMTs of N(1�rt1) and N(1�rt2) are actually also upper bounds

for the parts of the received signal with known interference at the two destinations with Rt1

and Rt2 amount of overheard information. Assume in the first time slot, the two sources

can transmit their independent Rt1 amount of xs1 and Rt2 amount of xs2 reliably to the N

relays. In practice, this may not be done due to the wireless fading environment and noise

corruption. However, this assumption is sufficient to give a DMT upper bound for this part

of the received signal. In the second time slot, let the N relays fully cooperate through a

genie. Because the two destinations cannot cooperate, the best achievable performance

is obtained by viewing the transmissions from the relays to the destinations in the second

time slot as two MISO channels.

Without any cooperation between the destinations, the DMTs of the two MISO

channels are N(1� rt1) and N(1� rt2) respectively. Considering two independent MISO

channels together does not increase the diversity gain. This is because the two MISO

channels in the second time slot are statistically independent without any cooperation
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and thus provide no further diversity gain by considering them jointly. Thus, we can get

upper bounds as

d1(rt1) < N(1� rt1) (3.32)

and

d2(rt2) < N(1� rt2): (3.33)

Combining (3.30), (3.31), (3.32) and (3.33), we know the DMTs of the strategy for the

interference known part of the signal at the two destinations are

d1(rt1) = N(1� rt1) (3.34)

and

d2(rt2) = N(1� rt2): (3.35)

In order to get the relationship between the diversity gain d and the multiplexing

gain r , we need to map points in (3.34) from a coordinate system with rt1 as x-axis to

a coordinate system with r as x-axis. Because rt1 =
Rt1
R
r , points (0; N) and (1; 0) are

mapped to points (0; N) and (
Rt1
R
; 0). Thus, in the new coordinate system, the DMT

(3.34) changes to

d1(rt1) = N(1� R

Rt1

r); (3.36)

and similarly we have

d2(rt2) = N(1� R

Rt2

r): (3.37)

Finally, from (3.1) and taking the consumption of two time slots in one cooperation frame

into consideration, we can get the final overall DMT for the interference known part of the
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received signal at both destinations as

dI(rt1 ; rt2) = N[1� (
2R

Rt1 + Rt2

)r ]; (3.38)

where dI(rt1 ; rt2) is used to denote the diversity gain of the interference known part of the

received signal at both destinations.

3.4.2 Signaling and DMT analysis for the part of the signal with unknown

interference

For this part of the received signal, as we have no information correctly overheard, we

cannot remove the interference term from (3.12). Thus, we have no choice but to use

traditional decoding method for MAC.

We first note that from the received signal at both destinations, we can at least

extract I(xs1 ; yt1) + I(xs2 ; yt2) amount of desired information by treating interference as

noise. Moreover, in the high SNR regime, for a 2-user interference channel, the total

achievable multiplexing gain is 1. Because the multiplexing gain for MAC fxs1 ; xs2g ! yt1

is also 1, thus we have lim�!1
I(xs1 ;xs2 ;yt1)

log � = lim�!1
I(xs1 ;yt1)+I(xs2 ;yt2)

log � and it is sufficient

to consider the interference unknown part of the received signal at both destinations as

an N-to-1 MISO channel with capacity I(xs1 ; xs2 ; yt1) = I(xs2 ; yt1) + I(xs1 ; yt1 jxs2) to give a

DMT lower bound. In the high SNR regime, the exponential order of �Rn vanishes and

thus we have

lim
�!1

I(xs2 ; yt1)

log �

= lim
�!1

log(1 +
�
∑N

n=1 jhs2;Rn j2j�Rn j2jhRn;t1 j2
�
∑N

n=1 jhs1;Rn j2j�Rn j2jhRn;t1 j2+1
)

log �

= [ max
n=1;2;:::;N

f1� v2;n � un;1g

�( max
n=1;2;:::;N

f1� v1;n � un;1g)+]+: (3.39)
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From the definition of the outage probability, we know that

PO
:
= P [I(xs1 ; yt1) + I(xs2 ; yt2 jxs1)

< R � Rt1 + R � Rt2 ]

= P [log(1 +
�
∑N

n=1 jhs1;Rn j2j�Rn j2jhRn;t1 j2
�
∑N

n=1 jhs2;Rn j2j�Rn j2jhRn;t1 j2 + 1
)

+ log(1 + �

N∑
n=1

jhs2;Rn j2j�Rn j2jhRn;t2 j2)

< (r ct1 + r ct2) log �]; (3.40)

where r ct1 denotes the multiplexing gain of xs1 at destination t1 with R � Rt1 amount of

information and unknown interference signal and r ct2 is similarly defined. From (3.24),

(3.39) and (3.40), the outage events set O+ should be defined as

O+ = f(v;u) 2 R3N+j[ max
n=1;2;:::;N

f1� v2;n � un;1g

�( max
n=1;2;:::;N

f1� v1;n � un;1g)+]+

+[ max
n=1;2;:::;N

f1� v1;n � un;1g]+ < r ct1 + r ct2g: (3.41)

Thus, in order for the outage events to happen, the following constraints must be satisfied:

v2;n + un;1 > 1� r ct1 � r ct2 ; 8n = 1; 2; :::; N: (3.42)

From (2.14) and (3.41), we can lower-bound the DMT of the interference unknown part

of the received signal at both destinations dII(r ct1 ; r
c
t2
) as

dII(r
c
t1
; r ct2) > dO(r

c
t1
; r ct2)

> inf
(v;u)2O+

[

N∑
n=1

(v1;n + un;1 + v2;n)]

> N(1� r ct1 � r ct2): (3.43)

Because r ct1 =
R�Rt1

R
r and r ct2 =

R�Rt2
R

r , using the same technique from (3.34) to (3.36),
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we can further write

dII(r
c
t1
; r ct2) > N[1� (

R

R � Rt1

+
R

R � Rt2

)r ]: (3.44)

3.4.3 Overall result

From (3.38), (3.44) and (3.1), we know the overall achievable DMT for the proposed

strategy is lower-bounded as

d(r) > N[1� 2R(2R � Rt1 � Rt2)

2R2 � R2
t1
� R2

t2

r ]: (3.45)

As shown in Fig. 3.4, the more information overheard by the destinations, the better DMT

the proposed WNC based partial IC strategy can achieve. In the case of perfect over-

hearing, it can achieve the DMT upper bound, which is obtained by viewing the channel

model as two two-hop fully cooperative MISO channels; in the case of imperfect over-

hearing, conventional WNC strategy falls back to hop-by-hop transmission strategy, while

the proposed strategy can still improve the overall system performance by using the par-

tial correctly overheard information to cancel part of the interference. This indicates that,

although introducing bi-directional interference to both destinations due to the imperfect

overhearing, WNC in general improves the overall system throughput and robustness re-

gardless of the quality of the overhearing links, through an appropriate approach to utilize

the imperfect overhearing information.

Theorem 1 also answers the fundamental question that motivated the research in

this chapter: if WNC uses more redundancy to achieve the same BER as that of the con-

ventional hop-by-hop transmission strategy, which one has higher throughput? Or, if the

conventional hop-by-hop transmission strategy increases its rate to that of WNC, which

one has lower BER? From Fig. 3.4, it can be easily seen that, setting either performance

measurement (the diversity and multiplexing gains that represents the error and through-

put performance respectively) being the same, the other performance measurement of

WNC is always strictly better than that of the conventional hop-by-hop transmission strat-

egy. This proves the fundamental superiority of WNC even with imperfect overhearing.



3.5 Conclusion 82

0 0.2 0.4 0.6 0.8 1
0 

Multiplexing gain r

D
iv

er
si

ty
 g

ai
n 

d

 

 
(R

t1
+R

t2
)/2R=0

(R
t1

+R
t2

)/2R=0.3

(R
t1

+R
t2

)/2R=0.7

(R
t1

+R
t2

)/2R=1

DNC/WNC with imperfect overhearing
DMT upper bound

Figure 3.4: DMT of WNC based partial IC strategy with imperfect overhearing.

3.5 Conclusion

The throughput improvement of WNC often comes with the assumption of perfect over-

hearing or worse error performance. Thus, it is not immediately clear whether or not

WNC is fundamentally better than the conventional hop-by-hop transmission strategy for

a RAXN with imperfect overhearing. In this chapter, we studied how to use WNC to

improve the performance of RAXN with imperfect overhearing and what is its ultimate

fundamental performance, from the perspective of the DMT. Through analyzing the DMT

lower bound of the proposed achievable strategy, our result gave a strong justification of

the superiority of WNC over the conventional hop-by-hop transmission strategy even with

imperfect overhearing.

It is worth mentioning that the proposed IC strategy in this chapter is only one

of the achievable schemes. We use this partial IC strategy to show the fundamental

advantage of WNC over the conventional scheme. It does not exclude other WNC based

schemes to exploit the imperfect overhearing to improve the systems performance. In

fact, the joint decoding schemes such as that in [60] is a good example of other means

to use the overheard information, while its fundamental DMT performance itself is an

interesting topic to study.
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Chapter 4

Interference Alignment with

Diversity

4.1 Introduction

The exact capacity of a general interference network is a long-standing open problem to

information theorists, which leads to the difficulty to explicitly derive its optimal DMT. How-

ever, the DoF upper bound is known to be achievable by using the interference alignment

technology. In this chapter, we analyze the feasibility conditions for CIC that interference

alignment and diversity gain can be achieved simultaneously. The results tell us the gen-

eral DMT principle still applies to CIC. In the next chapter, we will use this insight to design

a noncoherent interference alignment strategy for CIC to achieve the DoF upper bound

exactly with finite complexity.

Interference alignment is a powerful tool in controlling the interference contami-

nation in a way such that all interference seen by a receiver falls into a certain signal

subspace and leaves the remaining subspace interference-free [61]. In [21], Cadambe

and Jafar showed that the sum capacity of the K-user interference channel can be ap-

proximated as

C(SNR) =
K

2
log(SNR) + o(log(SNR)): (4.1)

Thus, in the high SNR regime, the capacity scales linearly with the number of users.
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Equivalently, this means each user can almost achieve a constant rate no matter how

many of them share the wireless medium. However, the achievable scheme in [21] re-

quires infinite symbol extensions in a time-varying or frequency-selective environment to

asymptotically achieve the DoF upper bound. Moreover, it also assumes global chan-

nel knowledge is available at every node which may generate overwhelming overhead in

practice.

Almost all currently known interference alignment strategies are designed to

achieve the multiplexing gain upper bound promised by interference alignment, while

they hardly consider the symbol error rate performance, which can be characterized by

the diversity gain. However, these algorithms are not distinguishable in terms of the

multiplexing gain in the high SNR regime. Thus, it is important to study their difference

from another perspective, which is why we study the diversity gains different interference

alignment strategies can provide.

In this thesis, we categorize different interference alignment strategies into diver-

sity interference alignment or zero-forcing interference alignment by whether they use

only the interference channel matrices in order to completely null the interference or they

use both desired and interference channel matrices in order to maximize or minimize

a well chosen utility function. Among our considerations, the zero-forcing interference

alignment strategies include the closed-form eigenvector solution for three-user MIMO

interference channels in [21] and the iterative zero-forcing algorithm in [44]. Correspond-

ingly, the diversity interference alignment strategies include the minimum mean squared

error (MMSE) algorithm in [62] and the iterative max-SINR algorithm in [44]. In particular,

we use the zero-forcing and max-SINR algorithms in [44] as examples to evaluate the

performance of these two-type strategies in terms of the diversity gain through simula-

tions.

4.2 Problem formulation

Consider the K-user (M � N) CIC as shown in Fig. 4.1. There are K interfering users

sharing the same wireless medium. Each transmitter is equipped with M antennas, each
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Figure 4.1: A K-user (M � N) interference network.

receiver is equipped with N antennas and each user has 1 DoF or stream of information

to send. The channel between each pair of transmit and receive antennas is complex

Gaussian distributed with zero mean and unit variance, and thus its envelop is Rayleigh

distributed and its power is exponential distributed.

In this chapter, we use H[j i ] to denote the channel matrix between the i -th trans-

mitter Si and the j-th receiver Dj , v[i ] to denote the precoding filter at Si and u[j ] to denote

the receiving filter at Dj , for 1 6 i ; j 6 K; i 6= j . s [i ] and ŝ [i ] are used to denote the symbol

transmitted by Si with power constraint P and the symbol estimated by Di after the re-

ceiving filter respectively, for 1 6 i 6 K. The noise at Dj is denoted as n[j ] and assumed

to be complex Gaussian distributed with zero mean and covariance matrix
∑

n[j ] = IN�N ,

for 1 6 j 6 K. Thus, the received signal at Dj can be written as

y[j] = H[j j ]v[j ]s [j ] +

K∑
i=1;i 6=j

H[j i ]v[i ]s [i ] + n[j ]: (4.2)

For the self-completeness of this thesis, we briefly describe the iterative zero-

forcing and max-SINR algorithms here, while more details can be found in [44].
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4.2.1 Zero-forcing algorithm

The total leakage interference at Dj due to all undesired transmitters is

I[j ] = Pu[j ]yQ[j]u[j]; (4.3)

where Q[j] =
∑K

i=1;i 6=j H
[j i ]v[i ]v[i ]yH[j i ]y is the covariance matrix of the interference signal

at Dj . Thus, in order to minimize the total leakage interference, u[j] is chosen as

u[j ] = �min[Q
[j ]]; (4.4)

where �min[Q
[j]] is the eigenvector corresponding to the smallest eigenvalue of Q[j]. Due

to the wireless reciprocal property, the signal space along which a receiver sees the least

leakage interference is also the signal space along which it causes the least leakage

interference in the reciprocal network. Thus, exchanging the roles of u[i ] and v[i ], i.e.,

setting �v [i ] = u[i ] and �u [i ] = v[i ] does not increase the total leakage interference, where

 �
v [i ] is the precoding filter in the reciprocal network and  �u [i ],

 �
Q [i ] and

 �
I [i ] are similarly

defined.

In the reciprocal network, the total leakage interference can be written as

 �
I [j] = P

 �
u [j ]y �Q [j ] �u [j ]; (4.5)

where
 �
Q [j ] =

∑K
i=1;i 6=j

 �
H [j i ] �v [i ] �v [i ]y �H [j i ]y. Similarly, in order to minimize the total leakage

interference
 �
I [j], �u [j] is chosen as

 �
u [j ] = �min[

 �
Q [j]]; (4.6)

where �min[
 �
Q [j]] is the eigenvector corresponding to the smallest eigenvalue of

 �
Q [j ].

Again, setting v[i ] as the newly updated  �u [i ] does not increase the total leakage inter-

ference because of the wireless reciprocity property.

Thus, the algorithm alternates between the original and reciprocal networks and

because each step iteration only reduces the utility function, convergence of the algorithm
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is guaranteed.

4.2.2 Max-SINR algorithm

The zero-forcing algorithm aims at minimizing the total leakage interference by iteratively

updating the precoding and receiving filters. However, it is designed only to create some

interference-free signal subspace to achieve interference alignment, while it does not take

any desired signal power into consideration.

The suboptimality of the zero-forcing algorithm becomes non ignorable especially

when our ultimate goal can be expressed as some utility function such as the throughput

R = d log(1 +
PS

PI + PN
); (4.7)

where R is the rate, d is the DoF and PS, PI and PN are signal, interference and noise

power respectively. Although the zero-forcing algorithm indeed minimizes PI , the rate R,

which is directly related to SINR = PS
PI+PN

is unnecessarily to be maximized at the same

time. Recall (4.2), the SINR at Dj can be written as

SINR[j ] = P
u[j ]yH[j j ]v[j ]v[j ]yH[j j ]yu[j]

u[j ]y(I+ P
∑K

i=1;i 6=j H
[j i ]v[i ]v[i ]yH[j i ]y)u[j]

: (4.8)

Thus, in order to maximize SINR[j], u[j ] is chosen as

u[j] =
(I+ P

∑K
i=1;i 6=j H

[j i ]v[i ]v[i ]yH[j i ]y)�1H[j j ]v[j]

jj(I+ P
∑K

i=1;i 6=j H
[j i ]v[i ]v[i ]yH[j i ]y)�1H[j j ]v[j]jj

: (4.9)

The iterative process of the max-SINR algorithm is the same as that of the zero-forcing

algorithm, except the process of updating the precoding filter by the receiving filter di-

rectly aims at the ultimate utility function. Hence, it performs better than the zero-forcing

algorithm, especially in terms of the symbol error rate performance. Moreover, we will

later show the maximizing process is crucial to achieve potential diversity benefit.
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4.3 Feasibility condition for diversity interference alignment

In order to determine whether diversity interference alignment can be achieved, we view a

diversity interference alignment scheme as a system of multivariate polynomial equations.

Because each user sends only 1 DoF, each channel coefficient appears only once at the

receiver side. Thus, the considered multivariate polynomial system is always generic.

Moreover, it is known that a generic multivariate polynomial system has non-trivial solu-

tion(s) if and only if the number of equations does not exceed the number of variables [63].

So, in order to determine the feasibility condition for diversity interference alignment, our

task becomes calculating and comparing the number of equations and the number of

variables of the multivariate polynomial system corresponding to a diversity interference

alignment scheme.

For interference alignment to be achieved, the precoding and receiving filters need

to satisfy the following conditions:

u[j ]yH[j i ]v[i ] = 0;

rank(u[i ]yH[i i ]v[i ]) = 1; (4.10)

where 1 6 i ; j 6 K; i 6= j . It is easy to see (4.10) corresponds to Ne;alignment equations

which can be expressed as

Ne;alignment = K(K � 1): (4.11)

However, these conditions do not consider the desired channel matrices at all and thus

can not guarantee any diversity benefit.

4.3.1 One-sided diversity

Firstly, let us consider only one-sided diversity, e.g., receiver-side diversity. In order to

achieve receive diversity gain, it is well known that maximal ratio combining (MRC) filters

are the optimal receiving filters to maximize the output SNR for single-stream information
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without interference, which need to be designed as

u[j] =
H[j j]v[j]

jjH[j j]v[j]jj ; (4.12)

or equivalently

u[j]yH[j j ]v[j] = jjH[j j]v[j]jj; (4.13)

for 1 6 j 6 K. Obviously, these MRC filters are completely determined by H[j j ]v[j] and in-

dependent of H[jk]v[k], for 1 6 j; k 6 K; j 6= k . However, due to the channel randomness,

conditions (4.13) are too harsh and such MRC filters will fail to satisfy (4.10) almost surely.

Thus, MRC filters are not good choices to achieve diversity interference alignment.

Now, let us consider the following diversity conditions:

u[j] =
B[j]B[j]yH[j j ]v[j]

jjB[j]B[j]yH[j j ]v[j]jj ;

subject to SINR[j] =
Pu[j]yH[j j ]v[j]v[j ]yH[j j ]yu[j]

u[j]y(I+ P
∑K

i=1;i 6=j H
[j i ]v[i ]v[i ]yH[j i ]y)u[j ]

is maximized;(4.14)

where B[j] is a matrix with orthonormal columns which are independent of H[j j ]v[j], for

1 6 j 6 K.

To see why such a diversity condition gives a good comprise between multiplexing

and diversity gains, let us consider a receiving filter u[j] which maximizes SINR[j ] such

that

u[j ] = argmax
u

PuyH[j j ]v[j]v[j]yH[j j]yu

uy(I+ P
∑K

i=1;i 6=j H
[j i ]v[i ]v[i ]yH[j i ]y)u

(4.15)

In the high SNR regime, where the diversity order is meaningful, such a receiving fil-

ter naturally leads to (4.10) to be satisfied because any u[j] such that u[j]yH[j i ]v[i ] 6= 0

has SINR[j] being upper-bounded by a constant, and thus must not be the optimum one

whose corresponding SINR[j] grows linearly with P when u[j]yH[j i ]v[i ] = 0.

With a matrix with orthonormal columns B[j ] acting as an agent rotation matrix,

(4.15) can be equivalent written as (4.14). Comparing with (4.12), it is clear that (4.14) is
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a more relaxed condition. This is because giving a receiving filter u[j] that satisfies (4.10),

although we can not guarantee (4.12) to be satisfied, we can however ensure (4.14) to be

satisfied with a proper chosen matrix B[j]. The reason why we introduce the agent matrix

B[j ] is because (4.15) is not analytical. In order to analyze the output SINR, we want to

use B[j ] to produce an easier analytical formula.

It is worth to mention again that B[j] is used as an agent rotation matrix to link

the diversity and multiplexing requirements. The causal relationship is obtaining u[j ] first

and then getting the implied B[j ], but not the other way round (which is to explicitly obtain

B[j ] and then get u[j]). The reason why we are doing this is because the algorithms are

numerical iterative methods which lead to intractable analytical complexity, and we want

to use a single agent matrix B[j ] to simplify the analysis as shown in the later sections.

Because of this, explicit calculation of B[j] is not the focus. As long as the final SINR is

expressed in some analytical form, we should be satisfied.

The maximizing condition here is crucial. For a MIMO interference network, there

may be many combinations of precoding and receiving filters such that the alignment

conditions (4.10) can be satisfied. However, among all the qualified combinations, only a

subset of them such that the output SINR[j ] at each receiver can be maximized. Denote

this maximum SINR at each receiver as (�[j])2, for 1 6 j 6 K, and the defined conditions

(4.14) can be equivalently written as

u[j]yH[j j ]v[j] = j�[j ]j: (4.16)

for 1 6 j 6 K. These conditions will further impose Ne;diversity equations which can be

expressed as

Ne;diversity = K: (4.17)

Combining (4.11) and (4.17), we know the multivariate polynomial system for the receive

diversity interference alignment scheme satisfying (4.10) and (4.16) has Ne equations
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which can be written as

Ne = Ne;alignment + Ne;diversity = K2: (4.18)

Now, we count the number of variables of this multivariate polynomial system. For

a given set of channel matrices, �[j] can be completely described by H[jk] and v[k], for

1 6 j; k 6 K, and can not be counted as an independent variable. Thus, all the variables

of this multivariate polynomial system come from the precoding and receiving filters.

With M transmit antennas, the signal space of the precoding filters can be written

as

span(v[i ]) = span(



v
[i ]
1

v
[i ]
2

v
[i ]
3

:::

v
[i ]
M


) = span(



1

v
[i ]
2

v
[i ]
1

v
[i ]
3

v
[i ]
1

:::

v
[i ]
M

v
[i ]
1


); (4.19)

for 1 6 i 6 K. So, after removing the effect of the superfluous variable, each precoding

filter can provide (M � 1) variables. Similarly, with N receive antennas, each receiving

filter can provide (N � 1) variables. Thus, the total number of variables Nv introduced by

all precoding and receiving filters is

Nv = K(M � 1 + N � 1) = K(M + N � 2): (4.20)

Comparing (4.18) and (4.20), we know the feasibility condition for the single-

stream diversity interference alignment scheme satisfying (4.10) and (4.16) is

Nv > Ne

) K(M + N � 2) > K2

) M + N > K + 2: (4.21)

This is indeed a necessary and sufficient condition for a single-stream interference
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alignment scheme with diversity gain. The sufficiency is because when M + N > K + 2,

the multivariate polynomial system consisting (4.10) and (4.16) does have a solution and

we will show in next section, this solution enjoys diversity gain. The necessity is because

when M + N 6 K + 1, Ne;alignment > Nv and any more structure (corresponding more

conditions to be satisfied) between u[j] and v[j] for potential diversity gain will make the

corresponding multivariate polynomial system unsolvable (because the number of equa-

tions will exceed the number of variables).

4.3.2 Two-sided diversity

Secondly, let us consider both transmitter-side and receiver-side diversity. Again, in order

to realize receive diversity gain, the optimal receiving filters need to be

u[j ] =
H[j j ]v[j]

jjH[j j ]v[j]jj = �H[j j ]v[j ]; (4.22)

where 1 6 j 6 K and � is a constant in R that does not affect the diversity gain. Assume

� = 1, with (4.10) being satisfied, the output SNR is

SNR[j] = v[j ]yH[j j ]yH[j j ]v[j ]: (4.23)

In order to achieve maximum diversity gain with both transmit and receive diversity, the

output SNR needs to be maximized and thus the precoding filters needs to satisfy

v[j] = �max(H
[j j ]yH[j j ]); (4.24)

i.e., v[j] is the eigenvector corresponding to the largest eigenvalue of H[j j ]yH[j j ]. Thus,

for maximum diversity gain to be achieved, the precoding and receiving filters are de-

terministic and only related to the desired channel matrices H[j j ], for 1 6 j 6 K. Thus,

all previously considered variables in precoding and receiving filters become superfluous

and Nv = 0. However, there are still Ne;alignment equations need to be satisfied in order to

realize interference alignment conditions. Because of the channel randomness, such v[j]

and u[j] will fail to satisfy (4.10) with probability 1. So, a maximum diversity interference



4.4 Diversity gains of different interference alignment strategies 93

alignment scheme is almost surely infeasible to be achieved.

Remark 3. WhenM+N > K+2, single-stream diversity interference alignment satisfying

(4.10) and (4.16) are feasible to be achieved simultaneously. Thus, one-sided diversity

serves as a lower bound for the achievable diversity gain of a feasible single-stream

diversity interference alignment system.

Remark 4. Maximal ratio transmission and single-stream interference alignment are not

feasible to be achieved simultaneously. Two-sided diversity is naturally an upper bound

for the achievable diversity gain of any interference alignment scheme.

Remark 5. Because all the variables come from the precoding and receiving filters, for

a diversity interference alignment scheme to be feasible, the total number of equations

of the corresponding multivariate polynomial system is constrained by the number of

transmit and receive antennas. Thus, there is an obvious tradeoff between the level of

interference alignment and the level of the diversity gain a strategy can achieve. The

higher level of interference alignment is achieved, the more alignment conditions need to

be satisfied, and thus the less freedom left to satisfy diversity conditions, and vise-versa.

4.4 Diversity gains of different interference alignment strate-

gies

We classify different interference alignment strategies into two categories called diver-

sity interference alignment and zero-forcing interference alignment. Diversity interference

alignment aims to simultaneously create some interference-free signal subspace at the

receivers to satisfy (4.10) and choose appropriate B[j ] to maximize the output SINR to

satisfy (4.16), while zero-forcing interference alignment aims solely to satisfy the inter-

ference alignment conditions in (4.10). Although these two types of solutions are not

distinguishable in terms of the multiplexing gain, we show in this section their difference

lies in the fact that they have different diversity gains. Typical diversity interference align-

ment solutions include max-SINR algorithm in [44] and MMSE algorithm in [62], while

typical zero-forcing interference alignment solutions include zero-forcing algorithm in [44]

and closed-form solution for three-user MIMO channels in [21]. In this thesis, we use a 3-
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user (2�3) system to show diversity interference alignment schemes can achieve higher

diversity order than zero-forcing interference alignment schemes. Similar results can be

shown for other system settings using the same proof procedure by replacing the proba-

bility distribution for two-dimensional precoding filters with the probability distribution for

higher-dimensional precoding filters.

Without loss of generality, we only focus on the first user. When N = K = 3 >

M = 2, from (4.21), we know interference alignment with diversity gain is possible with

receive diversity being preferred and it is feasible for a diversity interference alignment

strategy to satisfy the following conditions simultaneously:

u[1]yH[1i ]v[i ] = 0;

rank(u[1]yH[11]v[1]) = 1;

u[1] =
B[1]B[1]yH[11]v[1]

jjB[1]B[1]yH[11]v[1]jj : (4.25)

for 2 6 i 6 3. Thus, the estimate of the transmitted symbol after the receiving filter can

be written as

ŝ [1] = u[1]yH[11]v[1]s [1] + u[1]y
3∑

i=2

H[1i ]v[i ]s [i ] + ~n[1]

= jjB[1]B[1]yH[11]v[1]jjs [1] + ~n[1]; (4.26)

where ~n[1] = u[1]yn[1],

E(~n[1]) = E(u[1]yn[1]) = E(u[1]y)E(n[1]) = 0; (4.27)

and

Var(~n[1]) = u[1]yIu[1] = 1: (4.28)

From (4.26) and (4.28), we also know the output SINR at the first receiver is

SINR[1] = P jjB[1]B[1]yH[11]v[1]jj2 (4.29)
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Because B[1] is an orthonormal matrix, we know

SINR[1] = P jB[1]yH[11]v[1]j2: (4.30)

Let

~h[1] = H[11]v[1]

=


h
[11]
1;1 h

[11]
1;2

h
[11]
2;1 h

[11]
2;2

h
[11]
3;1 h

[11]
3;2


v [1]1

v
[1]
2

 =


~h
[1]
1

~h
[1]
2

~h
[1]
3

 ; (4.31)

where ~h
[1]
j =

∑2
i=1 h

[11]
j;i v

[1]
i , for 1 6 j 6 3.

Denote the probability distribution of each term in ~h
[1]
j as �-distributed for conve-

nience. Now, we are ready to show approximating ~h
[1]
j as a complex Gaussian distributed

random variable does not change the diversity order. Because the sum of Gaussian

random variables is also a Gaussian random variable, the proof is simplified to show

approximating a �-distributed random variable as a complex Gaussian distributed ran-

dom variable does not change the diversity order. Taking h[11]1;1 v
[1]
1 for instance, because

the signal direction is unbiased and one does not have a desired signal space due to the

channel randomness, the precoding filter v[1] is isotropic, i.e., p�(!) = 1
2� , for 0 6 ! 6 2�.

Moreover, from the geometric relation between v [1]1 and � as shown in Fig. 4.2, we have

jv [1]1 j2 = j cos �j2; for 0 6 � 6 2�: (4.32)

Note the inverse function of (4.32) is not monotonic and can be written as

� = � arccos(�
√
jv [1]1 j2); for 0 6 jv [1]1 j2 6 1: (4.33)

Thus, the probability density function (PDF) of jv [1]1 j2 is

pjv [1]1 j2(m) = �j d�
dm
jp�; (4.34)
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Figure 4.2: Geometric illustration of precoding filter v[1].

where � = 4 is the number of solutions for (4.33). So,

pjv [1]1 j2(m) = 4j � 1

2
p
m
p
1�m j

1

2�

=
1

�
p
m
p
1�m; for 0 6 m 6 1: (4.35)

When jv [1]1 j2 = 0, we know v
[1]
1 = 0 and jh[11]1;1 v

[1]
1 j2 = 0. Since we are only

interested in the near-zero behavior of jh[11]1;1 v
[1]
1 j2, we exclude the event jv [1]1 j2 = 0 and

only consider

pjv [1]1 j2(m) =
1

�
p
m
p
1�m; for � 6 m 6 1; (4.36)

where � is an arbitrary small positive real number. This does affect the diversity order of

jh[11]1;1 v
[1]
1 j2 because whether considering the event jv [1]1 j2 = 0 only affects its zero-point

PDF but not the near-zero points set. Moreover, the area under the PDF of a single point

is essentially arbitrary small and this single-point event will eventually only happen with

arbitrary small probability.

Since h[11] is standard complex Gaussian distributed, its instantaneous power is
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exponential distributed whose PDF can be written as

pjh[11]1;1 j2
(n) =

1

2
e�

n
2 ; 0 6 n: (4.37)

Thus, the PDF of the instantaneous power of h[11]1;1 v
[1]
1 is

pjh[11]1;1 v
[1]
1 j2(x) =

∫
A:jh[11]1;1 j2jv [1]1 j2=x

p
(jh[11]1;1 j2;jv [1]1 j2)(x)dA

=

∫ 1

�

pjh[11]1;1 j2
(
x

m
)pjv [1]1 j2(m)dm

=

∫ 1

�

1

2
e�

x
2m

1

�
p
m
p
1�mdm: (4.38)

Because d arcsin(
p
m) = 1

2
p
m
p
1�mdm, (4.38) can be further written as

pjh[11]1;1 v
[1]
1 j2(x) =

∫ 1

�

1

�
e�

x
2m d arcsin(

p
m)

= [
1

�
e�

x
2m arcsin(

p
m)]1� �

∫ 1

�

1

�
arcsin(

p
m)de�

x
2m

= [
1

�
e�

x
2m arcsin(

p
m)]1� �

∫ 1

�

1

�
arcsin(

p
m)e�

x
2m

x

2m2
dm: (4.39)

When x ! 0+, the first term of (4.39) can be written as

lim
x!0+

[
1

�
e�

x
2m arcsin(

p
m)]1� = lim

x!0+

1

�
[e�

x
2
�

2
� e� x

2� arcsin(
p
�)]

=
1

2
� 1

�
arcsin(

p
�)

:
=

1

2
x0e�

x
2 + o(x0); (4.40)

where we define a function f (x) of x as o(x) if limx!0+
f (x)
x

= 0, i.e., f (x) is of lower order

than x as x ! 0+. Similarly, when x ! 0+, the second term of (4.39) can be expressed

as

lim
x!0+

∫ 1

�

1

�
arcsin(

p
m)e�

x
2m

x

2m2
dm = 0

:
= o(x0): (4.41)
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Thus, the near-zero behavior of PDF for jh[11]1;1 v
[1]
1 j2 is

lim
x!0+

pjh[11]1;1 v
[1]
1 j2(x) =

1

2
x0e�

x
2 + o(x0): (4.42)

From [64], we know the diversity order of a channel fading coefficient depends

only on the near-zero behavior of the PDF of its instantaneous power. Thus, the diversity

order of the �-distributed random variable h[11]1;1 v
[1]
1 is 1 = 0 + 1, which is the diversity

order of a complex Gaussian random variable. So, approximating the �-distributed ran-

dom variables as complex Gaussian distributed random variables does not change the

diversity order. Consequently, each term in ~h[1] can be well approximated as complex

Gaussian distributed without changing the diversity order. Thus, jj~h[1]jj2 =
∑3

j=1 j~h[1]j j2 is

�2-distributed with 6 = 2� 3 degrees of freedom whose PDF can be written in the form

pjj~h[1]jj2(x) = x2e�
x
2 : (4.43)

From (4.30), we know

SINR[1] = P jB[1]yH[11]v[1]j2

= P jjB[1]jj2jj~h[1]jj2j cos�[1]j2

= P jj~h[1]jj2j cos�[1]j2; (4.44)

where �[1] is the angle between B[1] and ~h[1].

Now, we come to the point where the maximizing conditions make significant dif-

ference. Firstly, let us make clear that for feasible diversity interference alignment sys-

tems, i.e., where M +N > K + 2, because Nv > Ne;alignment, thus without considering the

diversity conditions (4.14), there may be more than one solution satisfying (4.10). This

means if we fix the desired channel matrices and only allow the interference channel ma-

trices to change randomly, each instant set of interference channel matrices may output

several qualified combinations of v[1] and u[1], with each combination having a unique �[1]

and corresponding j cos�[1]j.
Think the PDF of �[1] at a specific angle 0 6 � 6 � as the sum of that at many
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discrete instants of channel matrices. Thus, we have

p�[1](�) =
∑
Hjk

p�[1]jHjk (�)pHjk (4.45)

for 1 6 j; k 6 K. Although we do not know the exact PDF of each term in (4.45), the chan-

nel randomness means the number of different channel instants is arbitrary large. Thus,

we can well approximate the PDF of �[1] as Gaussian distributed within a meaningful

interval [a; b], for 0 6 a 6 b 6 �.

For zero-forcing interference alignment solutions, there is no preference among

different combinations of v[1] and u[1] that satisfying (4.10). Thus, all solutions to (4.10)

are qualified to be the precoding and receiving filters. Hence, due to the channel ran-

domness, v[j] and u[j] are independent of H[j j ] and E(u[j]yH[j j ]v[j]) = 0 which means

E(�[1]) = �
2 . Thus, for zero-forcing interference alignment algorithm, we can approximate

the PDF of �[1] as

p�[1](�) = e�
(�� �2 )2

2 ; for 0 < a 6 � 6 b < �: (4.46)

From (4.46), it is easy to see zero-forcing interference alignment solutions are not good

in terms of diversity gain. This is because the most probable event is �[1] = �
2 , which

corresponds to SINR[1] = 0. Moreover, from (4.35), we know the PDF of j cos�[1]j2 can

be written as

pj cos�[1]j2(m) =
1

�
p
m
p
1�me

� (arccos
p
m� �2 )2

2 ; for � 6 m 6 1: (4.47)

where � = min[cos(a); cos(b)]. Thus, the PDF of jj~h[1]jj2j cos�[1]j2 is

pjj~h[1]jj2j cos�[1]j2(x) =

∫
A:jj~h[1]jj2j cos�[1]j2=x

p(jj~h[1]jj2;j cos�[1]j2)(x)dA

=

∫ 1

�

pjj~h[1]jj2(
x

m
)pj cos�[1]j2(m)dm

=

∫ 1

�

x2

m2
e�

x
2m

1

�
p
m
p
1�me

� (arccos
p
m� �2 )2

2 dm: (4.48)

Using similar techniques as in (4.39)(4.40)(4.41), we can show 0 <
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limx!0+ pjj~h[1]jj2j cos�[1]j2(x), which means

lim
x!0+

pjj~h[1]jj2j cos�[1]j2(x) _>x
0 + o(x0); (4.49)

where  is a constant that does not affect the diversity order. This proves the zero-forcing

interference alignment solutions do not provide any diversity gain.

For diversity interference alignment solutions, one does have preference among

all the possible solutions satisfying (4.10). In particular, a diversity interference alignment

solution chooses only a subset of the many possibilities, such that the output SINR is

locally maximized and then eliminates the other bad combinations which generate low

output SINR. In other words, when there are multiple qualified outputs, the combinations

with �[1] close to �
2 are always eliminated. This can be easily seen the diversity conditions

(4.14) or (4.15), where any bad combination will be eliminated because it does not give

the locally maximum SINR. Thus, E(u[j]yH[j j ]v[j]) > 0 and E(�[1]) < �
2 . With the fact that

the PDF of �[1] of diversity interference alignment solutions can also be approximated as

Gaussian distributed, we can write

p�[1](�) = e�
(�� )2

2 ; for 0 < a 6 � 6 b <
�

2
: (4.50)

where 0 6  6
�
2 . Let � = min[cos a; cos b], where � is a constant only related to the

channel fading characteristics. From (4.44), we know

SINR[1]
> jj~h[1]jj2�: (4.51)

Because the constant � only affects the SNR shift but not the diversity gain, we can

conclude with diversity interference alignment solutions, the output PDF of the output

SINR is at least �2-distributed with 6 degrees of freedom. From the results in [64], it is

easy to see that for such an instantaneous SINR PDF, the largest diversity order at a fixed

rate is 3.

In order to support the previous theoretical analysis, we present Fig. 4.3 to show

the PDF of the angle �[j ] between B[j ] and H[j j ]v[j ]. Moreover, Fig. 4.4 and Fig. 4.5
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Figure 4.3: PDF of the angle �[j ] between B
[j ] and H

[j j ]
v
[j ].
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Figure 4.4: PDF of the received signal power jH[j j ]
v
[j ]j2 before applying the receiving filters.
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Figure 4.5: PDF of the received signal power ju[j ]yH[j j ]
v
[j ]j2 after the receiving filters.
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illustrate the PDFs of the received signal power before and after applying the receiving

filters respectively. All these results are obtained by practical simulations.

Note that this is for the case of N = K = 3 > M = 2 with receive diversity gain

being preferred. When M = K = 3 > N = 2, transmit diversity gain is preferred and the

achievable diversity order is at least 3. Thus, the achievable diversity order of diversity

interference alignment solutions satisfying (4.10) and (4.16) is at least 3, for 3-user (2�3)

or 3-user (3� 2) systems.

To conclude this part, it is worth mentioning why an infeasible diversity interference

alignment system, i.e., whereM+K 6 K + 2, does not promise to give any diversity gain.

Taking a 3-user (2 � 2) system for instance. For such an interference channel, since

Nv = Ne;alignment, one is already struggling to generate the combination of precoding and

receiving filters to satisfy the interference alignment conditions (4.10) solely. Thus, after

finding such v[j] and u[j ] to satisfy the diversity conditions (4.10), one does not have

any extra freedom to choose appropriate B[j] to rotate the signals in order to satisfy

(4.16). In other words, for a 3-user (2 � 2) system, the angle � is determined by the

interference channel matrices but not the desired channel matrices. This means given a

set of interference channel matrices, the relation between v[j ] and u[j ] are fixed no matter

what the desired channel matrices are, which further implies we lose the randomness

(diversity) of the desired channel matrices.

4.5 Simulations

In this section, we use the max-SINR and zero-forcing algorithms proposed in [44] as

examples of diversity and zero-forcing interference alignment strategies to evaluate their

symbol error rate performance. In order to verify the analytical results, we use fixed rate

uncoded BPSK modulation for both zero-forcing and max-SINR algorithms. For clearer

illustration, the BER performance of two base schemes, i.e., 1�1 direct transmission with

diversity gain 1 and 2� 1 Alamouti scheme with diversity gain 2, are also presented.

Example 1. The first example we use is to illustrate the diversity gains of infeasible di-

versity interference alignment systems, i.e., systems where interference alignment and
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diversity gains can not be achieved simultaneously.

For a 3-user (2 � 2) system, we have M = 2, N = 2, K = 3 and M + N =

K + 1. Thus, from (4.21), we know such a system does not satisfy diversity interference

alignment conditions and is only able to achieve interference alignment solely without

any diversity benefit. Simulation results in Fig. 4.6 verify our conjecture and shows that

although max-SINR algorithm performs better than zero-forcing algorithm in every SNR

value, they exhibit the same diversity order of 1.

Example 2. The second example we use is to illustrate the diversity benefit that feasible

diversity interference alignment systems can offer.

For a 3-user (2 � 3) system, we have M = 2, N = 2, K = 3 and M + N = K + 2.

Thus, from our analysis, diversity interference alignment is feasible. Similarly, a 3-user

(2 � 3) system with M = 2, N = 2, K = 3 and M + N = K + 2 is also feasible to

achieve diversity interference alignment. So, for such systems, interference alignment

and diversity gains can be obtained simultaneously as can be clearly seen in Fig. 4.7.

Example 3. The third example we use is to illustrate the difference between the diver-

sity gain offered by a diversity interference alignment strategy and that of a zero-forcing

interference alignment strategy.

For feasible diversity interference alignment system settings, e.g., 3-user (2 � 3)

and 3-user (2 � 3) interference channels, the multiplexing gains provided by diversity in-

terference alignment and zero-forcing interference alignment strategies are the same. We

have shown that for such systems, a diversity interference alignment strategy can provide

higher achievable diversity gain than a zero-forcing interference alignment scheme. Sim-

ulation results in Fig. 4.7 and Fig. 4.8 demonstrate such superior of diversity interference

alignment strategies in terms of the symbol error rate performance or diversity gain.

4.6 Conclusion and remarks

In this chapter, we analyzed the feasibility conditions for diversity interference alignment

and the diversity gains that different interference alignment strategies can achieve. While

almost all previous work about interference alignment were aiming at either showing

higher multiplexing gain can be achieved by interference alignment or developing algo-
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(a) Zero-forcing algorithm
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Figure 4.6: BER performance of different interference alignment strategies for a 3-user 2�2

interference channel.

0 5 10 15
10

−8

10
−6

10
−4

10
−2

10
0

SNR in dB

B
E

R

 

 

No diversity 1´ 1
Alamouti 2´ 1
Interference Alignment2´ 3

(a) 3-user 2� 3 interference channel.
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(b) 3-user 3� 2 interference channel.

Figure 4.7: Feasible diversity interference alignment systems with diversity interference
alignment strategies.
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(a) Zero-forcing interference alignment solution.
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(b) Zero-forcing interference alignment solution.

Figure 4.8: Feasible diversity interference alignment systems with zero-forcing interfer-
ence alignment strategies.
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rithms to achieve practical alignment. We have proved that interference alignment can at

the same time provide diversity gain under certain conditions, which was not observed

before. Thus, with both multiplexing and diversity gains, diversity interference alignment

truly becomes the preferable transmission strategy for CIC in terms of a wide range of

designing criteria. Moreover, although the analysis in this chapter is derived for interfer-

ence alignment strategies without any symbol extension, the results are applicable to a

wide range of interference networks due to recent development in [65] which shows exact

interference alignment is always feasible for small systems with only 2 symbol extensions.

To conclude this chapter, two important remarks can be made:

1. For multi-user interference channels, an optimal precoding and receiving filters de-

signing method needs to take both desired and interference channel matrices into

consideration. Besides conventional interference alignment conditions, the precod-

ing or receiving filters should preserve certain structures for the equivalent com-

bined channels in order to simultaneously achieve interference alignment and re-

alize the potential diversity gain. This structure will impose extra conditions to be

satisfied and thus the tradeoff between the level of interference alignment and the

level of achievable diversity gain is obvious.

2. For a 3-user (3�2) interference channel, [66] conjectured that the maximum achiev-

able diversity gain is only 1 when interference alignment is achieved. That result

was based on the assumption that separation of interference alignment precoding

filters design and space-time codes design is optimal. Although we don’t claim the

precoding filters and space-time codes should always be designed jointly to achieve

maximum diversity gain, we use counter examples together with simulation verifica-

tions to show the diversity gain is unnecessarily restricted by applying the precoding

and receiving filters, i.e., can be higher than 1 for a 3-user (3�2) interference chan-

nel. The achievable scheme we use is the max-SINR algorithm which is one of the

diversity interference alignment strategies.

The results in this chapter give insights on our research work in the next chap-

ter. Briefly speaking, because of the tradeoff we have observed between the achievable
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diversity gain and interference alignment, we can design a strategy to increase the net-

work diversity for CIC first and then modify it in order to trade the diversity benefit for the

multiplexing gain improvement to achieve the DoF upper bound promised by interference

alignment.
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Chapter 5

Interference Alignment with Phase

Randomization

5.1 Introduction

Although interference alignment mainly focused on improving the multiplexing gain of

CIC, the other important asset a system possess is the diversity gain. In conventional

point-to-point MIMO channels, it has been proved that there is a fundamental tradeoff

between the achievable multiplexing and diversity gains of a communication system [3].

Similarly, in network level transmission strategy designs, one can also purposely tradeoff

one asset for the other in order to maximize the desired network performance [9].

In Chapter 2, we have shown that a (M � N)K CIC is feasible to achieve interfer-

ence alignment without symbol extension only if

M + N > (K + 1)d: (5.1)

It is easy to see that the reason for the infeasible interference alignment system is be-

cause there is not enough diversity, i.e., M and N are too small1. Similar problem ex-

ists for the interference alignment schemes with naive symbol extension [21]. In those

schemes, simple symbol extension generates sparse channel matrix with only diagonal

or block diagonal elements. As a result, the scheme in [21] is only able to asymptotically

1The maximum single-user diversity gain increases as M + N increases because MN 6 (M+N)2

4
.
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Diversity Multiplexing/DoFSignal power

Figure 5.1: An indirect approach to achieve interference alignment via varying signal power
to provide more diversity.

achieve the DoF upper bound with infinitely large symbol extension, i.e., when diversity

is high enough. The diversity insufficiency problem becomes even more catastrophic for

deterministic interference networks with constant channel coefficients. In such determin-

istic cases, symbol extension does not even asymptotically achieve the DoF upper bound

because the extension itself does not increase diversity.

Inspired by the research about DMT and our insights from the last chapter, we

adopt an indirect approach to obtain the DoF benefit offered by interference alignment

as shown in Fig. 5.1. Firstly, we trade signal power for diversity improvement by using

noncoherent transmissions with random phase offsets at both transmitters and receivers,

which is done by distinctly scaled signal between each transmitter-receiver pair. While

diversity is not our ultimate goal, we then further trade the increased system diversity for

multiplexing improvement in order to achieve the DoF upper bound promised by interfer-

ence alignment.

5.1.1 System model

We focus on (1� 1)K interference networks with each transmitter or receiver having only

1 antenna. H[j i ] is used to denote the channel matrix between the i -th transmitter Si and

the j-th receiverDj after symbol extension, for 1 6 i ; j 6 K. The diagonal elements in H[j i ]

are independent real Gaussian distributed scalars for Gaussian interference networks or

real constant scalars for deterministic interference networks. In this chapter, we mainly

consider real Gaussian channel coefficients if not particularly specified, while the real

deterministic cases will be discussed separately.

v[i ] is used to denote the precoding matrix at Si and u[j ] is used to denote the

receiving matrix at Dj , for 1 6 i ; j 6 K. s [i ] and ŝ [i ] are used to denote the baseband
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precoded symbols to be transmitted by Si with short-term power constraint P and the

symbols estimated by Di , for 1 6 i 6 K. The additive noise at Dj is denoted as n[j] and

assumed to be Gaussian distributed with zero mean and covariance matrix
∑

n[j] = IN�N ,

for 1 6 j 6 K. x[i ] and y[j] are used to denote the bandpass transmitted signal at Si and

the bandpass received signal at Dj respectively, for 1 6 i ; j 6 K.

We assume each transmitter or receiver uses advanced coding or decoding tech-

niques in order to approach the Shannon limit. Moreover, pulse amplitude modulation

(PAM) with sine wave being the carrier signal is adopted as the modulation scheme. For

single-antenna interference networks, bandpass representation of the transmitted signal

at Si can be written as

x [i ] = Refs [i ]e j2�fc t+�[i ]g

= s [i ] cos(2�fct + �[i ]); (5.2)

where fc is the carrier frequency and �[i ] is the random phase offset brought in by Si .

Similarly, the received signal (ignoring noise) from Si to Dj can be written as

y [j i ] = h[j i ]s [i ] cos(2�fct + �[i ]): (5.3)

At Dj , a demodulator f with random phase offset '[j ] processes the received signal from

Si as

f
[j]
' (y [j i ])

= 2

∫ T

0
y [j i ] cos(2�fct + '[j ])dt

= 2

∫ T

0
h[j i ]s [i ] cos(2�fct + �[i ]) cos(2�fct + '[j])dt

= cos('[j] � �[i ])h[j i ]s [i ]; (5.4)

where T is a whole symbol interval.

Conventionally, a coherent demodulator should track the phase change and repro-

duce the carrier signal such that �[i ] and '[j ] are as close as possible. We will later show
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that it is these intentionally chosen noncoherent random phase offsets that provides us

more diversity. Roughly speaking, if the transmitter and receiver phase offsets between

two antennas happen to be close to each other, the channel gain between them is large;

On the other hand, if they happen to be far away, the channel gain between them is small.

5.2 The diversity insufficiency problem

From (5.1), we know that interference alignment is not feasible without symbol extension

for some network configurations because the diversity is not large enough to be traded

for multiplexing improvement to achieve the DoF upper bound. Thus, it is widely con-

jectured that symbol extension, either in time or frequency domain, is needed to bridge

the information theoretically powerful interference alignment to practical applications. In

particular, symbol extension is mostly desired in the following two common scenarios:

1. In cases that the feasibility condition (1.5) for a MIMO interference network is not

satisfied, it is natural to consider symbol extension (either in time or frequency do-

main) to increase M and/or N.

2. For single-antenna interference networks, one may want to use symbol extension to

increase M and N (and thus the resultant equivalent channel matrices are MIMO)

so that MIMO interference alignment schemes can be applied to achieve the DoF

upper bound exactly.

5.2.1 Problems of naive symbol extension

Although conceptually simple, there are certain limitations so that naive symbol extension

themselves are not able to resolve all the problems:

1. Naive symbol extension increase M + N and d proportionally, and thus an original

infeasible system remains infeasible.

2. More importantly, the equivalent MIMO channel matrices after naive symbol exten-

sion possess a diagonal or block diagonal structure such that conventional MIMO
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interference alignment schemes are not feasible to produce proper interference

alignment precoding and receiving matrices.

The first problem is straightforward from (5.1). To better illustrate the second prob-

lem, let us consider a (1� 1)3 interference network. With 2 symbol extension in the time

domain, the equivalent channel matrix between Si and Dj becomes

H[j i ] =

h[j i ]1 0

0 h
[j i ]
2

 , for 1 6 i ; j 6 3, (5.5)

where h
[j i ]
� is used to denote the channel coefficient value between Si and Dj at time

instant � , for 1 6 � 6 2. Since the received signal at each receiver is a 2 � 1 vector, the

interference alignment conditions can be written as

H[12]v[2] = �H[13]v[3]; (5.6)

H[21]v[1] = �H[23]v[3]; (5.7)

H[31]v[1] = H[32]v[2]; (5.8)

where �, � and  are three scalers. From (5.6)-(5.8), it is easy to see:

v[2] = (H[12])�1�H[13]v[3]; (5.9)

v[3] = (�H[23])�1H[21]v[1]; (5.10)

v[1] = (H[31])�1H[32]v[2]: (5.11)

Thus, in order to align all interference at each receiver into the same signal subspace,

the precoding matrices need to be designed as

v[1] = Ev[1]; (5.12)

v[2] = Fv[1]; (5.13)

v[3] = Gv[1]; (5.14)
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where

E = (H[31])�1H[32](H[12])�1�H[13](�H[23])�1H[21]; (5.15)

F = (H[32])�1H[31]; (5.16)

G = (�H[23])�1H[21]: (5.17)

Therefore, v[1] must be a linearly scaled version of an eigenvector of E. Since E is a

diagonal matrix, its eigenvectors are

1
0

 and

0
1

. Whichever eigenvector v[1] is related

to, one of its entries is 0, i.e., S1 is silent in one of the two time instants. So do S2 and S3

because of the diagonal structure of F and G.

Thus, with diagonal equivalent channel matrices through naive 2 symbol exten-

sion, every transmitter transmits in one time instant and keeps silent in the other time

instant. Consequently, every receiver receives superpositioned desired and interference

signal in one time instant and receive nothing but noise in the other time instant. Although

all interference is aligned into the same signal subspace, the desired signal is in the same

signal subspace and inseparable from the interference.

5.2.2 The insufficiency of coherent demodulation

From the last section, we see that the sparse diagonal channel matrix is infeasible to

achieve interference alignment because of the lack of diversity. One technique to resolve

the diagonality problem is to add some scaled versions of the received signal across sev-

eral symbol extension together, in order to artificially generate the non-diagonal terms

for the equivalent MIMO channel matrices. However, such operations will scale the de-

sired and all interference signal equally so that although individual channel matrix is not

diagonal, E, F and G in (5.15)-(5.17) are still diagonal.

Let us consider again the (1 � 1)3 interference network with 2 symbol extension

in the time domain. As a first step to resolve the diagonality problem, at each receiver,

we add a scaled version of the received signal in the first time instant to the received

signal in the second time instant. Thus, the equivalent channel matrix between Si and Dj
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becomes

H[j i ] =

 h
[j i ]
1 0

�ijh
[j i ]
1 h

[j i ]
2

 , for 1 6 i ; j 6 3, (5.18)

where �ij is the scaling factor at Dj for received signal from Si . Because the desired and

interference signal are superpositioned to each other and inseparable at this stage, we

must have �1j = �2j = �3j .

At Dj , we have

(H[jp])�1H[jq]

=

 h
[jp]
1 0

�
p
j h

[jp]
1 h

[jp]
2


�1  h

[jq]
1 0

�
q
j h

[jq]
1 h

[jq]
2


=

 1

h
[jp]
1

0

� �
p
j

h
[jp]
2

1

h
[jp]
2


 h

[jq]
1 0

�
q
j h

[jq]
1 h

[jq]
2



=

 h
[jq]
1

h
[jp]
1

0

��
p
j
h
[jq]
1

h
[jp]
2

+
�
q
j
h
[jq]
1

h
[jp]
2

h
[jq]
2

h
[jp]
2



=

h
[jq]
1

h
[jp]
1

0

0
h
[jq]
2

h
[jp]
2

 , for 1 6 j; p; q 6 3, j 6= p; q. (5.19)

Thus, from (5.15) and (5.19), it is easy to see E still possesses a diagonal structure and

v[1] must have a zero entry. Similarly to the argument in the last section, since F and G

are both diagonal matrices as E, v[2] and v[3] both have zero entries in the same position

as in v[1]. Therefore, although 2 symbol extension is used, only 1 time instant is used to

transmit information by each transmitter and the received desired and interference signal

at each receiver is still inseparable.

From (5.19), we know the reason that simple artificial superposition technique

does not work properly is��
p
j
h
[jq]
1

h
[jp]
2

and
�
q
j
h
[jq]
1

h
[jp]
2

cancels each other because �pj = �
q
j . In other

words, the main problem is such operations scale all interference components equally.

Thus, it is obvious that finding a function which can provide unequal scaling to
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different components in superpositioned signal is very important. If we restrict ourselves

to the baseband representation of the received signal (ignoring noise), at time instant � ,

we have

y
[j]
� = y

[j1]
� + y

[j2]
� + y

[j3]
� ; (5.20)

where y [j]� is the overall received signal at Dj and y [j i ]� is the individual received signal at

Dj from Si , for 1 6 i ; j 6 3. What we need is to find a function f such that

f (y
[j]
� ) = �1j y

[j1]
� + �2j y

[j2]
� + �3j y

[j3]
� (5.21)

and

�1j 6= �2j 6= �3j , for 1 6 j 6 3. (5.22)

(5.21) implies that such a function f should only produce linear combinations of differ-

ent signal components, with unequal combining coefficients. Unfortunately, to our best

knowledge, such a function f does not exist under baseband signal representation af-

ter coherent demodulation, where the phase offsets at all transmitters and receivers are

equal, i.e, �[i ] = '[j], 1 6 i ; j 6 3.

5.3 Joint noncoherent demodulation and interference align-

ment

We have seen that baseband signal representation after coherent demodulation does

not have enough freedom to be manipulated to meet our needs. However, noncoherent

demodulation with random phase offset at each transmitter or receiver provides us extra

diversity (opportunity of unequal scaling) between each transmitter-receiver pair.

Coming back to the previous (1�1)3 interference network with 2 symbol extension

in the time domain. If s [i ]1 and s [i ]2 are the baseband precoded signal to be transmitted by

Si across two time instants, the following transmitting strategy is used:
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1. In the first time instant, Si modulates s [i ]1 with random phase offset �[i ]1 .

2. In the second time instant, Si modulates s [i ]2 with random phase offset �[i ]2 .

Correspondingly, if y [j]1 and y [j]2 are the bandpass received signal across two time instants,

Dj creates 2 artificial signalling branches and the following receiving strategy is used:

1. In the first signalling branch, Dj firstly demodulates y [j ]1 with random phase offset

'
[j]
1;1 and y [j]2 with random phase offset '[j]

1;2. Then, it adds the two signal together to

generate baseband received signal ~y [j]1 .

2. In the second signalling branch,Dj firstly demodulates y [j]1 with random phase offset

'
[j]
2;1 and y [j]2 with random phase offset '[j]

2;2. Then, it adds the two signal together to

generate ~y
[j ]
2 .

Thus, at Dj and the first time instant, if we apply a function f
'
[j]
1;1

and f
'
[j]
1;2

to the

overall bandpass received signal y [j]1 and y [j ]2 respectively, we have

~y
[j]
1

= f
'
[j ]
1;1

(y
[j ]
1 ) + f

'
[j]
1;2

(y
[j]
2 )

= f
'
[j ]
1;1

(y
[j1]
1 + y

[j2]
1 + y

[j3]
1 ) + f

'
[j]
1;2

(y
[j1]
2 + y

[j2]
2 + y

[j3]
2 )

=

3∑
i=1

[cos('
[j ]
1;1 � �[i ]1 )h

[j i ]
1 s

[i ]
1 + cos('

[j ]
1;2 � �[i ]2 )h

[j i ]
2 s

[i ]
2 ]: (5.23)

Similarly, at Dj and the second time instant, if we apply functions f
'
[j ]
2;1

and f
'
[j ]
2;2

to the

overall received signal y [j]1 and y [j]2 , we have

~y
[j ]
2 =

3∑
i=1

[cos('
[j]
2;1 � �[i ]1 )h

[j i ]
1 s

[i ]
1 + cos('

[j]
2;2 � �[i ]2 )h

[j i ]
2 s

[i ]
2 ]: (5.24)

Therefore, the equivalent channel matrix between Si and Dj across these 2 sym-

bol extension should be

H[j i ] =

cos('[j]
1;1 � �[i ]1 )h

[j i ]
1 cos('

[j ]
1;2 � �[i ]2 )h

[j i ]
2

cos('
[j]
2;1 � �[i ]1 )h

[j i ]
1 cos('

[j ]
2;2 � �[i ]2 )h

[j i ]
2

 ; (5.25)
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for 1 6 i ; j 6 3.

It is easy to see that with joint noncoherent demodulation and interference align-

ment, the scaling factor at Dj for the received signal from Si becomes

�ij =
cos('

[j]
2;1 � �[i ]1 )

cos('
[j]
1;1 � �[i ]1 )

: (5.26)

Because each transmitter or receiver has a unique random phase offset, (5.26) implies

that with joint noncoherent demodulation and interference alignment, �1j 6= �2j 6= �3j and

the diagonality problem is now fully resolved.

Besides the conventional channel diversity, the unequal scaling of different sig-

nal components in superpositioned signal here uses the extra phase diversity provided

by each distinct transmitter-receiver pair. It is also worth mentioning that the proposed

joint noncoherent demodulation and interference alignment scheme also works for de-

terministic interference networks, where symbol extension themselves do not provide

extra diversity. This is because with random phase offsets for each symbol extension at

all transmitters and receivers, we literately improved the system diversity by the distinct

phase difference of each transmitter-receiver pair at each symbol extension use.

5.4 Generalized noncoherent interference alignment for (1 �

1)K

Up to this point, we have used the (1 � 1)3 interference network to illustrate why to

use symbol extension, the diagonality problem of naive symbol extension because of

diversity insufficiency and how our proposed joint noncoherent demodulation and inter-

ference alignment scheme resolves the problem by jointly considering bandpass modu-

lation/decomulation and interference alignment. This section generalizes the scheme to

general (1� 1)K interference networks.
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5.4.1 How many artificial signalling branches are needed

Let us restrict ourselves to use 2 symbol extension only (in time or frequency domain).

Since each user has only 1 transmit or receive antenna, total achievable DoF upper bound

is K
2 , i.e., on average, each user wants to achieve 1

2 DoF in one channel use or 1 DoF

across 2 symbol extension, i.e., d = 1.

Also, with 2 symbol extensions, the equivalent channel matrices are MIMO and in

the form of N � 2, where N is the total number of artificial signalling branches we need to

create at each receiver. From (1.5), we know that interference alignment is feasible only

if

N + 2 > (K + 1)d

, N > K � 1: (5.27)

5.4.2 Generalized scheme description

• Before the start of transmission, Si passes the original symbol through its unique in-

terference alignment precoding matrix to generate the precoded signal to be trans-

mitted across 2 symbol extension.

• In the first channel use, Si modulates the first component of its precoded signal with

random phase offset �[i ]1 .

• In the second channel use, Si modulates the second component of its precoded

signal with random phase offset �[i ]2 .

• Dj creates K � 1 artificial signalling branches. The output of the k-th branch, for

1 6 k 6 K � 1, is the addition of the demodulated signal of the received signal in

first channel use with random phase offset '[j]
k;1 and the demodulated signal of the

received signal in second channel use with random phase offset '[j ]
k;2.

• After the demodulation process, Dj passes all the demodulated signal through its

unique interference alignment receiving matrix to remove all interference from its

undesired transmitters.
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Figure 5.2: Transmitter side model of the noncoherent interference alignment scheme,
where “D” is the delay component, v are precoding coefficients and � are transmitter ran-
dom phase offsets.

Correspondingly, the block diagram for the generalized scheme can be illustrated in Fig.

5.2 and Fig. 5.3.

5.4.3 DoF optimality

From the last subsection, it is easy see that the equivalent channel matrix between Si

and Dj of a (1 � 1)K interference network using the noncoherent interference alignment

scheme becomes

H[j i ] =



cos('
[j ]
1;1 � �[i ]1 )h

[j i ]
1 cos('

[j ]
1;2 � �[i ]2 )h

[j i ]
2

cos('
[j ]
2;1 � �[i ]1 )h

[j i ]
1 cos('

[j ]
2;2 � �[i ]2 )h

[j i ]
2

:::

cos('
[j ]
K�1;1 � �[i ]1 )h

[j i ]
1 cos('

[j ]
K�1;2 � �[i ]2 )h

[j i ]
2


; (5.28)

for 1 6 i ; j 6 K. Now, we need to show with such equivalent channel matrices, a total of

K DoF can be achieved, such that on average, each user can achieve 1
2 DoF per channel

use. We assume the random phase offset at each transmitter or receiver is a rational

multiple of � and the channel coefficients are Gaussian rational numbers. A phase offset

of a rational multiple of � can be obtained by a finite precision sampling of the carrier
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Figure 5.3: Receiver side model of the noncoherent interference alignment scheme, where
r are receiving coefficients and ' are receiver random phase offsets.

wave. Similarly, a finite precision sampling of the received signal before the receiving

matrix will result an equivalent quantized Gaussian rational distributed channel.

Lemma 1. cos(q�) is a root of a monic polynomial with integer coefficients for any rational

q.

Proof. We only give a brief proof here for the self-containess of this thesis, while inter-

ested readers can refer to [67] for details.

Define a linear fractional transformation and its similarity parameter as

f (x) =
ax + b

cx + d
; and � =

(a + d)2

ad � bc : (5.29)

where a; b; c; d are complex constants. The iterations of two linear fractional transfor-

mations in the complex plane are geometrically similar if and only if they have the same

similarity parameter. Now, consider the following function

g(x) =
(1 +m)x + (1�m)

(1�m)x + (1 +m)
; (5.30)

where m is a complex constant. For an random initial value of x0, the n-th iteration of g(x)
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can be written as

gn(x) =
(1 +mn)x0 + (1�mn)

(1�mn)x0 + (1 +mn)
: (5.31)

If we require gn(x) to be cyclic with period p, then we must have mp = 1 for an integer p.

This means m must be of the form

m = e
j2� q

p ; for q = 1; 2; :::; p � 1: (5.32)

Thus, the similarity parameter of g(x) is

�g(x) =
4(1 +m)2

(1 +m)2 � (1�m)2

= m +
1

m
+ 2

= 2 cos(
2q�

p
) + 2

= 4 cos(
q�

p
)2; for q = 1; 2; :::; p � 1: (5.33)

Now, consider another linear fractional transformation with one of the similarity

parameters in (5.33) as

h(x) = 1� 1

�g(x)x
: (5.34)

Therefore, we know hp(x) = x because of their geometric similarity. Let Pp denote a

polynomial of �g(x) with period p, then hp(x) = x implies (after some algebra)

�[�g(x)x2 � �g(x)x + 1)Pp

�g(x)[Ppx � Pp�1]
= 0; for odd p (5.35)

and

�[�g(x)x2 � �g(x)x + 1)Pp

[�g(x)Ppx � Pp�1]
= 0; for even p. (5.36)
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Thus, the polynomials Pp satisfy

Pp+1 =

 Pp � Pp�1; for p is odd;

�g(x)Pp � Pp�1; for p is even:
(5.37)

It is easy to verify that �g(x) with period p are roots to monic polynomials Pp with integer

coefficients and this completes the proof.

Lemma 2. Gauss’s Lemma: Any root of a monic polynomial with integer coefficients must

either be an integer or irrational number.

Proof. Again, only brief proof is provided for the completeness of this thesis. It is trivial to

verify that polynomials of degree 1 with integer coefficients only have integer roots. Let

us define the degree of a real number x as the degree of the minimal monic polynomial

with integer coefficients having x as a root. For a degree k monic polynomial f (x) with

integer coefficients and constant C, define another polynomial g(x) as

g(x) =
f (x)� C

x
: (5.38)

It is easy to see g(x) is a degree k � 1 monic polynomial with integer coefficients.

Assume f (x) has a rational non-integer root r . Our task now becomes to deriving

a contradiction under this assumption. Let r be a non-integer root of f (x) and it must be

of degree k . Thus, we have f (r) = 0 and g(r) = �C
r

, where �C
r

must be a non-integer.

Define N as the smallest integer such that Ng(r) is an integer. Thus, the product of

N and any polynomial in r of degree k�1 is an integer and we have N 0 = N[g(r)�bg(r)c]
is an integer. Moreover, we have

N 0g(r) = N[g(r)� bg(r)c]g(r)

= Ng(r)2 � bg(r)cNg(r) (5.39)

also being an integer. This is because g(r)2 can be expressed as a polynomial of degree

k � 1 by reducing every higher power of r by substituting from the expression for r k given

by f (r) = 0. However, this contradicts the fact that N is the smallest integer such that

Ng(r) is an integer because 0 < [g(r) � bg(r)c] < 1 and N 0 < N. Thus, f (x) does not

have a non-integer rational root and this completes the proof.
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Lemma 3. The product of a rational number and an irrational number is irrational with

probability 1.

Lemma 4. If all elements of fully connected channel matrices are irrational algebraic

numbers, then the total achievable DoF is K
2 .

Proof. Please refer to Theorem 1 in [18].

Theorem 3. The noncoherent interference alignment scheme is DoF optimal such that

each user can achieve 1
2 DoF per channel use.

Proof. The proof for the theorem is a combination of the previously introduced lemmas.

Firstly, from Lemma 1 and Lemma 2, the terms cos('[j] � �[i ]) in (5.28) are irrational

numbers. Then, from Lemma 3, we know the products cos('[j ]��[i ])h[j i ] are also irrational

with probability 1. Finally, from Lemma 4, the equivalent channel matrices offered by

noncoherent interference alignment are able to achieve the DoF upper bound K
2 .

5.4.4 Extensions to real deterministic interference networks

It is easy to see that the proposed noncoherent interference alignment scheme does not

distinguish between Gaussian or deterministic interference networks. This is because

either of them lacks of sufficient diversity to be traded for multiplexing improvement. The

extra diversity we were manipulating comes from the distinct phase difference of each

transmitter-receiver pair which does not depend on the underlying physical channels.

Thus, noncoherent interference alignment works for Gaussian as well as deterministic

interference networks.

5.5 Simulation results

In this section, we investigate the performance of our proposed noncoherent interference

alignment scheme. The modulation scheme we employ is PAM, interference alignment

precoding and receiving matrices are derived from closed-form solution for three-user

MIMO interference channel in [21] and iterative zero-forcing and max-SINR solutions in

[44]. The capacity upper bound we use is from (1.4) with the trivial o(log(SNR)) term
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Figure 5.4: Rate performance of noncoherent interference alignment for (1� 1)3.

being ignored. Such approximation becomes increasingly accurate in the medium-to-

high SNR regime.

From the simulation results in Fig. 5.4 and Fig. 5.5, we can see our proposed

noncoherent interference alignment scheme is able to achieve the DoF upper bound, i.e.,

its achievable throughput increases as the SNR with slope K
2 . However, we obverse that

the achievable throughput is better than that of the orthogonal transmission scheme only

in the high SNR regime. This is because the noncoherent interference alignment scheme

(actually almost every other interference alignment scheme) is only DoF optimal but not

capacity optimal. Thus, there is a constant gap (in the medium-to-high SNR regime

where interference rather than noise is the dominating factor that affects the throughput)

between the achievable throughput and the capacity upper bound. The reasons for the

gap is explained in detail as follows.

Firstly, for any interference alignment scheme, one has to sacrifice some signal

subspaces in order to align and remove all interference signals from undesired trans-

mitters. This, however, will at the same time remove the desired signal in those signal

subspaces and the overall signal energy is almost definitely reduced. Fortunately, this

only results in a fixed SNR offset and does not affect the achievable DoF. Actually, one

important contribution of our work is to propose the first known scheme to tradeoff fixed
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Figure 5.5: Rate performance of noncoherent interference alignment for (1� 1)4.

power (or SNR offset) for DoF improvement.

Secondly, the use of random phase offsets in noncoherent interference alignment

results in energy loss of desired signal in the demodulation process. From (5.4), we

know desired signal energy is always reduced to some extent in order to create the “un-

equal scaling”. In the simulation results presented above, the phase offset between each

transmitter-receiver pair is drawn from a continuous uniform distribution set [0o; 360o). It

is easy to verify that such operations halve the average received signal power at each

receiver compared to the case when coherent detection is used.

Finally, in the process of creating artificial signalling branches in order to meet

the equivalent MIMO channel feasibility condition, we raised the noise level. From the

noncoherent interference alignment scheme description, it is easy to see that the output

of the k-th, for 1 6 k 6 K � 1, signalling branch is the addition of the demodulated signal

of the received signal across two channel uses. The addition operation includes the

addition of desired and interference signals and also the addition of noise signals across

two channel uses. While all interference signals can be removed, nothing can be done

about the increased random noise.

Next, we consider the BER performance of our proposed noncoherent interference

alignment scheme. As shown in Fig. 5.6, due to the reasons explained in the last several
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paragraphs, and the fact that our proposed noncoherent interference alignment scheme

trades the diversity gain for the multiplexing improvement, the BER performance is not

good in its original form. In order to recover the diversity benefit in the finite rate case,

we employ the Fischer-Huber (FH) loading algorithm [68]. In particular, we formulate an

optimization problem to maximize the minimum distance of different PAM symbols so that

the BER is minimized, subject to the total rate constraint. The rate and power allocation

is applied to the equivalent parallel channels after and before and interference alignment

precoding and receiving matrices respectively. For our real (PAM) case, the rate and

power for each channel under the FH algorithm is allocated as

Ri =
RT

di
+

1

2di
log(

jhi j2di∏
l2I jhl j2

); (5.40)

and

Pi =

PT 2
2RQi

jhi j2∑
l2I

2
2RQl

jhl j2
; (5.41)

where di , RQi and Pi are the DoF, rate and power respectively from Si to Di and hi and Qi

are the channel gain and the precoding matrix of the i -th parallel channel, for 1 6 i 6 K.

All the above variables are considered only in I which corresponds to the set of channels

actually in use after the loading algorithms. Simulation results in Fig. 5.6 and Fig. 5.7

show that with rate and power loading algorithms, the proposed interference alignment

scheme can achieve the DoF upper bound in the high SNR regime, while at the same

time maintain acceptable BER performance in the low SNR regime.

5.6 Conclusion

In this chapter, we proposed a practical and universal interference alignment strategy for

general (1 � 1)K CIC, which trades signal power for intermediate diversity improvement

towards the ultimate multiplexing requirement. The problems of naive symbol extension,

which is a conventional diversity increasing technique to do interference alignment, was

analyzed in details. It was identified that lack of diversity is the main problem such that
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Figure 5.6: Error performance of noncoherent interference alignment for (1� 1)3.
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there is not enough freedom to be manipulated to meet desired alignment conditions for

some network configurations. An noncoherent interference alignment scheme with joint

noncoherent bandpass modulaiton/demodulation and interference alignment was then

proposed to resolve the diagonality problem of naive symbol extension and the simple

superposition technique. This scheme was then generalized to (1 � 1)K interference

networks, either Gaussian or deterministic, and was proven to be DoF optimal. Simulation

results verified its correctness and showed significant DoF improvement in the high SNR

regime.

As a conclusion to this chapter, we want to emphasize that although noncoherent

energy loss of desired signal may cost us SNR offset, energy increase of interference

signal will cause damaging error floor and decrease the slope of the achievable rate

curve. Therefore, noncoherent interference alignment is preferable in the wide sense.

An interesting future work would be analysis of the optimal region and distribution of

the random phase offsets such that the total SNR loss is minimized. The challenge

is to derive the tradeoff between the noncoherent loss and signal subspace loss (less

noncoherent loss will result more signal subspace loss due to the increased closeness of

desired and interference signal vectors).
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Chapter 6

Conclusion and Future Works

6.1 Conclusion

This thesis focuses on cooperative strategy designing problems using the DMT principle.

We start from primitive cooperative networks with unit DoF including CBC, CMA and

CMR, to complex cooperative networks with higher DoF such as RAXN and CIC. We

provide methodologies, algorithms and discussions about how to use the DMT principle

to design cooperative strategies for different network topologies.

We start in Chapter 2 with classical broadcast, multiple-access and relay chan-

nels and proposes a GSSAF strategy that is asymptotic optimal for wireless cooperative

networks with unit DoF in terms of the DMT. This unified strategy is easy to implement

with ignorable overhead while it’s gain over conventional non-cooperative and conven-

tional cooperative strategies is significant. More importantly, GSSAF does not distinguish

between different network topologies as long as they all have unit DoF constrained by the

cut-set bound. Thus, it follows that a node in cooperative networks with unit DoF can use

GSSAF as a unifying rule no matter it’s specific role as a source, a relay or a destination

to achieve DMT optimality.

Chapter 3 deals with RAXN which is a special network topology with unit DoF

and combing features of classical unit DoF networks introduced in Chapter 2. WNC has

been shown to be a promising technology to increase the exchange throughput for RAXN,

while it’s gain often comes with unrealistic assumptions such as perfect overhearing and
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undesired side effects such as worse error performance. It is not immediately clear that

whether WNC is still fundamentally better than conventional hop-by-hop transmission

strategy for RAXN, when these assumptions are relaxed and fair comparisons are made.

Through analyzing the DMT of our proposed WNC based partial interference cancelation

strategy, we provide a positive proof to justify the fundamental superiority of WNC even

with imperfect overhearing.

Chapter 4 focuses on using the DMT measure to analyze the tradeoff between

different strategies for cooperative network topologies with higher DoF, typically repre-

sented by CIC with more than two source-destination pairs. We identify that although

interference alignment is mainly a technique to achieve multiplexing gain upper bound

for CIC, improving the spatial diversity is a promising method to tackle its implementation

difficulties and strict communication channel assumptions because of the inherent DMT

of every communication system. A feasibility condition for interference alignment with

diversity gain is proposed and proven to give insights about the fundamental cooperative

strategy designing criteria. Our analysis and simulations reveal that when designing in-

terference alignment algorithms, we should take consideration of both desired channel

matrices as well as interference channel matrices. Besides, carefully designed conver-

gence measures such as maximizing SINR or minimizing the minimizing the MSE help to

achieve the DoF upper bound for CIC with desired diversity gains.

Chapter 5 proposes a noncoherent interference alignment strategy based on the

insights observed in Chapter 4. Although direct spatial diversity enhancement is not al-

ways possible for an interference channel, intentional random phase offsets at both trans-

mitter and receiver sides will make the channel between them in different time slots being

“almost” or pseudo-random, and thus enhance the spatial diversity of the overall system

across different dimensions. Our proposed strategy trades signal power for intermediate

diversity gain towards ultimate multiplexing improvement. Our strategy is generalized and

simplified in the sense that it is universal DMT optimal for general signal-antenna CIC with

minimum scheduling efforts and only two symbol extensions.



6.2 Future works 131

6.2 Future works

Our research focuses on cooperative strategies design based on the DMT principle and

several open problems could have great impact for the DMT principle to play an even

more important role in designing future cooperative strategies.

Firstly, our proposed WNC based partial interference cancelation algorithm is only

one of the achieving strategy for RAXN for analysis purpose, while we think a joint detec-

tion and decoding technique based on soft values can potentially give better results. This

is obviously an interesting and practical direction to follow.

Secondly, our designing framework solved the DMT upper bounds and designed

cooperative strategies to achieve these bounds for most primitive network topologies.

However for CIC, the explicit achievable DMT upper bound is still not available . In order

to evaluate the “absolute” performance of a strategy, we need to compare our achievable

DMT with the upper bound and check whether our strategy has successfully closed the

gap. Thus, deriving the DMT for CIC is important and its success also gives insights on

the achievable schemes designing issues.

Thirdly, due to the lack of feasibility conditions for non-generic linear systems,

we mainly studied CIC with single antennas at each transmitter and receiver. In future

ad-hoc configurations, it is likely that each distributed terminal adopts multiple antennas

for better performance. Thus, solving the feasibility conditions for interference alignment

with diversity in more general multiple-antenna interference networks is an important yet

challenging task. Also, our research as well as most others assume the full channel infor-

mation is known at both transmitter and receiver sides. This is a reasonable and practical

assumption for small systems, but not so much for large systems where the interference

alignment technology is most useful for, especially when multiple-antenna terminals are

deployed. As a consequence, how to relax the channel side information assumption is

an equally important question. Several researchers have proposed to use blind interfer-

ence alignment with pre-defined switching patterns which need more thought about how

to develop an practical integrated solution to solve these problems simultaneously.

Fourthly, our noncoherent interference alignment scheme is designed for real
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Gaussian or deterministic interference networks. For complex Gaussian interference net-

works, we still only send the real symbols. However, in order to achieve the DoF upper

bound, we need to recover all the desired transmitted real symbols at each receiver. Us-

ing phase randomization with oversampling, the equivalent MIMO channel between each

transmitter and receiver pair becomes rank deficient but with extended degree of freedom.

A natural extension is to design an interference alignment scheme based on this equiva-

lent channel which aligns all interference signals into the extendted signal subspace and

leave the other one interference-free for desired signal.

Finally, for our designing framework to be used more extensively in the future,

we eventually need an easy to follow coding scheme to achieve the DMT promised by

the designed strategy. Thus, an important work to follow is to further develop a general

pattern about codes design corresponding to strategy design to approach the promised

performance.
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Appendix A

Distributed coding opportunity

searching algorithm

Firstly, we restrict the coding operations to be linear for practically easy implementation

purpose. As we said, this is often sub-optimal yet a tractable simplification. Secondly,

our coding upon routing algorithm does not awake current sleeping nodes, i.e., if an

intermediate node is made inactive by traditional routing algorithms, they remain inactive

in our coding upon routing algorithm. In other words, we only use the active nodes, i.e.,

the nodes which need to transmit some information no matter whether we use network

coding or not. This means our algorithm is built upon the network layer in the sense that

we use the existing established routes and aim to further use network coding to save

transmissions or to improve the transmission efficiency. The idea of using existing routes

makes our algorithm sub-optimal, because sometimes longer or more congested routes

can actually provide more coding opportunities or higher network coding gains. However,

such cross-layer approaches may need to consider from physical layer to transport layer

jointly and can make analysis quite complicated. To our best knowledge, no practical

scheme exists for general communication networks with arbitrary topology and multiple

unicast sessions. Thus, we turn to a sub-optimal solution to build our coding upon routing

algorithm between the network layer and the transport layer. The advantages of such sub-

optimal solutions are similar to that of the OSI model, i.e., we can separately design either

better routing algorithms or better coding opportunity detection algorithms to improve



A.1 Network coding for multiple unicast sessions 134

the network performance. Other advantages include easy implementation by inserting a

coding layer between the network layer and the transport layer. This may be even more

important in practice because the network performance can be improved by software

modifications without replacing the expensive network core with network coding enabling

devices.

In summary, our goal is to find linear network coding opportunity, gain and so-

lution upon routing. Thus, routing is the underlying technology and we are aiming to

explore possible linear coding opportunities along the existing routes to save bandwidth

and improve efficiency without major change to current network core.

A.1 Network coding for multiple unicast sessions

A.1.1 A coding gain upper bound

Assume there are K unicast sessions, denoted as f1; f2; :::; fK . Each unicast session has

a unique source node Sk and a unique destination node Dk , for k = 1; 2; :::; K.

Each unicast session has its individual maxflow mincut bound Ck . This means

we can find a group of Ck edge disjoint paths from Sk to Dk . There may be several

groups of such paths, and the group with the minimum number of transmissions needs

Nk transmissions. Assume the unicast sessions are ordered so that N1 6 N2 6 ::: 6 NK .

Denote the set of intermediate nodes along the group of paths with minimum

number of transmissions as Rk . Clearly,

Nk = CK + jRk j: (A.1)

With only routing, it is obvious that the overall minimum number of transmissions
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needed for all the unicast sessions is

N1 + N2 + :::+ NK

= (C1 + jR1j) + (C2 + jR2j) + :::+ (CK + jRK j)

=

K∑
i=1

Ci +

K∑
i=1

jRi j: (A.2)

With network coding, we give the minimum possible number of transmissions,

which corresponds to a coding gain upper bound, as follows:

1. For unicast session f1 only, we need at least N1 transmissions.

2. (a) For unicast session f2 given unicast session f1 is completed, we need at least

C2 transmissions to inject the messages for this unicast session into the net-

work.

(b) Assume the C1 messages emitted by S1 and C2 messages emitted by S2 can

be overheard by D2 and D1 respectively through a genie without any extra

transmission. Then, the nodes in the intersection of R1

∩R2 can serve both

unicast sessions by coding their messages together.

(c) Unicast session f2 needs to use the nodes in R2. Now that the nodes in

R1

∩R2 has already been used, it only needs jR2nR1j more transmissions.

(d) Thus, for unicast session f2, we need at least C2 + jR2nR1j transmissions.

3. Similarly, for unicast session fk , the number of transmissions we need is at least

Ck + jRknR1;R2; :::;Rk�1j; (A.3)

where k = 1; 2; :::; K and R0 is a empty set.

So, with network coding, the minimum possible number of transmissions needed
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is

N1 + (C2 + jR2nR1j) + (C3 + jR3nR1;R2j) + :::+ (CK + jRKnR1;R2; :::;RK�1j)

= (C1 + jR1j) + (C2 + jR2nR1j) + (C3 + jR3nR1;R2j) + :::+ (CK + jRKnR1;R2; :::;RK�1j)

=

K∑
i=1

Ci + (jR1j+ jR2nR1j+ jR3nR1;R2j+ :::+ jRKnR1;R2; :::;RK�1j)

=

K∑
i=1

Ci + j
K∪
i=1

Ri j: (A.4)

Thus, we can upper bound the coding gain, which is defined as the ratio of the

number of transmissions needed by routing and the number of transmissions needed by

coding as

� =

∑K
i=1 Ci +

∑K
i=1 jRi j∑K

i=1 Ci + j
∪K

i=1Ri j

6

∑K
i=1 Ci +Kj∪K

i=1Ri j∑K
i=1 Ci + j

∪K
i=1Ri j

6
Kj∪K

i=1Ri j
j∪K

i=1Ri j
= K: (A.5)

A.1.2 An achievable example

From the derivation of the coding gain upper bound, we observe in order to achieve this

upper bound, the following conditions need to be satisfied:

1. Each source’s messages must be overheard by its unintended destinations.

2. All the unicast sessions should use the same intermediate nodes.

3. The number of intermediate nodes should be much larger than the sum of their

individual maxflow mincut bounds.

Based on these observations, we now construct an example which can achieve

this coding gain upper bound asymptotically. As shown in Fig. A.1, K unicast sessions

share the same path (R1; R2; :::; RN). With only routing, the minimum number of trans-

missions needed is K(N + 1). With simple network coding, i.e., mix the messages at R1
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S1 S2 SK……

R1

D1 D2 DK
……

…
…

R2

RN

Figure A.1: An example to asymptotically achieve the coding gain upper bound.

and broadcast the mixed message at RN , we only need K+N transmissions. Thus, when

the number of intermediate nodes is large, the coding gain is

� = lim
N!1

K(N + 1)

K + N
= lim

N!1
KN +K

K + N
= lim

N!1
KN

N
= K: (A.6)

However, the achievable coding gain for an arbitrary network with multiple unicast

sessions is related to its topology and connectivity.

A.2 Generalized butterfly network

A.2.1 Definition

Definition 4. A level-K generalized butterfly network (level-K GBN) is defined as a net-

work satisfying the following conditions:

1. There are K unicast sessions with K distinct source nodes and K distinct corre-

sponding destination nodes.
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2. The paths from the source nodes to their corresponding destination nodes decided

by a chosen existing routing algorithm for these K unicast sessions have intersec-

tions at some common nodes.

3. There exist (K� 1) opportunistic paths from any subset of (K � 1) source nodes to

each destination node, which do not travel through the intersections.

We model the level-K GBN as a directed acyclic graph, GBNK = (V; E), where V
is the node set and E is the edge set. An edge e can be represented by an ordered node

pair (x; y), where x; y 2 V . y is called the head of the edge and x is called the tail of the

edge. The messages can only be transmitted from x to y . The incoming edge set and

the outgoing edge set of a node v are defined as

Ein(v) = f(x; y) j (x; y) 2 E ; y = vg;

Eout(v) = f(x; y) j (x; y) 2 E ; x = vg: (A.7)

S is used to denote the node set containing all source nodes and D is used to de-

note the node set containing all destination nodes. B represents the node set containing

the intersecting nodes of all unicast sessions of the GBNK . R represents the node set

containing all the nodes involved in existing paths to accommodate the traffic demand for

all unicast sessions. W represents the node set containing all the nodes involved in the

opportunistic paths for all the destination nodes. g = (K � 1) j B j and p =j W n R j
are called the network coding saving and network coding penalty respectively. The sav-

ing of transmissions (SoT) by using network coding compared to traditional routing is the

network coding saving minus the network coding penalty and can be written as

SoT = (g � p)+ (A.8)

where we use (x)+ to mean maxfx; 0g. For a level-K GBN, network coding can save

transmissions if SoT > 0; Otherwise, network coding is not better than traditional routing.

Using graph-theoretic characterization, a level-K GBN is a directed acyclic graph

GBNK = (V; E) containing K unicast sessions (s1 ! d1), (s2 ! d2),......, (sK ! dK),



A.2 Generalized butterfly network 139

1 2

2 1

Figure A.2: Traditional butterfly network.

where sk 2 S and dk 2 D for 1 6 k 6 K. The paths decided by a chosen existing

routing algorithm for all unicast sessions travel through bi 2 B for i = 1; :::; j B j : For each

destination, there are (K � 1) opportunistic pahts from any subset of the (K � 1) source

nodes to it with edges chosen from Eo 2 E n Eout(v), where v 2 B.

A.2.2 Supporting examples

Example 4. Traditional butterfly network as shown in Fig. A.2 is a level-2 GBN with the

following definitions:

1. GNB2 = (V; E) with two unicast sessions S1 ! D1 and S2 ! D2.

2. S = fS1; S2g, D = fD1; D2g and R = fS1; S2; D1; D2g.

3. B = fRg andW = fS1; S2; D1; D2g.

4. g =j B j= 1 and p =j W n R j= 0.

5. SoT = (g � p)+ = 1.

Example 5. A two-way exchange network as shown in Fig. A.3 contains a level-2 GBN

with the following definitions:

1. GNB2 = (V; E) with three unicast sessions A! B and B ! A.

2. S = fA;Bg, D = fA;Bg and R = fA;R;Bg.

3. B = fRg andW = fA;Bg.
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Figure A.3: Two-way exchange network.
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2 1

2

3

4

Figure A.4: The grail network.

4. g =j B j= 1 and p =j W n R j= 0.

5. SoT = (g � p)+ = 1.

Example 6. The grail network as shown in Fig. A.4 is a level-2 GBN with the following

definitions:

1. GNB2 = (V; E) with two unicast sessions S1 ! R3 and S2 ! D2.

2. S = fS1; S2g, D = fR3; D2g and R = fS1; S2; R1; R2; R3; R4; D1; D2g.

3. B = fR1; R2g andW = fS2; R3; R4; D2g.

4. g =j B j= 2 and p =j W n R j= 0.

5. SoT = (g � p)+ = 2.

Example 7. The star network as shown in Fig. A.5 is a level-3 GBN with the following

definitions:
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1 2

2 1

3

3

Figure A.5: Three-user star network.

1. GNB3 = (V; E) with three unicast sessions S1 ! D1, S2 ! D2 and S3 ! D3.

2. S = fS1; S2; S3g, D = fD1; D2; D3g and R = fS1; S2; S3; R;D1; D2; D3g.

3. B = fRg andW = fS1; S2; S3; R1; R2; R3g.

4. g = 2 j B j= 2 and p =j W n R j= 0.

5. SoT = (g � p)+ = 2.

Example 8. A network model with three source-destination pairs is shown in Fig. A.6,

which contains a level-2 GBN with the following definitions:

1. GNB2 = (V; E) with three unicast sessions S1 ! D1 and S2 ! D2.

2. S = fS1; S2g, D = fD1; D2g and R = fS1; S2; R1; D1; D2g.

3. B = fR1g andW = fS1; S2; R2; D1; D2g.

4. g =j B j= 1 and p =j W n R j= 1.

5. SoT = (g � p)+ = 0.

Example 9. A wireless access network with two mobile terminals is shown in Fig. A.7,

which contains a level-2 GBN with the following definitions:
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Figure A.6: A network model with three source-destination pairs.

1

2

Figure A.7: A wireless access network with two mobile terminals.

1. GNB2 = (V; E) with three unicast sessions AP ! MT2 and MT1 ! AP .

2. S = fAP;MT1g, D = fMT2; APg and R = fAP;RS;MT1;MT2g.

3. B = fRSg andW = fAP;MT1;MT2g.

4. g =j B j= 1 and p =j W n R j= 0.

5. SoT = (g � p)+ = 1.

Example 10. A P2P network with server’s download capacity C0, each peer’s upload

capacity Ci and each peer’s download capacity assumed to be sufficiently large as shown

in Fig. A.8 has been proved to have no network coding gain [69]. The basic idea there is

to first determine the throughput of traditional routing by solving a linear program, which

finds explicit formulas in two cases based on the values of C0 and
∑n

i=1 Ci . Then for each

case, network coding is shown to be unable to improve the throughput. We argue the

same conclusion using our approach.
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Peer 1
Peer 3
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Server
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C2
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Figure A.8: A P2P network.

We should note that our previous examples focus on directed wireless networks.

For wired networks without the wireless broadcast advantage, the network coding gain

should be defined as g = (K � 1)(j B j �1), while the network coding penalty remains

unchanged. Thus, no matter how many generalized butterfly networks we can find, the

number of intersecting nodes is not larger than 1. This means for such a P2P network,

the network coding gain g = (K � 1)(j B j �1) = 0. Because we will later show general-

ized butterfly networks are the necessary element to admit network coding gain, we can

conclude such a P2P network does not have any coding advantage.

Example 11. The single relay network and single cell cellular network models as shown

in Fig. A.9 and Fig. A.10 do not contain any generalized butterfly network, and thus do

not have any network coding gain.

A.2.3 Necessary condition for network coding gain

Lemma 5. K unicast sessions can be coded together to admit network coding gain if

these K unicast sessions can form a level-K GBN. In other words, level-K GBN is the

necessary element that K unicast sessions can be coded together to provide network

coding gain.
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Figure A.9: The single relay network.
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Figure A.10: The single cell cellular network.
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Figure A.11: Edge disjoint multiple unicast flows.

Proof. The proof is equivalent to show if we can apply coding to theseK unicast sessions,

there must exist a level-K GBN. According to Definition 4, this is equivalent to show the

following conditions must be satisfied:

1. There are K unicast sessions with K distinct source nodes and K distinct corre-

sponding destination nodes.

2. The paths from the source nodes to their corresponding destination nodes decided

by a chosen existing routing algorithm for these K unicast sessions have intersec-

tions at some common nodes.

3. There exist (K� 1) opportunistic paths from any subset of (K � 1) source nodes to

each destination node, which do not travel through the intersections.

First, we note that if the existing paths for the multiple unicast sessions are disjoint

from each other as shown in Fig. A.11, there is no network coding gain. This is obvious

because if there is no intersections among the existing paths, independent routing is

sufficient to achieve minimum number of transmissions, and network coding does not

provide gain. Thus, for networks admitting network coding gain, there must be at least

two unicast flows intersecting with each other.

Pick any K unicast flows, which can be coded together to admit network coding

gain. The intersections mean these K unicast flows travel through the same set of the
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nodes B = fb1; b2; :::; bjBjg � R. However, the network coding operation mixes the K

unicast sessions’ messages, i.e., the information conveyed by edges e 2 Eout(v 2 B) is a

function of the K unicast sessions’ messages. The function is a linear function if we only

consider linear network coding from practical easy implementation and low complexity

perspectives.

In order for each destination node to decode its desired information, it must have

another K � 1 opportunistic paths rather than the existing path to construct a system of

equations (to remove the interference). Such opportunistic paths should be independent

of the main routes (and thus be independent of the intersections) in order to be able to

help the destination nodes to construct non-degraded systems of equations (to remove

the interference).

From the argument of last two paragraphs, a network with multiple unicast ses-

sions can be coded together to admit network coding gain if it satisfies all the conditions

in Definition 4. Thus, it can now be concluded if K unicast sessions can be coded to-

gether, there must exist a level-K GBN. As a consequence, if there is no level-K GBN,

not all the K unicast sessions can be coded together.

Lemma 6. The paths of two unicast sessions decided by traditional routing algorithms

can only intersect once before reaching their destination nodes.

Proof. We prove this theorem by using contradiction. Assume two paths for two unicast

sessions decided by traditional routing algorithms intersect more than once before reach-

ing their destination nodes. Thus, after the first intersection, the two paths need to apart

for the second intersection. However, traditional routing algorithms will choose the best

possible path from the end of the first intersection to the start of the second intersection.

This means between the end of the first intersection and the start of the second intersec-

tion, the two paths will travel through the same intermediate nodes. Thus, the apartness

is not possible, which contradicts the necessary condition for multiple intersections. So,

we conclude that two unicast sessions’ paths decided by traditional routing algorithms

can intersect at most once before reaching their destination nodes.

Lemma 7. A generalized butterfly network can provide network coding gain if the network

coding saving is larger than the network coding penalty.
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Proof. Consider a generalized butterfly network satisfying all the conditions in Definition

4. As shown in Lemma 5, network coding gain comes from the congestion in the inter-

sections (containing nodes in the node set B) of the existing paths (containing nodes in

the node set R), which can be potentially resolved by coding several unicast sessions’

messages together. The interference introduced by the network coding operation can be

removed by the opportunistic paths (containing nodes in the node setW) of the general-

ized butterfly network. However, the nodes in the opportunistic paths which are not used

by the existing routes (containing nodes in the node set W n R) must be used by paths

for other unicast sessions decided by traditional routing algorithms. Otherwise, they are

inactive and contradict the generalized butterfly network conditions. As a result, in order

to use network coding, these nodes inW nR must transmit some extra messages which

are not needed in traditional routing algorithms. This is the penalty paid by using network

coding.

Thus, the saving of transmissions (SoT) by using network coding compared to

traditional routing, which is a characterization of the overall network coding gain, is the

network coding saving minus the network coding penalty and can be written as SoT =

(g � p)+.

A.3 Four-way handshaking coding opportunity detection al-

gorithm

We have shown in Lemma 6 that possible network coding gain comes from the gener-

alized butterfly networks, which are formed by intersections of multiple unicast sessions’

paths. Thus, it is obvious to see finding network coding gain and network coding solution

is equivalent to checking whether there are generalized butterfly networks with network

coding gain around the intersections of multiple unicast sessions.

Lemma 7 tells us that multiple unicast sessions’ paths may contain several gener-

alized butterfly networks. However, they must have the same set of intersecting nodes B.

Since the network coding gain comes from the intersections of the main routes, i.e., the

shared resource of multiple unicast sessions’ path, it is upper bounded by the cardinality

of the intersecting node set j B j. Thus, the task of finding network coding gain is equiv-
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alent to checking whether the network coding saving can exceed the minimum possible

network coding penalty around the intersections, i.e., the minimum possible number of

nodes in the opportunistic paths which are not used by the existing paths min(j W nR j).
The network coding solution can be easily obtained after finding the generalized

butterfly networks with network coding gain. The network coding operations should be

done at the starting node of the intersections in order to mix the messages, and at the

ending nodes of the opportunistic routes in order to remove the interference.

Our goal is to design a distributed and easy to implement systematic scheme to

crawl all the physical connected links of the network with multiple unicast sessions, using

some probe information to find all the coding opportunities. Moreover, we aim to develop

a powerful system, yet to be practical, without global knowledge of network topology or

overwhelming overhead.

Our distributed four-way handshaking coding opportunity detection algorithm is

completed detailed as follows:

1. Let each source node send a probe packet in order to form the intersections among

the multiple unicast sessions’ paths.

(a) Each probe packet should contain the unicast session’s identification and its

source and destination addresses.

(b) Each intermediate node forwards its received probe packets using its own local

forwarding table and the destination addresses in the received packets.

(c) Each intermediate node only forwards the probe packets that are intended to

it.

(d) When an intermediate node detects a new unicast session traveling through it,

it stores the unicast flow’s identification in its own local buffer.

2. After each destination node receives the probe packet intended to it, it sends a

detection packet back to the corresponding source node to detect the intersections.

(a) Each detection packet should contain the unicast session’s identification and

its source and destination addresses. Moreover, it also contains a designated
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field, called intersection field, to record the intersections involving this unicast

session.

(b) Each detection packet was sent along the reverse direction of the unicast ses-

sion’s original path.

(c) When a detection packet arrives at an intermediate node, the router checks

whether it serves other unicast sessions by examining its local buffer to search

other unicast sessions’ identifications.

i. If the router serves a new unicast session which is not present in the detec-

tion packet’s intersection field, it updates the detection packet by adding

an entry in the intersection field containing this intersecting unicast ses-

sion’s identification, current router’s address and number of intersection

times with this intersecting unicast session (1 in this case).

ii. If the router serves a unicast flow which is not new to the detection packet,

it updates the detection packet by adding current router’s address to the

intersection field and increasing the number of intersection times with this

intersecting unicast session by 1.

3. After each source node receives the detection packet, it knows exactly the intersect-

ing unicast sessions’ identifications, their intersections’ addresses and the number

of intersection times along their paths. If a source node sees there are other in-

tersecting sessions along its paths, it sends an opportunistic packet to form the

opportunistic paths.

(a) Each opportunistic packet should contain the unicast session’s identification,

all the intersecting unicast flows’ identifications and their corresponding inter-

sections’ addresses. Moreover, it also contains a designated field, called path

field, to record the path the opportunistic packet has traveled.

(b) When an intermediate node receives an opportunistic packet, it adds an entry

containing current router’s address and which unicast flows it serves to the

path field, and then forwards it to its next hops.
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(c) Each intermediate node saves a copy of its received opportunistic packets in

its own local buffer.

4. After each destination node receives the opportunistic packets, it sends back a

collection packet to detect the network coding penalty.

(a) Each collect packet should contain the unicast session’s identification, all the

intersecting unicast sessions’ identifications and their intersections’ addresses.

Moreover, it also contains a designated field, called penalty field, to record the

minimum possible network coding penalty and the corresponding opportunistic

paths for each intersecting unicast session.

(b) Each collect packet was sent along the reverse direction of the unicast ses-

sion’s original path.

(c) When an intermediate node receives a collect packet, it checks whether it

serves any intersecting unicast session in the collect packet. If it finds any

such intersecting unicast session, it adds a freeze flag to the collect packet

to indicate that the penalty field information associated with this intersecting

unicast flow is unchangeable anymore.

(d) For the intersecting unicast sessions it does not serve, it checks for each of

these intersecting unicast sessions in the collect packet, whether it has any

path from collect packet’s source or the intersecting unicast session’s source

to itself which does not travel through their intersections along its original path

by examining the saved opportunistic packets in its own buffer.

i. If it can find one or more such paths, it counts how many nodes in each

such path that serve neither the received collect packet’s unicast session

nor the intersecting unicast session.

ii. It compares the smallest number with the number of penalty in the col-

lect packet, and replaces the number of penalty and the corresponding

opportunistic path in the collect packet with this smallest number and its

corresponding path if the smallest number is smaller than the number of
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penalty in the collect packet. If there is no number of penalty and the cor-

responding opportunistic path in the collect packet, it simply adds an entry

with this smallest number and its corresponding path to the penalty field.

5. When the starting node of some intersections receives the collect packets for all of

the intersecting unicast sessions it serves, it calculated the saving of transmissions

by using network coding. If there is any saving of transmissions offered by network

coding, it adds a coding flag to the collect packet to indicate the network coding

decision for this intersecting unicast session.

6. After each source node receives the collect packets, it checks whether there is a

coding flag for each of the intersecting unicast flows. If it finds a coding flag, it sends

a short control information along the opportunistic route for this intersecting unicast

flow to indicate this coding decision.

Network coding solution can be easily obtained in a distributed way by the four-

way handshaking algorithm described above. Network coding operations should be done

at the starting node of the intersections and at the ending nodes of the opportunistic

paths.
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