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Abstract

Translation costs restrict the preparation of medical survey and other
questionnaires for migrant communities in Westcrn Austratia. This restriction is
compounded by a lack of affordable and accurate machine translation mechanisms. This
research investigated and evaluated combined strategies intended to provide an

efficacious and affordable machine translator by:

= using an interlingua or pivot-language that requires less resources for its
construction than contemporary systems and has the additional benefit of

significant error reduction; and

» defining smaller lexical environments to restrict data, thereby reducing the
complexity of translation rules and enhancing correct semantic transfer between

natural languages.

This research focussed on producing a prototype machine translation mechanism
that would accept questionnaire texts as discrete questions and suggested answers from
which a respondent may select. The prototype was designed to accept non-ambiguous
English as the source language, translate it to a pivot-language or interlingua, Esperanto,
and thence to a selected target language, French. Subscquently, a reverse path of
translation from the target language back to the source language enabled validation of

minimal or zero change in both syntax and semantics of the original input.

Jade, an object-oriented (OO} database application, hosting the relationship

between the natural languages and the interlingua, was used to facilitate the accurate




transfer of meaning between the natural languages. Translation, interpretation and
validation of samiple texts was undertaken by linguists qualified in English, French and
Esperanto. Translation output from the prototype model was compared, again with
assistance from linguists, with a ‘control’ model, the SYSTRAN On-Line Translator, a

more traditional transfer translation product.

Successful completion of this research constitutes a step towards an increased
availability of low cost machine translation to assist in the development of reliable and
efficient survey translation systems for use in specific user environments. These
environments include, but are not exclusive to, medical, hospital and Australian

indigenous-contact environments.
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1 INTRODUCTION

1.1 Introduction to the Study

Translation costs restrict the preparation of medical survey questionnaires for
migrant and Abcriginal communities in Western Australia, This is compounded by a lack
of affordable and accurate machine translation (MT) mechanisms. This research
investigated and evaluated combined strategies intended to provide an efficacious and

affordable machine translator to meet these needs by:

= using an interlingua or ‘pivot-language’, which requires less resources for its
construction than contemporary systems, with the additional benefit of significant

error reduction; and

" using a word group-based natural language environment to reduce the complexity
of translation rules and enhance correct transfer of meaning between natural

languages.

This research focussed on producing a prototype machine translation mechanism
that would accept questionnaire texts as discrete questions and suggested answers from
which a respondent may select. The prototype was designed to accept as input non-
ambiguous English as the source language, translate it to an Esperanto-based interlingua
and thence to a selected target language, French. Subsequently, a reverse path of
translation from the target language back to the source language enabled validation of

minimal or zero change in both syntax and semantics of the original input.
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The research was based firmly upon the use of Esperanto as an interlingua.
Esperanto incorporates many desirable features for such use, including a robust, rule-
based syntax and a lexicon designed to remove the grammatical ambiguities common to

natural languages (Momeau, 1992; Schubert, 1988).

Translation of intended meaning requires a highly sophisticated machine
translation system to avoid the likelihood of error. The study examined previous research
into sublanguage methodologies (Amold, Balkan, Meijer, Lee Humphreys, and Sadler,
1994; Henisz-Dostert, Macdonald, and Zarechnak, 1979, pp. 121-122). These studies
described machine translation mechanisms capable of achieving higher translation
accuracy than those obtained from traditional machine translation mechanisms. This
study testad the ability of the sublanguage methodology to facilitate these translation
improvements and to determine whether a significant reduction of the machine translation

engineering structure was achievable.

A small machine translation prototype model was constructed to permit translation
between two natural languages: English and French. Jade, an object-oriented (00)
database application, hosting the relationship between the natural languages and the
interlingua, was used to facilitate the accurate transfer of meaning between the natural
langnages. Translation and interpretation of sample texts was undertaken by linguists
qualified in English, French and Esperanto. Use was made of a traditional machine
translation mechanism, a ‘control model’ based on a worc-for-word translation
methodology, to compare against the performance of the prototype model. Such

comparison would initially determine the level of translation accuracy cbtained from each

13




model. Secondly, the study would analyse and compare the structure of both models to
determine whether the prototype model used significantly less complex engineering to

achieve high accuracy results.

Successful completion of this study realised a step towards an increased
availability of low cost machine translation to assist in the development of reliable and
efficient survey translation systems for use in specific user environments. These
environments include, but are not exclusive to, academic, medical, hospital and Australian

indigenous—contact environments,

1.2 Qutline of the Study

This chapter introduces the topic, presents an overview of the challenges involved
and, then, identifies needs associated with machine translation research. It incorporates a

description of the aims of this study and a synopsis of the remainder of this document.

Chapter 2 presents the background to the study and states the different strategies
that may be used to improve machine translation mechanisms. The significance of the
study is presented and is followed by a description of the challenges normally associated
with the traditional methods of constructing machine translation mechanisms. A lack of
accurate, affordable machine translation applications available to translate between many
languages is identified. The research questions are stated, following which the techniques

used to evaluate the study are described.
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Chapter 3 provides a review of the literature relevant to machine translation
history and its development. The review is used to justify both the approach taken and

the purposes of this study.

Chapter 4 combines those requirements outlined in the introduction with the
principles identified by the literature review to develop the concepts of enhancing
machine translation employed in this study. A description is given of the research design
and methods, together with the specific processes, control and prototype models used to

validate the study.

Chapter 5 describes the findings of the study and presents summaries of the results

obtained to answer the research questions.

Chapter 6 provides a discussion of the findings and presents conclusions for the
study. Additionally, the study’s implications for machine transiation are discussed and

the potential for further investigation and research in the field is identified.

A glossary of terms used in this document is attached as Appendix A for ease of
reference. Appendix B contains a copy of the survey questionnaire on which the
translated texts were based. A user’s guide providing instructions for populating the Jade
databasge application is attached as Appendix C. The remaining appendices contain the
results of the sample texts produced by the conirol and prototype machine translation

models to test the research questions.
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2 THE PROBLEM

2.1 Background to the Study

This study was prompted by a need to provide an affordable machine translation
mechanism, capable of producing reliable, high-accuracy translations. The study will
assist in an existing project requiring such technolegy: a web-based survey for Princess

Margaret Hospital that seeks feedback from the parents of cancer-affected child patients.

Many members of this target group either do not speak English or comprehend it
in a limited way. Whilst it is important to capture their input during the surveys, such
capture by manual translation incurs a high cost in terms of time and expense. Machine
translation applications may cost tens of thousands of dollars and are often beyond the
reach of many potential users (Gross, 1992), rendering them non-viable as an alternative
to manual means. More affordable applications, including Déja Vu, the Windows XP
language translator, and freeware programs available on the Internet, provide inaccurate
high-level translation unsuitable for survey research (Boitet, 1994). Although high
accuracy translation mechanisms exist for languages such as English, French and other
European languages (Boitet, 1994), there is a paucity of reliable systems for other

languages.

A lack of affordable, reliable machine translation applications poses difficultics for
economical translation between natura! languages (Gross, 1992; Kay, 1996).

Furthermore, some applications fail to provide accurate translations without manual
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intervention and/or substantial customisation to meet the user’s specific needs (Gross,

1992; Kay, 1996).

2.2 The High Cost of Machine Translation Research and Development

The shortage of affordable applications may relate to the complexities, such as those
associated with syntax, of developing machine translation programs compared to single-
language applications including electronic dictionaries, spelling and grammar checkers
(Boitet, 1994). Overcoming such complexity results in high development resources for
machine translation applications and consequential high purchase and licence costs.
Despite rapid advances in machine translation development in recent years, most machine
translation systems relate to transferring from one Western language to another. In the
1980s, a limited number of machine translation applications were available to translate
Asian languages (Office of Japan Affairs, 1990, p. 8). According to the Office of Japan
Affairs (1990, p. 8) most Japanesc to English machine translation research is undertaken
in Japan, rather than in the United States or the United Kingdom. The Office of Japan
Affairs believed it was more beneficial to undertaks machine translation rescarch in the
country of the target language but, in the case of Japanese to English machine translation,
this had not occurred because:

Japanese-developed Japanese to English systems are not widely used in the
United States. Lack of compatibility between hardware and software is one of the
impediments . . . The University of Wisconsin’s Biotechnology Center planned to
use a Bravice system on an experimental basis to scan and translate Japanese
databases on biotechnology, bui has been unable to do so because of the high cost

of the necessary hardware. Currently there is no U.S.-developed Japanese to
English machine translation system on the market (Office of Japan Affairs, 1990,

pp- 11-12).
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Machine translation research was costly, with an obvious negative effect on the
development of a wider and more affordable range of applications. Japanese machine
translation rescarchers reported that:

... large Japanese companies working on machine translation do not believe that
this business will yield great profits, at least in the short term. They do, however,
see machine translation as a mechanism for learning more about natural language
processing technology in general, which they judge to be a key technology in the
next century. Despite the interest in machine translation technology, profits in the
United Siates and Europe are very slim, if there are any at all. While therc are
companies developing systems for internal use, the independent developers are ...
few in number (Office of Japan Affairs, 1990, pp. 11-12).

Many developers found that the high cost of research and development made it
impracticable to recover costs by marketing fo smaller consumers. Consequently, major
comimercial machine transtatiop systems have been mainframe-based and traditional
markets have been limited to:

.. . translation bureaus, multinaticnal corporations and intelligence and
information gatherers, particuiarly in government ... Research has followed two
courses: large scale, general purpose, mainframe-based system for use by major
companies and governments and the small-scale MT system for use by srnall to
medium sized companies to translate for specialised applications. A third

development is an intermediary stage between the two systems mentioned above
(Office of Japan Affairs, 1990, p. 13).

Although machine translation strategies and system types were more or less
universal, the approaches used by researchers in the United Statcs and Japan were
fundamentally different: the American approaches were more theoretical, while the
Japanese were more pragmatic and experimental. Of special relevance to this study are
the following comments on producing systems of greater practical application:

Much of the researcher's time is devoted to writing papers and developing new
models of natural language. As a result, critics argue that U.S. researchers
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construct models that are elegant but not amenable to practical use. At the same
time, we should remember that the strides that have been made in basic
computational linguistics, a research approach recommended by the ALPAC
report, make today's machine translation systems possible (National Academy of
Sciences, 1966)

The following section outlines some of the more significant technical and

linguisiic factors that make machine translation development costly.

2.3 Previous Machine Translation Research — Computing and Linguistic
Challenges

Much earlier machinc translation research was abandoned when it became
apparent that computer-aided systems would not support a fully automated universal
translator (Boitet, 1994). In 1959 Bar-Hillel (Bar-Hiliel, 196}, 1964; Henisz-Dostert et
al., 1979) asserted that in principle it was impossible to create Fully Automatic, High
Quality Machine Translation {FAHQMT). Bar-Hillel (1960) provided a stmple example
wherein he maintained it was impossible for machine translation programs to interpret
precise meaning automatically. He concluded that extra linguistic knowledge was
required to determine the intended meaning. Bar-Hillel’s (1960) prediction that
FAHQMT was unattainable has been challenged but not disproven (Macklovitch, 1995).
However, it did stimulate research on “more fundamental issues in the processing and

understanding of human languages” (Amold et al., 1994).

Research in the 1950s and 1960s failed to take into account the semantic as well
as the syntactic structure of texts (Hutchins, 1995; Morneau, 1992, p. 3). Consequently,
emphasis centred on understanding and analysing the linguistic aspects of machine

translation research. Hjelmslev (1943) asserted that natural languages all follow some
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basic structural rules and are “universally divided” into two separate levels, namely,
expressian and content. The differences between the levels in each lanpuage create

significant challenges to translators.

Chultural differences inherent in natural languages, according to Eco (1995, pp. 20-
24}, have becn a recurring impediment to ‘perfect language’ and artificial language (AL}
development, and, thus have challenged machine translation researchers. The processes
of converting idiosyncratic natural language syntax into algorithms, robust enough to
deliver accurate translation, requires considerable skill and knowledge of both linguistics

and systems design {(Henisz-Dostert et al,, 1979, pp. 98-99).

The ability to interpret the correct meaning for a given phrase from the source
language requires a sophisticated machine translation system (Gross, 1992). Translating
such meaning into the correct equivalent phrase in the target language increases the
likelihood of errors occurring that would distort the intended meaning (Henisz-Dostert et
al., 1979, pp. 121-122}. In consequence, machine translation developers have pursued
novel approaches to achieve high-level translation results. Such approaches included pre-
editing and post-editing processes and a stronger focus on linguistic issues (Boitet, 1994),
including more sophisticated machine translation programming rules to interpret syntax

in the various languages modelled.
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2.4 Disadvantages of Contemporary Machine Translation Systems

Contemporary systems have limited efficacy because:

» they use a dictionary customised for cach language pair (Arnold et al., 1994,
Boitet, 1994), and

» they use poorly structured syntax and, consequently, produce erratic,

inconsistent results (Dennett, 1995; Gross, 1992).

2.4.1 Disadvantages of Contemporary Systems Because of Language Pairing

Amold et al. (1994, p. 64) elaborate on how the need for additional dictionary
pairs in contemporary systems restricts the development of additional language modules.

They point to the following disadvantages:

the engine will run in one direction only, for example, from German to

English;

= to go in the other direction the transformer rules have to be rewritten;

s when the transformer rules include bilingual dictionary rules, the engine has
to be supplied with two bilingual dictionaries;

= the use of two bilingual dictionaries is inefficient because of the differences in
their directionality and there is a duplication of lexical data; and

s the engine links a single pair of languages only and when additional languages

are created, the transformer rules have to be rewritten.

Figure 1 shows a contemporary translation system where each language dictionary is

linked directly to every other language dictionary. The number of translation pathways in
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the schema may be represented by the formula n(n-1), where n equals the number of
languages involved. This ‘square law’ means that, for every language added, a machine
translation system must establish dictionary pairs with every other language in the

mechanism,.

[iE;;ELaga B EJ Language
1 2
I"'—-'-r—/

£ -

y__ | (JL__
Language Languaga
3 4

Figure 1 Traditional schemata

2.4.2 Disadvantages of Contemporary Systems Because of Structured Syntax and
Lexical Complexitics

Syntactic analysis of the grammar and construction of phrases and word groups,
handled at a subliminal or instinctive level by human translators, is less challenging than
designing an effective computer program to complete the same processes. Semantic
analysis relating to the intended meaning of a specific word or word group poses further
challenges (Gross, 1992). The translation challenges posed by the lexical, syntactic and
semantic dynamics of natural languages require additional translation rules to ensure

preservation of correct meaning during translation.
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Contemporary machine translation systems use one of two translation systems to
complete the translation of natural languages: transformer translation and language
knowledge (LK) or the transfer methodology (Arnold et al., 1994, pp. 66-67; Morneau,

1992). According to Arnold (1994, p. 66):

= transformer translation relies on knowledge of the source language and some
knowledge about how to transform partly analysed source sentences into strings
that look like target language sentences, while;

s LK architecture translation relies on extensive knowledge of both the source
language and target language and of the relationships between analysed sentences

in both languages.

According to Dennett (1995, p. 13) a disadvantage of transformer architecture is
its inability to identify and translate accurately poorly structured source language
grammar. [t

... will rarely incorporate sufficient enough grammatical knowledge to detect, let
alone reject, poor source language grammar, and hence will immediately stumble
on poorly written source language iexts. Poor guality of the source text is a
significant problem for human translators, it being very difficult to express in
perfect language a concept from the source text which cannot be understood
because it is so poorly expressed.

Dennett (1995, p. 15) is also critical of the translation abilities of LK systems

claiming that the methodolngy produces inaccurate translations in the target language:

Their ability, however, te produce a structure in the target L.nguage which is
grammatically correct whilst bzing a completely incorrect translation of the
original still leaves their output some way short of the results a human translator
may be expected to achieve.
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Because of the poor quality results produced by transformer and LK
methodologies, more recent research has attempted to improve the quality of machine
translation methodologies. Possible solutions to these problems are discussed in the

following section,

2.5 Possible Solutions to the Problem

The literature review in Chapter 3 outlines the history, linguistic and technical
challenges in machine translation re¢search that are relevant to this study. It specifically
describes these research challenges and different research methods tested to try to
overcome them. This study will describe the construction of a model, using the following
two strategies, which merit further gvaluation as viable solutions to the linguistic and
technical challenges inherent in contemporary machine translation design. These two

strategies are based on:

s an interlingua to reduce issues with language pairs and enhance syntax and

semantic translations; and

= asublanguage methodology incorporating a word group strategy to enhance these

translations.,

2.5.1 Use of an Interlingua System to Enhance Translations

In the 1950s some machine translation developers recognised that some form of
intermediary or interlingua system was required to enforce lexical, syntactic and semantic
consistency between the source language and target language (Arnold et al., 1994; Kay,
1996, pp. 64-66). An interlingua may overcome some of the shortcomings peculiar to

contemporary automated translation mechanisms (Hutchins, 1995; Leavitt et al. 1994;
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Schubert, 1998). The following two sections describe briefly how an interlingua system

compares with contemporary systems,

2.5.1.1 Use of an Interlingua to Reduce Issues with Language Pairs

Amold et al. (1994, p. 76) compared the structure of contemporary systems with
an interlingua system and noted the need for extra dictionary pairs in contemporary
systems requiring additional resources to create and maintain them. This contrasted

sharply with their observations of the interlingua methodology which:

= made it possible to add a new language to a system simply by adding analysis and

synthesis components;

» avoided the need to include analysis, synthesis and transfer components in all the

other languages involved in the system; and

* only required one transfer for each language pair, thus reducing the number of

dictionary pairs.

Figure 2 shows how the number of dictionary pairs shown in Figure 1 is reduced

to four by the use of an interlingua.
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Language Language

Figure 2 Translation paths via an interlingua

Boardman (1999) concluded that a carefully designed interlingua was more easily
constructed than equivalent natural language by reducing the amount of analysis required

to translate documents in several languages:

By authering directly in the language-neutral form, expensive analysis processing
of natural language source text may be avoided. The synthesis component may
still be relatively complicated. Due to the abstract nature of these representations,
effective authoring support must be provided. Study into this includes the
WYSIWYM technique (Power & Scott 1998). The main cost saving is that the
organisation will only need to author one version of each document, as opposed
to effectively many parallel authorings when the translation is carried out
manually. This efficiency savings [sic] should also lead to a rediiction in the
number of synchronisation, linguistic and distributicnal problems introduced into
the workflow (Boardman, 1999).

Leavitt et al. (1994, p. 2} identified the basic linguistic and technical challenges for
machine translation design and observed that an interlingua offered significant advantages
to translators involved in constructing machine translation databases. Leavitt et al. (1994,
p. 2) compared the advantages of an interlingua-based machine translator with

contemporary models and highlighted the following points:
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* contemporary models require different knowledge sources for the various
languages to be developed by separate language experts;
= such domain knowledge has to be zncoded into the domain model by an
expert in the domain-
= this encoding requires modular architecture that:
- separates knowledge sources from processing engines;
- shields different languages fromeach other to avoid language-pair-
specific development; |
- provides medule interfaces for language experts who are not
necessarily skilled programmers; and
* the solution is to divide the problem into source language analysis and target
language generation with an interlingua as an interface between two

components.

The following section outlines the selection and justification for the interlingua

medium that was chosen to evaluate the prototype model.

2.5.1.2 Choice of Interlingua

For an interlingua to fulfil its role as an accurate translation template it must
express ideas in a way similar to the major natural languages with which it must interface.
Most importantly, it must be capable of expressing meaning in a precise and
unambiguous manner (Sabaris et al. 2001). Morneau (1992, pp. 24-26), a proponent of
interlingua machine translation systems, analysed a number of natural languages seeking,

without success, one with precise lexical and syntactic form suitable for use as an
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interlingua. In his experitents to create an interlingua Morneau (1992, pp. 24-26)
attempted to create a syntax within the English language based on a morpheme structure.
However, to create a new interlingua would be laborious and an unnecessary venture, as
Esperanto, according to Sabaris et al. (2001), is:

.... seen as a living example of an artificial language that works efficiently in

practice. We have chosen Esperanto among the several existent artificial

languages as it is the most developed of them all, It has complete dictionaries and

grammars, and has been used as a second langnage by a community of hundreds

of thousands of speakers around the world for more than a century.

In 1999, the Universal Translation Language (UTL) machine translation project
proposed a new approach to multilingualisation, based on the usage of an artificial
unambiguous human language or interlingua (Sabaris et al,, 2001). According to
Sabaris et al. (2001), the UTL project was based on Esperanto as:

Many of the characteristics necessary for a translational language like UTL are

already present in Esperanto, though a few new features have been incorporated
into the language in order to optimize its unambiguity and semantical capabilities,

In the 1980s Esperanto was used as an interlingua to reduce language pairs and
reduce linguistic and technical challenges during the Distributed Language Technology
(DLT) project at the Buro voor Systeemontwikkeling (Schubert, 1988; Witkan, 1988) in
the Netherlands. Although there is a paucity of data to support the results of the research,
those involved advocated the efficacy of Esperanto as an interlingua and as a contributor
to the technical achievements of the project (Schubert, 1988). Consequently, Esperanto
was selected for the interlingva to be implemented in this study. It was used as the first

strategy to build a prototype model to evaluate the research question posed by the study.
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The second strategy used to improve translation accuracy was the adaptation and
use of a sublanguage methodology to reduce lexical and syntactical complexities. The
next section describes that strategy and justifies its inclusion as part of the prototype

model.

2.5.2 Using a Sublanguage Methodology to Preserve Correct Meaning in
- Translations and Reduce Significantly Linguistic and Technical Probiems

The use of precise, defined natural language environments in machine translation
systems has been positively demonstrated with high-accuracy translation results (Arnold
etal, 1994, pp. 150-151; Boardman, 1999; Mitamura ¢t al. 1991). Previous attempts to
“define controlled input languages” (Mitamura et al. 1991, p. 2) have tried to redune
complexity either by limiting the vocabulary to a very small size or by limiting syntax to
just a few constructions. Boardman (1999) reported that “the use of sublanguages enables
restrictions to be placed on the range of text for translation and thus enhance the machine
translation output quality achieved, without any significant increase in processing

demand.” He also advocated the efficacy of sublanguages as:

... in many types of domain-specific specialised knowledge there will be an
associated sublanguage (for example: weather forecasts, software manuals,
chemical terminology, stock market reports etc.). There are many examples of
sublanguage definitions in various specialist domains, for example aircraft
maintenance ... The restrictions in syntax complexity and size of vocabulary
offer many benefits towards MT system design, including simpler analysis and
synthesis modules, a smaller lexicon, an increase in tractability and the avoidance
of difficult constructs such as idioms. Simplified semantic and temporal
dimensions can also be used. In general, system complexity is reduced.

However, Boardman also cautioned that there is a disadvantage with sublanguage

systems, which:
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... should be seen as a trade-off with the ability of the system to act in a general-
purpose way and handle novel constructs. It may also be difficult to reuse
components within other sublanguage applications.

A methodology based on the combined use of an interlingua and a sublanguage
offers an alternative strategy for enhancing translation accuracy by reducing the
complexities in linguistic and technical machine translation design. The viability of this
strategy was investigated by Mitamura et al. (1991, pp. 1-2) at the Center for Machine
Translation at Carnegie Mellon University in 1991. They concluded that a sublanguage
methodology differed significantly from contemporary, syntactic and lexical-based
methodologies. A sublanguage methodology places less relianice on analysing the syntax
of a sample of text based on the relationship between each word in the text. Mitamura et
al. (1991, pp. 1-2) and Zens (2002, pp. 1-3) concluded that the sublanguage methodology
takes groups of words and defines the equivalent meaning of the entirg text in the
interlingua as a word group or ‘cluster’. They observed that, compared to contemporary
systems, this methodology preserved a significantly higher level of semantic meaning and

enhanced the lexical and syntactical aitribuies of the translated word groups.

Chapter 3 describes in detail tie background and different methods of using the

sublanguage methodology. The following section identifies the best solutions considered

to complete this study.
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2.6 Identification of Best Solutions

Section 2.4 identified two issues that challenge the design of contemporary

machine translation systems:

1. the use of dictionaries customised for each language pair (Amold et al,,
1994; Boitet, 1994), making inefficient use of technical and linguistic

resources; and

2. the use of translation methodologies incorporating complex linguistic and
technical structures, producing poor syntax and, consequently, creating

erratic, inconsistent results {(Dennett, 1995; Gross, 1992).

This study aims to evaluate strategies that would counter factors 1 and 2 above. It

aims to counter factor 1 by:

= using an established, strictly rule-based interlingua as a means of translation,
rather than creating a language paired translation mechanism. The use of
language pairs necessitates the production of nfn-1) (where ‘n” is the number of
selected languages) mechanisms to achieve translation (Kay, 1996), whereas an
interlingua requires only 2n translation mechanisms to achieve the same results

(Arnold et al., 1994, pp. 74-75).

It aims {o counter factor 2 by:

= using an interlingua, to enhance syntax and semantic translations, combined with a

sublanguage methodology to enhance translation through a precise langnage
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environment to reduce syntactical, lexical and semantic translation problems

inherent in traditional machine translation methodologies.

2.7 Significance of the Study

Published research results, as identified below, suggest that:

» an interlingua model requires less resources for its construction than
contemporary systems (Kay, 1996) and has the additional benefit of
significant error reduction in preserving semantic meaning of the original

text (Arnold etal, 1994; Schubert, 1988, 1997, 1998; Witkan, 1988); and

* asnblanguage methodology enhances semantic translation and requires less
linguistic and technical resources (Henisz-Dostert et al., 1979, pp. 15-16;

Kamphuis, 1998, p. 206).

The potential benefits of these two strategies appear to be the ability to produce

high-level translation and simplicity in model design and construction. The study

investigated the potential to harness these two strategies into a prototype mechanism that

translated targeted phrase styles, e.g., those found in well-designed surveys. Likely

benefits would be a simplified machine translation mechanism capable of producing high

quality survey translations, initially for the academic community. A successful prototype

model, incorporating less complex and, thereby, less costly construction and translation

costs, may have commercial applications and may attract continued funding from survey

vendors.
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2.8 Purposes of the Study

The purposes of this study are:

1. to investigate the feasibility of constructing a prototype machine translation
mechanism using an interlingua to generate high-level translation output by:
» using Esperanto as the interlingua; and

v incorporating a sublanguage methodology.

2. to construct a prototype model, incorporating the above two strategies and
compare its structural attributes with those of a contemporary model to
determine whether a significant reduction of development resources and

costs could be achieved.

The anticipated outcome of the project will be a pilot implementation of an
interlingua machine translation mechanism incorporating a sublanguage based on a
strictly defined natural language lexicon. Evaluation of the output translations will
determine the level of translation accuracy, including semantic accuracy. The project vrill
also examine the efficacy and flexibility of the lexicon and syntax structures contained in
the sublanguage modules. Analysis of the lexicon and syntax structure will assist in the
design of improved translation rules for future models. In addition, these evaluations will
determine whether a reliable and inexpensive mechanism may be created for survey

design,
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2.9 Research Question

This research was designed to examine the over-arching question:

May an Esperanto-based interlingua machine translation mechanism, using a
sublanguage methodology, achieve high-accuracy translations between two
natural languages and reduce the complexity of the technical construction?

2.10 The Major Components of the Research Question

The major components of the overall question are:

Sub-question 1:

May Esperanto as an interlingua preserve a high standard of meaning when
translating text between two natural languages?

Sub-question 2:

May a sublanguage methodology preserve a high standard of meaning when
translating between two natural languages?

Sub-question 3:

May a sublanguage methodology reduce the complexity of technical resources
needed to translate text between two natural languages?

Sub-question 4.

May a combined interlingua and sublanguage methodology mechanism
simplify the construction of language dictionaries for non-technical
translators?




2.11 Evaluation of Results

Professional translatcrs were used in this study to translate the words and syntax
used to construct the English, French and interlingua language dictionaries for the
prototype model. The translators also evaluated the accuracy of the sample output texts
used in the control model based on the transfer methodology, an alternaiive contemporary
design, with the output sample texts from the prototype model. These methods were used
to facilitate comparison of the two sets of sample text results and to enable evaluation of

the levels of translation accuracy.

An estimate of the resources required to construct contemporary machine
translation systems was compared to the resources required in constructing the prototype
model. Evaluation of the difficulty of constructing the language dictionaries in the
prototype model was undertaken and compared to contemporary models. There is, as yet,
no generally accepted method of evaluating the accuracy of human or machine
translations (Zens et al. 2002 , p. 11). LEvaluations are normally based more on intuition

than systematic research:

Overall assessments of machine translation are less useful than evaluations of
specific systems because the evaluation depends very much on the needs of a
specific user, Japanese developers note that in some cases a reasonably accurate
or even a rough translation may be appropriate, while in other cases where high
levels of accuracy are essential, machine teanslation is unacceptable . . . While no
commercially available system can do it, some Japanese to English systems now
in use by researchers in Japan reportedly can identify inaccurate text. Leaders in
Japanese io English machine translation research, however, note that no accurate
data are available to judge particular systems and that the assessments of accuracy
and intelligibility are not based on rigorous testing. Nor are there unambiguous
cost evaluations of machine translation systems, although developers contend that
the time taken and cost are generally less than with pure human translation
(Office of Japan Affairs, 1990, pp. 11-12, 26).
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According to the Office of Japan Affairs (1990, p. 25) such evaluations currently
depend on subjective judgments as to what constitutes acceptable levels of cost and
accuracy. The institution also observes that “what may be unacceptable text to one user

may be usable to another.” Hutchins (1995, p. 9) expresses a similar view:

... MT research continues to attract the perfectionists. It has been regarded as a
field in which new linguistic formalisms or new computational techniques can be
tried out; MT has been seen as a testbed for theories. The reason is obvious: the
quality of MT and translation can be judged by non-experts, at least in a
superficial manner - reliable and systematic evaluation is quite another matter.

Arnold et al. (1994, p. 162) found that merely observing the intelligibility of
translated text only provides a partial evaluation of the translation quality. They consider
it essential that the translated text must be intelligible, but must also ensure that the
meaning of the source language text is preserved in the target language translation. They
refer to this essential attribute as accuracy or fidelity. In combination with an
intelligibility rating, it may be used to evaluate machine transiation performance.
Arnold’s translation accuracy scoring scheme requires the scorers to be able to refer to the
source language text (or a high quality translation of it if they cannot speak the source

language) to compare the meaning of input and output sentences.

The form of evaluation considered by Arnold et al. (1994, p. 163) acknowledges
that high accuracy scores are much less interesting than intelligibility scores. This is
because accuracy scores are often closely related to the intelligibility scores; high
intelligibility normally means high accuracy. They advocate dispensing with accuracy
scoring altogether and simply counting cases where the output appears erroneous,

concluding that devising and assigning quality scores for machine translation output is not
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a straightforward strategy. They also found that interpreting the resultant scores is also

problematic, observing:

it is virtually impossible even for the evaluator - to decide what a set of
intelligibility and accuracy scores for a single MT system might mean in terms of
cost-effectiveness as a ‘gisting” device or as a factor in producing high quality
translation {(Amold et al., 1994, p. 163).

Another machine translation cvaluation methodology proposed by Arnold et al.
(1994, pp. 164-165) is one of focusing on the errors made by the machine translation
mechanism, This technique determines how seriously errors affect the translation output
and involves counting and prioritising errors in terms of the significance of translation
accuracy. A weighting factor is added to the level of error significance and an aggregate
of errors will provide an accuracy rating for sample translations. Arnold et al. (1994, p.
166) observe that, whilst this method gives more direct information on the usefulness of a
machine translation system, there are immediate problems with using detailed error

analysis:

The first is practical: it will usually require considerable time and effort to train
scorers to identify instances of particular errors and they will also need to spend
more time analysing each output sentence. Second, is there any good basis for
choosing a particular weighting scheme? Not obviously. The weighting is in
some cases related to the consequences an error has for post-editing: how much
time it will take to correct that particular mistake. In some other cases it merely
reflects how badly an error affects the intelligibility of the sentence.
Consequently, the result will either indicate the size of the post-editing task or the
intelligibility of the text, with its refative usefulness. In both cases devising a
weighting scheme will be a difficult task. There is, however, a third problem and
perhaps this is the most serious one: for some MT systems, many output
sentences are so corrupted with respect to natural language correlates that detailed
analysis of errors is not meaningful. Error types are not independent of each
other: failure to supply any number inflection for a main verb will often mean that
the subject and verb do not agree in number as required. It will be difficult to
specify where one error starts and another ends and thus there is the risk of
ending up with a general error scale of the form one, two, ... lots. The
assignment of a weighting to such complex errors is thus a tricky business.
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Chapter 4 outlines the methodology used to evaluate the results obtained to
answer these sub-questions. It also describes evaluation techniques used to
compare the comhined Esperanto interlingua and sublanguage model with a
contemporary translation model. The contemporary model, based on the transfer
methodology, is a word-for-word translation system incorporating complex lexical
and syntax rules to facilitate machine translation. Chapter 5 shows the results of
the translated sample texts and construction of both models and discusses the

outcomes and significance of the research.
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3 AREVIEW OF THE LITERATURE

3.1 Introduction

This chapter covers the history of machine translation research and describes
milestones from the 1950s to the present. It outlines the different types of machine
translation systems and recent research related to this study in the areas of interlingua,
word group translators and sublanguages. It also considers the use of Esperanto as an

interlingua.

3.2 General Literature

3.2.1 Early Resecarch

During 1947 and 1948, researchers tested and developed detailed dictionary
coding, thus facilitating greater efficiency in the use of the limited computer memory of
the time (Henisz-Dostert et al.,, 1979, p. 9). In 1948, Weaver (1955, pp. 15 - 23) wrote of
the possibility of extending the use of computers in machine translation research by
studying the “decomposable elements™ in the translation process (Henisz-Dostert et al.,
1979, p. 6). Weaver (1955, pp. 15 - 23) challenged potential developers to determine if
natural languages might be broken down and then reconstructed as another language
through the medium of computers. He believed that machine translation was possible,

especially after its use during the second World War in the field of cryptology.
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In 1950, Reifler (Henisz-Dostert et al., 1979, p. 13) produced a study of the two
machine translation concepts of pre-editing and post-editing text. Until 1950, there had
been a general assumption that machine translation would be fully automated, requiring
no human editing of the text other than the source language. Reifler’s reasoning had
fundamental consequences for machine translation research, culminating in the 1955 joint
experiment by Georgetown University and IBM which firmly established the feasibility of

machine translation (Henisz-Dostert et al., 1979, pp. 13, 23-25).

The decade from 1950 was a productive one for machine translation, producing
prototype models and some thought-provoking esearch conclusions. According to Boitet
(1994) and Henisz-Dostert et al. (1979, pp. 15-16, 18, 27, 29) and others, the following

issues were under active investigation during the period:

» research centring on linguistic factors rather than on improving technical
capabilities of computers. Slow computer processors, low data storage capabilities

and primitive operating systems all caused difficulties;

= designing pre-editing and post-editing synonym tables to define correct

meaning during translations (Kay, 1996);

* eliminating pre-editing by listing all target equivalents in the target text,

while preserving the original word order;

» improving the design of automatic storing and retrieving full and split forms

of text offering more streamlined machine transiation design;
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3.2.2

investigating problems associated with word selection and rearrangement in
automatic solutions because the ratio of three or more possible equivalents in

a target language was technically problematic;

testing and championing various methodologies: including syntactic analysis,
code-matching and verification that the word-for-word machine translation

method was more effective than the sentence-for-sentence method; and

hypothesising that the core machine translation problem is a matter of
decision, involving the precise interpretation of text and then using an
appropriate algorithm, capable of recognising decision points and cues, to

ensure accurate conversion of the output in the target language.

Challenges to Achieving Fully Automatic High Quality Machine Translation
(FAHQMT) Mechanisms

In 1959 Bar-Hillel (Bar-Hillel, 1960; Henisz-Dostert etal, 1979) suggested the

improbability of creating FAHQMT. Bar-Hillel provided a stmple example whereby he

maintained it was impossible for machine translatton to interpret precise meaning

aatomatically. The quandary in his example related to finding the correct translation for

the noun ‘pen’ in the following sentence:

“Little John was looking for his toy box. Finally he found it. The box was in the
pen. John was happy” (Arnold et al., 1994).

What concerned Bar-Hillel was the capability of machine translation to identify

correctly the exact meaning of ‘pen’ that, from the context, is clearly a playpen rather than

a writing instruinent, a female swan or a general enclosure. To identify the correct ‘pen’
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implied the requirement to have encyélopaedic world knowledge. He doubted that

computers could incorporate sufficient knowledge to achieve such identification.

Bar-Hillel asserted that extra linguistic knowledge was necessary if any degree of
certainty was possible in the determination of the intended meaning. Bar-Hillel persuaded
contemporary researchers to believe that, whilst humans may access and process vast
amounts of knowledge instantaneously due to their ability to infer meaning, it was highly
unlikely that machine translation would ever achieve such spontaneous results (Bar—Hillé_l,

1960; Macklovitch, 1995).

3.2.3 Machine Translation Research in the 1960s

Bar-Hillel’s arguments had a profound impact ¢n research initiatives. Indeed
some machine translation historians (Kay, 1996) describe the 1960s as a decade of
inactivity, in which machine translation was effectively the preserve of the Mormon
Church which had an interest in Bible translation. However, research at the Brigham
Young University in Utah eventually led to the development of two commercial machine
translation systems, WEIDNER and ALPS (Kay, 1996). Similar prototype systems,
developed in Canada, the former Soviet Union, Japan and several European countries,
showed potential to advance machine translation development (Arnold et al., 1994, p. 14;

Kay, 1996).

Despite differences of opinion about fully automatic versus human-editing

systems, machine translation research in the 1960s continued to develop important
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research outcomes. In 1960, various attempts were made to identify similarities in the
work of American and European machine translation pioneers (Henisz-Dostert et al.,
1979, p. 32). Researchers from various countries had achieved mixed success, including

the following:

« [n 1961, the first international conference on machine translation was held in the
United Kingdom. Research into Chinese to English translation was undertaken
and similar comparative work undertaken with other languages (Henisz-Dostert et

al., 1979, p. 32);

® A comparative study of Slavic languages was undertaken to develop a
system of transcription compatible with the orthographies of the language

group (Henisz-Dostert et al., 1979, p. 32);

« The Simulated Linguistics Computer {(SLC), a prototype machine translator,
was generalised for adaptation to any machine translation situation (Henisz-

Dostert et al., 1979, p. 32); and

= A Georgetown University research team published a telegraphic-code
Chinese-English dictionary for machine translation for a pilot translation

project using the two languages (Henisz-Dostert et al., 1979, p. 32).

Bar-Hillel's assertion that FAHQMT was unattainable, while challenged, had not
been disproven (Macklovitch, 1995). Moreover, it had the effect of focussing research on
more fundamental issues in the processing and understanding of human languages

(Amold et al., 1994). One avenue of investigation accepted that FAHQMT was beyond
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the reach of the early researchers, but proposed that systems using some human input or

editing did offer viable semi-automatic machine translation systems,

This essential human input led to two areas of research with ill-defined
boundaries: Machine-Aided Human Translation (MAHT) and Human-Aided Machine
Translation (HAMT). The boundaries between MAHT and HAMT are uncertain and the
term Computer-Aided (or Computer-Assisted) Translation (CAT) may sometimes cover
both. However, the central core of machine translation itself is the automation of the fuil

translation process (Arnold et al., 1994).

Since the 1950s, the United States has operated a number of automatic translation
facilities but it is generally accepted by researchers such as Boitet (1994) that the results
have been mediocre. Subsequently, the National Academy of Sciences’ National
Research Council established the Automatic Language Processing Advisory Committee
(ALPAC). ALPAC was intended to carry out a two-year study into machine translation
(Automatic Language Processing Advisory Committee, 1966). The committee’s research
conclusions supported Bar-Hillel’s earlier prediction that there was little prospect of fully-
automated machine translation and that human translation and editing would remain an

essential component (Garvin, 1972).

Garvin’s (1972, p. 11) research into FAHQMT identified two extreme views of
the core issues. On the one hand, he believed that the ALPAC assertion relied on an
assumption that, with sufficient computer memory, machine translation was possible

without resorting to a complex algorithm. On the other hand, he described a
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“perfectionist” approach, which insists that without a complete theoretical knowledge of
the source language and target language and a thorough understanding of translation, plus

an ability to model these mathematically, the task could not be undertaken.

According to Garvin (1972, pp. 10-11), the program would require either a large
dictionary containing words and phrases or an equally large table of grammar rules. He
believed that ALPAC experiments, which used both options, produced limited translation
accuracy because “both systems are fundamentally unimprovable, since they allow only
inechanical extensions of tables which create as many or more errors as they rectify.”
Consequently, ALPAC conceded that FAHQMT was not achievable. Garvin was also
concerned that an over emphasis on theoretical language studies had led research into a
blind alley. Garvin (1972, p. 11) proposed an engineering solution, thus avoiding the

pitfalls of these two extremes.

3.2.4 Miachine Translation Research in the 1970s

By the mid-1970s, Bar-Hillel had moderated his views on FAHQMT, which some
researchers felt signalled a return to a more pragmatic approach to machine translation
research (Henisz-Dostert et al., 1979, pp. 34-36). At the beginning of the 1970s, no
operational possibilities for machine translation were apparent, but Bar-Hillel’s change of
heart, his acceptance of some human editing, coupled with improved computing
technology and an eventual change from the preoccupation with FAHQMT, opened up

new avenues of rescarch (Henisz-Dostert et al., 1979, p. 37).
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Consequently, a number of the components Bar-Hillel believed necessary for
effective machine translation to work were achieved (Henisz-Dostert et al., 1979, pp. 37-
38). The ability to input data through speedier, more advanced means, and the availability
of large dictionaries with automated algorithmic routines, helped greatly to advance
machine translation development. However, semantic coding and programming either
was absent or poorly developed, thereby posing a serious impediment to accurate and
effective translation. A small amount of funding was allocated to “more fundamental
research on Computational Linguistics, and Artificial Intelligence, and some of this work

took machine translation as a long term objective ...” (Arnold et al,, 1994, p. 14).

By the end of the 1970s, machine translation research had experienced a
‘renaissance’ (Arnold et al,, 1994, p. 14) because of several notable developments. The
first was the purchase by the Commission of the European Commnities (CEC) of the
English-French version of the SYSTRAN system. Simultaneously, the CEC
commissioned work on other dual language translation versions of the system and set up

the EUROTA natural language processing project (Armold et al., 1994, p. 14),

3.2.5 Machine Translation Research in the 1980s

Between 1950 and 1979, much of the machine translation architecture was direct
or transformer architecture (Arnold et al., 1994). Machine translation research in the
1980s concentrated on different methodologies to improve translation accuracy and
reduce technical complexities that had frustrated earlier research (Kay, 1996). Notably

this rescarch included the transfer and interlingual methodologies. The transformer and
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transfer methodologies are outlined in the following sections. The interlingua
methodology, designed to convert the source language into an interlingna and, thence, into
the target language, currently a theoretical concept and the subject of this research study,

is described in more detail later in this chapter.

3.2.5.1 Transformer or Direct Machine Translation Methodology

The transformer or direct translation method deals only with single language pairs
and translates words directly from one language to another (Office ¢f Japan Affairs, 1990,
p- 21). Used for most of the earlier systems, it involved very little or no linguistic analysis
and produced inaccurate translations. Although not designed to handle translations of
complete documents, it has been used for machine translation of large databases, tables of
contents and titles of technical publications (Office of Japan Affairs, 1990, p. 21).
Transformer methodologies transform texts in the source language into target language
texts by using parsing rules that replace source language words with the equivalent target
language words from a bilingual dictionary, and then re-arrange the word order to comply

with the farget language syntax (Arnold et al,, 1994, pp. 59, 69-70).

According to Arnold et al. (1994, pp. 59, 69-70), the first stage of processing involves
the parser, which completes preliminary analysis of the source language sentence. Arnold
et al. (1994, pp. 59, 69-70) describe a process which is passed to a package of rules
which in turn transforms the sentence into information provided by the parsing process.
The transformation rules include bilingual dictionary rules and various rules to re-order
words and, according to Arnold et al. (1994, pp. 59, 69-70):

Most of the engine’s translational competence lies in the rules which transform
bits of input sentence into bits of output sentence, including the bilingual
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dictionary rules. In a sense a transformer system has some knowledge of the
comparative grammar of the two languages - of what makes the one structurally
different from the other.

The following diagram, afier Arnold etal (1994, p 79), highlighis the processes

involved in translating sentences using transformer methodology:

ENGLISH ENGLISH PARSER
LANGUAGE Uses dictionary and
DICTIONARY :>
small grammar to

produce an English
structure

U

ENGLISHTO
FRENCH
TRANSFORMER

English to French
transformation rules
successively transform

the English structure FRENCH
into a French structure ——N LANGUAGE
DICTIONARY

Figure 3 Sample transformer architecture

Transformer architecture proved to have drawbacks as it usually does not contain
large grammar dictionaries (Gross, 1992}. Moreover, it requires the input sentences to be
simple in context and usually requires some modification by pre-editing processes to

facilitate the translation processes (Arnold et al., 1994, p. 64).
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3.2.5.2 The Transfer or Linguistic Knowledge Methodology

The transfer system is the most widely used machine translation strategy. It
analyses the source language and then converts it into representations or a metalanguage |
capable of transposition into sentence structures through semantic analysis (Office of
Japan Affairs, 1990, p. 21). The source language representations are then converted to
the target language transfer representations. The final process synthesises the transfer
language representations into target language text. This strategy works best when the
language pairs are closely related. In transformer methodologies, the translation process
relies on some knowledge of the source language and some knowledge on transforming
partly analysed source sentences into strings that look like target language sentences

(Arnold et al., 1994, p. 66).

By comparisqn, Arnold et al. (1994, p. 66) assert that the transfer methodology
relies on extensive knowledge of both the source language and target language and of the
relationships between analysed sentences in both languages. The transfer methodology
accords the target language the same status as the source language, requiring a substantial
grammar from both the source language and target language. These grammars are
converted into a metalanguage representing their syntactical structure. They are then
analysed by parsing programmes to determine the syntax structure of the source language.
The process is completed by manipulation of the parsed data by language generators to
produce output texts in the target langnage (Arnold et al., 1994, p. 66). These processes

arec summarized in the following diagram, after Arnold et al. (1994, p. 66):
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Bilingual Rules Relate
Source Siructures to

Target Structures
ANALYSIS SYNTHESIS
source language target language
grammars parse grammars
and analyse the generate target
input to produce a language output
source language from the target
interface structure language interface
chrwture
SOURCE TARGET
LANGUAGE LANGUAGE

Figure 4 Basic struciure of machine translation transfer architecture

The transfer methodology dominated machine translation research in the 1980s,
taking a lead over transformer architecture and placing more reliance on linguistics
(Gross, 1992). Specifically it required a more detailed understanding of both the source
language and the target language (Gross, 1992). Arnold et al. (1994, pp. 66-69) point out
that the translation from: the source language to the target language is intended, but in
practice most programs have problems ensuring that the lexical ruies work in both
directions. Human intervention is required to correct linguistic ambiguities detected by
the machine translation mechanism and to confirm the correct version of the text
according to the user’s perceptions. This editing process, a key feature of machine

translation, is described below.
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3.2.5.3 Pre-editing and Post-editing Methodologies

Using direct or tranrfer translation methodologies, there are two possible ways in
which human intervention may occur: pre-editing and post-editing. Pre-editing, in turn,
may involve two kinds of operations. According to the Office of Japan Affairs (1990, pp.
11-12, 22), in one operation, texts are revised to eliminate structural or lexical ambiguities
before being translated by a machine translator and, in a second operation, pre-editing of
input text is produced for the machine translator. According to the Office of Japan Affairs
(1990, pp. 11-12, 22), of the three editing options, post-editing is costly but is the most

widely used option in terms of human input:

Usually a professional translator, the post-editor corrects the machine's output.
This is more efficient when done directly on the screen using appropriate word
processing software. If the post-editor writes the corrections on Pﬂarcl copy and
they are then entered into the computer, the process is much slower. Some
estimate that an experienced post-editor can produce 4,000 to 8,000 words a day
and in some cases as many as 10,000,

Since human intervention is costly, the goal of some developmental efforts is fully
automatic operation of a machine translation system. When the application
involves merely gleaning the "gist” of the text, some of the large, general-purpose
systems are uscd on a fully automatic basis. If a more careful translation 15
needed, output can be post-edited. Such systems include general-purpose
systems that are able to handle a2 wide variety of source texts and special purpose
systems designed to translate a special type of source text such as weather reports
or abstracts of technical articles 1n particular fields (Office of Japan Affairs, 1990,
pp. 11-12,22-23).

3.2.6 Research from the 1990s to the Present

In more recent years, considerable discussion has concentrated on attempts to
overcome the research problems inherent in machine translation design. Some
researchers have concluded that the deepest level of sentence decomposition is not always

desirable. A flexible system would deal with complex language structures more
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effectively than through a more traditional word-by-word translation process (Amold et
al,, 1994, p. 175). Research into sublanguage methodologies started in the 1980s and

continued through to the present day, as did a study of “integration’ as a methodology to:

... combine MT with other Natural Language processing technologies, or to the
{non-trivial) problems of integration of MT into general document processing that
arise as one tries to make a practically and commercially usable system out of a
research prototype MT system {Arnold et al., 1994, p. 173).

Translation applications, such as TransCheck, which permits translation
verification much in the same way as word-processing spelling and grammar checking
tools operate, became more available in the 1990s. While research into the development
of more advanced models realised notable success in the case of TransCheck, results feil
short of creating fully automated machine translation systems (Macklovitch, 1995, p. 10).
Further efforts at overcoming pre-editing and post-editing issues were attempts to produce
machine translation applications with the ability to reason or analyse some of the key
component in a language sample. Arnold et al. (1994, pp. 180-182) described the
development of the domain model, or knowledge-based machine translation, which was
being undertaken at various centres in the USA. Ongoing experiments attempted to deal
with issues such as metaphors, idioms and in-depth text analysis, in the hope of achieving
high quality outcomes (Arnold et al., 1994, pp. 180-182; Momeau, 1992),

Long-standing enginecring challenges included the need for a sophisticated
understanding of linguistics and the development of robust grammatical and lexical
resources, thereby overcoming the difficulty of manipulating and managing these
resources to produce high quality resuits (Arnold et al., 1994, p. 182). In attempts to

overcome these hurdles, which required huge resources and funding, some researchers
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looked at alternative approaches. One of the more notable approaches was research into

statistical methodologies (Amold et al., 1994, p. 191).

In the 1990s, IBM examined the feasibility of a statistical or empirical approach to
language processing, based on the probability of translating the correct word or phrase
(Arnold et al., 1994, p. 191). The statistical approach paralleled technology used in
speech recognition applications that use a “fuzzy logic’ to find the appropriate word
(Amold et al., 1994, p. 191). Some of the more promising commercial machine
translation applications that became available during the 1990s included translation
sofiware developed by IBM, pre-editing software developed by a subsidiary of Xerox,
updated versions of SYSTRAN’s original machine translation software used by the US
Department of Defense and Softissimo which operates on IBM and Macintosh platforms
(Arnold et al., 1994, p. 191). By the end of the twentieth century, machine translation still
appeared to fall short of the earlier predictions (Garvin, 1972; Locke and Booth, 1955;
Masternnan, 1982) that it would deliver accurate, speedy and fully automated outcomes.

Commonly occurring syntax issues in natural languages impact heavily on the
design of machine translation mechanisms, especially transfer-based methodologies
described earlier in this chapter (Gentzler, 1993). The control model, SYSTRAN, used as
part of the evaluation component of this study, is based on the transfer methodology. The
following sections describe the key issues affecting the design and translation capabilities
of transfer-based machine translation mechanisms. This section describes the linguistic
complexities affecting transfer mechanisms and some of the machine translation strategies

used to overcome them,
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3.2.7 Issues of Englivh Syntax

This section prc vides a brief insight into English language syntax and its effects on
machine translation dzsign. It shows how conjunctions, a basic syntactic structure and
homonyms present considerable challenges to machine translation design. The first
section introduces the problems caused by ambiguity in texts because of the vagaries of

natural language syntax.

3.2.8 Coordination ard Homonyms
According to Morneau (1992, p. 16), coordination is the linking together of two or
more constituents with the same structure, creating, in effect, a single complex structure.
These linking elements are called coordinating conjunctions:
A language can have simple coordinating conjunctions, such as English "and",
"or" and "but", as well as compound ones, such as English "either ... or ...", "both
..and ..." and "not only ... but also ...”
Morneau (1992, pp. 23-24) notes that coordinated structures are ofien ambiguous
in meaning and highlights the impact that conjunctions have on text in the following

example:

Consider, for example, the following sentence:  John wants to buy the painting of
the fireplace and the Persian carpet. Does John want to buy one item (a painting
in which one can see both a carpet and a fireplace), or two items (a carpet and a
painting)? Note that the ambiguity is present only in the written sentence. When
spoken, a different stress, timing and intonational pattern (i.e., a different prosodic
pattern) would be used for each meaning.

Coordinated structures are not the only ones that can suffer from ambiguity as

homonyms and synonyms present similar problems to human and machine translators

{Morneau, 1992, pp. 24-25). The ambiguity of meaning in natural languages may have
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serious impacts upon machine translation research, especially in the case of homonyms,
words with the same spelling but a range of possible meanings. Fowler (1968, p. 248)

provides the following explanation of homonyms and synonyms:

Broadly speaking, homonyms are separate words that happen to be identical in
form, and synonyms are separate words that happen to mean the same thing.

Pole, a shaft or stake, is a native English word; pole, the terminal point of an axis,
is borrowed from Greek; the words, then, are two and not one, but being identical
in form are called homonyms. On the other hand cat, the animal, and cat, the
flogging instrument, though they are identical in form and mean different things,
are not separate words, but one word is used in different senses; they are therefore
not homonyms. True synonyms, i.e. separate words exactly equivalent in meaning
and use, are rare, and the word is applied more frequently to pairs or sets in which
the equivalence is partial only ...

The effects of homonyms are highlighted in the following example:

John saw the man with a telescope. Did John use a telescope to see the man, or
did the man have the telescope? In this case, the problem is with the English word
"with,” which can be interpreted in the sense of either accompaniment or
instrument ... it's interesting and perhaps instructive to look at how natural
languages deal with this ambiguity. In English, you could rephrase the sentence
as follows (assuming John has the telescope): John watched with a telescope the
man observing the crowd (Morneau, 1992, pp. 24-25).

Homonyms present a challenge to the translator because their meanings are
ambiguous and, while meaning may be deduced by the human observer, machine
translation mechanisms require additional data in order to make the correct interpretation
(Hutchins, 1999). Textual word order is another factor that affects the design of transfer
and similar machine translation methodologies. The wide variety of word order amongst
natural languages and the difficulties that have to be overcome to ensure fluent translation

are outlined in the following section.
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3.2.9 Word Order

Morneau {1992, p. 2) asserts that one of the first patterns that typologists look at is
the basic relationship between subject (8), verb (V) and object (0) in simple declarative

sentences:

Determining these patterns is not always that simple, because many languages are
inflected in such a way that they have a great deal of freedom in ordering their
words. But even these languages will have some restrictions, or will tend to have
dominant, preferred or unmarked word orders. There are six possible orderings:
VSO, SVYO, SOV, VOS, OVS, and OSV. It turns out that a very large majority of
the world's languages fit within the first three categories; i.e., where the subject
comes before the object. Here are some examples:

SOV - Turkish, Tamil, Japanese, Tibetan, Quechua

This is the largest single grouping, and probably accounts for slightly more
than 40% of all languages.

Sample sentence: John fish ate,

SVO - English, Swahili, Chinese, Indonesian

This is also a very large group, although not quite as large as SOV. It
probably accounts for slightly less than 40% of all languages.

Sample sentence.: John ate fish.

VSO - Welsh, Hawaiian, Berber, Classical Arabic

This is not a very large group, but it is still quite significant. It probably
accounts for about 15% of all languages.

Sample sentence: Ate John fish.

OVS - Guarijio (Azteco-Tanoan family, Mexico) Hixkaryana (Carib family,
Brazil)

Sample sentence: Fish ate John.

VOS - Fijian (Austronesian family, Fiji} Terena (Arawakan family, Brazil)
Malagasy (Austronesian family, Madagascar)

Sample sentence: Ate fish John,
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OSV - Jamamadi (Arawakan family, Brazil)

Sample sentence. Fish John ate.

The ability to identify accurately the word order rule in the source language and
then transfer that through to the equivalent word order in the target language is an
additional task necessary to guarantee that not oniy the correct meaning is transferred, but
that the grammar is correct too (Arnold et al., 1994). The lexicai meaning of words and
word group: ~verlap and influence the syntax . “iext=. often resulting in complex word
and gram: :lationships. Natural languages usc dictionaries to define the various
lexical fo: ... of words and, often, their relationships with other words. The following
section shows how dictionaries provide a similar function when used in a machine

translation setting.

3.2.10 Dictionaries and their Importance to Machine Translation Mechanisms

Detailed description of dictionaries used in transfer methodology-based and other
machine translation mechanisms is a complex field of research (Arnold et al., 1994, p.
86). Although lengthy discussion is beyond the scope of this study, it is important to
provide an insight into the structural complexities of such dictionaries when used in a
machine translation setting. Such an insight will also facilitate comparison of the
dictionary structures of the control model and that of the prototype created for this study.
According to Arnold et al. (1994, p. 83), dictionaries in existing machine translation
systems are diverse in terms of formats, coverage, level of detail and precise formalism
for lexical description, with different machine translation methodologies placing different

requirements on the contents of the dictionaries. Arnold et al. (1994, p. 83) emphasise
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these diverse formats by identifying the different dictionary structures in the three main

machine translation methodologies:

... dictionaries in an interlingual system need not contain any translation
information per se, all that is necessary is to associate words with the appropriate
(collections of) interlingual concepts.

By contrast, transformer systems will typically give information about source
language items, and their translations, including perhaps information that is really
about the target language, and which is necessary to trigger certain
transformations (e.g. to do with the placement of particles like up in look it up,
and look up the answer).

Since transfer systems typically use more abstract levels of representation, the
assoctated dictionarics have to contain information about these levels, Moreover,
in a fransfer system, especially one which is intended to deal with several
languages, it is common to separate monolingual dictionaries for source and
target languages (which give information about the various levels of
representation involved in analysis and synthesis), from bilingual dictionaries
which are involved in transfer (which normally relate source and target lexical
items, and which normatly contain information only about the levels of
representation that are involved in transfer) (Amold etal., 1994, p. 84).

Arnold et al. (1994, p. 84) believe that it is impractical to provide an exhaustive
dictionary for most languages within 2 machine translation mechanism, because of the
possibility of forming new words out of existing ones by various morphological processes:

One can get an idea of the sheer volume of information of this kind that may be

needed by considering that for commercial purposes a lexicon with 20,000 entries

is often considered as the minimum. This however is still only a modest

percentage of existing words - the Oxford English Dictionary contains about 250,

000 entries without being exhaustive even of general usage. In fact, no dictionary

can ever be really complete, Not only do dictionaries generally restrict

themselves to either general, or specialist technical vocabulary (but not both), in

addition, new words are constantly being coined, borrowed, used in new senses,

and formed by normat morphelogical processes (Arnold et al,, 1994, pp. 84-85).
Armold et al. (1994, p. 87) observe that dictionaries are the central component of

machine translation systems and were initialiy treated in machine translation mechanisms

as “‘little more than a list of rules ... which only allows information about part of speech to
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be represented or translation rules that simply paired up the citation forms of source and
target words.” However, they assert that, although some of the information that is found
in a printed dictionary is of limited value in machine transtation:
It is useful to make a distinction between the characteristics of a word itself (its
inherent properties) and the restrictions it places on other words in its
grammatical environment. Although this distinction is not explicitly drawn in
paper dictionaries, information of both types is available in them. I[nformation
about grammatical properties includes the indication of gender in the French part
of the bilingual dictionary entry, and the indication of humber on nouns
(typically, the citation form of nouns is the singular form, and information about
number is only explicitly given for nouns which have only plural forms, such as
scissors, and trousers) (Armold et al., 1994, p. 87).
In general, the quality and detail of the information needed for a viable machine

translation mechanism is at least equal to that found in printed dictionaries. This attention

to quality and detail is highlighted in the following section.

3.2.11 Dictionaries and their Importance to Machine Translation Mechanisms -
Subcategorisation

According to Gross (1992), the grammatical environments in which words appear

may be divided into two distinct categories:

» subcategorisation information, which indicates the syntactic environment; and

= selectional restrictions, which describe semantic properties of the environment.

Armold et al. (1994, p. 87) estimate that an adequate English dictionary would
probably have to recognize at least twenty different subclasses of verbs and a similar
number of adjectives and nouns. There is a degree of imprecision because subclasses

depend on the level of distinctions required and the degree rules that are required in the
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dictionary to capture regularities. Transitive verbs, such as the English word ‘meet’,
depending on their syntactical form, may require special subcategorisation to ensure

identification of the correct form during the analysis of the source language.

Syntactical structures are complicated further by the semantic attributes of
commonly occurring transitive verbs, for example ‘button’. The challenge of processing
semantic attributes of words through a machine translation mechanism is shown in the
following analysis:

Subcategorization information indicates that, for example, the verb button occurs
with a noun phrase OBJECT. In fact, we know much more about the verb than
this - the OBJECT, or in terms of semantic roles, the PATIENT, of the verb has
to be a ‘buttonable’ thing, such as a piece of clothing, and that the SUBJECT
(more precisely AGENT) of the verb is normally animate. Such information is
commonly referred to as the selectional restrictions that words place on items that
appear in constructions where they are the HEAD. (Arnold etal,, 1994, p. 88).

As Arnold et al. (1994, p. 88) observe, these word attributes require extra rules to
identify them in addition to inherent information about each word. Consequently, entries
for eacl: word in a machine translation dictionary would record these attributes and values
as shown in the following example of the noun form of the English word ‘button”:

lex = button
cat=n
ntype = common
number =
human = no
concrete = yes
(Armold et al., 1994, p. 88).
The above notation identifies the atiributes of ‘button’ as being a common, non-

human and concrete or non-abstract noun. The verb form of ‘button’ might be

represented as follows:
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lex = button
cat=v
vtype = main
finite =
person =
number =
subcat = subj obj
sem agent = human
sem patient = clothing
{Arnold et al., 1994, p. 89).

The above representation bears some resemblance to a dictionary providing the
basic lexical, syntactical and scmantical attributes of each word. The following section
shows how these word attributes may be harnessed for computer processing through
conversion inte a metalanguage. The section outlines some of the technical and linguistic
processes contemporary machine translation mechanisms use to codify lexical, syntactic
and semantic attributes of texts into a metalanguage capable of translating natural

languages.

3.2.12 Use of Metalangunages to Convert Natural Language

There are three factors inherent in language translation: word or lexical meaning,
grammar or syntax, and semantics (Henisz-Dostert et al., 1979, p. 91). The lexical
attributes of individual words, when translated into the equivalent target language words,
will not always convey the correct meaning as they are often modified by syntax (Garvin,
1972, p. 11). Furthermore, syntax and semantic rules seem to overlap and it is often

difficult to differentiate between them (Gentzler, 1993, p. 28; Henisz-Dostert et al., 1979,

p. 10).
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According to Piron (2003), contemporary machine translation systems normally
require complex word relationship rules to identify the correct meaning of each word,
while additional rules are required to recognise the syntactical attributes of words, Terry
(1996) recognised that the conversion of natural language into computational notations
faces inherent challenges:

... it is difficult to find languages which satisfy both requirements — efficient
implementation seems to require the use of low-level languages, while easy
description seems to require the use of high-level languages.

Consequently, considerable effort has gone into developing programming
languages capable of defining natural languages effectively (Morneau, 1992). Such
languages or metalanguages must be able to detect and manage the ambiguity common to
natural languages to avoid error occurrence (Momeau, 1992). In a machine translation
setting, elimination of errors engenders smooth translation of the user’s natural language

through the metalanguage to the lower-level programming languages (Terry, 1996).

Metalanguages consist of strings of symbols representing sentences or phrases to
facilitate the identification and categorisation of the syntax and semantic rules inherent in
sentences. Terry (1996) describes syntax as the form of the sentence, equivalent to
grammar constructions, while semantics relates to the actual intended meaning based on a
correctly constructed sentence. Jinks (1999) reasoned that developing mathematical rules
to define semantics was highly problematic. He noted that, although it is possible to
define a meaning for each token in a metalanguage-based alphabet, by placing tokens
together, subtle interactions in meaning make precise semantic definition of a language
difficult. Such interactions pose difficulties in translating natural languages through

human effort, as is highlighted below:
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Take the following English language example: “The bank president ate a plate of
spaghetti.” Programs that attempt to understand the semantics of English uften
translate this to mean the president of a river bank ate a plate, and then a bunch of
spaghetti fell on his lap. Solutions for describing the semantics of a language
tend to be exponential, since interactions between a modifier and the object of the
madifier have to be described. Consider how you would tell a computer, in a
generic way, that bark in the above example refers to a financial institution.

After you've developed a solution consider how the computer would then handle
the following: ‘The boat washed up onto the bank’ (Jinks, 1999).

In defining the syntax for a language, a series of tokens creates strings in the
metalanguage alphabet to facilitate the translation computation. Jinks (1999) asserts that
these strings, or sentences, require a unique, metalanguage alphabet and a set of rules to
manipulate the alphabet. In his following example, which highlights the importance of
identifying the object or the accusative part of a sentence, Jinks (1999) uses the term
“object” to mean the subjcct component of the English subject — verb — object sentence

construction:

According to the rules of the English language, a sentence must have an object
and an action on that object. In addition a sentence can have prepositional
phrases, modifiers, and other constructs, which we do not necessarily need tor this
example. The following sentence is an example of an English language sentence:
The cat sat. In this example there are three tokens, or members of the alphabet:
The, cat and sat. There is an object cat and a verb sat. The following are not
English language sentences: Sat ran run jump. We will refer to these as phrases.
The first phrase is made of four tokens. It does not meet the rules of English for
two reasons. The first is that it is missing an object, and the second is that it has
four actions, not one. The second phrase also contains four tokens, and is not an
English sentence because it is missing an object (Jinks, 1999).

Terry (1996) describes the formal study of syntax as applied to programning

languages, which evolved into a system of notations for describing syntax:

The formal study of syntax as applied to programming languages took a great step
forward in about 1960, with the publication of the Algo! 60 report by Naur (1960,
1963}, which used an elegant, yet simple, notation known as Backus-Naur-Form
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(sometimes called Backus-Normal-Form) . . . Simply understood notations for
describing semantics have not been so forthcoming, and many semantic features
of languages are still described informally, or by example.

Syntax, therefore, is a set of rules, symbols and special words used to construct 2

program (Dale et al. 1997, p. 40).

3.2.13 Chomsky Normal Form (CNF)

In the 1950s, Noam Chomsky attempted to develop a metalanguage as a formal
method of describing language (Jinks, 199%). He was the first to divide language study
into syntax and semantics and to develop a set of tokens to specify languages (Jinks,
1999). Chomsky’s metalanguage, known as CNF, uses a series of intermediate tokens to
describe syntax rules. The left side of an expression in CNF shows a string with
intermediate symbols, the right side shows how that string may be translated. CNF led to
an important system of defining the length of the sentence by the expedient of permitting
the defining symbol to be used within the expansion rules. Jinks (1999) highlights the use

of this recursive language in the following example:

S > EXPRESSION

The symbol EXPRESSION can be broken down into further translatable parts:

EXPRESSION -> TERM | TERM + EXPRESSION ! TERM - EXPRESSION

Each of these ‘sub’ parts can be further expanded:

TERM -> FACTOR | FACTOR * EXPRESSION | FACTOR / EXPRESSION

FACTOR -> NUMBER | { EXPRESSION )
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NUMBER ->112(3]|415]6|7|8{9]|0]|
1 NUMBER | 2 NUMBER | 3 NUMBER |4 NUMBER | 5 NUMBER |
6 NUMBER | 7 NUMBER | § NUMBER | 9 NUMBER | 0 NUMBER
While these formulae are intended to turn a higher-level English sentence into a
form more readily converied to programming language, they may be used for machine
translation purposes for defining how any given natural language may be codified and
organised (Jinks, 1999). The formulae facilitate conversion of the syntax into a computer

readable format,

3.2.14 Backus Naur Form (BNF) and Extended Backus Nat.s Form (EBNF)

Backus and Naur independently developed a similar form for specifying language
grammar (Jinks, 1999). BNF specified some languages more compactly than CNF and,
subsequently, other researchers added symbols to BNF, creating EBNF. For example,
EBNF uses the symbol := to specify assignment from the right to left sides of a rule,
while terminal symbols are placed in single quotes. With EBNF, it is possible to define
specific segments of the expression to be recursive or non-recursive as ¢an be seen in
Jinks’ example below:

S .= EXPRESSION

EXPRESSION := TERM | TERM { [+,-] TERM] }
TERM := FACTOR | FACTOR { [*,/] FACTOR] }
FACTOR := NUMBER |'( EXPRESSION ')’
NUMBER := 1"["2"|'3"|'4"'|'5'|'6"|'7" | '8"{"9" | '0'|

'1' NUMBER | 2 NUMBER |’3' NUMBER | '4' NUMBER | '5' NUMBER |
'6' NUMBER | '7' NUMBER | '8' NUMBER | '9' NUMBER | '0' NUMBER
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The use of curly braces allows the creation of strings of defined length. In the
above example, FACTOR is an example of a recursive rule. Jinks (1999) highlights two
other advantages EBNF has over CNF: EBNF suppoits loops to avoid some recursion,
allowing for more efficient compilers. EBNF is a more standardised format for compiler

writers than CNF.

3.2.15 Use of EBNF with Natural Langnages

EBNF and other meta-notations, therefore, provide efficient vehicles with which
to codify language for use with compilers. Such notational methods allow the user to
select a notation that is more understandable than lower-level programming languages.
Following the examples set out above, it may be surmised that sophisticated syntax
structures may be created. Such a meta-notation based on a natural language, especially
for machine translation creation, would mirror in detail the structure of the natural

language. The syntax would contain basic elcments of a sentence such as:

Letters; a,b,c...

An alphabet: {a,b...2z}

Tokens or Terminals representing:  words

Non-Terminais, that is: <Sentence>, <Subject>, <Object>, <Clause>

Nouns: <Noun> <Proper Noun> or
<Common Noun>

Verbs: <Regular>, <lrregular>, <Verb Tense>

Verb tense: <Present Tense>, <Past tense™,
<Pature Tense>.
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It follows that other parts of speech such as adjectives, prepositions and articles
would be defined similarly, ensuring codification of the complete sentence syntax.

However, there are significant hurdles in codifying natural language syntax:

... properties expressed in natural language are typically neither precise enough to
allow for easy mathematical analysis, nor in a form that invites the use of
computational suppert in dealing with them, On the other hand, simply
exhaustively enumerating languages ... is also clearly ineffective - in fact,
impossible (Searls, 1993, pp. 44, 49).
As Searls (1999, p. 49) asserts, natural languages are not easily translated into
computer languages because of their inherent complexity. Searls doubted the ability of

large, sophisticated databases to catalogue the syntactic diversity of a natural language by

notating every conceivable word-phrase combination.

3.2.1% Syntax Rules

In analysing the syntax of natural languages, linguists attempt to produce a set of
grammiar rules to which natural conversation and written text are ‘expected’ to conform.
The following example highlights how this may be constructed using the English
sentence: “The kind old man watched the boats in the harbor.” Searls (1993, pp. 60-63)
dissects this sentence as follows:

Here, the top-level rule says that a sentence consists of a noun phrase followed by

a verb phrase. Following this are the phrase-level rules, and finally the lexical

entries - the tokens in this case being English words - given according to their

parts of speech. The study of human language has led to the creation of much

more complex and specialized grammar formalisms, and parsers to deal with

them:

sentence <3 noun_phrase verb_phrase

noun_phrase > article modified_noun | modified_noun
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meodified_noun -2

verb_phrase =

prepositional_phrase >
noun =

verb >

adjective =

article

preposition =

Such sentences may be effectively codified, but Searls (1993) reminds the

researcher of the ambiguity of meaning found in all natural languages, including at the

adjective modified_noun |modified_noun
prepositional_phrase | noun

verb_phrase noun_phrase |verb_phrase
prepositional_phrase | verb

preposition noun_phrase
man | boats | harbor
watched

old | kind

the

in

syntactic level. Manipulating the above sentence to change the meaning to “The old man

the boats,” demonstrates how human analysis would attempt to obtain accurate

understanding:

Most persons first parse man as a noun modified by old, then must backtrack
upon “unexpectedly” encountering the end of the sentence, to reparse old as a
noun and man as a verb. (Many, however, consider such phenomena to be jarring
exceptions that prove the rule, that the human “parser” is ordinarily deterministic.)
There has been much debate on the subject of where natural language lies on the

Chomsky hierarchy, but there is little doubt that it is not regular, given the

apparent capacity of all human languages to form arbitrarily large sets of nested

dependencies (Searls, 1993, p. 62).

3.2.17 Nested Dependencies

The occurrence of nested dependencies, exemplified above, shows how important

it is to ensure a precise compilation of the metalanguage. The compilation must be able to

define the syntax of more complicated clauses and sentences to ensure that the correct
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meaning of the source language is retained (Searls, 1993, pp. 61-62). Natural languages
contain ambiguities and, when taken out of context, many clauses and sentences often
have one or more different meanings from that intended by the original author (Piron,

2003).

Searls (1993, p. 62) provides an even more confusing example “The reaction the
enzyme the gene the promoter controlled encoded catalyzed stopped.” He is able to
deconstruct this sentence using the rules in the earlier example and then to demonstrate
that it is a valid English sentence. Searls asserts that, to codify such complicated
meanings, the program would require the construction of context-free grammar, to

express such constructions. The issue of context-free language is described below:

There has been much debate on the subject of where natural language lies on the
Chomsky hierarchy, but there is little doubt that it is not regular, given the
apparent capacity of all human languages to form arbitrarily large sets of nested
dependencies. An exaggerated example of such a construction would be “The
reaction the enzyme the gene the promoter controlled encoded catalyzed stopped.”
Moreover, a consensus appears to have formed that natural language is in fact
greater than context-free (Schieber, 1985); this is largely because of the existence
of crossing dependencies in certain languages . . . which are not suited to
pushdown automata for reasons that should by now be apparent. In Dutch, for
example, phrases similar to the one above have a different word order that crosses
the dependencies (Bresnan et al. 1982).

Evidence that English is greater than context-free is typified by the sentence:
Some bourbon hater lover was nominated, which bourbon hater lover fainted
(Postal & Langendoen, 1984). Here, the instances of hater and lover form
crossing dependencies, and these can theoretically be propagated indefinitely into
forms such as “bourbon hater lover lover hater . . .” which must be duplicated in a
sentence of this type, in =fect forming a copy language (Searls, 1993, p. 63).

The above examples of nested dependencies provided by Bresnan and Searls

chalienge human translation and pose problems for the linguistic and technical design of
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machine translation mechanisms. With this challenge in mind, the following section

introduces the use of EBNF in the conirol model.

3.2.18 Use of EBNF for the Construction of the Control Model

Artificial languages such as computer languages are designed to inhabit the lower
levels of the Chomsky hierarchy, for reasons of clarity and efficiency. The standard
EBNF for specifying computer language syntax is a context-free grammar format. Such
metalanguages must be unambiguous to allow for fast parsing by compilers (Searls, 1993,
p. 63). Cognisant of the challenges facing machine translation developers, use of the
EBNF, according to Jinks (1999), allows the user to work with a notation that is more
readily understandable than lower-level programming languages. Having converted the
sentence into a metalanguage, some form of mathematical conversion process Is required
to complete the next phase of the translation process. This process or parsing is described

in the following section.

3.2.19 Parsing Metalanguage Samples during the Transfer from the Source
Language to the Target Language

Quesada (1997) and Pereira (1998) observed that effective machine translation
requires a robust natural language parsing algorithm to identify words in a sentence that
are related in both structﬁre and in meaning. A good parser must be able to determine the
functionality of words and their roles in sentence structure according to the specified
grammar. Aravind (1996) noted that the process of parsing a sentence in machine

translation requires the following features:
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= mathematical characterization of derivations in a grammar and the associated

parsing algorithms;

» computing the time and space complexities of these algorithms in terms of the

length of the senteice and the size of the grammar;

« comparing different grammar formalisms and showing equivalences among
them wherever possible, thereby developing uniform parsing algorithms for a

class of grammars;

» characterising parsing as deduction and a uniform specification of parsing

algorithms for a wide class of grammars; and

= combining grammatical and statistical information for improving the

efficiency of parsers and the ranking of multiple parses for a sentence.

Parsing free structures are used to describe the structure of a sentence. They play
a vital part in the transfer methodology to complete the conversion of source language text
before comparison with equivalent text in the target language:
The structural descriptions provided by a grammar depend on the grammar
formalism to which the grammar belongs. For the well-known context-free
grammar (CFG) the structural description is, of course, the conventional phrase
structure tree associated wich the sentence. The parse tree describes the structure
of the sentence, Itis also the record of the history of derivation of the sentence.
Thus, in this case the structural description and the history of the derivation are
the same objects (Aravind, 1996).
Figure 5 shows how a short English sentence, “Sam likes London” is

converted to a parse tree, highlighting the deconstruction of the English sample text

and its French cquivalent.
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OBJ

Sam London plaire Londres

Samn Likes London PP

Londres plait a Sam

(Amold et al., 1994, p. 73):

Figure 5 Complex fransfers showing the equivalent phrases in the English and French parsing trees

The next stage in the process is the use of an algorithm capable of completing the
parsing process. Aravind (1996) cbserved that during the 1980s a number of new
grammar formalisms were intreduced. These formalisms, designed to improve machine
translation, included:

n eliminating transformations in a grammuar;
= constructing linguistic structures beyond the reach of context-free grammars; and

= integrating syntax and semantics directly.
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According to Aaravind (1996}, among these new formalisms, there is one class of

grammars called “mildly context-sensitive grammars”:

In particular, it has been shown that a number of grammar formalistas belonging
to this class are weakly equivalent, i.e., they gencrate the same set of string
languages. Specifically, tree-adjoining grammars (TAG), combinatory categorial
grammars (CCG), linear indexed grammars (L1G}, and head grammars (HG) are
weakly equivalent. From the perspective of parsing, weak equivalence by itself is
not very interesting because weak equivalence alone cannot guarantee that a
parsing technique developed for one class of grammars can be extended to other
classes, or a uniform parsing procedure can be developed for all these equivatent
grammars, Fortunately, it has been shown that indeed it is possible to extend a
recognition algorithm for CFGs (the CKY algorithm) for parsing linear indexed
grammars (LIG). Then this parser can be adapted for parsing TAGs, HGs, as
well as CCGs (Aravind, 1996).

According to Nakkhongkham (1998), after all the words in the sentence have been

parsed, those words will be tagged for their fuinctionality. Briscoe (1996) explained that a

tagger will tag all words in a sentence to define their purposes in the sentence. At the
same time, all words will be stored in a tree of words. When the tagger determines the
functionality of all words, those words will be mapped to the words that have the same
meaning and functionality in the other language. Park (1998) showed that this process
can be completed by using a target tree that contains all words that have the same

meaning in another language.

According to Zaenen (1996), no practical domain-independent parser of
unrestricted text has been developed. Such a parser, once developed, should retumn
the correct or a useful close analysis for 90 per cent or more of input sentences. To
achieve high accuracy translations, the parser would need to overcome three major

challenges:
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= ‘chunking’ or appropriate segmentation of text into syntactically parsable units;

»  disambiguation or selection of the unique semantically and pragmatically correct
analysis from the potentially large number of syntactically legitimate ones

returmed; and

» undergeneration or dealing with cases of input outside the systems’ lexical or

syntactic coverage,

These challenges pose severe problems for conventional parsers utilising standard
parsing algorithms with a generative grammar. Zaenen (1996) observed that conventional
parsers typically fail to return any useful information when faced with problems of
undergeneration or chunking, Furthermore, they must rely on domain-specific detailed
semantic information for disambiguation. Chunking, disambiguation and

undergeneration are described briefly in the following sections.

3.2.19.1 Chunking

Chunking relates to the issues of punctuation that may contribute to inaccuracy in
machine translation translations, The issue of chunking is exemplified by text sentences,
beginning with a capital letter and ending with a period, which contain text adjuncts
delimited by dashes, brackets or commas (Zaenen, 1996). Zacnen expiains that such texts
may not always stand in a syntactic relation with surrounding material. Hindle (1983)
describes a system which copes with related problems, such as false starts and restarts in

transcribed spontancous speech. Jones (1994} describes a parser which makes limited
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use of punctuation to constrain syntactic interpretation. According to Sampson (1994),
analysis of a 150 kilobyte word balanced grammar reference revealed that over 60 per
cent of sentences confain internal punctuation marks and around 30 per cent of these
contain text-medial adjuncts. The challenges posed by chunking are significant and
further research is required to build upon linguistic accounts of punctuation (Nunberg,

1990).

3.2.19.2 Disambiguation

Disambiguation relates to identitving the correct meaning within texts that contain
one or more ambiguous interpretations, According to Zaenen (1996), disambiguation,
using knowledge-based techniques, requires the specification of too much detailed
semantic information to yield a robust domain-independent parser. She emphasises this
by describing the analysis of the Susanne Corpus with a crude parser that found more
than 80 per cent of sentences are structurally ambiguous. Other researchers (de Marcken,
1990; Hindle, 1983; Mitchell, 1980) have reported that several parsers, yiclding a single
canonical parse, are often applied to a (partially) disambiguated sequence of lexical
syntactic categories. This simplification of the input to the parser circumvents many
problems of lexical coverage suffered by systems which require rich scts of syntactic
subcategories, encoding, for example, valency of verbs (Jensen, 1991), Jensen (1591}
describes this method of parsing as canonical parsing which: has been used to construct

large hierarchies or ‘treebanks’ of parsed texts manually.

According to Marcus et al, (1983) and Leech et al. (1991), the availability of

treebanks and, generally, large bodies of machine-readable textual data has provided
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impetus to statistical approaches to disambiguation. Marcus et al. and Leech et al. report
that some approaches use stochastic language modelling inspired by the success of lexical
category disambiguation. They obscrve that while these techniques yielded promising
results, the techniques have been largely suppianted by statistical parse decision
techriques. In turn, these systems have yielded results of around 75 per cent accaracy in
analysing test sentences from tl_le same source as the unambiguous training material
(Magerman et al. 1990). Zaenen (1996) observes that improvement of such results
currently depends on the need to use more discriminating models of context, requiring
more annotated training material to estimate adequatcly the parameters of such models,
She believes that this approach may yield a robust automatic method for disambiguation
of acceptable accuracy, but the grammars applied still suffer from undergeneration and

are labour-intensive to develop.

3.2.19.3 Underpeneration

Undergess— “on refers to the predictability of incorrect interpretation of texts
occurring within a detiued language environment and the resultant translation errors that
occur. Considering problems associated with undergeneration, Zaenen (1996) noted that
one project, a grammar for sentences from computer manuals containing words drawn
from a restricted vocabulary of 3000 words, failed to analyse 4 per cent of unseen
examples. Early work on undergeneration focussed on knowledge-based manual
specification of error rules or rule relaxation strategics (Kwasny etal. 1981). This
approach, similar to the canonical parse approach 0 ambiguity, is labour-intensive and
suffers from the difficulty of predicting the types of error or extra-grammaticality liable to

occur (Jensen, 1991). More recently, statistical induction to ‘learn’ the correct grammar
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for a given corpus of data, using generalizations of maximum-likelthood re-estimation
techniques, attempted to overcome prediction difficulties. This research was extended

into a ‘stochastic’ language modelling fron disambiguation to undergeneration by:

assuming the weakest grammar for a given category set --- that is, the one which
contains all possible rules that can be formed for that category set --- and using

iterative re-estimation of the rulie probabiiities to converge on the subset of these
rules most appropriate to the descripticn of the training corpus (Lari et al. 1990).

Several problems inherent in these statistical techniques have only been partially
addressed in more receut research. As Zaenen (1996} observes, re-estimation involves
considering all possible analyses of each sentence of the training corpus given a (initially)
weak grammar, the search space is large and the likelihood of convergence on a useful
grammar is low. Pereira et al. (1992) and Schabes et al. (1993} have carried out some
promising research into statistical techniques to overcome undergeneration. They
demonstrated that, by constraining the analyses considered during re-estimation to those
consistent with manual parses of a treebank, they were able to reduce computational
complexity significantly and to develop a useful grammar. While their results achieved
almost 100 per cent grammatical coverage, Zaenen (1996) observes that the use of the
resulting language model for disambiguation only yields fully correct analyses in about 30

per cent of cases.

The linguistic and technical issues posed by the three issues described above
provide an insight into the complexities of the computing involved in the design of
transfer-based methodologies and concludes the literature review of traditional

machine transiation methodologies. The following section provides a review of
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research similar to this study and focuses on how the transfer-based designs
influenced the development of new research into an interlingua based machine

translation.

3.3 Summary of Studies Similar to this Research

Recent machine translation research has shown potential methods for improved
translation and these methods form the foundation for this study. This study investigated
the feasibility of using an interlingua incorporating a precise sublanguage methodology to
translate the sample survey texts. The study examined the inherent machine translation
design problems and identified strategics capable of producing high-accuracy translations.
The following sections provide a ".story of the interlingua methodology and a description

of ihe linguistic and technical attributes of the methodology.

3.3.1 A Brief History of the Interlingua Methodology

Some machine translation developers recognised that the deeper they investigated
disassembling natural languages to transtate the original meaning and then transfer it with
fuil intcgr.ity into a target language, the more some form of intermediary system was
required (Arnold et al., 1994; Kay, 1996, pp. 64-66). Applications of such intermediary
or interlingua systems to enforce lexical, syntactic and semantic consistency between the
source language and the target language have shown greater promise than conventional
machine translation approaches (Arnold et al., 1994, pp. 75-76). The intermediary stage

where meaning between the source language and target language is the same may be
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described as an interlingua system (Amold et al,, 1994, pp. 75-76; Witkan, 1988).
Although research into the interlingua methodology commenced in the 1950s (Arnold et

al., 1994, p. 64), the methodology is still largely a theoretical concept.

Commercial applications based on an interlingua methodoiogy include the PIVOT
system of NEC (Okumura et al. 1989); the ATLAS 11 of Fujitsu (Okumura et al. 1989;
Uchida, 1989) and the LOGOS system (Office of Japan Affairs, 1990, p. 21). PIVOT and
ATLAS II are systenis based on the two-step method by which texts are translated from
the source language to an artificial interlingeal representation and, then, into the target
language. The LOGOS system makes use of an hybridised inteilingual/transfer

architecture,

In the 1980s, Dutch interlingua researchers examined the use of natural or
artificial languages and developed the Distributed Language Translation (DLT), based on
a modification of Esperanto and the Rosetta system and an experimentation with
Montague semantics (Arnold et al., 1994; Witkan, 1988). The DLT experiment, carried
out by Buro voor Systeemontwikkeling, received some publicity before it ended in 1990
(Schubert, 1988). In 1999, the Universal Translation Language (UTL) machine
translation project proposed a new approach to ﬁultilingualisation, based on the usage of
an artificial unambiguous human language or interlingua (Sabaris et al., 2001). The UTL
aimed to provide a tool to convert a specific text written in a given natural language into
an indefinite number of other languages in a process of human assisted machine

translation:




The role of the human translator involved in this process will be confined to
provide the computer with a translation of the original text into a special
artificial language (the UTL language) that the computer can “understand” and
translate better than the original text (written in 2 natural language). The UTL
language is therefore a constructed human language, based on Esperanto, which
has been optimized for being processed accurately by a translating software, and
which is to be employed by a UTL human translator who has previously been
instructed in it (Sabaris et al., 2001).

The UTL project designers considered that an interlingua for machine translation
might face insurmountable challenges and, so, used a novel approach by applying human
translators to process the input from the source language. They believed that:

... it became obvious that our language could also be used within an already
built MT interlingual system. In these systems, writing directly in the
interlingual code may be the most accurate way to prepare an interlingual
document free of errors, but it would be a quite slow and complicated task even
in the hands of a trained user. The UTL language may serve here as a language-
interface which allows programming interlingual code in an indirect and faster
manner, in the same way that, in computer science, high-level languages are
used to program in a faster and simpler way than with low-level languages
(Sabaris et al,, 2001).

A small prototype was developed in the Computer Science Faculty of the
University of Corufia in Spain. The concept was adapted for an “interlingual’ machine
translation project currently under development at the Institute of Advanced Studies of
the United Nations University (UNU) in partnership with other research institutes,
universities, and research and development groups in severai sountries (Sabaris et al.,
2001). Details of the efficacy of the UNU prototype were not available at the time this
study was submitted. Interfingua research carried out by Camegie Mellon University,
Pittsburgh, using knowledge-based systems within the artificial intelligence (Al)

commiunity, also produced some encouraging results, which Arnold et al. (1994, p. 77)

used in their more recent research in the 1990s. They made the following observation:
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The argument is that MT must go beyond purely linguistic information (syntax
and semantics); translation involves “understanding™ the content of text and
must refer to knowledge of the “real world.” Such an approach implies
translation via intermediate representations based on (extra-linguistic)
“universal" elements.

Leavitt et al. (1994, p. 4) outlined some of the earlier research into interlingua

methodologies, which included:

= the creation of a highly structured language-neutral representation not subject to
the nuances, ambiguities, and other vagaries of natural languages (Leavitt et al.

1994, p. 4);

= the use of human languages, planned or otherwise, such as Esperanto (Witkan,

1988) and Aymara (Guzm ‘an de Rojas, 1988) as interlinguas;

= the generaticn of multiple target language texts directly from raw data interlinguas
collected by expert systems over a subdomain, effectively avoiding natural
language complexities on input, e.g., marine weather forecasts or employment

statistics reports (Kittredge, 1993).

An interlingua may overcome some of the inherent shortcomings of contemporary
automated translation mechanisms (Hutchins, 19935, p. 4; Leavitt et al. 1994, p. 2;
Schubert, 1998). The following two sections emphasise how an interlingua system offers
two potential advantages over contemporary machine translation systems, namely, a
reduction in the number of dictionary pairs required and the ability to reduce linguistic

complexities during translation processes.
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3.3.2 Use of 2n Interlingua to Reduce {ssues with Language Pairs

Amold et al. (1994, p. 76) compared the structure of contemporary systems with
an interlingua system. They found that the additional use of dictionary pairs in

contemporary systems required significant resources to create the additional dictionaries:

... an interlingual system promises to be much easier to extend by adding new
language pairs, than a transfer system (or a transformer system). This is because,
providing the interlingua is properly designed, it should be possible to add a new
language to a system simply by adding analysis and synthesis components for it.
Compare this with a iransfer system, where one needs not only analysis and
synthesis, but also transfer components into all the other languages involved in
the system. Since there is one transfer for each language pair, N languages
require transfer components (one does not need a transfer component from a
language into itself). For example, extending a system for 3 languages into one
for 5 means writing 14 new transfer components (as one goes from 6 to 20
transfer components), and going from a 5 language system to a 9 language system
means going from 20 components to 72.

Figure 2, shown in Chapter 2, highlights how the number of dictionary pairs are
reduced to 4 using the interlingua formula of 2n where n = 4. The interlingua system
converts the source language into the intermediary lingual form and then converts the
intertingual form to the final source language output format (Arnold et al,, 1994). Figure

6 shows the sequences of these processes:
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INTERLINGUAL
REPRESENTATION
ANALYSIS
SYNTHESIS
source language
grammars parse target language
and analyse the grammars
input to produce generate target
an interlingual language output
representation from the target
language
interlinmal
SOURCE
LANGUAGE TARGET
LANGUAGE

Flgure 6 An interlingua mechanism showing how source language text is converted into an
intermediary form before being converted fo the target language

The following section describes how an interlingua system has the potential to

reduce the syntax and lexical complexities inherent in contemporary systems.

3.3.3 Use of an Interlingua to Reduce Structured Syntax and Lexical Complexities

Leavitt et al. (1994, p. 2) identify the linguistic challenges to machine translation

design:

Multilingual machine translation is a complex problem. The different knowledge
sources for the various languages need to be developed by separate language
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experts, and domain knowledge has to be encoded into the domain mode? by an
expert in the domain. This calls for a modular architecture that separates
knowledge sources from processing engines, shields different languages from
each other to avoid language-pair-specific development, and that provides module
interfaces that are habitable for language experts who are not necessarily skilled
programmers.

Leavitt et al. (1994, p. 2) advocate the use of an interlingua to minimise linguistic
challenges to machine translation design:

The solution to these challenges is to divide the problem into source language
analysis, and target language generation. . . The interface between these two
components is an intermediate language called the interlingua. It is a language-
independent, unambiguous representation of the meaning of the input text that
has to fulfill [sic] a simple functional condition: the interlingua representation
must be sufficient for accurate tranglation in a technical domain,

The basic design of Leavitt et al.’s (1994, p. 3) interlingua model, highlighting the

conversion of source language text into three different target languages, is shown in

Figure 7:

French
generation

<

. : .|  Spanish
Interiingua generation " m

3 X
generation

Figure 7 Basic design of Leavitt’s interlingua model showing conversion of source language into
several target language forms
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A carefully designed interlingua system offers a simpler analysis than equivalent

natural language as:

By authoring directly in the lasiguage-neutrat form, expensive analysis processing
of natural language source text can be avoided. The synthesis component may
still be relatively complicated. Due to the abstract nature of these representations,
effective authoring support must be provided. Study into this includes the
WYSIWYM technique (Power & Scott 1998). The main cost saving is that the
organisation will only need to author one version of each document, as opposed
to effectively many parallel authorings when the translation is carricd out
manually. This efficiency savings should also lead to a reduction in the number
of synchronisation, linguistic and distributional problems introduced into the
workflow (Boardman, 1999).

The obstacles affecting interfingua design and construction, because of the
difference in word order structure between two or more natural languages, are heightened
when the natural tanguages have widely differing word order regimes (Office of Japan
Aftairs, 1990, pp. 11-12, 22). In widely disparate languages the meaning present in the
different language texts would requise additional cataloguing to reflect the relationships
between the interlingua and the natural languages (Office of Japan Affairs, 1990, pp. 11-
12, 22). This study uses two related natural languages, English and French, which,
although they have different vocabularies and variations in syntax, also share some
linguistic similaritics. This study was cognisant of these factors and observations were
made to sce whether the different vocabularies affected significantly the ability of the
interlingua, incorporated in the prototype model, to achieve accurate translations without

the nced for any additional cataloguing rules.

This study uses Esperanto because of its reported ability, as a spoken and written
language, to overcome the issue of word order difficultics outlined earlier in this chapter.

Esperanto has a syntax specifically designed to identify ‘he subject, verb, object and
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indirect object in more complex texts (Stuttard, 1952, pp. 16-19). This ability to identify
syntax correctly ensures the precise definition of the natural language texts (Stuttard,
1952, pp. 16-19) and wus used in the study to ensure an accurate compilation of the
language dictionaries. Moreover, the actual word order, in spoken and written Esperanto,
is itself unimportant as the use of suffixes to modify key words guarantees unambiguous
results. The reasons justifying the sclection of Esperanto as the interlingua are outlined in

2.5.1.2.

The following section describes the second strategy used in this study, a
sublanguage methodology. It includes a history of sublanguages and a description of the

linguistic and technical attributes of the methodology.

3.3.4 An Outline of the History of Sublanguage Methodologies

In the 1980s, machine translation programs used in commercial contexts produced
some improved outcomes. A manufacturer, Perkins Engines, claimed it had made
significant savings in translating manuals by using a version of the WEIDNER machine
translation program (Armold et al., 1994, p. 7). These researchers concluded that working
with a smaller, defined lexicon produced higher translation accuracy than if they had been
using larger, encyclopaedic dictionarics, Boardman (1999) lauded the successes of
sublanguage systems that, by restricting syntax complexity and the size of the lexicon,

offered benefits for machine translation system design, including:

... simpler anaiysis and synthesis modules, a smaller lexicon, an increase in
tractability and the avoidance of difficuit constructs such as idioms. Simplified
semantic and temporal dimensions can also be used. In general, system
complexity is reduced ... A key example is the Météo system ... which is
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possibly the most successful MT system to date and has been translating weather
reports from English to French for the Canadian Office of Meteorology for nearly
two decades. Météo was based on the specialised sublanguage of weather
forecasts, used a simple set of temporal dimensions and avoided constructs such
as idioms (Boardman, 1999).

Still in use in the 1990s, Météo required approximately 4 per cent human
intervention to ensure accuracy of interpretation (Boardman, 1999; Mitamura et al. 1991).
The significance of this program was the use of a sublanguage designed for
communicating between experts in such areas as science, medicine or technology (Arold

etal., 1994, pp. 150-151).

Many of the more successful machine translation programs are of this nature,
relying on smaller, specialised, non-natural language vocabularies (Armold et al., 1994,
pp. 150-151; Kay, 1996). As observed by Mitamura ct al. (1991, p. 2), previous attempts
to “define controlled input languages” have tried to reduce complexity either by limiting
the vocabulary to a very small size or by limiting syntax to just a few constructions. The
following section describes the fundamental processes involved in sublanguage

methodologies.

3.3.5 A Description of Sublanguage Methodologies

According to Mitamura et al. (1991, pp. 2-3), there arc two broad classes of

sublanguage systems that may be adapted tc machine translation processing:
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s non-domain specific, where words used in the source text are limited to a basic

vocabulary of about 14,000 distinct word senses; and

* domain-specific, where technical terms are limited o a pre-defined vocabulary.

The idea of using controlled languages to simplify translation between natural
languages arosc during the 1930s, when linguists and scholars devoted considerable effort
to establishing a ‘minimal’ variety of English (Arnold et al., 1994, p. 146). The ‘minimal’
varicty attempted to make English accessible to the largest possible number of persons

worldwida:

Basic English, as it was called, differed from previous attempts to construct
universal Janguages in that it was a perfectly well-formed part of English, rather
than some entirely artificial or hybrid construction such as Esperanto, One of the
central ideas of the Basic English movement was that the number of general-
purpose words needed for writing anything from a simple letter of receipt through
to a major speech on the world economic situation could be a few hundred rather
than the 75,000 upward available to skilled native speakers. This lexical economy
was to be achieved in part by using ‘operator verbs’ with the set of nouns and
adjectives to stand in for the vast number of derived verbs which are frequently
used (Arnold et al., 1994, p. 147).

The introduction of controlled languages led to two important additional benefits:

First, the rcadability and clarity of a controlled language technical text often seems
better than uncontrolled texts - even for native English readers. Second,
controlled languages produce b:ctler results with MT than uncontrolled languages
(Arnold et al., 1994, p. 147).

Controlled languages provided superior machine translation performance because:

First, the restricted vocabulary mcans that fewer words need to be added to the
MT systen dictionaries and more effort can be put into getting the entries which
are required right. Sccond, the grammar component of the system can be tailored
to handle all and only those constructions which are licensed by the controlled
language specification, a specification which excludes the most difficult and
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ambiguous constructions anyway ... Using a restricted pool of words and terms
also means that the system dictionaries can be tailored (by the MT supplier or
responsible translator) to cover exactly that set of words and their translations.
Being consistent about the use of terms will also help to improve the overall
consistency and quality of the texts being translated ... Thus, concentration on a
sublanguage not cnly restricts the vocabulary and the number of source and target
language constructions to be considered, it can also restrict the number of possible
target translations (Arnold et al., 1994, p. 147).

Given that sublanguages offer potential improvements in output of machine
translation systems, and the fact that most commercial institutions have their major
translation needs in defined arcas, it Is not surprising thai many research systems
concentiated on restricted input (Amold etal., 1994, p. 147). Amold et al. (1994, p. 147)
provided the following comparison between a complex standard English sentence and its

Basic English version. This example illustrates the advantage of the precise and relatively

uncomplicated Basic English:

Standard English

It is equally important that there should be no seasonal changes in the procedures,
as, although aircraft fuel system icing due to water ccntaminations is more often
met with in winter, it can be equaily dangerous during the summer months.

Basic English
Use the same procedure all the time, because water in the fuel system can frecze
during winter or summer {(Arnold et al., 1994, p. 147).
In research undertaken by Mitamura et al. (1991, pp. 2-3) use of the KANT
strategy overcame earlier problems by using controlled input languages during transiation:
In contrast to systems which limit vocabulary to just a few thousand words,
KANT allows a larger vocabuiary to be represented in the lexicon. KANT also
places principled grammatical limitations on the source text that are loosc enough
to allow a degree of stylistic variation which supports productive authoring, while

controlling the complexity of the input in arcas that are crucial for accurate
translation.
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Of interest to this study was the use of word groups or phrases in translation
research carried out by Mitamura et al. (1991, pp. 2-3):

Although it is possible to reduce ambiguity by limiting the use of certain kinds of
phrases, some phrases which introduce a high level of ambiguity (such as
prepositional phrases) cannot be ruled out. To resolve the ambiguity introduced
by multiple possible phrase attachments, KANT uses an explicit domain model to
narrow the set of potential interpretations.

The KANT system incorporated a set of syntactic structures or word group
phrases with synonym rules to avoid ambiguous interpretations. The researchers believed
this made it possible for KANT to assign a complete and accurate semantic representation
to each input sentence (Mitamura et al. 1991, pp. 2-3). KANT is not designed to translate
all of the English language, only a precisely defined subset that forms a constrained
technical English (Leavitt ct al. 1994, pp. 1-2}. Rescarch into the use of controlled

languages as a subsct of the sublanguapre methodology has also produced some

implications for machine translation deve lopment.

According to Zens et al, (2002, p. 2), a key issue in modelling the metalanguage
string in transfer-based models is the difficulty of deciding how to define the
correspondences between words of the target sentence and the words of the source
sentence. They explain, that in typical cases, a pairwise dependency may be constructed
that considers all word pairs between two languages. Models based on these
constructions are called alignment models. Zens et al. {2002, p. 5) also assert that the
major disadvantage of single-word-based alignment models is that contextual information
is not taken into account. They 2xplain that the secmantic meaning is often lost when there

is over-reliance on lexical and syntactical constructions. Zens et al. (2002, pp. 53-6)
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advocated the use of a phrase-based translation (PBT) strategy that segments the source

language sentence into phrases or word groups, then translates the word groups and

finally composes the target language. Figure 8 shows an example provided by Zens et al.

of the word group format:

SOURCE: abends wiirde ich gerne entspannen und vielleicht in dic Sauna gehen

Source segmentation

translation

abends

wilrde ich gerne entspannen
und

viclleicht in die Sauna gehen

in the evening

I would like to relax
and

maybe go to the sauna

TARGET: in the evening I would like to relax and maybe go to the sauna

Figure 8 Example of plirasc-based translation

In their adaptation of the PBT strategy, Zens at al. (2002, p. 6), constructed

phrases for extraction from a bilingual word aligned training corpus. They added two

constraints to the structure; that the words are consecutive and are consistent with the

word alignment matrix. An example of aligned bilingual phrases is shown in Figure 9

below:

source phrase target phrase
ja well
ja, well,
ja, guten Tag well, hello
ja, guten Tag, well, hello.
, guten Tag , hello
, guten Tag , hello,
guten Tag hello
guten Tag hello.

Figure % An example of an aligned bilingual phrase
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However, because the strategy used by Zens et al. (2002, p. 7) is transfer
methodology-based, they used a series of algerithms to construct the links between the
bilingual pairs and to search the bilingual lictionaries for other word groups that may
precede or succeed the primary word group. This study includes some features of the
PBT strategy that will be incorporated in an interlingua mechanism, not a transfer system,

to test the efficacy of the PBT strategy.

3.4 Chapter Summary

This chapter has provided an insight into the history of machine translation research
as far as it aftects this study. It described the different types of machine translation
models, the limitations of each type of model and alternative models, which offered some
compensating strategies. Two of these strategics invited further study: an interlingua
model incorporating a sublanguage methodology. This study will test the e¢fficacy of these
combined strategies through the construction of a prototype model. It will examine the
translation accuracy of the prototype model and evaluate its technical and linguistic
structures. The results of these tests will then be compared with the translation capability

and struetures of a transfer-based control model.

This study proposes that the prototype model will incorporate features of an
Esperanto-based interlingua set. It will possess strictly defined syntax and lexical
environments to reduce the complexity of the translation mechanicms employed, with
consequent reduction in the probability of error. There appears to be much merit in the

use of such a model, but this does not preclude some design challenges. Chapter 4 will
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describe thz research design used to test and evaluate the prototype model and its

comparison with the control model.
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4 THE RESEARCH DESIGN

4.1 Introduction

This chapter outlines the design used to answer the research question in 2.9 and
sub-questions stated in section 2.10. It describes the structure of the control and prototype
models and the methodology used in each case to process the sample texts. It explains the
methodology of analysing the efficacy of each model by comparing the two sets of
translation results. Finally, this chapter will provide a rationale for evaluating the efficacy

of the twe strategies incorporated in the prototype model,

4.2 General Method

This research centred on the use of a hospital survey questionnaire, an English
language document, which is attached in Appendix B. Sample texts from the
questionnaire were translated by each model to obtain data for comparison, The research
was restricted to analysing the linguistic relationships between words and their direct
impact on the construction of the prototype model. Therefore, n- detailed description of
the engineering techiniques used to operate the prototype is included in this study.
Moreover, the identical sample texts used in the research were limited to a maximum size

of eleven words because of resource and time constraints,
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The structures of each model are based on two different machine translation
methodologies, which are outlined in Chapters 2 and 3. For ease of reference, the key
features of each model’s structure described in this chapter are referenced to these
methodologies in the preceding chapters. The ability to ‘reverse engineer’ the control
model application software was desirable to facilitate comparison with the prototype
model structure. However, this was impracticable because of technical and copyright
issues. Notwithstanding these difficulties, two machine translation research papers .
(Senellart et al. 2002; SYSTRAN, 2002) outlining the general methodology of the control
model were located, thus facilitating a theoretical reconstruction of the basic structure of
the control model. The prototype model is an experimental model, and a detailed
description of its construction, methodology and the processes involved in translating the
sample texts is included in this chapter. The inclusion of this information facilitated

comparison of the two models and enabled evaluation of their structures,

4.3 Specific Procedures

This chapter is divided into three sections: the structure and methodology of the
control model; a description of the structure and methodology of the prototype model,
and, an outline of the methodology used to evaluate the results obtained from the control

and prototype models.
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4.3.1 The Control Model: Structure and Methodology

This section describes the structure of the control model and the processes

involved in translating sample texts through the transfer methodology. It provides

examples of translation of sample texts for comparison with the results obtained from

the prototype tests.

4.3.1.1 The Control Model: Selection

To ensure that the comparison of the translation results between the two models

was meaningful and relevant, the control model had to meet four key selection criteria. It

needed to:

1.

be capable of translating sample texts of between one and eleven words. The
length of sentences used in the survey questionnaire was restricted to a
maximum of eleven words to reduce the occurrence of complex syntax that

would require investigation beyond the scope of the study;

be: capable of translating English to French and French to English, as required

for the evaluation of the efficacy of the prototype mechanism;

be transfer methodology-based. The transfer methodology was selected, as
this is the most commonly used architecture as described in Chapter 3. It was
logical to compare the results from this methodology to those using the

interlingua model; and
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4. cost betwezn $AS0 and $A2,000. Cost factors prohibited the evaluation of
expensive applications, therefore publicly available on-line applications were

surveyed for use as potential control models,

A number of different applications were sampled to ascertain their suitability as

the control model:

= SDL International Translator hitp:/fwww . sdlintl.com/

« Babelfish On-line Translator hitp://www.babelfish.com/
n  SYSTRAN On-Line Translator hitp:/fwww.gystranbox.com/systran/box, with 34

translation dictionaries.

The SDL International Translator and the Babelfish On-Line Translator were
found to be unsuitable for use as a control model. The translation capability of the SDL
!memalioﬁa! Translator was found to be below the level of translation sophistication
required. The Babelfish On-line Translator was no longer available for cost-free
translations and was eliminated as a candidate model. The SYSTRAN On-Line Translator
was selected as the control model when preliminary examination confirmed it met the

abaove criteria.

4.3.1.2 The Control Model: Description of the Methodology of the SYSTRAN On-
Line Translator

The SYSTRAN Software company (SYSTRAN, 2003) claims that thirty years of
machine translation research culminated in its latest range of machine translation
applications, including the SYSTRAN On-Line Translator. Senellart et al. (2002, p. 1)

outlines the features incorporated in this translation software application:
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* atransfer-based methodology;

* amorphological analyser;

@ astatistical guesser;

» 3 finite-state automaton;

»  acontext-free grammar;

* g cross-application approach for high quality dictionary building in terminology
import and exchange; and

*  an intuitive methodology to guess the meaning of words with an intuitive grammar

selection methodology.

The statistical grammar identification methodology selects and interprets source
language texts before converting them into the target language output and uses an intuitive
grammar identification based on a statistical analyser. According to Senellart et al.
(2002), such analysers interpret the meaning of the snurce language text based on the
probability of translating the correct word or phrase. The translation accuracy of this
methodology is reportedly low and an overview of its key features is provided in section

3.2.6.

To demonstrate how the key linguistic and technical factors are addressed by the
transfer methodology, the following sections use sample texts from the survey
questionnaire. The purpose was to highlight the linguistic dynamics incorporated in the
control model and to relate them back to the description of the methodologies set out in

Chapter 3.
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4.3.1.3 The Control Model: ;inalysis and Translation of Individual Sample Words
in the English Language

Each word entered into the control model’s English and French dictionaries
requires lexical and syntactical classification. Using such classification systems ensures
that the mechanism recognises any alternative meanings of each word and its
relationships with other words. These machine translation dictionaries, which are referred
to in 3.2.10 and 3.2.11, play a crucial part in determining meaning through the
mechanism’s ability to recognisc the attributes of each word and its interrelationships
with other words contained in the same langnage dicticiiary. With the need to incorporate
dictionarics as part of a machine translator, preliminary analysis focussed upon the
following sample question selected from the survey questionnaire and its possible

alternative answers:

How important is this need to you now?
Not at all
A little
Somewhat
Very much
Extremely
Of these, the answer “Not at all’ was selected as the primary sample fext, Analysis
of the three words contained in the phrase was completed. This examination provided an
insight into the various English language grammatical and izxical forms of each word.
Analysis of both forms was required to show the linguistic issues affecting the translation

processes incorporated in the control modzl. The foliowing section details the linguistic

attributes of the three words contained in this sample text.
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4.3.1.3.1 Analysis of Individual English Word group ‘Not at all’
‘Not’ is defined as an adverb denoting absence, reverse or opposite of something

(Landau, 1985, p. 447). Onifs own, its meaning is explicit and it is not a homonym. The

word could be codified as follows:

L3

not’ = an adverb which modifies the verb and may be positioned before or

after the verb,

According to Landau (1985, p. 39) “at’ is a preposition with twenty possible

meanings:

* in or on the position of, e.g., at the centre of a circle; or

» of time, on or upon the stroke of, e.g., @ noon; or

* during the course or lapse of, ¢.g., af night; or

= in contact with, on, upon, e.g., at sea; or

* to or towards, i.e., Jook af the sunset; or

= through, by way of, e.g., smoke came ot at the windows; cr
= within the limits of| present in, e.g., at home; or

* engaged or occupied in, e.g., atf work; or

» attending: at a party; or

= in the state or condition of, e.g., at war; or

* in the region or vicinity of, e.g., at the door; or

» with an interval of, e.g., at sixty paces; or

» having reference to, or in connection with, e.g., ke winced at the thought; or

* in the manner of| e.g., af a trot; or
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4.3.1.3.1 Analysis of Individual English Word group ‘Not at all’

“‘Not’ is defined as an adverb denoting absence, reverse or opposite of something

(Landau, 1985, p. 447). On its own, its meaning is explicit and it is not a homonym. The

word could be codified as follows;

[3

not’ = an adverb which modifies the verb and may be positioned before or

after the verb.

According to Landau (1985, p. 39) ‘at’ is a preposition with twenty possible

meanings:

in or on the position of, e.g., at the centre of a circle; or

of time, on or upon the stroke of, e.g., at noon; or

during the course or lapse of, e.g., at night; or

in contact with, on, upon, e.g., af sea; or

to or towards, i.e., /ook at the sunset; or

through, by way of, e.g., smoke came out at the windows; or
within the limits of, present in, e.g., at home; or

engaged or occupied in, e.g., at work; or

attending: at a purty; or

in the state or condition of, e.g., at war; or

in the region or vicinity of, e.g., af the door; or

with an interval of, e.g., af sixty paces; or

having reference to, or in connection with, e.g., he winced at the thought; or

in the manner of, e.g., at a trot, or
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= in pursuit or quest of, in the direction of, against, e.g., fo catch at straws; or
* dependent upon, e.g., at an enemy’s mercy; or

» according to, e.g., proceed at your discretion; or

» amounting to, €.g., interest at two percent, or

= from, out of, e.g., to draw water at a well; or

= on the occasion of.

The word “at’ may act as a synonym with ‘in’ and ‘on’ with reference to time and
niay be interchanged with ‘in’ in regard to location. As a preposition in English, the
meaning inferred by the word ‘at” or its synonyms is understood when used with
contiguous words in a given text (Landau, 1935, p. 39). The word ‘all’ may take the form
of an adjective, noun, pronoun or an adverb. Landau (1985, p. 16) defines the different

meanings for each grammatical form:

Adjectival form;

* the entire substance or extent of, e.g., all Europe; or

» the entire number of, e.g., known to all men; or

= the greatest possible, e.g., in all haste; or

n any whatever, e.g., beyond all doubt; or

* every, used in phrases with manner, sorts and kinds, e.g., 4l manner of men; or

» nothing except, e.g., he was all skin and bones.

Noun form:
* everything that one has , e.g., o give one’s all; or

* whoie being, totality.
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Pronoun form:
" gveryone, e.g., all are condemned, or

= everything, e.g., all is lost; or

" every part, as of a whole, e.g., all of it is gone.

Adverbial form:
v wholly, entirely, e.g., fallen ail to bits; or
= exclusively, only, e.g., the desk is all for me; or

* for each, on each side, e.g., a score of three all.

4.3.1.3.2 Summary of Analysis of English Single Words
The wide range of meanings possessed by “at” and “all’ supported earlier research

findings (Fawcett, 1997; Gross, 1992; Henisz-Dostert et al,, 1979; Piron, 2003) regarding
the complexity of languages, especially with regard to words with more than one
meaning. This complexity of language structure was further evident during the
grammatical and lexical analysis of the data obtained that required separation into
synonyms and, then, translation into the equivalent French forms. The following section
describes the structurc of the altemative French words, leading to the construction of a

model capable of translating the sample in the final section of this phase of the research.

4.3.1.4 The Control Model: Selection, Analysis and Translation of Individual
Sample Words in the French Language

The phrase ‘not at all’ franslates into French as, *pas du tout” (Bayle-Exterieur,
Gradussov and McCarney, 2003, personal communication). However, as outlined in
section 3.2.12, transfer methodologies arc based on individual word relationships and

require each word to be catalogued according to its alternative meanings. Each word
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within a given text is not treated in isolation in real life and imparts meaning and
grammatical order to the text. Each word contributes to the structure upon which

meaning, tense and grammatical sense rely and in turn convey the correct meaning.

According to Bayle-Exterieur, Gradussov and McCarney (2003, personal
communication) the equivalent of the English word ‘not” in French may nomnally take
two forms: ‘ne .., pas’ or ‘ne ... point’. The two words may be used together, but often
are used by modifying the verb, for example “je ne sais pas” — “I do not know”. The
presence of single word homonyms and alternative meanings in word groups is common
in French and not exclusive to the English language, as will be shown in the following
word analysis. The French equivalent of the English word ‘at’ also takes the form of a
preposition and may be interchanged with other synonyms (Bayle-Exterieur, Gradussov
and McCarney, 2003, personal communication). The following examples (Bayle-
Exterieur, Gradussov and McCamey, 2003, personal communication) desciibe and define

the equivalent French words:

a examples include: g ' I'école - at school or & cing heures - at five o'clock or en
guerre - ai war. Interchangeable in some texts with ‘en’.

‘en”  example en Angleterre meaning in England as opposed to or en guerre -- at

war

‘chez’ this means at the home of some person or at a place, e.g., chez ma tante — at

my awnt’s hotne.

While the synonyms of a word such as ‘at’ may pose no great linguistic challenge

to the human translator, in an machine {ransiation system, lacking human intuition and the
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ability to correct errors in a more timely way, it may provide adverse translation
outcomes, However, there are other texis in French where other forms are used to express
‘at’. For example, to translate the English phrase ‘at one blow’, the literal translation
would be ‘of one blow’ or ‘d’un seul coup’ (Bayle-Exterieur, Gradussov and McCarney,
2003, personal communication). The French equivalent of the English word ‘all’ also

takes the forms of preposition, noun, pronoun and adjective as described and defined as:

Adjectival form:

* ‘tout’ or ‘toute’ are the male and female, singular forms respectively, the plural
forms are masculine ‘tous’ and female ‘toutes’, e.g., tout le monde - everyone

= ‘entier’ whole, entire, complete

Noun form:
* ‘entier’ a masculine noun, e.g., en entier - in full, completely; ot

" ‘tout’ a masculine noun the whole, all; entirely, e.g., pas du tout - not at all .

Indefinite pronoun:

' ‘tout’, ‘tout’, e.g., nous tous - all of us and six fois en tout - six times in all.

Adverb:

* “‘tout’ this may be used in the following example, fout a4 coup - all at once, but
may take the altermative form, which has the same meaning, fout d'un coup.
* ‘entiérement’ in its entirety or entirely, completely (Bayle-Exterieur, Gradussov

and McCarney, 2003, personal communication).

The English phrase, ‘all the better’, however, translates as ‘tant mieux’, and does

not use ‘tout” at all. Similarly, the English phrase, “all but’, translates as, ‘a peu prés’.
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Not surprisingly, the analysis revealed the presence of synonyms and semantic expression
that related more to convention than any strict grammar rules. The adverbial form of *all’
in French highlighted this and is analysed in the following section. While ‘tout’ as an
adverb has a precise meaning, it does interpret other English phrases that do not contain

the word ‘all’ as:

" tout a fait - completely,

» tout a l'heure - a few minutes ago, in a few minutes;
v ftout au plus - at the very most;

8 jou! quiant - quite as much or many,

" tout d'abord - at first;

v fout de suite - at once,

®  out en - while (a gerund) or qlthough (Iindicative);

" ¢lle est toute étonnée - she is quite astonished, and so forth (Bayle-Exterieur,

Gradussov and McCarney, 2003, personal communication).

The above analysis shows the different lexical and syntactical attributes of each
word that is incorporated within both dictionaries. The following section shows how the

lexical and syntactical factors may be treated withm a transfer-based methodology.

4.3.1.5 The Control Model: Construction and Analysis of a Combined English and
French Language Sample Three Word Group to Test the Translation

This phase initially involved building the word relationship and definition tables
within the English and French dictionaries. Once completed this phase facilitated

selection of the correct equivalent combination of words in the target language. Complex
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algorithms and statistical analysis incorporated within the control model then allowed
selection of the correct target language equivalent through a machine translation
metalanguage. As this study did not have the resources to create such algorithms, it
created basic parsing rules to illustrate the complexities involved and to enabls

comparison with the prototype model.

The codification of the English phrase ‘not at all” and its French equivalent was
undertaken with the creation of word relationship structure and definitions. These
processes are described in the following sections, commencing with the English, then
Frenchi constructions and finally with a model showing how the translations were

engineered. The three words were identified as:

First word ‘not’ = an adverb denoting absence, reverse or opposite of
something; may precede or succeed a verb; a verb is

usually present, but is not essential.

Second word ‘at’ = a preposition; usually precedes nouns, adjectives,
adverbs and definite or indefinite articles (the, a, or
an); synonyms: in, on.

Third word ‘all’

takes the adjectival, noun; pronoun or adverbial
forms, variety of positions within a sentence or

phrase; various meanings (Landau, 1985).

The relationship between these words evolved as follows:

= ‘not’ is entered and a search is undertaken in the English dictionary;
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* the word is located but there is no complete sentence or phrase located in the
dictionary;

o the next word ‘at’ is entered, the mechanism searches for ‘not’ + ‘“at’ and although
it finds each word and individual word meanings, no matching sentence or phrase
is located;

* the next word is entered and the following analysis is completed.

These sequences are shown in Figure 10 and highlight how the mechanism must
complete a series of tasks to seck the meaning of each word in the source language

dictionary before attempting to identify the syntax of the complete phrase or sentence:

i enter 'not’ e e
Y.
- k. S
d

!
- - - -enter second word— -]

| enter 'at’ e e - efinitions of e e e
) ' ‘not’
]
hd
[ e e - . findword
enter third word
!_ |
. Y.
- enler "all P | R ' o
. . p analyse the
: p  definitions of 'at’ P > relationship I
v i
. find word o > definitions of
' ‘all’

Figure 10 Centrol Model: Process of identifying lexical and syntactical attributes
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Figure 10 shows how the mechanism located the various grammatical and lexical
definitions of each of the individual words, but has not identified their relationship with
each other. The construction of complex relationship rules for each word would result in

the following scenario:

13 £

not’ may equal ne ... pas’

LY » AT

at’  may equal a’, or ‘chez’, or ‘en’, or ‘d’un’

‘all’  may equal ‘tout’, or ‘toute’, or ‘tous’, or ‘toutes’, or ‘entier’

At this stage, the mechanism recognises the lexical and syntactic attributes
contained within the metalanguage of each word as outlined in section 3.2.12. By means
of parsing rules, the system processes the metalanguage ‘string’ and attempts to identify
the relationship of each word in the sample text to verify the meaning of the text in the
source language. The sequences shown in Figure 11 below outline the computation
involved to enable identification of the source language text. By means of complex
mathematical formulae, reconstruction of the source language sentence into the equivalent
target language text is attempted by interrogation and manipulation of the target language
dictionary, thus complcting the translation, Conversion of the syntax of the words into a
metalanguage was based on the EBNF metalanguage as described in section 3.2.18.

Figure 11 shows the analysis of the text to verify its syntactical structure:
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’ all stages
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all the words
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meaning LIl iIzIc: H

grammar =000 ¢ = = e = ow = omoaom

Figure 11 Contro! Modei: Identifying words through parsing the word group metalanguage

Using an EBNF metalanguage, the phrase may be converted as follows:

word ::= preposition | not

word ::= preposition | at

word ;= noun | all
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The phrase consists of three words: a preposition followed by a preposition and

then a noun. This structure in EBNF may be written as a prepositional phrase:

phrase ::= preposition { preposition | noun

prepositional_phrase ::= preposition noun_phrase (Mormeau, 1992).

This prepositional phrase in the above example is a relatively simple structure.
However, to include a large number of longer and more complex texts or sentences in the
dictionary that was linked to the equivalent texts or sentences in the target language
would require more resources. Machine translation mechanisms attempt to replicate
human transfation by identifying syntax and meaning from the word order and text

structure.

The following sections describe the processes involved in a transfer-based
methodology to translate a sample sentence from the English questionnaire to the French
language equivalent. The processing of the reverse translation of the text from French

back into the original English is described.

4.3.1.6 The Control Model: Selection, Analysis and Translation of a Sample
Sentence in the English and ¥rench Languages

The sample sentence selected from the questionnaire was I need to feel there is

hope.” Figure 12 illustrates the basic grammar structure of the sample:
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Figure 12 Syntsctical structure of the sample sentence “1 need to feel there is hope.”

The importance of the Subject-Verb-Object structure of sentences, shown in the
above diagram, must be clearly identified during the machine translation otherwise, as
Morneau (1992) stresses, it has the potential to produce an inaccurate translation when
transferred to the target language. Using the EBNF the sentence would be represented as
consisting of a typical Subject-Verb-Object construction. This representation may be

written as follows, with a breakdown of the individual components of the metalanguage:

sentence ::=  subject | verb | object
subject ;=  pronoun
vetb ;= verb_phrase

object ;= noun

Analysis continued to clarify how this grammatical rule could be confirmed in text
input into the mechanism, However, analysis of the grammar of individual words was
required at the micro-level, before an overall strategy could be tested to recognise the

overlying grammar rules. The analysis is discussed in the following paragraphs.
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4.3.1.6.1 Lexical and Syntactical Analysis of Individual Words in the Sample
Sentence

Examination of each word in the sample text provided the following grammatical

breakdown:
Subject > Pronoun>  First Person Singular = I
Verb > Verb > Irregular Verb
Present Tense = need
Irregular Verb Infinitive
Present Tense = to feel
Adverb > = there
Verb > Irregular Verb
Present Tense = is
Object> Noun > Abstract Noun = hope

Each word was examined to determine its meaning and to detect any special
features that might affect translation. The subscquent analysis of the sentence is set out
below. It commenced with a detailed examination of the pronoun ‘I" used in conjunction

with other words and its position within the sentence.

4.3.1.6.2 The Pronoun ‘I’
The pronoun ‘I' has a unique meaning, is the ‘first person singular’ and may be

used in conjunction with a verb or another part of speech, for example:

I need - pronoun + verb

He and | - pronoun + conjunction + pronoun
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There was no requirement to specify this word for translation to French, because
of its unique meaning and grammatical identity. However, a variation of the pronoun,
‘me’, would requirc some distinclion between the two during the reverse direction

transtation. For example, the two vanants could be identified as follows:

1 = first_person_singular_personal

Me = first_person_singular indirect

It was evident in the case of ‘I need’ the pronou:a ‘I” was the subject of the sample
text. Therefore, a translation rule was required that stated “When ‘I precedes a verb it is
the subject of the sentence.” This rule also depended on the condition that ‘I commenced
the sentence by itself or followed a conjunction only. For example, “He and I need to
feel.” The correct use of single words already appcared complex and simple word

structures required a strict set of rules governing the syntax within the dictionary.

4.3.1.6.3 The Noun ‘Need’
The word ‘need’ is a homonym and is defined as a verb in present, past and future

tenses in various person forms, e.g., I need, I will need, they had need, and so forth
(Landau, 1985). It may also be used as an abstract noun as in “He has a need.” ‘Need’,

therefore, may take the following grammatica! forms:

Noun form = a need - indefinite article + noun, or
the need - definite article + noun
Verb form = I, you, we nced - pronoun + verb
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However, the process of word-meaning verification becomes even more

challenging when the word has multiple meanings, which often depend on word order and

inter-relationship with other words. The English — Esperanto Dictionary (Fulciier &

Long, 1921, p. 180), for example, shows three similar but different meanings for ‘need’ in

noun form:

English Esperanto
A penury need ‘bezoncgo’

A requirecment need  ‘bezono’

A necessity need ‘neceso’

According to Bayle-Exicrieur, Gradussov and McCarney (personal

communication, 2003), the French equivalents, depending on the text, could be expressed

as follows:

English Esperanto
A requirement ‘besoin’

A penury need ‘nécessaire’
A necessity ‘question’

‘Need” may also be replaced with synonyms such as desire, want, wish or

compelling force (Landau, 1985, p. 439). While the verb form is the correct form in the

sample text, some additional rules would be required to define the variations that require

clarification between the various meanings as well as the grammatical forms. ‘Need’,

therefore, may be written in EBNF as:

= noun (requirement)
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= noun (necessity)
= verb_present_tense
= verb_future_tense

= verb_past_tense

However, while individual word identification and codification would suffice for
a basic word-to-word translator, more complex phrases and sentences would require a
more structured refationship to preserve meaning and syntax (Piron, 2003). The sample
word ‘need’ has already been discussed at length, but some further analysis was required
to link it to other words in the sample text and to define its status as the active verb
specially linked to the subject and direct object. The following table shows how ‘need’

used as a verb in the present tense, relates to the preceding pronoun:

I need . 1* person singular
You need - 2 person singular
We need - 1* person plural

You need - 2" person plural

They need 3" person plural

These definitions may be expressed as syntactical translation rules to determine

meaning depending on the following conditions:

* if ‘necd’ is preceded by a definite article or an indefinite article then it is a noun.

» if ‘need’ is preceded by a pronoun then it is a verb.
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The above expressions do not cover the other present tense verb form of ‘need’ for
pronouns and nouns, e.g., “it needs” and “he needs” and so forth. The complexity of

irregular verbs emphasises the additional number of rules required for translation.

4.3.1.6.4 The Preposition ‘To’
The word ‘to’, the next word appearing in the sample text, is a preposition that

normally precedes the verb and indicates its infinitive forrn. It forms part of a composite
verb when sandwiched between verbs as in “T want to go” or “I need to feel.” The word
“to” also serves as a conjunction linking two words such as “From here to there.” These
forms required some rules to differentiate them within an entered text and to facilitate
their use in an effective synonym table. The following grammar rules were constructed to

fuifil these requirements:

* if “to’ precedes a verb then the verb takes the infinitive form and ‘to” becomes part
of the verb;

* if ‘to’ follows a verh and precedes a verb then the three words form a composite
verb; and

= if ‘to’ precedes a noun, then it is a conjunction,

Al

4.3.1.6.5 The Verb ‘Feel’
The next word that follows ‘to’ in the samiple text is the verb ‘feel’. As ‘to’

precedes the verb, then the rule described identifies ‘feel” as the infinitive form. It also
confirms that ‘to’ is a preposition used to modify the verb. The use of the two syntactical

rules here, confirms the relationship between the two words, bul not the precise meaning
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of the verb ‘feel’, which is a homonym. The alternative meaning of ‘feel’ is discussed in

section 4.3.1.7 below.

4.3.1.6.6 The Adverb ‘There’
In the sample text, ‘there’ as an adverb (Landau, 1985, p. 701) modifies the

preceding verb, ‘feel’ (Fowler, 1968, p. 633).

4.3.1.6.7 The Verb ‘Is’ .
‘Is’ takes the form of the present indicative, third person singular of the English

irregular verb ‘to be’ (Landau, 1985, p. 345).

4.3.1.6.8 The Abstract Noun ‘Hope’
The last word in the sample text, ‘hope’, takes the abstract noun form in the text,

but may also take an alternative form as a verb (Landau, 1985, p. 309). The following

rules were built to describe these altcrnative grammatical forms:

Verb + noun = if ‘hope’ is preceded by a verb then it is a noun, or
Adjective -+ noun = if *hope’ 1s preceded by an adjective then it is a noun,
or

Conjunction + noun if ‘*hope’ Is preceded by a conjunction then it is a noun,
or
Article + noun = if ‘hope’ s preceded by a definite or an indefinite

article then it is a noun, or

Pronoun + verb = if “hope’ is preceded by a pronoun then it is a verb, or

Preposition + verb if ‘hope’ is preceded by a preposition then it is a verb
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However, these rules may not be adequate as ‘hope’ may also be a proper noun
indicating a female personal name (Landau, 1985, p. 309). Identification and verification
to ensure accuracy of translation is required under these conditions to ensure integrity of
meaning. In addition to syntax rule tables, it was necessary to construct a synonym table
to clarify the meaning of ‘hope’. The issue of homonyms and how they affect the control

model are discussed in the following section.

4,3.1.7 The Control Model: The Issue of Homonyms

QOther homonyms within the sentence are based on the word ‘feel” which may take

similar but different forms in English (Fulcher and Long, 1921, p 103):

To feel as in a sense of touch

To feel as in a non-physical sensory way

The word ‘feel’ may also take the form of an abstract noun as in [ like the feel of
the cloth” (Landau, 1985, p. 233). Without lexical verification of each word in the
sample text, a number of incorrect sentences entered into the mechanism would not be
correctly identified. For example, the intended meaning is, “I need to feel or believe that
there is some hope of some future event.” The intended meaning would be misinterpreted
if the wrong or unintended meaning was translated as, *“I need to feel physically, touch or
prod a person called Hope.” While the second version is a farcical transiation, a poorly
designed machine transiation mechanism might not automatically recognise the correct

VCISIon.
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According to Senellart et al. (2002, p. 1), the treatment of homonyms by the
control model is based on a statistical analyser. The analyser selects what appears to be
the correct meaning of each word based on statistical probability. As will be shown in
section 4.3.2.9, the prototype model relies on synonym tables to recognise homonyms and
to allow the user to sclect the correct meaning. Before completing the translation and
analysis of the complete sentence, individual words were examined to derive an
understanding of their attributes and the ways in which they may affect the translation

Processes,

4.3.1.8 The Control Model: Defining Word Order and Syntax in the Source
Language

The grammatical forms of each word were identified in preparation for conversion

to the EBNF;
First word = T = 1 person singular personal
Secondword = ‘need” = preceded by a pronoun = verb
Third word = ‘to’ = preposition precedes a verb = infinitive verb form
Fourthword = ‘feel’ = preceded by a preposition = infinitive verb
Fifth word = ‘there’ = adverb follows the verb
Sixth word = ‘ig’ = present indicative, third person singular
Seventhword = ‘hope’ = preceded by verb = noun = male or

female proper noun
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The EBNF sentence string may now be written as follows:

Sentence ::= subject | object | verb; or

Sentence :: pronoun | verb-phrase | noun; or

Sentence ::= pronoun | verb | preposition | verb | adverb | verb | noun

The next challenge for a transfer-based mechanism to overcome would
be the definition of the subject, verb and object order as, to ensure that the
correct meaning is préserved, it is necessary to define the nature of the word
order. English texts often do not define the subject or the object, leaving the
verb to float within the text and relying on the intuition of the rcader to define
the syntax (Stuttard, 1952, pp. 16-17). This difficulty in identifying the
subject and object parts of a sentence, may be overcome as demonstrated by

using the above sentence as a basic model:

Sentence :;= pronoun | verb | preposition | verb | adverb | verb | noun
Analysis: encountered a pronoun
followed by a verb group
followed by a noun
Conclusion:  the pronoun is probably the subject, as in English, the subject often
precedes the text
the verb group is the verb,

the noun may be the object.

The completion of these word relationship and syntax rules in the English

language preceded a similar process in the French language dictionary. The following
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section outlines how the completion of word relationships and syntax rules was

accomplished.

4.3.1.9 The Control Model: Identifying the Equivalent French Language Words in
the Sampie Sentence

The equivalent French translation to the English sentence “I need to feel there is
hope” is “I’ai besoin de sentir il-y-a I'espoir” (Bayle-Exterieur, Gradussov and
McCamney, 2003 personal communication). This may be translated literally, as “l have a
need to feel there is hope.” The word order is different in the French version. In addition,
the word groups and their relationships within the French sentence are not identical to the

English sentence.

“J’at besoin de sentir il-y-a I'espoir’ may be deconstructed as follows:

Promoun ‘I’ The pronoun equates to I and has two possible equivalent

Forms in French and one variant form:

Je’ first_person_singular_personal
‘J’ first_person_singular_personal abbreviated
‘Moi’ first_person_singular_indirect

Verb ‘ai besoin de’ ‘avoir besoin de,’ literally a verb group: ‘to have need of’

which is ‘avoir besoin de’ modificd according to tense and
Noun/pronoun status.
Verb ‘sentir’ ‘to feel’; there are two meanings in French:
‘sentir’ - the infinitive verb form relating to a belief or
an emotion; and
‘tloucher’ - the infinitive verb form as in the physical

form of touching.
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Adverb/
Verb ‘il-y-a’ ‘there is’

Noun ‘espoir’ ‘hope’

The same complexities, of defining the lexical and syntactical attributes of each
word and phrase experienced during the construction of the English dictionary, occurred
during the construction of the French dictionary. Uniquely defined within its respective
dictionary, each word combines with other words through a complex matrix of
relationships and syntactical rules. Once added to the target language dictionary, each
word may be catalogued into a metalanguage where each word may then be sought by the
transfer system when it attempts to locate the equivalent words and syntactical structure
to complcte the analysis. Please refer to Figure 5, in Chapter 3, which illustrates the basic
steps involved in the linking between the source language and target language

metalanguage representations.

4.3.1.10 Summary of the Control Model Structure and Translation Methodology

The transfer sequences shown in Figure § are a simplificd expression of the actual
processes that occur within the control model. The control model relies on each word
encoded in the metalanguage being identified and its relationship with other words in a
given text to be placed mathematically. The codification of each word gives the transfer
model the advantage of using the syntax of a language as well as the lexical attributes of
individual words as described in section 3.2.5.2. Consequently, a more flexible use of
language dictionarics is based on algorithmic formulac. The control model also relies on

a statistical analysis of word order and hikelikood of translation outcomes.

123




One of the main differences between the control model and the interlingua-based
prototype model is the requirement of the control model to codify each word in both
language dictionarics in some metalanguage format. The prototype model does not use
this strategy. The prototype model relics, instead, on a semantic representation of word
groups stored in the natural language dictionarics that connect to their equivalent word

groups held in the interlingua dictionary,

4.3.2 The Prototype Model: Structure and Methodology

This section describes the structure of the prototype model and the processcs
involved in translating the identical sample texts through the combined interlingua and
sublanguage methodology. It provides a description of the interlingua strategy and its use
as a filter to translate texts between the source language and target language. 1t also
includes an explanation of the sublanguage strategy and its use to translate words and

word groups.

4.3.2.1 Description of the Combined Interlingua and Sublanguage Methodologies

The prototype model, constructed by using the Jade object-oriented database,

included the following key features:

* aninlterlingua mechanism linking the English and French dictionaries to the
Esperanto-based interlingua dictionary,
» English and French dictionarics consisting of a sublanguage methodology

incorporaling single words and word groups of up to cleven words;
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s amatching mechanism linking each word and word group in the English and
French dictionaries with the equivalent word and word group in the interlingua
dictionary;,

= synonym look-up tables providing alternative natural Janguage word definitions
where word ambiguit s nave been identified;

» asplicing mechanism capable of joining two word groups in the English
dictionary and, through the interlingua, able to identify the equivalent combined
word eroup in the French language dictionary; and vice-versa,

*  asplicing mechanism capable of joining two word groups in the French
dictionary and, through the interlingua, able to identify the equivalent combined

word group in the English language dictionary.

The following sections provide a detailed description of the prototype model,

together with reference to the sub-questions of this study.

4.3.2.2 The Prototype Model: Description of the Interlingua Mechanism

The prototype model incorporated an Esperanto-based interlingua linked to
English and French language dictionaries. Each language dictionary contained words and
word groups taken {rom the survey questionnaire, Each of these words and word groups
was linked to the equivalent words or word groups contained in the interlingua. Figure 13

shows examples:
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Figure 13 Examples of English and French words and word groups and their equivalents in the
interlingua dictionary

Unlike the control model, which links the English and French languages directly
through a parsing mechanism, the prototype model uscs the interlingua as the pivot or hub
language. The interlingua’s ability to be used as an intermediary device, capable of
defining the precise lexical meaning of words and word groups incorporated in the natural

language dictionaries, was investigated by this study.

Specifically, testing of this strategy addressed the sub-questions:

May Esperanto us an interlingua preserve a high stundard of meaning when
translating text between two natural languages?

Muay Esperanto as an interlingua reduce significantly the cost of linguistic and
technical resources when translating text between two natural languages?

4.3.2.3 The Prototype Model: Description of the English, French and Interlingua
Dictionaries

English, Esperanto and French speakers translated sample texts from the
questionnaire. English texts were translated into the equivalent Esperanto. The
Esperanto texts were then translated into their French equivalents. These translations are

attached as Appendices D to I The translations were analysed and a matrix was built to
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catalogue the retationships between the natural languages and the interlingua. The

following section describes the word group strategy.

4.3.2.4 The Prototype Model: Description of the Word Group Methodology

The ideal machinc translation mechanism with the ability to produce 100 per cent
accuracy in translation of complewe natural languages is a long way from achieving
realisation — please refer to section 3.2.2. Even as an altemative strategy, the large
number of potential phrase and sentence combinations within any natural language means
it is not feasible to cataloguc every conceivable phrase and sentence. The contemporary
machine translation systems use complex algorithm-based parsing mechanisms but
achieve only mediocre results (Hutchins, 1995, p. 4; Leavitt et al. 1994, p. 2; Schubert,

1998).

The word group strategy attempts tc remove the need to define the lexical and
syntactical atiributes of each word in the prototype dictionaries — please refer to section
3.3.3. Instead, it relics on identifying those natural language word groups made up of
between one and seven words that have a unique meaning, Each word or word group is
then linked to the equivalent word or word group in the interlingua. The construction of
these word and word group dictionaries initially requires a considerable amount of data
input. This study will determine whether the extra lexical build is offset significantly by a
saving in linguistic analysis and technical construction. The strategy also includes linking

word groups together to make complele sentences.




The perceived advantage of clustering or clumping word groups, and using the
results 1n combination, is that lexical and syntactical rules are already extant within the
word groups. Machine translation mechanisms, which include semantic transfer of text,
offer greater levels of accuracy than models that do not incorporate the strategy. This
study evaluated the semantic features within individual and combined word groups to
ascertain if they eliminated many of the relationship rules required to overcome reliance
un syntactical and lexical dynamics claimed by several sources (Arnold et al., 1994,
Boitet, 1994). Testing of this strategy addressed the sub-questions:

May a sublanguage methodology preserve a high standard of meaning when
transiating between two natural languages?

May a sublanguage methodology reduce significantly the cost of linguistic and
technical resources when translating text between two natural languages?

The success of the prototype model was contingent on the mechanism being able
to identify English and French word groups and combined word groups keyed into the
mechanism, It was designed to facilitate identification of the correct equivalent word
groups in the target languages. The mechanism searched f{or the exact equivalent word
group or combined word groups stored ia the interlingua. When it was successful, the
mecchanism then scarched for the cquivalent word group or combined word groups in the

target language dictionary.

These processes must be capable of being reversed from the target language
through the interlingua, where scarching for the correct equivalent combined word groups

cnables sclection of the correct source language cquivalent word group or combined word
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groups. When this process is completed successfully, then the model has met the set
requirements. If the word group is not located in the English dictionary, the process is
terminated. Successful identification of the equivalent interlingua word group
automaticatly identifies the equivalent French word group because the two are already

linked. Figure 14 illustrates the process.

i : . Localo equivalent
| Enter English word » ward grovp In the

group i English dictionary

-
|

. R i STOP!

. Locoted equivalent - English pi Unabla to locate

; Engtish word graup ‘N dictionary i waord group

v . PEEES
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; word group In the
' intedingua
| digtipnary

i Localed equivatent
! word graup In tho
i inledingua

| dictionary

Intedingua
dictiopary
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- word group in lhe
French dictionary

French
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/" Teanslated
pd word group

Figurc 14 Translation of a single English word group through the interlingua to produce the French
equivalent word group
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Figure 15 shows the processes involved in translating two combined French word
groups. The mechanism locates the two equivalent word groups in the interlingua
dictionary and then the English equivalent word groups are located and the translation

process is completed.
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. French word greup
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. French 151 & 2nd dictionary \ Interingua
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; Inletingua
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Figure 15 Translation of two French word groups ihrough the interlingua toe produce the English
equivalent,
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This process of combining word groups is intended to avoid reliance on parsing
techniques involving the creation of a metalanguage and word attribute rules. The
cxample shown in 4.3.1,6.1 of transfer methodology cneoding of each word in the sample
sentence 'l need to feel there is hope™ may be avoided using the word group strategy. For
example, the sentence could be bisected to form the foliowing combination: *I need to
feel | there is hope.™ By using interchangeable word groups these word groups might
form a dictionary table such as:

I'need to feel | there 1s hope;
I'need to feel | some hope;

I need to feel | optimism;

Do you need to feel | some hope

and so on.

4.3.2.5 The Prototype Model: Preliminary Examination of Word Groups

Based on the methodology described in the previous section, the construction of
the prototype model proceeded with resecarch focussing initially on word groups
consisting of between onc and three words. Because smaller word groups seemed to offer
less likelihood of complex linguistic relationships, it was anticipated that this approach
would provide a clear understanding of the linguistic dynamics involved and enhance

understanding of the challenges involved in the prototype design.

The preliminary rescarch attemipted to determine whether less complex linguistic
relationships were evident in smaller word groups. If verifiable, the sivwegy would avoid
or reduce the requirement for additional linguistic and cngineering resources but still

cnsure accurate translation results, Examination of the survey questionmaire confinned
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that single word and small word groups, consisting of between two and three words, were
being used repeatedly throughout the document. The example below shows the optional

responses to the main question:

How important is this need to you now?
Not at all
Alittle
Somewhat
Very much
Extremely
Translation of each optional answer undertaken by the Esperanto and French
translators produced a variety of results. As will be discussed further in this chapter,
analysis of these results confirmed previous research described in sections 3.2.2 and 3.2.8,
which identified the challenges presented by homonyms and intricacies of relationships
between individual words. The first word group, ‘not at all’, translated into Esperanto
without requiring additional rules to cnsure translation accuracy. The translators, Bayle-
Extericur, Gradussov, McCamey and Mendelawitz (2003, personal communication),
confirmed that the interlingua had a precise equivalent, “lute ne’, which in turn was
equivalent to the French word group *pas du tout’. This early study facilitated the

building and designing of the language dictionaries, which are described in the following

scction.

4.3.2.6 The Prototype Model: Construction of the Langnage Dictionaries

Translations of these English word groups into the interlingua were completed and
then the equivalent word groups were identified in the French language. Figure 16 shows

an example of the same sample text, ‘not at all’, that was used in the comrel modcl, to
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illustrate the simple relationships between the interlingua and the English and French

dictionaries:

PAS DUTOUT

Figure 16 Relationships between the interlingua and equivalent English and French word groups

To assist further in the design of the prototype mcdel, translation and analysis of
the second optional answer “a little’ was completed. This phrase is an English adverbial
group with the noun ‘little’ preceded by the indefinite article ‘a’ (Fulcher and Long, 1921,
p. 160). Used in a lengthier senterce, it could also take the adverbial or adjectival form,
which is discussed in more detail in the next subsection of this chapter (Fulcher & Long,
1921, p. 160). According to the Funk and Wagnalls Standard Desk Dictionary (Landau,
19835, p. 379) the English word ‘little’ is a homonym which, in the noun form, has a

number of different meanings:

« asmall amount, e.g., give me a little;
@ an insignificant amount, e.g., little can be done about it; and

= ashort while or distance, e.g., little by little.

In the context of the specific question contained in the questionnaire, “How
important is this need to you now””", ‘alittle’ infers a small degree of importance
regarding the specified necd. Translation of “a little” as an independent word group

cquated with precise equivalents in the interlingua’s ‘iomcte’ and the French ‘un peu’
q g P

{Gradussov ct al., 2003, personal communication). The variant noun forms did not
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complicate the relationship as the analysis proved that as an independent word group ‘a
little’ can only have the same meaning as the interlingua equivalent word ‘iomete’
{(Gradussov et al., 2003, personal communication). Figure 17 demonstrates this

relationship:

Figure 17 Example of the relationships between the interlingua and the English and French
dictionarics — “a little’

As this separate word group has a unique meaning, it does not require any
linguistic relationship rules, such as a synonym table, to clarify ambiguous meanings.
However, in its adjectival and adverbial forms, ‘little’ displays a variety of subtle

differences in meaning. Landau (1985, p. 379) provides examples:

(a) adjectival form indicating:
s small or smaller in terms of size, ¢.g., a little house;
v not long, short or brief, e.g., a little time, a short distance;
= small in terms of quantity or degree, e.g., little wealth or little probability,
= having small force or effectiveness, , c.i., a little cffort;
= not having great influence, power or significance, or trivial, c.g., a little
martinet; and

* narrow or limited viewpoint, c.g., petty little minds.

(b) adverbial form (less, least):
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» only slightly, not much, e.g., he sleeps little;
* not at all, used before a verb, e.g., she little suspects.
In Esperanto, the equivalent of the noun form of ‘liitle’ is *mal multo’, while the
adjectival form is ‘mal multa’ and the adverbial form is ‘mal multe’. Thus, the various
grammatical forms of *little” arc represented by different words in the interlingua, which

forces precise meaning during translation.

To define the presence of homonyms appearing in sample text through a machine
translation mechanism, complex parsing rules are nceded to define the orrect meaning,
as described in section 3.2.19. Word-for-word translation mechanisms are primarily
concerned with both homonym occurrences and surrounding syntax of each clause or
sentence. This would not necessarily guarantee accurate identification, however, as often
the meaning may need to be elicited from contiguous text (Momeau, 1992, pp. 23-24).
Figure 18 shows the cquivalent English and French word groups for the single word
‘fittle’ in each of its distinct grammatical forms, which have been coupled to the

interlingua:

NOUN FORM

ESEETCVIOR

MALMULTA |9~ ~ PETITE)

[ AECTIVE FORM

PHIANIOS TR

ADVERBFORM | — gl LITILE g . MALMULTE . hg——1]  PEUDE{D) -

Figure 18 Diagram showiag the interlingual and French equivalenis of the noun, adjectival and
adverbial forms of the English word ‘little’
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It was, thus, essential to verify accurately the intended meaning of ‘little’
whenever it occurred within any text. In this instance, the interlingua assisted in
identifying precise meanings for the varying English equivalents (Gradussov et al., 2003,
personal communication). The likelihood of ‘little’ appearing by itself in a survey was
considered improbable, so there was no reason to build a synonym table for this single
word. The potential grammatical complexities and homonvm characteristics, noted at this
preliminary stage of the prototype construction, confirmed the carlier research identifying

these issucs described in detail in Chapter 3.

4.3.2.7 Construction of the Language Dictionaries Within the Jade Database

The construction of the Jade database and the dictionary design was undertaken at
the same lime to ensure compatibility between the linguistic and technical designs. The
database design incorperated requirements for the translators engaged in building the
dictionaries and for the researcher planning to use the completed model for language

translation.
*  For translators, features provided included:
- aminimum number of steps to input words and word groups;

- prompts to include synonym and special langnage rules including gender

variations;
- prompis to link input data to the interlingua dictionary;
- the ability to add new natural language dictionaries; and

- the use of UNIX code 1o handle different characters used in French, Esperanto,

ctc.
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» For researchers, features included:

- two basic search strategies to enhance selection of word groups and combined

word groups; and

- automatic prompts, which highlight the occurrence of homonyms or special
language rules such as gender variations in pronouns in different natural

languages.

A user manual describing the processes involved in the building of the language
dictionaries is attached as Appendix C. The processes involved in translating natural

language texts are described in the following sections.

During the early design stages of the prototype model, it became apparent that
homonyms occurring required identification and some special handling. The word group
strategy was used to investigale whether it would overcome the challenges posed by
homonyms. If successful, then it would be incorporated into the prototype model for
further evaluation. To estimate the occurrence of homonyms, other small word groups
were analysed to determine whether the model required a synonym look-up table to
reduce translation inaccuracies. Samples of some of these findings are described in the

following scction.

4.3.2.8 The Prototype Model: Creating Synonym Tables to Recogaise and Process
Homonyms and Grammatical Anomalies

The small word group samples included analysis of the remaining terms in the

other optional answers found in the guestionnaire. *‘Somewhat’, ‘very much’ and
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‘extremely” were analysed to identify whether each word or word group had multiple
meanings and to identify the correct equivalent in English. None of these words or word
groups had any ambiguous meaning in the English language. The Esperanto and French
translators translated the English word groups into the cquivalent interlingua word groups
and confirmed that the interlingua provided a precise template of meaning for homonyms
in the naturai languages. Similarly, the interlingua word groups translated accurately to
French language equivalent word groups. The following diagram illustrates the

relationships between thc three languages:

Aol
CSOMEWHAT  : |

TVERY MuCH

ERTREMELY . TTTAREEGE L TERIREVRAMENT

Figure 19 Relationship diagram of the remaining word groups in the first sample from the
questionnaire

The following questions were then selected from the survey questionnaire to
identify homonym occurrence:
Have we provided a satislactory service to your child? How well has
this nced been met for you? Please tick the following answer which
best refleets your answer to this question:
Nol a need
Nol met at all
Partly met
Well met
Completely met
These, and similar responses, are used extensively in the questionnaire, making

them candidates for inclusion in the language dictionaries used in the prototype model.

Analysis of these optionai answers, however, confirmed the presence of the English
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tanguage homonyms ‘need’ and ‘met’, The first response examined was ‘not a need’. It
was translated and identified with two altemative word group equivalents in the
interlingua: ‘ne estas bezono’ or ‘not a requirement” and ‘ne estas neceso’ or 'not a
necessity’ (Gradussov ct al., 2003, personal communication). Each interlingua word
group was translated into French language word groups, respectively: ‘pas de besoin” and
‘pas nécessaire”. Figure 20 shows these relationships, highlighting two altemative

meanings of ‘need’:

SH

e i e e e

TUROT A NEED
AN IN
REQUIREMENT®

ASIN
‘SECESSITY

NECESSARRE

Figure 20 Example of English homonym *need’ highlighting its twe maén forms in relstionship to the
interlingua and French dictionary

During this translation, the English noun ‘need’ was identified as a homonym
which, according to Fulcker and Long (1921, p. 180), possesses several similar but

different meanings. It is represented in Esperanto as:

‘bezono’ This refers to a requircment being fulfilled, e.g., “Has the hospital
fulfitled the requirement (need) to treat your child?”
‘neceso’ This refers to a necessity being fulfilled, e.g., “*Has the hospital

fullilled the necessity (need) to treat your child?”

In Esperanto, ‘bezono’ and ‘neceso’ have precise meanings but may be treated as

synonyms and are often a matter of choice by the user or influenced by the context
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(Stuttard, 1952). To ensure that the correct translation was captured from the English in

the interlingua, the different English formis of ‘need’ were studied in two language

references. According to Landau (1985, pp. 438-439) ‘nced’ and ‘necessity’ have the

following meanings when used as nouns:

(a) need:

the fact, quality or condition of lacking of something necessary or
desirable; or

a desirc or longing, c.g., the need for revenge; or

obligation; necessity, e.g., no need to be afraid; or

a condition of want, danger or helplessness; or

something wanted or required, c.g., modest needs; or

poverty, hardship.

(b) necessity:

that which is indispensable or requisite, especially towards the attainment
of some end; or

the quality, condition or fact of being necessary, or

the conditions that make compulsory a particular course of action, e.g., 10
resign out of necessily; or

urgent or desperate need, as because of poverty or accident; also, a time of
such need; or

that which is unavoidable because itis part of an invariable process, as in

nature, logic, cte.; also, the process itself.

Fowler's Modern English Usage (1968, p. 519) states that ‘requirement’ and

‘requisite’ arc synonyms and “'the two are so far synonyms that in some context cither will
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do ... But requirement means properly a need, and requisite a necded thing” The
transtators confirmed that ‘neceso’ was the preferable choice in the context of the
questionnaire sample (Bayle-Extericur, Gradussov and McCamey, 2003, personal
communication). Conscquently. both ‘neceso’ and ‘bezono’ were included in the

interlingua dictionary.

The remaining texts ‘not met at all’, *partly met’, "well met’ and ‘completcly
met’ were analysed to assist further in the construction of the prototype medel and the
cvaluation of its handling of homonyms. The English word ‘met’ when used as the
past tense of the verb “to meet’ has three distinet meanings (Fulcher and Long, 1921,

p. 170)%

* (o fulfil a requirement;
* to cncounter a person or thing; or

® (o come to terms with someonc or thing.

Figure 21 illustrates these different meanings of ‘met’, which are represented by

three distinct words in Esperanto:
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AS INFULFILLED

AS IS
'ENCOUNTERED

COME TO TERMS
wITH®

AN IN um—

Al i iy

“RENCONTRE -

WM.

COME TO TRREMS ENTIGES
nuN

“FRALTE AVEL -

Figure 21 Comparison of the English homonym *met’ and its three synonyms to the equivalent in
Esperanto and French

Figure 21 also shows the French texts that correspond to their Esperanto

counterparts, In this instance the homonym *met’ does not have a French equivalent

(Gradussov et al., 2003, personal communication) and, consequently, no synonym look-

up table is required when translating {rom the French (o English. Fipure 22 shows the

three alternative versions of “miet” used in the word group clause, “have we met”. To the

right of the word group are the three alternative English homonym equivalents, *have we

fultilled.” “have we encountered’ and ‘have we come to terms with™

da,

SIS
AVEWE
MET

HAVE WY
FULFILEED

LN QA

HAVE WE
ENCOUNTERED

PAVE Wil €038 |———— >
TO TEWRMES WITN

B U
FLENUMIG

AVONSROUS
CREALISE

- (U Nt

o

AVONS-NOUS
RERCOMTRE

(U NE
HOMSENTICS
FORIN

L AVONS-ROUS

e

TRANTE

Figure 22 Synonym list for the English word group *have we met” showing the interlingua and
French equivalent word groups




The relationship required to represent the alternative meanings for the other

sample answers, ‘not met at all’, “partly met’,

structured as shown in the following figures:

MO FULFILLED
S ATAML

B e RO
T AT ﬁm_a, "ERCOUNTERED -
LOATALL

m;mmm“m

}Zﬁiib‘i!l

. NOTCOMETO
i TERNS WITH
CUOATALL

sébrasxmsf;am

' ﬂﬁs..NE o

KON

‘well met’ and ‘completely met’ may be

" NOUSNE
nnmz::, PAS
BUACLORD

Figurc 23 Synonym list for the English word group *not met at all* showing the interlingua and

French equivalent word groups

NS

R e

U BARTLY |
CNULFILLED ]

DNCRIATIE

| pamTLY
ENCOUNTERED

| BENRONTITA

PARTLY COME
TOTERMS WITHE

4GS

- HONSENTIGITA

[Lex)]

KUN

G

ENFARTIE

Figure 24 Synonym lisi tor the English word group *partly met' showing the interlingus and French

equivalent word groups
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CWELL
FULFILLED

. WELL
ENCOUNTERED

wm: (O
Tsnm Wit
CWELL

'.__.__b

— ¥

" FLEIPARTE
PLERUMFTA,

TRES BIEN ¢
CREALISE

PLEIPARTE - -
RENKONTATA -

L e I

No .
FQUIVALENI‘

PLL! i

HUN

E{O'\ISENTIGITA

‘iDMME‘S BIEN

Acconmf.s

e

Figure 23 Synonym list for the English word group ‘well met’ showing the interlingua and French
cquivalent word groups

. COMPLEFELY

ToMET -

| COMPLETELY

- FULTILLED

| COMPLEFFLY
| EMCOUNTERED

" COMETO.
 TERBIS WETH
‘COMPLETELY

 —

cmmmmmur
R‘ﬁ.Li“E

L RENKONTITA

zcowsm\:_m’;n;é

TOUrAFAIT
- DACCORD

Figure 26  Synonym list for the English word group *completely met® showing the interlingua and
French equivaleni word groups
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4.3.2.9 The Prototype Model: Introduction to Synonym Tables

Homonyms and ambiguous texts, where the syntax is unhelpful to those deducing
the intended meaning, have fucelled much debate amongst machine transiation researchers
(Garvin, 1972).  The use of pre-editing and post-editing tools built into a machine
transtation mechanism may help to overcome the vagaries of nawral languages (Arnold et
al., 1994). Synonym look-up tables are one such tool and the regular occurrence of
homonyms within the survey questionnaire required the inclusion of a synonym table in

the English and French dictionaries to allow users to select the correct synonym.

Further examination of the homonyms found in the survey questionnaire assisted
in the design of the prototype model. The alternative English language word groups ‘not
a requirement’ and ‘not a necessity’ could be available to a user entering either English
word group for translation as shown in Figure 27. The synonym table provides details of

cach synonym the user may select when keying in the desired altemative.

ASIN CNOTANEED - M ESTAS
‘REQUIREMENT? . . I -~ BEZONG -

ASIN ;. NOT A NEED o PAS .
NECESSITY - : _NECESO NECESSAIRE -
A

Synonym look-up table

Figure 27 Synonym table incorporating the English homonym *need’




The word group stratcgy was tested to determine if it reduced the complexities of
word-for-word translation. An attempt was made to see if word groups conlaining ‘little’
required synonym lables 1o assist the user to differentiate belween variant meanings. A

sample text ‘Do you understand the process a little better?’ was used to test the strategy.

The sentence was bisccted into the following word groups:
‘Do you understand the process | a little better?”
The first word group or ‘lcader’ used in conjunction with other *follower” word

groups could represent sentences likely to appear in a survey questionnaire, such as those

shown in Figure 28:

. ‘Leader’ word gz"bup | ‘Follower’ word group
_:Bn you. mﬂeman& fihu. ] aligtle better
procesg L e
i you a.naeﬁwsﬁmﬁ
By thoy vrderitong
Daszs ,;msn '.?'&aaaﬂg msﬂemtmd
Troes your chiltd anderstand

o little more

Figure 28 An example of the ways in which word groups may be combined with ether word groups.

‘Little” and ‘a little” had, in the context of these interchangeable combinations, a
precise and unambiguous meaning, i.c., a small quantity. The interlingua cquivalent and
its French translation were unambiguous. In this example, the word group strategy
avoided the necessity to create any relationship synonym rules. This translation is

highlighted in Figure 29:
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M
L MALMULTO

P W

a—— UNPEUDE @,

NOUN FORM

i
ADJECTIVE FORM MAL MULTA TR )
A - EQUIVALENT
SR g
ADVERH FORM 1AL MULTE CERUDE @)

Figure 29 Diagram showing the interlingua and French equivalent of the noun, adjectival and
adverbial forms of the English ‘a little’,

It should be noted that the indefinite articles ‘a’ or ‘an’ are implicit in all
Esperanto nouns. The analysis completed during the construction of the prototype
English and French dictionarics identified those word groups capable of manipulation to
ensure preservation of correct meaning during transtation. These observations were used

to determine whether:
a  complex syntax rules could be avoided or minimised; or
= there was a rcquiremcnt to construct synonym look-up tables; or

» the defined language environment strategy could be used to enhance translation

between the dictionaries.

Data collected during this stage of the research provided the information required

to answer the sub-question:

Meay Esperanto as an interlingua preserve a high standard of meaning when
transiating text between two natural lunguages?
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The three sets of word group translations were added to each respective language
dictionary. The English and French word groups were then linked to equivalent word
groups in the interlingua. The database then incorporated the word group, relationship
rules and any necessary synonym look-up tables. Testing of the database confirmed the
robustness of the Jade environment and the rescarch progressed to the next stage, which
involved combined word group relationships. Data collected during this stage of the
research provided the information required to answer the sub-question:

Muay a sublanguage methodology preserve a high standard of meaning when
translating between two natural languages?

The preliminary testing of combinations of word groups informed the
construction of the prototype model, Recognition of homonyms and their treatment by

the prototype model provided a blucprint to design and evaluate the combined word

group strategy. This part of the study is described in the following section.

4.3.2.10 The Prototype Model: Construction of Combined Word Group Structures

The prototype model relies on being able to identify both word groups and
combincd word groups that are stored in the interlingua. A source language word group
is entered into the prototype mechanism, the equivalent word group is located in the
interlingria and the matching turget language word group is confirmed. Please reter to
Figure 16 above for an illustration. The process also suceeeds with, for example,
sentences consisting of two word groups. This rescarch also examined the relationships

hetween combinations of word groups to determine the quality of the translations,
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4.3.2.11 Selection of Sample Word Group

The research focussed on combining small word groups in the interlingua to create
complete sentences. The maximum number in cach word group was restricted to seven.
During this process the use of word groups and the associated strategies, independently or
in combination, raised a number of questions about factors that were likely to affect the

translation of the majority of word groups entered into the model. These factors were:

» the frequency with which a given word group would occur within the defined
language environment;

= which alternative form or forms would most frequently occur;

® determining the best alternative form or forms for retention in the dictionary; and

s defining the composition of the synonym tables to reflect the selection or omission

of altemative forms.

The use of word groups to preserve correct meaning during translation was
investigated and, subsequently, more advanced routines were built to test more complex
structurcs. Short sentences that comprised two word groups werce constructed in the
interlingua. The first example took the form of a simplified question used in the survey
questionnaire, *Have we met your needs?’ The exact Esperanto translation is “Cu ni
plenumis viajn bezonajn?” This sentence occurred frequently in the questionnaire, so
there was potential benefit in translating such regularly occurring sentences as one
discrete group. It was thus examined to determine how it might best be bisected into

word groups and to determine:

= whether the two word groups in the English and French dictionaries have

equivalents in the interlingua;
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» whether the equivalent word groups in the English and French dictionaries
combined to form a sentence in the interlingua; and
= how well that sentence preserved the intended meaning between the English and

French dictionarices.

The large number of sentences required to populate a dictionary in a non-
defined language environment would require huge resources. However, a restricted
environment may include only those sentences and phrases likely to appear within
that environment. Such restriction would avoid the construction of overly complex

dictionaries.

The experiments were designed to determine whether the strategy would
preserve all of the linguistic atinibutes of a translated sentence without the use of a
metalanguage and complex computing rules. Results from the experiments with
combined word groups are detailed in scction 5.2.2. The examination of combined
word groups would contribute to an answer for the sub-question:

May Esperanto as an interlingua preserve a high standard of meaning when
translating text hetween two natural lunguages?

During the design of the prototype model, it was apparent that the regular presence
of homonyms and differences in the grammuar of English and French made it unavoidable
that these features must be recognised during the translation processes. Unlike the
transfer methodology, which has complex syntactical and lexical rules that identify these

anomalics, the prototype model required a different system to deal with them. The
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{ollowing section describes how synonym tables overcame these challenges to ensure
yi i

accurale translations.

4.3.2,12 Constructing the Synonym and Word Group Selection Tool

The first part of the text “have we met’ contains the homonym ‘met” described
previously in section 4.3.1 7. (Please also sec Figure 20.) This word group was used as
the first or leader word group to which follower or secondary words or word groups may
be added to form a sentence. In this case ‘your needs’ 1s added to complete the sentence
‘Have we met your needs?” The word group *your needs’ also contains the homonym
‘need’. This requires the prototype to complete additional tasks during the translation.
Both word groups must be interrogated to verify if homonyms are present. I a homonym
is present in either word group the mechanism provides the user with the option to select

ihe desired altermative meaning,.

The mechanism then identifics the exact word group selected and the equivalent
phrase is identified within the interlingua dictionary. (Please refer to Figure 16.) Figure
31 below shows in detail how this basic process of identifying the word group and

determuning whether there are any altemnative meanings takes place.
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Locate first
word group

v
located first word
goup-no 4
Synonym

locate second
word group

Y
located second
word group - no 4
Synonym

{ocate second
word group

located first
B word phrase -
has synonym

Select comect
Synonym

located second -
B wodgroup-
has synonym

Select corredt
synonym

Figure 30 The process of entering search text in the source language dictionary to locate two word

groups and synonyms
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Examination of the processes used to identify the combined two word groups

‘Have we met | your needs’ shows how the synonym table and word group selection

strategics processed the input text:

the first word group ‘have we met’ is entered into the mechanism;
the mechanism identifics the homonym ‘met” within the English dictionary and
offers three altemative meanings:
- the verb ‘to fulfil’;
- the verb ‘to be acquainted with';
- the verb “to come to terms with’;
the user selects the verb ‘to fulfil” as this is the intended meaning of the word
group,
this selection is stored in the data memory of the mechanism;
the sccond word group ‘your needs’ is entered into the mechanism
the mechanism identifies the homonym ‘needs’ within the English dictionary and
offers two altemative meanings:
- the noun ‘requirements’; or
- the noun ‘necessilies’;
the user sclects the noun ‘requirements’ and this is combined with the first word
group,;
the combined word groups are identified within the interlingua dictionary:
- have we met (fulfitled); and
- your needs (requirements);
the equivalent word groups are then identified within the interlingua dictionary:
- Cu ni plenunuis

- vigjn hezonajn

153




* the equivalent French word groups are identificd within the French dictionary:
- avons-nous réalisé; and
- vos besoins;

» the translation is completed with the sentence: *Avons-nous réalis¢ vos besoins?”

The design of the prototype model enables this process to be reversed by inputting
the text through the French dictionary, then through the interlingua to produce the
translation in the English dictionary. Once the design stage of the prototype model was
completed, word groups were constructed and translated into the interlingua and English
and French dictionaries. These activitics included identification of homonyms and the

inter-refationships of the word groups and are described in the following section.

4.3.2.13 Analysis of Two Combined Word Groups

The rescarch then focussed on testing how separate groups of word groups
combined with other groups so that they fonm complete, intelligible sentences in the
interlingua. Sentehces from the questionnaire were bisected into separate wold groups,
the word group that commenced cach original sentence and a second word group that
completed the sentences. This phase collected data to consider how linguistic dynamics
may affect the construction and viability of word group relationships within the

interlingua and natural language dictionaries,

Testing of the viability of combined word groups in the interlingua was
undertaken. The word groups were then used in conjunction with the cquivalent

combined English and French word groups to produce intelligible and accurate sentences
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in English and French. respectively, The combined word group structures were examined
i detail to determine the extent to which the combined word groups in English and
French related to the interlingua, Data was collected to analyse these relationships, to
examine the syitax structure of the interlingua samples, and to compare the relationships
between the equivalent English and Freneh word group syntax. This analysis was
necessary 10 detect any imcompatibility between the interlingua word groups and the

tnglish and French equivalemts. These findings are set out in section 5.2.2,

The nex: sn describes the search identification methodology incorporated in
the prototype model. This methodology enables the mechanism to search and select the
correct combined word groups that form part of a source language sentence that is being

translated into the target language.

4.3.2.14 Design of Word and Word Group Selection Mcethodology: First Found
First Selected Versus Largest First

To translate a sentence from the source language to an equivalent sentence in the
target Janguage, the user must convert the input text into a serics of word groups. These
word groups are fragments or components of a complete sentence, ranging from one word
to full sentences. One of the major steps in translating the sentence s the selection of
these word groups. When processing an input strning, the translitor must select an
appropriate word group from within the chosen English or French dictionary. During the
word group sclection pracess, the mechanism prompts the user 1o select the ‘most
appropriate’ word group available. To achieve this, 1wo possible selection processes have

been defined:
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1. the first found first sclected (FFFS) and

2. the largest first (LF) strategies.

These two selection processes were developed during the construction of the
prototype model when it became apparent that there were several selection options
available to the user of the mechanism {Pride, 8., 2003, personal communication),
Although these two processes are similar, they may return different results. The translator
may cither use one method as a default or altemate between the two when appropriate.
Furthermore, whilst the two selection strategies are different, they both require the input
string to be tokenised. Tokenisation converts the input string, through a lextcal analysis
and a parsing function, into valid segments based on the unigue character of the words in
the string. The input string is analysed by the mechanism splitting the sentence where il
finds a space, thus breaking the sentenee up into words, The resultant collection of
words, known as a string array, is then analysed by the mechanism's selection process to

identify the equivalent word and word groups in the source language dictionary.

4.3.2.14.1 First Found First Selected

Essentially, the FFFS strategy sclects the first word group it can tind for the
largest possibie input string. Initially, the string used 1o search the database s the entire
untranslated semtence. 10 an appropriate match is not located. the user witl shorten the
search string by removing a word from the end. This process continues unttd cither a
word group is found, or the input strisg cannot be shortened. 1 the scarch resulted i an
appropriate word group, the user will add it to a coblection ol *seleetesd word groups™ and

remove the found strng from the set ol untransluted words. The process will then
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continue, this time using the shorter original text as its initial search string. If the string
cannot be shortened, because the search string contains only one word, then the input

string cannot be processcd.

By continually removing the last word in the search string, the FFES stratepy wilt
find the Jargest word group in the dictionary that will satisly the start of the untranslated
text. Word groups arc only found at the beginning of the string, but the strategy will pick
up erroncous words anywhere within the string. The user may also receive an error
message stating that the word group cannot be jocated within the dictionary. The user

may then try the Largest First strategy descnbed below,

4.3.2.14.2 Largest First

The LF strategy. like the FFFS process, aims to sefect a collection of the Jargest
word groups possible. Instead of searching at the start of the string, the LF process will
seek the largest word group in the database from cach word in the input sentence. For
example, given the input sentence Does the senior heart surgeon fuvour polka-dot bikinis
or hMand smocks i hix operating room?, the LF strategy will use the FFFS strategy to
find the largest word group for *does the senior heart surgeon L..7, then for “the scnior
heart surgeon favour ... and so on until cach word has been tested. The LF process will
then sclect the word group with the largest Tength it found and then add that to the
collection. The LF strategy will then perform the same actions on the untranslated text to
the right of the found word group, as well as to the lefl. This strategy is achieved through
recursive searching for sclected text until a collection of found word groups Htting the

scarch request are Jocated and provided to the user.



The LF strategy may retum a different set of results than the FFFS strategy. The
FFFS strategy may return the following list of word groups for the input sentence Does
the senior heart surgeon favour polka-dot bikinis or bland smocks in bis operating
room?:
- Docs the
- senior heart surgeon
- lavour
- polka-dot bikinis
- or
- bland smocks
- inhis
- operating room
With the same input sentence, the LF strategy may produce:
- Docs
- the senior heart surgeon
- favour
- polka-dot bikinis
- or
- bland smocks
- in
- his operating room
Although both strategies are successlul at selecting word groups, the types of
word groups they select may have o bearing on the guality of the translation. Testing of
the LF stratepy during the construction stage often ideatified more single words than word
groups, but further testng showed this not always to be the case. Both the dictionary and
the input sentence are cantributing factors o the success of the selection. Testing of thee
two stritegies during the construction of the mechanism confinmed that in some instances,

FFFS may produce the best results, whilst in other instances, LI¥ may succeed when the

FFES fwls (Pride, 8., 2003, personal communication),




According to Pride (2003, personal communication), the LF strategy is a little
slower and requires more system resources than the FFFS strategy as it is a recursive
method. The LF stratepy will cssentially repeat the FFFS process, at least as ntany times
as there are words, which will also decrease performance. However testing with Pride
(2003, personal communication) confirmed that when the different search methods were
used during the evaluation of the prototype model translations, there were no discemible
differences in the time used to process cach search. Both searching strategics may be
used, and if one fails to produce a result, then the other strategy may be used. Testing
during the construction of these strategics showed that by using both the system had a
greater success rate in selecting the correct word groups. According to Pride (2003,
personal communication), the limitations of one strategy are offset by the advantages of

the other.

4.3.2.15 Completion of the Jade Database Construction

The construction of the Jade database incorporated relationships between
individual word groups that when combined formed a complete sentence. Testing of the
relationships identificd those word groups combined within the interlingua that could be
matched with cquivalent word groups in the English and French dictionarics. While the
engineering challenges were surmountable, the linguistic issues discussed in 4.3 required
additional engineering to guarantee word group matching whenever synonyms were
present in the dictionaries. The translation outcomes were then evaluated. The

evaluation methodology 1s deseribed in the following section,

159




4.3.3 Evaluation of the Results Chtained from the Two Meodels

This section describes the evaluation methodology used to compare the sample
translation results obtained {rom the two models and. thus, evaluate the efficacy of the
translation results produced by the prototype model. A comparison was also made of the
structure of the two modets to verify any significant reduction in the complexity of

linguistic and technical features of the prototype model.

The difficulties facing a meaningful evaluation of machine translation
mechanisms were desenibed in 2,11, The texts used to compare the transtation
output of the control and prototype models were based on sentences and phrases
taken from the hospital questionnaire, Qualified and experienced translators
manually translated the Enghish texts into their equivalent texts in Esperanto and
French. The transtation processes involved examination of cacl word, word
group and sentence, 0 idemtify any anomalics including the presence of
homonyms and interpretation of semantic factors, Onece completed these

translations were used as a standard to measure:

* the accuracy of the English and French translations produced by the
SYSTRAN control model; and

* o verify that the Enghsh and French translations prodiced by the
prototype model software were identical with the translations completed

by the human trinslators.
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4.3.0.1 The Parameters of the Experiments

The transtators were briefed on the hackground of the questionnaire and
the objectives of the study.  This bricfing was essential, as the language extracted
from the questionnaire was that used to question the parents of hospitalised
children. The terminology of the questionnaire was translated into the equivalent
format in Esperanto and French. The language of the questionnaire is formal, but
makes use of plain English text. The same plain text was represented in the
French translations. This requirement was communicated to the translators
undertaking the French translations to avoid the inclusion of collogquialisms in the

dictionary.

Because of limited time and resources, the experiments to test the study
were limited to sentences containing no more than ¢leven words.  For similar
reasons punctuation marks were omitted, with the exception of spaces between
words. No attempt was made o construct relationship niles between the word
groups uscd in the prototype model as input text relied on the word group content

of the three dictionaries built into the medel.

4.3.3.2 Collection and Analysis of Data from the Control and Prototype Models

Texts used to test the control model were built into the dictionaries of the
prototype model. 1t was anticipated that the results of the translations processed through
the prototype model woukld be the same as the manually ereated wranslations. The test
would be to seeif sentences consisting of combined word groups would be produced
accurately during the translation process. Concerning the comtrol moded, the accuracy of

its sentence output would be compared i the Enghsn and French sentences manually
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created and used to populate the prototype model dictionarics. The reasons for this

different evaluation of the two models are:

s the control model relies on the transfer methodology, requiring each entry in the
language dictionarics to be catalogued in a metalanguage format incorporating

complex syntactical relationship rules; and

= the prototype model sublanguage methodology incorporates the word group

strategy that avoids the nceessity of using a metalanguage and syntax rules.

The control model evaluation i1s based on assessing the sentence output in English
and French to determine intelligibility and accuracy. In other words, it is important to
venfy whether the control model output sentences have maintained the meaning of the
source language sentences. The results of these translation tests will facilitate comparison
between the two models and help to determine whether there is any significant difference

between the translation output of cach model,

While recognising the difficultics of evaluating translation output described in
section 2,11, this study required that the translations meet specific requirements. The
translated text had to retain the intended meaning and conform with the syntax and
sermantic features that are appropriate to a tacdical survey environment. The translated
texts had to make sense to the survey respondents. Where there is an alternative meaning,
the mechanism had to provide the user with the option to select a desired altemative. The

translated texts produced by both models were examined against the following criteria:




® the accuracy of meaning;

* the occurrence of any inaccurate meaning based on lexical, syntactical and

semantic faclors;
@ whether the mechanisms were unable to produce o translated text;

» whether synonyms and alterative meanings were identified and whether the user

wis able 1o sclect alternative meanings; and

* the ability of the word group strategy to link the English and French word groups
with the equivalent word groups in the interlingua to facilitate transiation between

the English and French languages.

As desenibed carlier in this chapter, evaluation of the translation output of the
prototype model was made through comparison with the output of the control model.
Further testing determined the viability of the combined word group strategy between
English and French within the confines of the language environment described in the
previous section. The translated words, word groups, combined word groups and

complete sentences iranslated during the experiments may he found in Appendices D to L.

The findings oblained from the experimental data are discussed in detail in
Chapter 5. They include an analysis of the data results and their relevance to the sub-

question;

My a combined interlingua  and  sublungnage  methodology  mechanism
significantly simplify the construction of lunguage dictionaries for non-technical
trunslutors?




4.4 Potential Enhancemerts not Incorporated in the Study

Previous research has shown that the basic word group strategy may also involve
more advanced relationship rules between different categories of word groups (Zens ct al.
2002, p. 11). These advanced technigues are intended to provide a more robust
mechanism capable of some improved analysis and identification of likely meanings and
a reduction of the reliance on synonym tables. Other research describes manipulation of
texts in an interlingua mechanism that translkates texts between natural languages with
significantly dissimilar grammars to overcome these greater obstacles (Mitamura et al,,
1991, p. 6). However, time and resource constraints effectively denied inclusion of these

additional techniques in this study.

During the preliminary research into the linguistic design of the prototype model,
investigation centred on the composition of the words and synonyms occurring in the
questionnaire. An attempt was made to catalogue these 120 words and define
rclationships between them that were considered likely to oceur in a medical
environment. It became apparent that a manual construction of a lexicon containing
combinations of the 120 words was a time-consuming and tedious task. However, it was
essential to undertake this task to ensure that word groups populated the language

dictionarics in the prototype model.

Conscquently, a computer application capable of filtering the large number of

word group combinations was tested in the hope of reducing the time resources and the

large nmber of exical errors detected during the manual construction of the fanguage
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dictionanies. While intended as a time saving and crror-reducing programme, it was not
incorporated o the study because the number of words and word groups selected were
manageable and were processed manually, This application would warrant further testing
as a possible tool used during the construction of a larger scale model based on the

prototype model.

4.5 Summary

This chapter has described the structure and methodology of the transfer-based
control modcl and the combined interlingua and sublanguage prototype model. These
descriptions highlight the differences in methodology and provide a basts upon which (o
examine the construction and the translation quality of each model. Also described in this
chapter was the methodology used to compare the two models and evaluate the results
obtzined from the experiments. Chapter 5 provides an analysis of the experimental

results generaled by this study.
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5 IMPLEMENTATION AND FINDINGS

5.1 iIntroduction

Chapter 4 introduced the various phases of the rescarch design of the study and
the relationship cach phase had 1o the rescarch guestions. This chapter describes the
implementation of the research and its findings. These findings are analysed and used to

compare the translation accuracy and the structure of cach model.

5.2 Implementation of the Study

As described in section 2.8, in order to provide ‘proof of concept’, it was

necessary to:

s investigale the feasihility of constructing a prototype machine translation
mechanism using an interfingua to gencrate high-level translation oulput by:
- using Esperanto as the interlingua; and

- ancorporating a sublanguage methodology:

» construct a prototype model, incorporating the above two strategies and to
compire its structural attributes with those of a contemporary mede! to

ascertain whether a reduction of development reseurces could be achieved.

The construction ot the prototype model was a challenge that required some

detailud analysis of the linguistic dynamics upon which to base the engineering design,
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While recent research into interlingual and sublanguage methodologies were located and
are described in section 3.3.5, no replica of the prototype model used in this study could
be tocated. Therefore, the research was based on using the basic interlingua methodology
and destgning a simple word group strategy, which when combined with the interlingua,
formed the prototype model. The construction of @ more sophisticated model was beyond
the time and resources available, Consequently, it was essential that the prototype design
was simpiv, yet suffictently robust to produce translations worthy of evaluation to

establish the ‘proof of concept’.

The processes involved in building the prototype model were documented and the
linguistic and engineering design data collected. Examination of this data was undertaken
to verify whether there were any results to answer the research question. The first
investigation confimed that the model could be constructed and could produce
translations willin the scope of the research. The accuracy of these translations was
compared with the translation resulis obtamned from the control model. The effectiveness
of Esperanto as an mierlingua was also investigated and the results noted. The sccond
investigation centred on a comparison of the structures of the contral and prototype
maudels, The rescarchier also considered whether there was any reduction in resources
reguired to construct the technical and linguistic components of the prototype. The

following sections detatl the results of these investigations.
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5.2.1 Analysis of the Translation of Sample Texi to Determine the Accuracy of
Output Sentences Produced in the Source Language

The texts used to test the accuracy of output sentences in the source language

through the control and prototype models may be found as follows:

For the control madel:

English to French: Single words and word groups ~ Appendix D
English to French: Combined word groups ~ Appendix E
French to English: Single word and single word groups — Appendix F
French to English: Combined word groups — Appendix G

For the prototype modet:

English to French 1o English:
Single word and single word groups - Appendix H

English to French to English;
Combined word groups - Appendix [
The results of the examination of the control and prototype models are described

respectively in the following two sections.

5,2.2 Control Model Translation Results

The sample texts were entered into the control model in two stages. Firstly, the
English sample texts were keyed into the mechanism and the French output sentence
results were recorded, In the second stage, the French sample texts were keyed into the
mechanism and the English output sentence results were recorded. The results were

examined to observe:

* the level of accuracy of the translated sample;
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* whether there were any instances where no transliation output was recorded; and

* whether synonvins and altemative meanings were provided,

The ollowmg subsections describe the results of the tests,

5.2.2.1

Single Word Groups

Control Model Transhstion Resulis: English to French Single Word and

Two bundred and thirty single words, word groups and synonyms totalling 300

were translated trom Enghish to French, Table T provides a breakdown of the results,

while full detards are shown ain Appendix Iy

R

! Total number
i of sample lexts

|’ 300

[ —

! Correct

| translations

153

- ——

Inaccurate Ne synonyim
| translations | provided
70 77

Table | Tramslation results of English fo French single word and word groups.

For a translation to be deemed accurate, a precise match was required. [ those

cases where the meaming or the syntax was seen as inadequate, the match was classified

as naccurate. In the case of the word groups, the semantic nature of the translations also

plaved an mportant part as the flueney of the translations regquired tormal expression in

evervday use and not archaie or prosine language as was observed in some of the
translitons, {Please refer to Appendiy D for further detailed examples.) It was also

evident that the controt model had no provisions to alert the user 1o the possibility of

SYNORSTHS o humonyms,

e



5.2.2.2 Control Model Translation Results: English to French Combined Word
Groups

Thirty-five combined word group samples were translated from English to French.

Table 2 provides a breakdown of the resufts, while full details are shown in Appendix B

|
| Total number of sample | Correct translations | Inaccurate |E
; texts | . translations !
l 35 " 10 I 25
| | |

Tahle 2 Translation results of English to French combined word groups.

The naccuracies detected during this testing ranged (rom incorrect syntax o

identification of an incorrect symenyim.

5.2.2.3 Coatrol Model Translation Results: French te English Single Word and
Single Word Groups

Two hundred and thirty single words, single word groups and synonyvis totalling
three hundred were translated from French to English. Fable 3 provides a breakdown of

the resulis, while full detatls are shownin Appendix F:

i ! :
Total number : Correct | Inaccurate i No synosiym
of sample | translations ' translations : provided
texts L ] R
309 | 183 126 x
i i .

Tatte 3 Tramdation results of Feench to Eaglish single word and wurd groups,

To be classed as accurate the tanslations requuired i precise match. I those cases
where the meaning or the syntax was scen as inadequate, the matel was classitied as
inaccurate. [n the case of the word groups, the semantic nature of the transhitions also

- played an importam part as the Nueney of the translations required tormiad expressian in
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cveryday use. Please refer to Appendix F for details. 1t was evident that the control

model provided no means to alert the user to the possibility of synenyms or homonyms.

5.2.2.4 Control Muodel Translation Results: French to English Combined Weord
Groups

Thirty-five comaned word group samples were translated from French to English,

Table 4 provides a breakdown of the results, while tull details are shown in Appendix G

: Total number of L Caorrect translations Inaccurate
% sample texts translations
35 | 2 3

S S R

Table 4 Translation results of French 1o English singte word and word groups.

The less than six per cent hit rate for correct translations was i low score for
combined word group transtations. The inaccuracies detected ranged from incorrect
syntax o identification of an incorrect symonym. Detimled analysis of these results is

included i Apperddin

5.2.3  Prototvpe Model: Word Group Transtation Results

Two hundred and thirty sample texts consisting of single words and single word
groups inchehing sypoanvms and totdling three hundred samiple texts were first translased
fronne Bnghsh 1o French The reverse procedure was then completed from the French o
Enghsh These resufts are shown i Appendin 1L The results also show where the
ssnonvm look-up table and the verls ense gender miles were mcorparated into e model
to ensure accuracy an transtating the selected verson The test log also records the testing
undertaken with the two scarch stratevtes mcarparated withun the pratotype madel. The

second part of the test used tharty-dive texts conssting of combiped word groups that were
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translated first from English to French and then back to English. These results are shown

in Appendix L

The results of the testing provide the followmng information:

*  noaaccuracics 1o transkation were detected;

®  the synonym look-up tables were correctly constructed and were able to identify
homonyms and verd and pronoun gender attributes;

* the word group strategy preserved the semantic meaning of the texts: and

" the results were sdentical when using the two scarch strategics separately and

jointly.

To highlight the difference in these results the following comparison is made. An
example of the combined word group strategy taken from Appendix 1. consisting of the
following word groaps, demunstrates how the prototype model translated an eleven word
setenee, whach preserved the syntax and semantic gualitics of the English and French

sample texts:

Do vou think we can improve the treatment 5 yowr cluld received ?

Pensez-vous que nous prasstons ameliorer fe trattement » guc'a rece votre enfunt?

By companson the contrel model produced the following poor resuits. Please

reler to Appendices Iand F.

Think vou that we can tmprove the treatment which a received your

chnld !



Nous pensez-vous pouvez-vous amcliorer le traitement que votre enfant
arecu’

This comparison highhehts the poor quabty of the control mode] results in both
Enghish and French. The samiple text highlighted above is a complex sentence containing
precise word order and semantic characteristics. For example, the jumbled word order in
the control model results may still be intelligibic but the poor syntax and semantics,

render it unsuitable for inclirsion in a questionnatre.

5.2.4  Prototype Model: Investigation of Esperanto as an Interlingua
The varying complexity of the sample wexts provided thie following information (o

evaluate the use of Esperanto as an interlingua:

= precise meanings were found in Esperanto that equated to the English and French
samples;

= the absence of irregular verbs and verb tenses in Esperanto simplitied the
construction of the interlingua dictionary, thus potentially reducing translation

complexities and errors; and

® dunng the creation of the Esperanto dictionartes, the translation processes
encouraped more detaled investigation of the meaning of the Enghish and French
word groups to ensure the correet equaivident word group was created in the

tiferlingua.

The use ol a structured fanguage such as Esperanto, stead of a natural language

such as Englishor French, avorded many of the irregufarities inherent in natural



languapes. Matching a natural language dictionary to another language dictionary within
an interhingua-based system may be more time and resource consuming than using a
orecise languaye such as Esperanto. While the observations made during this study are
encouraging, further testing of Esperanto using texts that are more complex would better

vahidate its suitability as aninterkingua.

5.2.5 Analysis of the Main Construction Features of the Control and Prototype
Models

The control model descnibed in more detail in Chapier 4 has the following key

features:

*  the use of algonthms, metalanguage and a parsing generator to dentify the
mieaning and syntax of each word contained 1n the language dictionaries;

» statistical analysis based on the probable meaning of texts based on the attnbutes
of cach word wthin; and

*  no means for hand! 20 the occurrence of homonyms and other syntactical

anomalies.

The prototype model, in contrast, incorporaies the following key features in its

design:

*  there ts no requirement to include any algorithmy to 1denti fy syntax and {exical
relationships:

= cuch word group is defined manually and then translated into the interlingua;
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* word groups are not linked to other word groups, shus reducing the usc of
resources reguired for dictionary construction;

* the mechanist does require a sigmficant number of synenyni tables to be
construcied for homonyms that are hikely to occur within the defined language
cnvironment; and

* the use of the FFEFS and LF selection tools ensurea that complete word groups and
combined word groups may be retrieved suceessfully from the English and French

dictionarices.

5.3 Findings

Once the testing and analysis were completed, the findings were processed and
associated with the research guestions to determine the outcomes of the investigation.
Conclusions were then madce, based on the accuracy of the translations and on a
comparison of the structures of the two models, These conclusions are described in the

following sections,

5.31 Comparison of the Translation OQutput of the Control and Prototype Models:

The translation maccuracies observed in the control moded results were high in
comparison to the F0O per cent accuracy of the prototype model. Morcover, the control
model Nnled to provide details of homonyms, thus denving the user the ability to choose
the destred meanimg from a selechon of synonyms. A signihicant number of the combined
word groups, franslated by the contro! model from English 1o Freach and French 1o

Enghsh, were maccurate. In some cases, parts of the Freneh source Tanguage texts were
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transferred to the English target language output sentence in French format. In other
cases, poor quality Enghish target language translations were produced showing a tack of
attention to English lexical and syntax issues, (Please refer to Appendices D to | for

examples.)

5.3.2 Comparison of the Main Construction Features of the Control and Prototype
Madels

The design of the control model is contingent on the statistical probahility of
tdentifying the correct meaning in any given text {Sencliant et al., 2002). The contro!
model’s reliance on word-for-word analysis and codification contrasts sharply with the
prototype modei’s reliance on word group translation. As described in Chapter 4, the
prototype design requires no technical expertise for the dictionary builder to construct the
language dictionanes. All that is required is a hinguistic knowledge of the nawral

language and compliance with the simple uscr guide shown in Appendix C.

A comparison of the key features of cach model based on the literature review and

rescarch carried out duning the study are sct out in Table S below:

The Control Model The Prototype Model

Uses a metasianguage to conven cach word | No requirement 1o usc & metalanguage.
in the fanguage dictionaries.

Requtres parsing generator to manipulate Minimurm parsing required within the Jade
She metalanguage. 0 database.
Uses a stabstscal analayser to locate Precise equivalents are pre-stored in the

probable cguivalents an the target imgoage. interlingua, The use of the FFES and LF



scarch tools enhances retneval of the
correct word group and combined word
groups.

No provision for synonym look-up tables.

Synonym look-up tables are provided.
Esperanto provides precise meaning (o
facilitate language pair relationships.

Technical expertise is required 1o design

and construct the dictionarics.

J— - e

No technical knowledge is required.

Techmical expertise 1s required to design

and construet the word relationship rules.

No technical knowledge is required.

Linguistic expertise is required to design
and construct the dictionaries,

Linguistic expertisc 1s required to construct
the dictionarices.

Linguistic expertise ts required to design
and construct the word refationship rules.

No linguistic expertisc is required.

Table § Comparison of the key features of the Control and Prototype inodels

5.4 Discussion

The evidence obtained to provide answers to the sub-questions posed by the

rescarch is addressed in the following section,

54.1  Evidence Found To Support the Research Questions

Sub-question |

Moy Esperamo as an wterlingua preserve a agh standard of meaning

whoen translating text hetween two natural fangnaees”?

The interlingua provided an mterface between the English and French dictionaries

amdan domg so provided precise meanings i Esperanto. Ths tueihitated the

7



identification of homonyms and the creation of links to synonyms included in the
dictionarics. The easc of use of Esperanto in the study reinforced the belief that it does

possess the precision and flexibility required of an interlingua.

Sub-question 2

May a sublanguage methodology preserve a high standard of meaning

when translating between two natwral lunguages?

The experiments show that 100 per cent accuracy may be achieved in translations
obscrved in the prototype model, compared 1o low accuracy transtation produced by the
control model. Morcover, these translations preserved the semantic meaning of each

word and word group between the English and French dictionaries.

Sub-question 3

Muyv a sublanguasge methodology reduce significantly the complexiny of

technical resources when translating text benween two natural languages?

The use of the word group strategy overcame the need to convert words into
metalangnage and construct complex parsing rules to identify and transfer words into
the equivalent target langoage. The word group strategy achieved this with a high

level of accuracy of translation output,
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Sub-question 4

Muy a combined interlingua and sublunguage methodology mechanism
significaondy simplify the construction of lunguage dictionaries for non-
technical transtators?

No technical resources are reguired to create the dictionaries and word group
attribute rules in the prototype model, while the control model did require significant
technical and linguistic resourees in its construction. The features of the prototype
model facilitate construction of the database dictionaries without the need for any
technical knowledge. While there is a need to include a farge number of synonym
tables in the prototype model, this is also a requirement of an effective transfer-based
modet. 1t was noted that this feature was not included in the structure of the control

model.

The Main Question

Mayv an Esperamto-based interlingua machine translation mechanism, using a
sublangrage methodology, achieve high-accuracy transtations between hvo
natural languuges and reduce the complexity of the technical construction?
This research has shown a combined Esperanto-based interlingua and sub
language methodology may produce high accuracy translations and requires no

programming knowledge to construct the databases,

5.5 Summary of the Findings

In Chapter 5, detatls of the investigation sechions outlined in Chapter 4 were

presented. The investigation combined the needs outhined in the Chapter 2 with the



foundations descnibed the literature review at Chapter 3 Chapter 5 also described the
findings of this study. providing excerpts of the tests completed into the control and
prototype models schemas. It presented a comparison of the results 1o provide answers to
thc research questions as they were presented in section 2.8, Owing to a lack of
reasenably atfordable and rehable machine translanon applications, it s difficult to
trans’ate a vanety of natural languages in a specific environment. Additional resources
and tume spent in developing complex applications signiticantly increase the purchase and
licence costs. This study concludes that these costs may be attributed to the complexity of
the linguistic and technical expertise required to construct transfer based machine
translation mechanisms. The analysis of the translation accuracy and the structure of the
prototype model showed that it was possible to minimise the technical and hnguistic

resources, yet maintain a higher Jevel of translation accuracy.
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6 CONCLUSIONS

6.1 Tmplications of this Study

This study has detailed the phases involved in developing a prototype
made! based on a combined interhingun and sublanguage methodology capable of
producing high accuracy transiations.  From the analysis of the data collected and
correlated throughout the investigation, each rescarch question has been answered. The

goals of the project have been accomphished and the findings revealed.

The interlingua and sublanguage concepts presented by various researchers in
Chapter 3 (Amold et a)., 1994; Boardman, 1999; Boitet, 1994; Milamura ct al., 1991;
Zens et al, 2002) are sul) very much at an experimental stage. This study has shown that,
when combined, these strategies may produce high accuracy translations with minimal
technical expertise. The advantage of the word group strategy over other machine
translation syvstems is that it avords reliance on complex parsing amnd metalanguage
structures. Chapters 3 and 4 confirm that the construction of transfer-hased systems

requires complex techaical and linguistic expertise.

The experiments undertaken 1o construet the prototype mode] demonstrate that the
Jade-hosted database is capoble of importing the Fanguage dichonaries and linking data to
Cacibtate transkations with no techmical experuse. By companson, the technical

duey elopers engaged on constructing a transter-based svstemy woulkd require some
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understanding of the languages of the dictionaries under construction to cnsure that
relationship rules were applied correetly. The cost of employing this expertise and the
e used to complete the construction of the model would be greater than that required

for the design and construction of the dictionaries used in a prototype-based mechanism.

The added benefit of the word group strategy is its ability to preserve
sufficient semantic meaning in eich word group te ensure fluency of translation.
However, the large number of word groups that would be required to populate the
fanguage dicttonanes would require manual translation. In a small, defined language
environment, several hundred words would be required to meet user requirements
{Amold ct al,, 1994, p. 147). The combination of sentences and phrases derived from
this word source could conceivably number more than one thousand. Rescarch by
Amold et al. (1994, p. 147) supports the view that a defined environment offers the

followmg advantages:

= fewer words need to be added to the machine translation system dictionaries
and more eliort can be put into ensuring the translations are accurate;

* the grammar component of the systent may he tailored to handle all
conslructions;

* the dictionaries may be tailored to incorporite sets of word groups to comply
with the defined Lmguoage environment; and

* consisiency about the use of word croup forms helps to improve the overall

consistency and quality of the texts being translated
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This study accepted the aboy ¢ advantazes reporied by Amold et al. (1994). 0
which it added the word group strategy. The word group strategy provided
encouraging results for a relauvely smalt sample of comimed word proups, I used
i combinaion with a defined finguage environmient this may form the basis of a
visble machine translation strateys  The number of word groups required may also
be manageable in terms of human franshition resources, Morcover, by constructing
wond proup matnces, a larger number of combiations may be created without having
to tanslste complete sentences. The examples shown m Figure 28 n Chaptee 4 and
i Appendiy T oxemplify the abihity of word proups 1o be combined o form complete
sentences s avords having o transhite complete sentences, thus reduciny the
manual ranslation resources involved. However, another challenge facing butlders
ot dictionanes toe the protoivpe model 1s the need to dentify homonss that oceur in

wond groups and 10 buald Took-up tables when thar inclusion is reguired.

The protetype model offers natural linguage transhators the oppontunity to build
more sophisticated maodels tor full-seale transtation tasks. The cffon and resources saved
i the techmeal construchion of the control model methodotoyy may be redirected o
constiucting waond proup matoees between dittferent natural langnages and the intedlingua.
Further tescarch mught examine hngustic dynanies of more diverse fanguages than
Foglish and Freneh and may senty whether Tspoeranto iy serve as a saitable interlimeua

to overcome differences i the ssntan ol such Tanyuages,
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7.1 Appendix A

Adjective phrase

Al

ALPAC

CAT

CEC

T

EBNF

FAUOMT

Grammar

7 APPENDICES

Definition of Terms

A complete construction headed by an adjective. Adjectival
phrases Gpcally modsly nowns and oceur as complements to verbs
such as e, seem. become. For example: The man gurdty of tlus
fietious crime was tmprisoned. John seems rather stupd.

Artificial Intelhpence, including computer programs, The brunch
of Computing Science concerned with simulating aspects of human
intelligencee such as languaye camprehension and production,
viston, planmng, ctc.

Automatic Language Processing Advisory Commutiee. A
committee established by the Nattonal Academy of Sciences’
National Research Counol in the United States of America to
rescarch machme translation,

Computer-Auded Transtetion. Sumlar o HAMT and MAHT
machine translation systems that imvolve a degree of interaction
between the buman user and the computer sransliiton program.

Commussion of the Eutopean Commurnutics.

stnbuted Language Transiaton, Duleh experimest using
Esperanto as anonterfimyua.

Fatended Backus Naur Farne Provides an ethoent veheele on
which o codify langaage for use wath compulers . EBNF aflows the
uscr to wark with a notation that 15 more reawdhy undestandable
ad loss abstrgct than lower -Teved programnuny linguages.

Fullv. Auvtomane Hivh Qualiy Machine Transtathon Reguires
only the anpul of a4 seleclad tent o prodiuce o Tueh qualins
translation output

The termi s peneradly used tomchude syngay and morphotogy but
rnay abso be used ma swoader senne wooclude rules of phonology
amd semantics A vnamman s acollevtion af inguistic nales,

which deline a lanpyuasye
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HAMT

iaterlinpua

Jade

KANT

l.anguage
Knowledge

I.caicon

Ik

MAHT

Machine
Translation

Natural lanpuage

Noun phrasw

IPost-cditing

Prepositional
Phrase

Human-Asded Machine Translation. Involves a degree of inpait
from the human user dunng the translation process.

A Bub-languaee or privot-lingaeage. An ntermediary Languaye that
serves [0 presen o meaning: bets een wo or more natural languages.

Jade s a Java-based mterface between the object-onented database
and the Java programmng languayre

The KANT svsten s o multdmeual, mterhingual machine
translation system, winch transiates techmeal Jocuments from
Enghish to Japanese, French and German,

Language Knowledge of EK O nlease see Transfer methodology.
A dictionary or words delimng meaning and application and
vartaus grammar components, [t contuns snfonmabon about the
pronunctabon, the meaning, morpholoyical properties, and
syritachic properties of ats entries.
Indirect or Linguistic Knowledye  a form of machine translation
architecture

Machime- Anded Human Franslation Involves a deyree of haman
mput 1 ine pre-editing and post editing of mackine translation.

Machine Translation. Computer-assisted natural translation
muchamsm

Atermowhich denaotes & (naturally occurnngy, oppased to
computer languages and other artificnl languayes.

A complete construction headed by anoun Tt can be substituted
by, oract as antecedent tor, a pronaun ol the approprise sort: The
man whe fyan vesterday Bas ot hnocked af the dooe Canovon et

hirr in!

A prowram that pertonys soime epetativns on the autput of anather
proserany, tspicalby Tommiduny the output tlor some device or
filverimg ot nmwanied dems

A phirase hewded by preposition, d sword such as on, o, between
Prepasiions combeng with other consituents fusitally noun
phrases) o torm prepoitional plirases. as i Hhe mes sat on the
hench
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Pronoun

Semantics

Source Languape

Sublanguape

Svntax

Tarpet Lanpuuge

Transfer
Methodolopy

Teansformer
Methodolopy

Word group

A word that can substitute &ic & noun or noun phrase (c.g., sie can
substitute for Jokm).

The intended or mphion meanmg of o nataral fanguage phrase or
word yroup. The bracch of hngmsnes which studies meaning in
languare facihaning the ditterence hetween the study of the
meanmys of words (lexweal seminticsy and the study of how the
meannges of Lireer constituents come shout (structural semantes).

Source Language. The Linguage one s transbatng from: in French
to English translation, French s the Sowrce Language,

A Tanguage used 10 commumicate i a specialized technical domain
or for a speciahzed purpose, tur example. the lingnage of weather
reports, expert seicntific polenue or ather modes of scientitfic
discourse, user or maimtenance manuals, drug mteraction reports,
cic. Such lanpuage s characiensed by the high frequency of
specialized terminology and often by a restricted set of
grammatical patterns. The interest s that these properties make
stblanguage feads casier to transhite automaticaly,

The grammiar of a natural fangoage. The rules of & grammar, which
rovern the way words, are cambhined to formy sentences and other
phrases i a Lnguage,

Target Language. The langoage one s ranslating mto; in Freach
to Engiish translation, Foglishos the Tareet Languaye.

Transier or Canguayge Koowledge methodology s a machine
ranslation methodology currentiv an use that rehes on
metalanyuage, parsing technigues and complealyorithmic
tormulac o adentily the Texical and syntactical aitributes of test
betore converting the test ainto the targel Linyuage,

Ancarher nachine ganstation methodology that used word for
waord transkstion techmigues and prodoced low aecuraey translanons
of Large phrases and sentences W used extensiedv o electionw

dictinaries, spel chiechers, ete

Cnnversal Frnslanion Language An expeniment usimg bsperanto
as e unisersab franslation mechanism

A group of Bwo or more words used m the protobpe masded 1o
avercome Lnpmstic complovties A stoategy witln the word

group sublanguaye methodaolops
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WYSIWYM What You Sce s What You Meant. A process which allows
doman experts to encode their knowledpe directly, by interacting
with a feedback text, generated by the svstem, which presents the
Knowledge defined so far and the options tor extending or revising
S



7.2 Appendix B The Princess Margaret Hospital (PMH) Survey
Questionnaire

Welcome to the ECU PME Parents” Suppont Needs Questionnare

Welcome to the Pacdiatnie Oncoloyy Touch Screen Study. We are doing this study
because previous rescarch bas shown that parents and other family members of children
with cancer huve important needs. We as bealth professionals need to be aware of the
needs of parvits and other family members so that we can provide care that 1s more
appraprinte and hedptul dunng there chikd's illness.

Tae study will involve vou completing the survey on this Touch Screen, This survey
contains a listof 17 ttems identificd hy some faniiy members who have a child with
cancer. You will need 1o read each 1tem on the screen, and then use your finger to touch
the button that best represents how 1important each item relates to your present situation,
For cach stem there are three questions you should answer. Don’t worry if vou have little
of po experience with computers. The instructions on the sereen will guide you through
the questionnaire. The Research Nurse wall also be with you and will be able to help yvou
or answer any questions voumay have about using the computer,

I need to fecl there is hape

How imiponant s this need to you now?!
Natat all

A httle

Somewhat

Very much

Iatremely

How well has this need been met for you?
Notanead

Notmet at all

Partiy met

Well mct

Completels met

Would yau ke 1o learn more about this need?
Mot all

A hittle

Somew hat

Very musch

A preat deal
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I need to kaow when to expect side ¢ffects to occur

How importantss this need to you now?
Not at all

Alntle

Samewhat

Very much

Extremely

How well has this need been met for you?
Nota need

Nt met at all

Panly mct

Well met

Completely met

Would you hike 10 learn more about this need?
Notat all

A hitle

Somewhat

Very much

A great deal

§ need to know what side effects the treatment can cause

How important is this need to you now?
Not at all

A hitle

Somcewhat

Very much

Extremely

How webl has this need been met for you”!
Nota need

Notmet at all

Partly met

Well met

Completely met

Would vou hke to learn maore about this need?
Not 21 aif

A hule

homew bl

Very much

A preat deal

I need to know ahout how jo care for my child at home

How miponant ss this need o you now?”!



Not at atl
A litle
Somewhal
Very much o
Extremely '

How weli has this need been met for you?
Nol i need

Not met at all

Parlly met

Well met

Comipletely met

Would you like to learn more aboul this need?
Not at al}

A Little

Somewhal

Very much

A greal deal

I aced to know thut health-care professionals offer me the opportunity to participale

cqually in my child's care

How 1mportant is this nced to you now?
Not at afl

A hitle

Somewhat

Very much

Extremely

How weli has this need been met for you?
Not a need

Not met at all

Partiy met

Well met

Completely met

Would you like 1o learn more about this need?
Not at all

Alittle

Somewhat

Very much

A preat dead

I need o have trust in the health-care system

How impaortant s this need 10 vou now?
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Not at ali
A liutle
Somewhat
Yery much
Extremely

How well has thts need been met fer you?
Not a need

Not miet at all

Partly met

Well met

Completely met

Would you like to leam more about this need?
Not at afl

A lutle

Somewhat

Very much

A wreat deal

I nced to be informed of changes to my child’s condition

Not at all
Alittle
Somewhal
Very much
Extremely

How well has this need been met for you?
Not a need

Not met at all

Panly met

Well miet

Completely met

Would you like to learn more about this need?
Notat all

A ttle

Somewhat

Very much

A great deal
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1 nced to know what treatment my child is receiving

How important is this need to you now?
Not atall

A lile

Somewhat

Very much

Extremely

How well has this need been met for you?
Notaneed

Not met at all

Paniy met

Well met

Completely met

Would you like to leam more about this need?
Not at all

A little

Somewhat

Very much

A great deal

1 need to feel that the health care professionals are sincere in earing about my child

How important 1s this need to you now?
Notat all

A hule

Somewhat

Very much

Extremely

How well has this need been met for you?
Nota need

Not met at all

Partly met

Well mat

Completely met

Would you like to learmn more about this need?
Notat all

A htle

Somewha

Very muich

A great deal
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I need to have explanations given in terms that arc understandable to me

How impartant 15 this need to you now?
Not at all

Alittle

Somewhat

Very much

Extremely

How well has this need been met for you?
Not a need

Not met at all

Partly met

Well moet

Completely met

Would you hke to lean more about this need?
Not at all

A hittle

Somewhat

Very much

A great deal

[ need to be tald when and why changes are being made in my child's treatment
plans

How impartant 15 this need to you now?
Not at adl

A lutle

Somewhat

Very much

Fxtremely

How well has this need been met for you?
Not a need

Not et at all

Parthy met

Well met

Completely met

Would you hke to leamn more about this need?
Not at all

Alintle

Somewhat

Very much

A great deal



I need to know | can ask questions any time

How important s this need to you now?
Not at all

A lintke

Somewhat

Very much

Extremiely

How well bas this need been met for you?
Not a need

Not met at afl

Partly met

Well met

Completely met

Would you like to feam more about this need?
Nolb at all

A hide

Somewhat

Very much

A great deal

1 need to know to whom 1 should direct my questions

How important is this need 10 you now”
Not at all

A little

Somewhat

Very much

Extremely

How well has this need been met for you?
Not a need

Not met at all

Partly met

Well met

Completely mel

Waould vou bke to lear more aboult this need?
Not at all

A htle

Somewhat

Very much

A great deal



I need to know the prabablc outcome of my child’s illness

How important is this need to you now?
Not atall

Ahule

Some . hat

Very much

Extremely

How well has this need heen met for you?
Nota necd

Not met at all

Partiv met

Well met

Completely met

Would vou like 10 leam more about this nced?
Not at al

A little

Somewhat

Very much

A vreat deal

I need to know how to give information to my other children (appropriate to his/her

age) (Only answer if you have other children)

How important 1s this need 10 you now’!
Not at all

A lutle

Somewhat

Very much

Extremely

How well has this nced been met for you?
Not i need

Not et at alt

Partly mut

Well met

Completely met

Would you lke 10 learmn more about this need?
Notat all

A linle

Sorewhat

Very much

A preat deal
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I need to know what information to give to my other children (appropriate to his/her

age)
(Only answer if you have other children)

How important is this need 1o you now?!
Notat all

A little

Somewhat

Very much

Extremicly

How well has this need been met for you?
Not a need '
Notmet at all

Partly met

Well met

Completely met

Would you like to learn more about this need?
Not at all

A httle

Somewhat

Very much

A great deal

I necd to know how to handle the feelings of my other children

(Only answer if you have other children)

How important is this nced to you now?
Not at all

Alittle

Somuewhat

Very much

Extremely

How well has this nced been met for you?
Nota need

Not met at all

Partly met

Well mer

Completely met

Would you like to lcam more about this need?
Not al all

A hntle

Somewhat

Very much

A great deal
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7.3 Appendix C User Guide for the Prototype Interlingua/Sublanguage
Machine Translation Model

User Guide: Creation of Dictionary and Synonym ‘FTab)z.
Installation

A fully functional version of JADE 6, specifically the single user version is
required before the system is upgraded/instailed. Installation and configuration
instructions for JADE 6 may be found within the JADE developer and administration
notes, [~und on the installation CD.

From &resh
To install a {resh copy of the machine translator:

1. Ifthe files are compressed, extract all the files to a temporary directory.

2. Start JADE 6 Single user.

When prompted for a password, ensure that ‘Browse Classes’ is selected and

press enter (a password is not required).

Once JADE is loaded the Schema Browser Screen will be displayed.

Select ‘Root Schema’ in the schema browser, right click and select ‘Load’

Check the ‘Multiple Schemas’ check box.

Click the Browse button and navigate to the temporary directory {where the

files were previously extracted).

Sclect the .mul file in the directory, click OK and then click OK again.

9. Ignore any messages about class number clashes - JADE will automatically
repair the inconsistencies.

[F8]

NSk

&

Once the instailation process has finished (a message box may say Batch load
completed or something similar), you can now use the system as per the user guide below.

Upgrade

To upgrade a version of the machine translator, the process is exactly the same as
when installing from fresh. However, there may be a requirement to reorganise the
database. To do this:

1. With JADE running, click ‘TranslatorModel’ in the schema browser.

2. Ifthe traffic lights on the toolbar are red, it will be necessary to reorganise the
database. To do this, just click the traffic lights and follow the onscreen
instructions.

3. Ifthe traffic lights are green, then there is no need to reorganise the databo- .
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Administration

The administration feature of the Machine Translator is used to popuiate the
translator’s databases and also to maintain their integrity. In later revisions, the
administration side will allow various levels of interaction/access, which will allow
administrators to be purely translators, rather than having free reign of the system.

Input process

Before entering data into the system it is important to understand how the data
interacts and in what order it should be entered.

The transiator may be broken into two main areas, the Interlingua and Translation
languages. The task of the administrator is to keep updating both of these two areas.
Before updating the language, it may be necessary to have some data in the Interlingua.
Both may be updated at the same time, but updating is not recommended as it may
confuse the user.

Before the system may be used, at least one language must be created in the
system. These instructions are outlined in the following section. Once a language has
been included, the user may then start adding word groups. Once a word group has been
created the default synonym, must be created or another may be created. (For each
synonym use may be made of either the default rule or another may be created.) To create
a rule/synonym please follow the steps below, Once a rule is created it must be linked to
an squivalent entry in the interlingua. If this link is not present in the interlingua, it will
be necessary to create one (see the instructions below).

A word group must have at least one synonym (there s a default created), each
synonym must have at least one rule (created by default), which must link to an entry in
the interlingua. If either of these is missing, then the translation process will fail (if the
word group is found within the input sentence).
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Forms/Input Instructions
List/Find Language

The List Languages form will list all the languages in the system. It is possible to
edit and remove the languages using this form.

Langumges:;

)

All Languages in the system

Add new language

Edit selected Language

Delete the selected language from the system
Close this form

Yo N
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Add / Edit Language

Adding a language to the system and editing pre-existing languages may be
achieved with the same form. If adding a new language, then the form will be blank. If
editing is required, then the form will contain the current values for the data.

Saddeditlanguage O
Language Name: ,r 1
Description:
2
of Add/Updete| 3 3 Reset I 4
ﬁ_cmsa i 5
|

1. Name/Unique Identifier of the language, such as ‘English’, or ‘Swinglish’
{(MANDATORY)

2. Brief description of the language, may be left blank.

3. Save the date to the database, whether creating a new entry or updating a pre-
existing item :

4. Reset the data to its initial values. If the language is new, the form will be
cleared, otherwise the form will contain the values of the entry when the form
was loaded

5. Exit this form
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List/Find Word Group

The list/find word groups form facilitates adding, editing, locating and removing
word groups for a given language. Selecting the language in the drop down box will
automatically list the results in the ‘Found Word Groups’ list box. Then it is possible
either to edit or remove one of these languages, or even add another language according
to the wishes of the translator. Changing the language will update the field with the new
entries/new language

Sl Morphetss ;
Lenquace | -

Fve 3 ' Radt |

Foud Motpdstos

Desired Language - select the required language.

The list of all word groups in the language or returned from a fiiter/search

Filter. Not implemented yet.

Reset filter button. Not Implemented yet

Add new word group to the selected language. This addition will load the add

word group form.

6. Edit the selected word group. The edited word group will load the word group
into the edit form.

7. Remove the selected word group and all its components (such as synonyms etc)

ok Lo
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Add/Edit Word Group

The add/edit word group form facilitates create or edit a word group functions and
also manage its synonyms and corresponding rules. When editing a word group, the word
group’s details will appear in the form field, all except the language. It is essential to
ensure that a language is selected. Before adding a synonym or rules, the word group
must be created by using the top portion of the form. Once created the word group
synonyms may be added with any required rules to assist user selection during translation.

osgusge £ !
Motphet Teost l :
Cottmarts 3

5
4 6
S e | e |
Coare Lavguage o Mefeguy Wieryransn 10 Tage Languspe
Synom,ms Audes
9 10 [
~fyd gL "14“*“j"" it

Language the word phrase belongs to, (MANDATORY)

The word group text - the text that this word group will translate. (MANDATORY)
Administrator comments - for comments on word phrase etc.

Add/Update - save any changes to the database (creating a new or updating an old).
Create a new word group and disregard changes.

Reset the form fields to either blank, or those in the database (when editing). Also
used to update the synonyms listbox when a new synonym is added

7. The components needed to translate from the source language -> interlingua

8. The components needed to translate from the interlingua -> source language.

9. All the synonyms for current word phrase

10. All the rules for the selected word phrase

11. Add a synonym to the word phrase

12. Edit the selected Word phrase.

13. Remove the selected word phrase and all its rules.

14. Add a rule to the selected synonym.

15. Edit the selected Rule.

16. Remove the selected rule from the synonym,

17. Close this form and discard all changes.

A e e
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Add/ Edit Synonym

'The add/edit synonym form will facilitate the addition of a synonym to the word
group or edit an existing synonym. The meaning and description fields are used to help
the user select the best synonym, whilst the comments field is for internal comments (for

the translator).

Mo

the user).

R

'i Manrng 1

il L ]

i

,: Darcrgnon

i 2

1

B

; Comments ‘

A

‘ 7 Ataupdmel 4 o liow _J 5 _\Raser __‘{6

l ﬁ Ciol;,

The meaning of the synonym - the user will see this when picking a synonym.
Synonym Description, used to provide more information about the synonym (for

Comments and notes about the synonym (internal only)
Save the changes/new data to the database.

Discard changes and create a new synonym.

Reset the fields to the default values.
Close the form.,
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Add /Edit Rule

The add/edit rule form will allow the addition of a rule to a synonym (selected in
the add/edit form). The rule name is an identifier used only for distinguishing between
other rules in the synonym. The rule text is an expression that will be parsed. If the
expression evaluates to ‘true’, then the interlingua equivatent for this rule will be used. If
it fails, the translator will try another rule in the synonym.

Saddderdo T IR
inmum t o R 1 i
EF‘JGTQ‘H !
i :
| !
. 2
v |
Compegnty e
Y
4
-
L Equvaiert i 5 Fog E
-6
easiiotm] 7 e | 8§ nRaeet | 9
- i
@Chmj 10 i
—t - i

-t

Rule Name, an identifier to help the administrator distinguish between rules.
Rule Text, the syntax of the rule, what will be parsed (see section on rule language
below)

Validate the rule text, make a “test parse’ to validate the syntax of the expression
Comments for the administrator

The interlingua entry that will be used if ihe rule passes.

Check to make sure the interlingua equivalent is in the database

Save the changes/new data (o the database.

Discard all changes and create a new rule (in the same synonym).

. Reset the fields to the values when the form was loaded.

0. Close the form.

™~

ZOE NGV W
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List Interlingua Word Groups

The List interlingua word groups form allows the translator to view all the

interlingua word groups within this system. From here, it is pessible to edit and remove
word groups and also add new ones.

b =

LN

_,_.....__v. - mran s s 2 o

mJl.Istlnterlmaua Morphﬁtos -

“LMEM

J Fireer. ! 1 _Ffl:.m
! Found Morphetes
2
;
3 4 S
o Add I A\ Eau l G‘j} Remowe |

%] cose iﬁ

List filter.,
filter.

may be added to the system.

. Found word groups - all the word groups available or found with the specified

. Add word group - opens the add/edit interlingua word group so that a word group

Edit Selected word group - opens the add/edit interlingua word group form with

the selected word group’s attributes enabling editing of the word group.

Remove the word group from the database.
Close this form
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Add / Edit Interlingua

The add/edit Interlingua form allows the addition of entries into the interlingua.

Before creating word groups for the source/target language it is necessary to create an
interlingua word group.

B o

Blagdren ineringea Morphete L O

% Mamphetn Tea [ 1 E
'1 Commnts. f —— ._.__._..__..._.._,,._...._..____._..._\._.:_. :I
| . |
| .
| |
~: | . l . l
! AN e VAT B\ Forynt
ﬁ,,m_,,._,:_"“. } —— Sf. e i e w*‘\m v l
3 5
| : l
[ |

The text of the word group, that is, the Esperanto text this word group represents.

Administrator comments.

Add the new word group to the database, or update the entry with the new data.
Discard the changes and make a new Interlingua word group.

Reset the form to its initial state, be it blank, or the values in the database.
Close form and discard any updated changes.
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User Guide: Researcher Translation Instructions:

The user application icon in the Jade application menu provides a form allowing the user
to enter the text. The user selects the input language and the target language as shown in
the following form diagram.

Inpat sentence: NOT AT ALL
1
Input Language |eng!ish > l] Default Selaction Shategy;
: ¥ FFFS € LargestFiss
Taiget Languags: F[.ﬁf’* 1~
3 4 5

6 Cacd | News> | 7
| |

Source language input sentence

Drop down list to selected the source language

Drop down list to selected the target language

FFFS search tool

Largest First selection tool

Cancellation i, close down the application

This icon completes the operation and produces the translation search result

A Sl i
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The user then presses ‘NEXT’ and the translation result is provided. The following form
shows the input sentence and the intetlingua and translated texts.

Input sentence: a7 a7 AL
1
Interlinguatest: 1 TUTE NE
2
Transtated text: | PAS DU TOUT 1

Closy 4 SlaltAgainl 5

— |

Record of the original source language input sentence
Translation to the Interlingua text

Translated target language text

Close the operation

Start again — enables the user to input new text for translation

G
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7.4 Appendix D Translation Table of the Control Model Results: English to French Translations of Single Words And

Word Groups
REF. SAMPLE ENGLISH FRENCH EQUIVALENT SAMPLE ENGLISH EVALUATION OF THE CONTROL MODEL TRANSLATIONS
WORD/WORD GROUP PROVIDED BY THE WORD/WORD GROUP
OBTAINED FROM THE CONTROL MODEL PROVIDED BY THE KEY TO ANALYSIS OF RESULTS
SURVEY STUDY TRANSLATORS
QUESTIONNAIRE M = MATCHING RESULT

E = NUMBER OF TRANSLATION ERRORS
N = NO RESILLT PROVIDED
§=NO SYNONYM PROVIDED
M | E N ) ADDITIONAL COMMENTS

01 NOT AT ALL PAS DU TOUT PAS DU TOUT 1

02 A LITTLE NO RESULT UN PEU 1

03 SOMEWHAT LEGEREMENT QUELQUE PEU 1 The equivalent word is a synonym and not accurate

04 VERY MUCH BEAUCOUP BEAUCOUP i

05 EXTREMELY EXTREMEMENT EXTREMEMENT i

06 NOT A NEED PAS UN BESQIN PAS DE BESOIN i 1 The control madel did not provide a synonym selection
{NEED AS A offer for the two distinct mearings of *“NEED.
REQUIREMENT)

07 NOT MET AT ALL NON REUNI DU TOUT PAS SATISFAIT 1 l The contrel model did not provide a synonym selection
(MET AS IN TO MEET A offer for the two distinct meanings of *MET".
REQUIREMENT)

08 PARTLY MET EN PARTIE REUNI UN PEU SATISFAIT 1 1 In this example the selection of *REUNI" was
(MET AS IN TO MEET A inappropriate as this reant ‘REUNITED” and not
REQUIREMENT) ‘FULFILLED’.

Q9 WELL MET LE PUITS S'EST REUNI BIEN SATISFAIT 1 1 As above (Sample 09). The control model failed to
(MET AS IN TOMEET A provide the correct cormmonly cccurring phrase.
REQUIREMENT}

10 COMPLETELY MET COMPLETEMENT REUNI | COMPLETEMENT t 1 As above (Sample 09).

(MET AS IN TO MEET A SATISFAIT

REQUIREMENT)
13 YES& cul QuI 1
12 NO NON NON 1
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M

ADDITIONAL COMMENTS

COMPLETELY DISAGREE

—

-t

No synonym provided by the control mode! to

{AS IN CONCUR) SOYEZ EN DESACCORD | COMPLETEMENT EN differentiate between the two meanings of 'AGREE’.
COMPLETEMENT DESACCORD The first control model equivalent of the first sample
COMPLETEMENT PAS was inaccurate.
(AS IN CONSENT) NO RESULT CONSENTEMENT
14 STRONGLY 1 1 As abave (Sample 13).
DISAGREE
{AS IN CONCUR) SOYEZ EN DESACCORD | VIGCUREUSEMENT EN
FORTEMENT DESACCORD
{AS IN CONSENT) NO RESULT FORTEMENT PAS
CONSENTEMENT
] DISAGREE 1 1 | Asabove (Sample 13).
(AS IN CONCUR) SOYEZ EN DESACCORD | EN DESACCORD
NO RESIIT PAS CONSENTEMENT
(AS IN CONSENT)
16 AGREE 1 1 As above (Sample 13).
{AS IN CONCUR) CONVENEZ EN ACCORD
(AS IN CONSENT) NO RESULT CONSENS
17 STRONGLY AGREE 1 1 As abeve (Sample [3).
(AS IN CONCUR) CONVENEZ FORTEMENT | VIGOUREUSEMENT EN
ACCORD
NORESULT
(AS IN CONSENT) FORTEMENT
CONSENTEMENT
18 AGREE COMPLETELY 1 1 As above (Sample 13).
(AS IN CONCUR) CONVENEZ D’ACCORD
COMPLETEMENT COMPLETEMENT
(AS IN CONSENT) NO RESUL1 CONSENS
COMPLETEMENT
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M ADDITIONAL COMMENTS
19 WELCOME 1 No verb form of “WELCOME" offered by the contrel
{AS A GREETING)XVERB) | BIENVENUE BIENVENUE model,
WO RESULT ACCUEILLIR
20 QUESTIONNAIRE QUESTIONNAIRE QUESTIONNAIRE 1
21 QUESTIONNAIRES QUESTIONNAIRES QUESTIONNAIRES 1
22 NEED Ne verb form of *NEED’ was offercd by the control
(AS A NOUN) LE BESCIN BESOIN model, The definite article ‘LE" was unsolicited and not
required.
{AS A VERB) NO RESULT AVQIR BESOIN DE
23 NEEDS No verb form of *NEED" was offered by the contrel
(AS A NOUN) LES BESQINS BESOINS medel. The definite article *LES® was unsolicited and
(BUT ONLY FOR MORE not required.
THAN ONE PERSON)
24 PARENT PARENT PARENT 1
(LE PERE QU LA MERE
UN DES DEUX PARENTS)
25 PARENTS PARENTS FARENTS 1
26 SUPPORT No verb form of *SUPPORT" was offered by the control
(NOQUN - THING APPUL SOUTIEN model,
SUPPORTING}
(VERB — AS IN HEL®) NO RESULT SOUTENIR
27 FAMILY MEMBER MEMBRE DE FAMILLE MEMBRE DE LA i
FAMILLE
28 FAMILY MEMBERS MEMBRES DE FAMILLE MEMBRES DE LA 1
FAMILLE
29 A RESEARCH NURSE The control mode] failed to include the indefinite article
(MALE) INFIRMIERE DE UN INFIRMIER DE *UN’, Nor did it offer the female version of the noun.
RECHERCHES RECHERCHE
(FEMALE) NO RESULT UNE INFIRMIERE DE
RECHERCHE
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MI|E [N ADDITIONAL COMMENTS

30 RESEARCH NURSES ] 1 The control model failed to include the preposition

{MALE) INFIRMIERES DE DES INFIRMIERS DE ‘DES’. Nor did it ofter the female version of the noun.
RECHERCHES RECHERCHE
(FEMALE) NO RESULT DES INFIRMIERES DE
RECHERCHE

3] GUIDE 1 1 Na verb synonym offered by the Contro]l model
MNOUN) GUIDE GUIDE
{VERB - TO GUIDE} AU GUIDE GUIDER

32 GUIDES 1 1 No verb synonym offered by the Control model
NOUN GUIDES GUIDES
VERB NORESULT GUIDER

33 INSTRUCTION INSTRUCTION INSTRUCTION 1

34 INSTRUCTICONS INSTRUCTIONS INSTRUCTIONS 1

35 EXPERIENCE . i No result provided by the control medel for the verb
{ONCE OFF ~ NOUN} EXPERIENCE EXPERIENCE form of the sample,
{LONGER EXPERIENCE) | NO RESULT EPROUVER

36 EXPERIENCES A L'EXPERIENCE EXPERIENCES 1 The contro! model provided superfluous prepositions

changing the meaning ¢f the ranslated sample

37 QUESTION QUESTION QUESTION I

38 QUESTIONS QUESTIONS QUESTIONS |

3% ANSWER ) . 1 1 The control mode! provided a superfluous preposition
(AS A NOUN} REPONSE REPONSE changing the meaning of the transiated verb sample
{AS A VERB) POUR REPONDRE REPONDRE

40 ANSWERS ) ] l
{AS A NOUN) REPONSES REPONSES

41 SITUATION 1 1 Ne synonym provided to show the two meanings of
(AS A PLACE) NO RESULT ENDROIT ‘SITUATION".
{CIRCUMSTANCES) SITUATION SITUATION
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ADDITIONAL COMMENTS

42 SITUATIONS No synonym provided to show the two meanings of
(AS A PLACE} NO RESULT ENDROITS ‘SITUATION'.
{CIRCUMSTANCES) SITUATIONS SITUATIONS
43 BUTTON The sample included to determine whether there were
{CLOTHING) BOUTON BOUTON any variations between English and French. Esperanto
provides different meanings to define the type of button
(FOR MACHINE ETC) BOUTON BOUTON used in Jifferent circumstances.
(TO TURN SOMETHING
ON/OFF) BOUTON BOUTON
A4 BUTTONS As above (Sample 44},
(CLOTHING) BOUTONS BOUTONS
(FOR MACHINE ETC) BOUTONS BOUTONS
(TO TURN SOMETHING
ON/OFF) BOUTONS BOUTONS
45 STUDY No synonym provided for the verb form.
NOUN ) ]
(AS IN RESEARCH) ETUDE ETUDE
{(VERB AS IN RESEARCH) | NO RESULT ETUDIER
46 STUDIES ) .
{NOUN AS IN ETUDES ETUDES
RESEARCH)
47 SCREEN No synonyms offered.
{NOUN AS [N NO RESULT CLOISON
FURNITURE})
(NOUN AS IN ECRAN ECRAN
COMPUTER)
{VERB - FILTER} NO RESULT FILTRER
(VERB - GUARD NO RESULT PROTEGER

AGAINST)

213




ADDITIONAL COMMENTS

48 SCREENS 1 Na synenyms offered.
(NOUN AS IN NO RESULT CLOISONS
FURNITURE)
(NOUN AS IN ECRANS ECRANS
COMPUTER}
49 IDENTIFIED IDENTIFIE IDENTIFIE (M 5G) ; No gender and no plural forms offered.
NO RESULT IDENTIFIEE (F 5G)
NO RESULT IDENTIFIES (M PL)
NO RESULT IDENTIFIEES (F PL)
50 ITEM 1 No synonyms offered
(OBJECT) ARTICLE ARTICLE
{IN ALIST) NORESULT QUESTION
NOQ RESULT POINT
51 ITEMS i No syronyms offercd
(OBJECT) ARTICLES ARTICLES
{IN A LIST) NO RESULT QUESTIONS
POINTS
52 SURVEY AFERCU 1 No synenyms offered. No verb identified.
(NOUN - RESEARCH) NO RESULT SONDAGE
(VERB - EXAMINE) EXAMINER EXAMINER
{VERB - LOOK AT) NO RESULT REGARDER
(VERB - LOOK ARCUND) | NO RESULT REGARDE AUTQUR DE
53 SURVEYS APERCLUS No synonyms offered
NOUN (RESEARCH} NO RESULT SONDAGES
VERB (EXAMINE) EXAMINER
SEE 52 ABOVE
VERB {LOOK AT) NO RESULT
VERB (LOOK AROUND NO RESULT
54 FINGER DOIGT DOIGT 1
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M N ADDITIONAL COMMENTS
55 FINGERS DOIGTS DOIGTS 1
56 ILLNESS MALADIE MALADIE 1
57 ILLNESSES MALADIES MALADIES 1
58 HELPFUL i 2 Failed te provide synonyms and plural/singular versions
(AS IN PROVIDE A NO RESULT SERVIABLE (8G}) of the samples
SERVICE) NORESULT SERVIABLES (PL;
(USEFUL) UTILE UTILE (SG)
UTILES UTILES (PL}
59 PAEDIATRIC PEDIATRIQUE DE PEDIATRIE ] The control model translation was more accurate
60 ONCOLOGY ONCOLOGIE ONCOLOGIE 1
61 TOUCH-SCREEN ECRAN DE CONTACT ECRAN TACTILE ] _‘ Difference in equivalent translations is a matter of user
preference.
62 TOUCH-SCREENS ECRANS DE CONTACT ECRANS TACTILES 1 Difference in equivalent translations is a matter of user
preference.
63 HEALTH-PROFESSIONAL | PROFESSIONNEL DE PROFESSIONNEL DE LA Contrel model did not include the article ‘LA*
SANTE SANTE
64 HEALTH PROFESSIONNELS DE PROFESSIONNELS DE LA Control mode! did not include the article ‘LA*
PROFESSIONALS SANTE SANTE
65 IMPORTANT IMPORTANT IMPORTANT (M SG) 1 3 No synonym and plurals forms provided
NO RESULT IMPORTANTE (F 5G)
NO RESULT IMPORTANTS (M PL)
NO RESULT IMPORTANTES {F PL)
66 CANCER CANCER CANCER 1
67 CANCERS CANCERS CANCERS 1
68 CHILD EMFANT ENFANT 1
69 CHILDREN ENFANTS ENFANTS 1
70 HOSPITAL HOPITAL HOPITAL 1
71 HOSFITALS HOPITALS HOPITALS 1
72 RESEARCH RECHERCHE RECHERCHE I 1 No verb form pravided.
(NOUN)
{VERB) NO RESULT RECHERCHER
73 RESEARCHER 1 i No female form provided
{PERSON WHO CHERCHEUR CHERCHEUR {M}
| RESEARCHES) NO RESULT CHERCHEUSE (F)

215




ADDITIONAL COMMENTS

M
rE

74 RESEARCHERS CHERCHEURS CHERCHEURS (M,M+F) No female form provided
{PERSON WHO
RESEARCHES) NO RESULT CHERCHEUSES {F})
75 APPROPRIATE APPROPRIE APPROPRIE (M 5G) ; No female form nor singular/plural form provided
(ADIECTIVE) NO RESULT APPROPRIEE (F SG)
NO RESULT APPROPRIES (M PL)
NORESULT APPROPRIEES (F PL)
{VERB} NO RESULT APPROPRIER
76 DOCTOR 1 Translators® note: MEDECIN is used fer both male and
(TITLE OF BEGREE DOCTEUR DOCTEUR female doctors. DOCTEUR AND DOCTORESSE is
HOLDER) also used.
(MEDICAL DOCTOR) NO RESULT MEDECIN No synonym previded.
DOCTEUR DOCTEUR
71 DOCTORS 1 As above (Sample 77)
{TITLE OF DEGREE NORESULT DOCTEURS
HOLDER)
(MEDICAL DOCTOR) MEDECINS MEDECINS
DOCTEURS
78 SURGEON CHIRURGIEN CHIRURGIEN 1
79 SURGEONS CHIRURGIENS CBIRURGIENS 1
80 TREATMENT 1
(COURSE OF TRAITEMENT TRAITEMENT
TREATMENT)
{WAY SOMEONE IS NO RESULT TRAITEMENT

TREATED IN GENERAL)

81

A QUESTIONNAIRE

UN QUESTIONNAIRE

LN QUESTIONNAIRE

THE QUESTIONNAIRE

LE QUESTIONNAIRE

LE QUESTIONNAIRE

83

THE QUESTIONNAIRES

LES QUESTIONNAIRES

LES QUESTIONNAIRES
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M ADDITIONAL COMMENTS
84 SOME QUESTIONNAIRES | QUELQUES DES QUESTIONNAIRES Incomplete translation.
QUESTIONNAIRES
85 THIS QUESTIONNAIRE CE QUESTIONNAIRE CE QUESTIONNAIRE-CI Incomplete translation.
86 THAT QUESTIONNAIRE CE QUESTIONNAIRE CE QUESTIONNAIRE-LA Incomplete translation.
87 THOSE CES QUESTIONNAIRES CES QUESTIONNAIRES- Incomplete translation.
QUESTIONNAIRES LA
88 THESE CES QUESTIONNAIRES CES QUESTIONNAIRES- Incomplete translation.
QUESTIONNAIRES Cl
89 WHICH QUEL QUESTIONNAIRE QUEL QUESTIONNAIRE? | |
QUESTIONNAIRE?
90 WHICH QUELS QUELS 1
QUESTIONNAIRES? QUESTIONNAIRES QUESTIONNAIRES?
91 MY QUESTIONNAIRE MON QUESTIONNAIRE MON QUESTIONNAIRE 1
92 MY QUESTICNNAIRES MES QUESTIONNAIRES MES QUESTIONNAIRES 1
93 YOUR (SINGULAR) VOTRE QUESTIONNAIRE | VOTRE QUESTIONNAIRE | {
QUESTIONNAIRE
94 YOUR (SINGULAR) VOS QUESTIONNAIRES VOS QUESTIONNAIRES i
QUESTIONNAIRES
95 YOUR (PLURALS} YOTRE QUESTIONNAIRE | VOTRE QUESTIONNAIRE {1 These samples using the 2™ person were included to
QUESTIONNAIRE detect any anomalies between the French and English
languages. None were detected and therefore no
adjustment was made to the interlingua dictionary.
96 YOUR (PLURAL) VOS QUESTIONNAIRES VOS5 QUESTIONNAIRES 1
QUESTIONNAIRES
97 HIS QUESTIONNAIRE SON QUESTIONNAIRE SON GUESTIONNAIRE 1
98 HIS QUESTIONNAIRES SES QUESTIONNAIRES SES QUESTIONNAIRES 1
99 HER QUESTIONNAIRE SON QUESTIONNAIRE SON QUESTIONNAIRE 1
100 HER QUESTICNNAIRES SES QUESTIONNAIRES SES QUESTIONNAIRES 1
104 OUR QUESTIONNAIRE NOTRE QUESTIONNAIRE | NOTRE QUESTIONNAIRE | i
102 QUR QUESTIONNAIRES NOS QUESTIONNAIRES NOS QUESTIONNAIRES 1
{03 THEIR (MALE OR LEUR QUESTIONNAIRE LEUR QUESTIONNAIRE 1 These samples using the 3rd person were included 1o
NEUTER) detect any anomalies between the French and English
QUESTIONNAIRE languages. None were detected and therefore no
adjustrnent was made to the interlingua dictionary.
104 THEIR (MALE OR LEURS LEURS 1
NEUTER) QUESTIONNAIRES QUESTIONNAIRES
QUESTIONNAIRES
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M| E ADDITIONAL COMMENTS
105 THEIR (FEMALE} LEUR QUESTIONNAIRE LEUR QUESTIONNAIRE 1
QUESTIONNAIRE
106 THEIR (FEMALE) 1
QUESTIONNAIRES LEURS LEURS
QUESTIONNAIRES QUESTIONNAIRES
107 ANEED 1 No synonym provided to differentiate between the two
{REQUIREMENT) UN BESOIN UN BESOIN meanings of ‘NEED”
(NECESSITY) NO RESULT UNE NECESSITE
108 THE NEED i No synonym provided to differentiate between the two
(REQUIREMENT; LE BESOIN LE BESOIN meanings of ‘NEED”
(NECESSITY) NO RESULT LA NECESSITE
109 THE NEEDS i Mo synonym provided to differentiate between the two
(REQUIREMENT) LES BESOINS LES BESOINS meanings of ‘NEED”
NECESSITY) NO RESULT LES NECESSITES
120 MY NEED 1 No synonym provided to differentiate between the two
(REQUIREMENT) MON BESOIN MON BESOIN meanings of “NEED’
(NECESSITY) NO RESULT MA NECESSITE
121 MY NEEDS 1 No synonym provided to differentiate between the two
{REQUIREMENT) MES BESOINS MES BESOINS meanings of ‘NEED”
{NECESSITY) NORESULT MES NECESSITES
122 YOUR (SINGULAR) NEED 1 No synonym provided to differentiate between the two
(REQUIREMENT) meanings of *“NEED”
VOTRE BESOIN VOTRE BESOIN
{NECESSITY)
NO RESULT VOTRE NECESSITE
123 YOUR (SINGULAR) 1 No synenym provided to differentiate between the two
NEEDS meanings of ‘NEED’
(REQUIREMENT) VOS BESOINS VOS5 BESOINS
(NECESSITY) NG RESULT VOS NECESSITES
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M ADDITIONAL COMMENTS
124 YOUR (PLURAL) NEED i No synonym provided to differentiate between the two
(REQUIREMENT) meanings of *NEED”’
VOTRE BESOIN YOTRE BESOIN
(NECESSITY)
NO RESULT VOTRE NECESSITE
125 YOUR (PLURAL) NEEDS i No synonym provided to ditferentiate between the two
(REQUIREMENT) meanings of *NEED"
VOS BESOINS VYOS BESOINS
(NECESSITY}
NO RESULT VOS NECESSITES
125 HIS NEED ! No synonym provided to differentiate between the two
(REQUIREMENT)} SON BESOIN SON BESOIN meanings of ‘NEEDV
(NECESSITY) NG RESULT SA NECESSITE
127 HIS NEEDS t No synonym provided te differentiate between the two
{REQUIREMENT) SES BESOINS SES BESOINS meanings of ‘NEED’
{(NECESSITY) NORESULT SES NECESSITES
128 HER NEED 1 No synonym provided to differentiate between the two
(REQUIREMENT) SON BESOIN SON BESOIN meanings of ‘NEED’
(NECESSITY) NORESULT SA NECESSITE
129 HER NEEDS 1 No synonym provided to differentiate between the two
(REQUIREMENT} SES BESOINS SES BESOINS meanings of *NEED’
(NECESSITY) NO RESULT SES NECESSITES
130 OUR NEED I No syncnym provided to differentiate between the twa
(REQUIREMENT} NOTRE BESOCIN NOTRE BESOIN meanings of ‘NEED’
(NECESSITY) NO RESULT NOTRE NECESSITE
13t OUR NEEDS 1 No synonym provided to differentiare between the twe
{REQUIREMENT) NOS BESOINS NOS BESOINS meanings of ‘NEED'
(NECESSITY) NQ RESULT NOS NECESSITES
132 THEIR (MALE OR I No synonym provided to differcntiate between the two
NEUTER) NEED meanings of ‘NEED”
(REQUIREMENT) LEUR BESOIN LEUR BESOIN
(NECESSITY) NO RESULT LEUR NECESSITE
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M | E ADDITIONAL COMMENTS
133 THEIR (MALE OR 1 No synonym provided to differentiate between the two
NEUTER) NEEDS meanings of ‘NEED’
{REQUIREMENT) LEURS BESOINS LEURS BESOINS
(NECESSITY) NO RESULT LEURS NECESSITES
134 THEIR {FEMALE) NEED 1 Nao synonym provided to differentiate between the two
(REQUIREMENT) meanings of ‘NEED’
LEUR BESQIN LEUR BESOIN
{NECESSITY)
NOQ RESULT LEUR NECESSITE
135 THEIR (FEMALE} NEEDS 1 No synonym provided to differentiate between the two
(REQUIREMENT} meanings of ‘NEED’
LEURS BESOQINS LEURS BESOQINS
{NECESSITY)
NO RESULT LEURS NECESSITES
136 A PARENT UN PARENT UN PARENT 1
137 THE PARENT LE PARENT LE PARENTS 1
138 THE PARENTS LES PARENTS LES PARENTS 1
139 SOME PARENTS QUELQUES PARENTS QUELQUES PARENTS 1
140 THIS PARENT CE PARENTS CE PARENT-Ci 1 Inaccurate translation
141 THESE PARENTS CES PARENTS CES PARENTS-CI 1
142 THAT PARENT CE PARENT CE PARENT-LA 1
143 THOSE PARENTS CES PARENTS CES PARENTS-LA |
144 WHICH PARENT? QUEL PARENT QUEL PARENT ? 1 (LEQUEL DES DEUX PARENTS ?
QUEL PARENT? QUI, DU PERE OU DE LA MERE ?)
145 WHICH PARENTS? QUELS PARENTS QUELS PARENTS ? 1
146 MY PARENT (MALE) MON PARENT MON PARENT |
147 MY PARENT (FEMALE) MA PARENT Ma PARENT 1
148 MY PARENTS MES PARENTS MES PARENTS ]
149 YOUR (SINGULAR) VOTRE PARENT VOTRE PARENT 1
PARENT
’719 YOUR (SINGULAR) VOS PARENTS VOS PARENTS 1
PARENTS
150 YOQUR (PLURAL) VOTRE PARENT VOTRE PARENT 1
PARENT
151 YOUR (PLURAL) VOS5 PARENTS VOS PARENTS 1
PARENTS
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M
152 HIS PARENT SON PARENT SON PARENT 1
153 HIS PARENTS SES PARENTS SES PARENTS 1
154 HER PARENT SON PARENT SON PARENT 1
155 HER PARENTS SES PARENTS SES PARENTS I
136 QUR PARENT NOTRE PARENT NOTRE PARENT ]
157 OUR PARENTS MNOS PARENTS NOS PARENTS 1
158 THEIR. {MALE OR i
NEUTER) PARENT LEUR PARENT LEUR PARENT
159 THEIR (MALE OR LEURS PARENTS LEURS PARENTS 1
NEUTER) PARENTS
160 THEIR (FEMALE) LEUR PARENT LEUR PARENT 1
PARENT
161 THEIR (FEMALE} LEURS PARENTS LEURS PARENTS 1
PARENTS
162 THE SUPPORT No synonym provided — incorrect translation.
(NOUN - THING
SUPPORTING) L'APPUI LE SOQUTIEN
163 A SUPPORT No synonym provided — incorrect translation.
(NOUN - THING
SUPPORTING) UN APPUI UN SOUTIEN
164 SOME SUPPORT No synonym provided — incorrect translation.
(NOUN - THING
SUPPORTING) CERTAINS QUELQUE SOUTIEN
SOUTIENNENT
165 THAT SUPPORT No synonym provided — incomrect translation.
(NOUN - THING
SUPPORTING) CET APPUI CE SOUTIEN-LA
166 THIS SUPPORT No synonym provided — incorrect translation.
(NOUN - THING
SUPPORTING) CET APPUI CE SQUTIEN-CI
167 THGSE SUPPORT No synonym provided — particie missing.
(NOUN - THING
SUPPORTING) CEUX SOUTIENNENT CEUX-LA SOUTIENNENT
168 THOSE SUPPORTS No synonym provided — incorrect translation.
(NOUN - THING .
SUPPORTING) CES APPUIS CES SOUTIENS-LA
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169

THESE SUPPORT
(NOUN - THING
SUPPORTING)

CEUX-CI SOUTIENNENT

CEUX-CI SOUTIENNENT

No synonym provided — particle missing.

170

THESE SUPPORTS
(NOUN - THING
SUPPORTING)

CES APPUIS

CES SOUTIENS-CI

No synonym provided — particle missing.

171

MY SUPPORT
{NOUN - THING
SUPPORTING)

MON APPUI

MON SOUTIEN

No synenym provided — incorrect translation.

YOUR (SINGULAR)
SUPPORT

(NOUN - THING
SUPPORTING)

VOTRE APPUI

VOTRE SOUTIEN

No synonym provided — incerrect translation.

173

YOUR (PLURAL)
SUPPORT
(NOUN - THING
SUPPORTING}

VOTRE APPUL

VOTRE SOUTIEN

No synonym provided — incorrect translation.

174

HIS SUPPORT
(NOUN - THING
SUPPORTING)

SIEN SOUTIENNENT
ERROR

SON SOUTIEN

Ne synonym provided — incorrect translation.

175

HER SUPPORT
(NOUN - THING
SUPPORTING)

SON APPUL

SON SOUTIEN

No synonym provided — incorrect transiation.

176

OUR SUPPORT
(NOUN - THING
SUPPORTING)

NOTRE APPUI

NOTRE SOUTIEN

No synonym provided — incorrect translation.

177

THEIR (MALE OR
NEUTER) SUPPORT
{NOUN - THING
SUPPORTING)

LEUR APPUI

LEUR SOUTIEN

No synenym provided — incorrect translation.

178

THEIR (FEMALE)
SUPPORT
(NOUN - THING
SUPPORTING)

LEUR APPUI

LEUR SOUTIEN

No synonym provided — incorrect translation.

179

A FAMILY MEMBER

UN MEMBRE DE
FAMILLE

UN MEMERE DE
FAMILLE
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180 THE FAMILY MEMBER LE MEMBRE DE LE MEMBRE DE 1
FAMILLE FAMILLE
181 FAMILY MEMBERS MEMBRES DE FAMILLE MEMBRES DE FAMILLE 1
182 WHICH FAMILY QUEL MEMBRE DE QUEL MEMBRE DE 1
MEMBER? FAMILLE FAMILLE
183 WHICH FAMILY QUELS MEMBRES DE QUELS MEMBRES DE 1
MEMBERS? FAMILLE FAMILLE
184 THIS FAMILY MEMBER CE MEMBRE DE CE MEMBRE DE Translation incomplete — particle missing.
FAMILLE FAMILLE -CI
185 THAT FAMILY MEMBER | CE MEMBRE DE CE MEMBRE DE Translation incompl: - - particle missing.
FAMILLE FAMILLE -LA
186 THESE FAMILY CES MEMBRES DE CES MEMBRES DE Translaticn incomplete | article missing.
MEMBERS FAMILLE FAMILLE -CI
187 THOSE FAMILY CES MEMBRES DE CES MEMEBRES DE Translation incomplete — particle missing.
MEMBERS FAMILLE FAMILLE -LA
188 MY FAMILY MEMBER MON MEMBRE DE MON MEMBRE DE 1
FAMILLE FAMILLE
189 MY FAMILY MEMBERS MES MEMBRES DE MES MEMBRES DE 1
FAMILLE FAMILLE
190 YOUR (SINGULAR) VOTRE MEMBRE DE VOTRE MEMBRE DE 1
FAMILY MEMBER FAMILLE FAMILLE
191 YOUR (SINGULAR) VOS5 MEMBRES DE V05 MEMBRES DE i
FAMILY MEMBERS FAMILLE FAMILLE
192 YOUR (PLURAL) FAMILY | VOTRE MEMBRE DE VOTRE MEMBRE DE {
MEMBER FAMILLE FAMILLE
193 YOUR (PLURAL) FAMILY | vOS MEMBRES DE VO3S MEMBRES DE i
MEMBERS FAMILLE FAMILLE
194 HIS FAMILY MEMBER SON MEMBRE DE SON MEMBRE DE 1
FAMILLE FAMILLE
195 HiS FAMILY MEMBERS SES MEMBRES DE SES MEMBRES DE 1
FAMILLE FAMILLE
196 HER FAMILY MEMBER SON MEMBRE DE SCN MEMBRE DE i
FAMILLE FAMILLE
1y7 HER FAMILY MEMBERS SES MEMBRES DE SES MEMBRES DE 1
FAMILLE FAMILLE
198 OUR FAMILY MEMBER NOTRE MEMBRE DE NOTRE MEMBRE DE 1
FAMILLE FAMILLE
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199 OUR FAMILY MEMBERS | NOS MEMBRES DE NOS MEMBRES DE !
FAMILLE FAMILLE
198 THEIR (MALE OR LEUR MEMBRE DE LEUR MEMBRE DE 1
NEUTER)} FAMILY FAMILLE FAMILLE
MEMBER
199 THEIR (MALE CR LEURS MEMBRES DE LEURS MEMBRES DE 1
NEUTER) FAMILY FAMILLE FAMILLE
MEMBERS
200 THEIR (FEMALE) LEUR MEMBRE DE LEUR MEMBRE DE 1
FAMILY MEMBER FAMILLE FAMILLE
201 THEIR (FEMALE) LEURS MEMBRES DE LEURS MEMBRES DE 1
FAMILY MEMBERS FAMILLE FAMILLE
202 I AGREE : Inaccurate translation — no synonym offered.
(AS IN CONCUR) JE CONVIENS JE SUIS D’ACCORD
(AS IN CONSENT} NO RESULT JE CONSENS
203 1 AGREE STRONGLY 1 Inaccurate translation — no synonym offercd.
{AS IN CONCUR) NO RESULT JE SUIS D’ACCORD
FORTEMENT
{AS IN CONSENT} JE CONVIENS JE CONSENS
FORTEMENT FORTEMENT
204 I AGREE COMPLETELY 1 Inaccurate translation — no synonym offered.
(AS IN CONCUR) NO RESULT JE SUIS D’ACCORD
COMPLETEMENT
(AS IN CONSENT) JE CONVIENS JE CONSENS
COMPLETEMENT COMPLETEMENT
205 I DISAGREE 1 Inaccurate translation — no synonym offered.
(AS IN CONCUR) JE SUIS EN DESACCORD | JE SUIS EN DESACCORD
{AS IN CONSENT) NO RESULT JE NE CONSENS PAS
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1 DISAGREE STRONGLY

—

[naccurate iranslation — ne synonym offered.

(AS IN CONCUR) JE SUIS EN DESACCORD | JE SUIS FORTEMENT EN
FORTEMENT DESACCORD
; (AS IN CONSENT) NO RESULT JENE CONSENS FAS
L FORTEMENT
2u7 I DISAGREE . Inaccurate translaticn -~ no synonym offered.
COMPLETELY JE SUIS EN DESACCORD JE SUIS EN DESACCORD
(AS IN CONCUR) COMPLETEMENT COMPLETEMENT
NG RESULT JE NE CONSENS PAS
{AS IN CONSENT) COMPLETEMENT
208 DO YOU AGREE? 1 Inaccurate translation — no synonym offered.
{AS I[N COMCUR) NO RESULT EST-CE QUE VOUS ETES
D'ACCORD ?
(AS IN CONSENT) CONVENEZ-VOUS ? EST-CE QUE VOUS
CONSENTEZ ?
209 DO YOU AGREE 1 Inaccurate translation — no synonym offered.
STRONGLY?
(AS IN CONCUR) NO RESULT EST-CE QUE VQUS ETES
D*ACCORD
FORTEMENT?
{AS IN CONSENT) CONVENEZ-VOUS
FORTEMENT ? EST-CE QUE VOUS
CONSENTEZ
FORTEMENT ?
210 BO YOU AGREE [ Inaccurate translation — no synonym offered.
COMPLETELY?
(AS [N CONCUR) NO RESULT EST-CE QUE VOUS ETES
D'ACCORD
COMPLETEMENT?
(AS IN CONSENT) CONVENEZ-VQUS CONSENTEZ-VOUS
COMPLETEMENT ? COMPLETEMENT?
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PO YOU DISAGREE?
(AS IN CONCUR)

{AS IN CONSENT)

ETES-VOUS EN
DESACCORD ?

NORESULT

EST-CE QUE VOUS
N’ETES PAS D’ACCORD?

EST-CE QUE VOUS NE
CONSENTEZ PAS 7

—_—

—

Inaccurate translation — no synonym offered.

212 DO YOU DISAGREE i 1 [naccurate transiation — no synonym offered.
STRONGLY?
(AS [N CONCUR) ETES-VOUS EN EST-CE QUE VOUS
DESACCORD N'ETES PAS D'ACCORD
FORTEMENT? FORTEMENT?
{AS IN CONSENT) NORESULT EST-CE QUE VOUS NE
CONSENTEZ PAS
FORTEMENT ?
a3 DO YOU DISAGREE 1 1 Inaccurate translation — no synenym offercd.
COMPLETELY?
{AS IN CONCUR) ETES-VOUS EN EST-CE QUE VOUS
' DESACCORD N’ETES PAS D'ACCORD
COMPLETEMENT ? COMPLETEMENT?
{AS IN CONSENT) NORESULT EST-CE QUE VOUS NE
CONSENTEZ PAS
COMPLETEMENT?
214 HAVE WE PROVIDED AVONS-NOUS FOURNI ? AVONS-NCOUS FOURNI
215 HAS THE HOSPITAL L'HOPITAL A-T-IL L'HOP{TAL A-T-IL
PROVIDED FOURNI? FOURNI
216 DO YOU FEEL WE HAVE | NOUS SENTEZ-VOUS AVEZ-VOUS LE Matter of user preference
FROVIDED AVOIR FOURNi ? SENTIMENT QUE NOUS
AVONS FOURNI
217 HAVE WE PROVIDED AVONS-NOUS FOURNI AVONS-NOUS FOURNI A 1
YOUR CHILD VOTRE ENFANT 7 VOTRE ENFANT
218 SATISFACTORY UN SERVICE UN SERVICE
SERVICE SATISFAISANT SATISFAISANT
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|2

219 PROFESSIONAL SERVICE 1 1 Inaccurate translation — no synonym offered.
{SERVICE OF UN SERVICE UN SERVICE DE
PROFESSIONAL TYPE PROFESSIONNEL QUALITE
AND STANDARD) PROFESSIONNELLE
(SERVICE BY
PROFESSIONALS) NO RESULT
UN SERVICE PIGNE DE
PROFESSIONNELS
(SERVICE FOR NO RESULT
PROFESSIONALS) UN SERVICE POUR
PROFESSIONNELS
220 SATISFACTORY CARE SOIN SATISFAISANT DES SOINS 1
SATISFAISANTS
221 SUFFICIENT CARE SOIN SUFFISANT DES SOINS ADEGUATS 1
222 EFFECTIVE TREATMENT | TRAITEMENT EFFICACE | UN TRAITEMENT 1 Indefinite arficle missing,
EFFICACE
223 DO YOU THINK WE CAN 1
[MPROVE
(DO YOU BELIEVE THAT | NOUS PENSEZ-VOUS PENSEZ-VOUS QUE
WE CAN IMPROVE POUVEZ-VOUS NOUS PUISSIONS
SOMETHING) 5AMELIORER ? AMELIORER
[ 224 ARE YOU SATISFIED
WITH
(ARE YOU HAPPY IN ETES-VOUS SATISFAIT ETES-VOUS SATISFAIT
REGARD TOY DE? DE
225 OUR PROFESSIONALISM | NOTRE NOTRE
PROFESSIONNALISME PROFESSIONNALISME
226 QOUR CARE FOR YOUR NOTRE SOIN POUR NOS SOINS DONNES A ]
CHILD YOTRE ENFANT VOTRE ENFANT
217 QUR HELP NOTRE AIDE NOTRE AIDE
228 QUR TREATMENT OF NOTRE TRAITEMENT DE | NOTRE TRAITEMENT 1
YOUR CHILD VOTRE ENFANT POUR VOTRE ENFANT
229 YOUR CHILD’S LE TRAITEMENT DE LE TRAITEMENT DE
TREATMENT VOTRE ENFANT VOTRE ENFANT
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230

THE TREATMENT YOUR
CHILD RECEIVED

LE TRAITEMENT QUE
VOTRE ENFANT A RECU

LE TRAITEMENT QU’A
RECU VOTRE ENFANT

153 70 76 77

TOTAL SCORE
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7.5 Appendix E Translation Table of the Contrel Model Results: English to Freach Translations of Combined Word

Groups
REF. SAMPLE ENGLISH —l_FRENCH EQUIVALENT SAMPLE ENGLISH EVALUATION OF THE CONTROL MODEL TRANSLATIONS
WORDMNWORD GROUP PROVIDED BY THE WORD/WORD GROUP
OBTAINED FROM THE CONTROL MODEL PROVIDED BY THE KEY TO ANALYSIS OF RESULTS
SURVEY STUDY TRANSLATORS
QUESTIONNAIRE M =MATCHING RESULT
E = NUMBER OF TRANSLATION ERRORS
N =[O RESULT PROVIDED
5 =NO LYNONYN PROVIDED
M JE |N IS ADDITIONAL COMMENTS
231 HAVE WE PROVIDED AVONS-NOUS FOURNI AVONS-NOUS FOURNI 1
SATISFACTORY LE SERVICE UN SERVICE
SERVICE SATISFAISANT ? SATISFAISANT 7
232 HAVE WE PROVIDED AVONS-NOUS FOURNI AVONS-NOUS FOURNI 1 incomplete and imprecise translation.
PROFESSIONAL SERVICE | LE SERVICE UN SERVICE DE
PROFESSIONNEL 7 QUALITE
PROFESSIONNELLE?
233 HAVE WE PROVIDED AVONS-NOUS FOURNI AVONS-NOUS FOURNI 1 Incomplete and imprecise translation
SATISFACTORY CARE LE SOIN SATISFAISANT ? | DES SOINS
SATISFAISANTS 7
234 HAVE WE PROVIDED AVONS-NOUS FOURNI AVONS-MOUS FOURNI 1 Incomplete and imprecise translation
SUFFICIENT CARE LE SQOIN SUFFISANT ? DES SOINS ADEQUATS ?
235 HAVE WE PROVIDED AVONS-NGUS FOURNI AYONS-NQUS FOURNI 1
EFFECTIVE TREATMENT | LE TRAITEMENT UN TRAITEMENT
EFFICACE ? EFFICACE ?
236 HAS THE HOSPITAL L'HOPITAL A-T-IL L'HOPITAL A-T-1L 1

PROVIDED
SATISFACTORY
SERVICE

FOURNI LE SERVICE
SATISFAISANT?

FOURNI UN SERVICE
SATISFAISANT?
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237 HAS THE HOSPITAL L'HOPITAL A-T-IL L’HOPITAL A-T-IL i
PROVIDED FOURNI LE SERVICE FOURNI UN SERVICE DE
PROFESSIONAL SERVICE | PROFESSIONNEL ? QUALITE
PROFESSIONNELLE
238 HAS THE HOSPITAL L'HOPITAL A-T-IL L'HOPITAL A-T-IL 1
FROVIDED FQURNI LE SOIN FOURNI DES SCINS
SATISFACTORY CARE SATISFAISANT ? SATISFAISANTS ?
239 HAS THE HOSPITAL L'HOPITAL A-T-IL L'HOPITAL A-T-IL 1
PROVIDED SUFFICIENT FOURNI LE SOIN FOURNI DES SOINS
CARE SUFFISANT ? ADEQUATS 7
240 HAS THE HOSPITAL L'HOPITAL A-T-IL L'HOPITAL A-T-IL 1
PROVIDED EFFECTIVE FOURNI LE TRAITEMENT | FOURNI UN
TREATMENT? EFFICACE? TRAITEMENT EFFICACE?
241 DO ¥OU FEEL (FEEL AS YOUS SENTEZ-VOUS ? SENTEZ-VQUS?
N SENSORY
PERCEPTION)
242 DO YOU FEEL (AS IN NO RESULT TOUCHEZ-VOUS? No synonym offered for *TOUCH".
TCOUCH)
243 DO YOU FEEL WE HAVE | NOUS SENTEZ-VOUS AVEZ-VOUSLE No synonym offered for "FEEL".
PROVIDED AVOIR SATISFAISANT SENTIMENT QUE NOUS
SATISFACTORY FOURN!1? AVONS FOURNI UN
SERVICE SERVICE
(FEEL AS IN SENSCRY SATISFAISANT ?
PERCEPTION}
244 DO YOU FEEL WE HAVE | NOUS SENTEZ-VOUS AVEZ-VOUS LE Translation incomplete, No synonym offered for
PROVIDED AVOIR LE SERVICE SENTIMENT QUE NOUS ‘FEEL".

PROFESSIONAL SERVICE
{FEEL AS IN SENSORY
PERCEPTION)

PROFESSIONNEL
FOURNI?

AVONS FOURNIUN
SERVICE DE QUALITE
PROFESSIONNELLE ?
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245

DO YOU FEEL WE HAVE
PROVIDED
SATISFACTORY CARE
(FEEL AS IN SENSORY
PERCEPTION)

NOUS SENTEZ-VOUS
AVOIR LE 50IN
SATISFAISANT FOURNI ?

AVEZ-VOUS LE
SENTIMENT QUE NOUS
AVONS FOURNI DES
SOINS SATISFAISANTS ?

—

—

Translation incomplete. No synonym offered for
‘FEEL'.

246 DO YOU FEEL WE HAVE | NOUS SENTEZ-VOUS AVEZ-VOUSLE 1 1 Translation incomplete. No synonym offered for
PROVIDED SUFFICIENT AVOIR LE SQIN SENTIMENT QUE NOUS *FEEL".

CARE (FEEL ASIN SUFFISANT FOURNI ? AVONS FOURNI DES
SENSORY PERCEPTION) SOINS ADEQUATS ?

247 DO YOU FEEL WE HAVE | NOUS SENTEZ-VOUS AVEZ-VOUS LE 1 | Translation incomplete. No synonym offered for
PROVIDED EFFECTIVE AVOIR LE TRAITEMENT | SENTIMENT QUE NOUS *FEEL".
TREATMENT (FEEL AS EFFICACE FOURNI ? AVONS FOURNI UN
IN SENSORY TRAITEMENT
PERCEPTION) EFFICACE ?

248 HAVE WE PROVIDED AVONS-NGUS FOURNI AVONS-NOUS FOURNI A 1 Inaccurate translation.
YOUR CHILD VOTRE SERVICE VOTRE ENFANT UN
SATISFACTORY SATISFAISANT SERVICE
SERVICE 'ENFANT ? SATISFAISANT 7

249 HAVE WE PRCVIDED AVONS-NOUS FOURNI A | AVONS-NOUS FOURNI A 1 Inaccurate translation.
YOUR CHILD VOTRE ENFANT L'ONU VOTRE ENFANT UN
PROFESSIONAL SERVICE | NOUS ONT ONT FOURNI SERVICE DE QUALITE
{SERVICE OF VOTRE PROFESSIONNELLE ?

PROFESSIONAL TYPE SERVICE
AND STANDARD) PROFESSIONNEL
D'ENFANT ?

250 HAVS WE PROVIDED AVONS-NOUS FOURNI AVONS-NOUS FOURNI A 1 Inaccurate translation.
YOU:w CHILD VOTRE SERVICE VOTRE ENFANT UN
PROFESSIONAL SERVICE | PROFESSIONNEL SERVICE DIGNE DE
(SERVICE BY D'ENFANT? PROFESSIONNELS
PROFESSIONALS)

251 HAVE WE PROVIDED AVONS-NOUS FOURNI AVONS-NOUS FOURNI A 1 Inaccurate translation.
YOUR CHILD VOTRE SOIN VOTRE ENFANT DES
SATISFACTORY CARE SATISFAISANT SOINS SATISFAISANTS 7

D'ENFANT 7
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HAVE WE PROVIDED
YOUR CHILD
SUFFICIENT CARE

AVONS-NOUS FOURN!
VOTRE SOIN SUFFISANT
D'ENFANT ?

AVONS-NOUS FOURNI A
VOTRE ENFANT DES
SOINS ADEQUATS 7

Inaccurate translation.

HAVE WE PROVIDED
YOUR CHILD EFFECTIVE
TREATMENT

AVONS-NOUS FOURNI
VOTRE TRAITEMENT
EFFICACE D'ENFANT ?

AVONS-NOUS FOURNI A
VOTRE ENFANT UN
TRAITEMENT
EFFICACE?

[naccurate translation.

254

DO YOU THINK WE CAN
IMPROVE QUR
PROFESIONALISM

NOUS PENSEZ-VOUS
POUVEZ-VOUS
AMELIORER NOTRE
PROFESSIONNALISME ?

PENSEZ-VOUS QUE
NOUS PUISSIONS
AMELIORER NOTRE
PROFESSIONNALISME ?

Inaccurate transiation.

DO YOU THINK WE CAN
IMPROVE QUR CARE
FOR YOUR CHILD

NOUS PENSEZ-VOUS
POUVEZ-VOUS
AMELIORER NOTRE
SOIN POUR VOTRE
ENFANT?

PENSEZ-VOUS QUE
NOUS PUISSIONS
AMEL!ORER NOS SOINS
DONNES A VOTRE
ENFANT ?

Inaccurate translation.

256

DO YOU THINK WE CAN
IMPROVE OUR HELP

NOUS PENSEZ-VOUS
POUVEZ-VOUS
AMELIORER NOTRE
AIDE ?

PENSEZ-VOUS QUE
NOUS PUISSIONS
AMELIORER L’AIDE QUE
NOUS VOUS AVONS
APPORTEE ?

Inaccurate translation.

257

DO YOU THINK WE CAN

NOUS PENSEZ-YQUS

PENSEZ-VOUS QUE

[naccurate translation.

IMPROVE QUR POUVEZ-VOUS NOUS PUISSIONS
TREATMENT OF YOUR AMELIORER NOTRE AMELICRER NOTRE
CHILD TRAITEMENT DE VOTRE | TRAITEMENT POUR
ENFANT ? VOTRE ENFANT ?
258 DO YOU THINK WE CAN | NOUS PENSEZ-VOUS PENSEZ-VOUS QUE Inaccurate translation.
IMPROVE YOUR CHILD’S | POUVEZ-VOUS NOUS PUISSIONS
TREATMENT AMELIORER LE AMELIORER LE

TRAITEMENT DE VOTRE
ENFANT ?

TRAITEMENT DE VOTRE
ENFANT ?




M JE | N ADDITIONAL COMMENTS
250 DO YOU THINK WE CAN | NQUS PENSEZ-VOUS PENSEZ-VOUS QUE 1 Inaccurate translation.
IMPROVE THE POUVEZ-VOUS NOUS PUISSIONS
TREATMENT YOUR AMELIORER LE AMELIORER LE
CHILD RECE{VED TRAITEMENT QUE TRAITEMENT QU'A
VOTRE ENFANT RECU VOTRE ENFANT ?
ARECU?
260 ARE YOU SATISFIED ETES-VOUS SATISFAIT ETES-VOQUS SATISFAITS | |
WITH QUR DE NOTRE DE NOTRE
PROFESS{ONALISM PROFESSIONNALISME ? | PROFESSIONNALISME ?
261 ARE YOU SATISFIED ETES-VOUS SATISFAIT ETES-VOUS SATISFAITS 1 Inaccurate translation.
WITH OUR CARE FOR DE NOTRE SOIN POUR DE NOS SOINS DONNES
YOUR CHILD VOTRE ENFANT ? A VOTRE ENFANT 7
262 ARE YOU SATISFIED ETES-VOQUS SATISFAIT ETES-VOUS SATISFAITS 1 Inaccurate translation.
WITH OUR HELP DE NOTRE AIDE ? DE L'AIDE QUE NOUS
VOUS AVONS
APPORTEE ? _
263 ARE YOU SATISFIED ETES.VOUS SATISFAIT ETES-VOUS SATISFAITS 1 . [naccurate ranslation.
WI[TH OUR TREATMENT | DE NOTRE TRAITEMENT | DE NOTRE TRAITEMENT
OF YOUR CHILD DE VOTRE ENFANT ? POUR VOTRE ENFANT ?
264 ARE YOU SATISFIED ETES-VOUS SATISFAIT ETES-VOUS SATISFAITS | | Inaccurate translation.
WITH YOUR CHILD'S DU TRAITEMENT DE (DE LE) DU TRAITEMENT
TREATMENT VOTRE ENFANT 7 DE VOTRE ENFANT?
265 ARE YOU SATISFIED ETES-YOUS SATISFAIT ETES-VOUS SATISFAITS | 1
WITH THE TREATMENT | DU TRAITEMENT QUE (DE LE) DU TRAITEMENT
YOUR CHILD RECEIVED | VOTRE ENFANT ARECU | QU'A RECU VOTRE
? ENFANT ?

35 25

1

TOTAL SCORE
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7.6 Appendix F Translation Table of the Control Model Results of Single Word Groups: French to English

REF. SAMPLE ENGLISH ENGLISH EQUIVALENT SAMPLE FRENCH EVALUATION OF THE CONTROL MODEL TRANSLATIONS
WORD/WORD GROUP PROVIDED BY THE WORD/YWORD GROUP
OBTAINED FROM THE CONTROL MOJEL PROVIDED BY THE KEY TO ANALYSIS OF RESULTS
SURVEY STUDY TRANSLATORS
QUESTIONNAIRE M = MATCHING RESULT
E =NUMBER OF TRANSLATION ERRORS
N =NO RESULT PROVIDED
§=NOSYNONYM PROVIDED
M| E N S ADDITIONAL COMMENTS
] NOT AT ALL AT ALL PAS DU TOUT 1 Inaccurate translation.
02 ALITTLE A LITTLE UN PEU 1
03 SOMEWHAT SOMEWHAT QUELQUE PEU §
04 VERY MUCH MUCH BEAUCOUR 1 Inaccurate translation.
05 EXTREMELY EXTREMELY EXTREMEMENT 1
06 NOT A NEED NO THE NEED PAS DE BESOIN 1 Inaccurate translation.
(NEED AS A
REQUIREMENT)
07 NOT MET AT ALL NOT SATISFIED PAS SATISFAIT 1 Inaccurate translation.
{MET AS IN TOMEET A
REQUIREMENT)
08 PARTLY MET A LITTLE SATISFIED UN PEU SATISFAIT 1 fnaccurate translation.

(MET AS IN TO MEET A
REQUIREMENT}

09

WELL MET
(MET AS IN TO MEET A
REQUIREMENT)

QUITE SATISFIED

BIEN SATISFAIT

Inaccurate transiation.

i COMPLETELY MET COMPLETELY COMPLETEMENT 1 Inaccurate translation.
{MET AS TN TO MEET A SATISFIED SATISFAIT
REQUIREMENT)

11 YES YES Qul t

12 NO NO NON 1
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E ADDITIONAL COMMENTS
13 COMPLETELY DISAGREE 2 [naccurate translations.
{AS IN CONCUR) COMPLETELY IN CC}MPLETEMENT EN
DISSENSION DESACCORD
{AS IN CONSENT) COMPLETELY NOT COMPLETEMENT PAS
ASSENT CONSENTEMENT
14 STRONGLY DISAGREE 2 inaccurate transiations.
{AS IN CONCUR) VIGORODUSLY IN VIGOUREUSEMENT EN
DISSENSION DESACCORD
(AS IN CONSENT) STRONGLY NOT ASSENT | FORTEMENT PAS
CONSENTEMENT
15 DISAGREE 2 Inaccurate transiations.
(AS IN CONCUR) IN DISSENSION EN DESACCORD
{AS IN CONSENT) NOT ASSENT PAS CONSENTEMENT
e AGREE 1 Inaccurate translation.
{AS IN CONCUR) IN AGREEMENT EN ACCORD
{AS IN CONSENT) AGREE CONSENS
17 STRONGLY AGREE 2 Inaccurate translations.

(AS IN CONCUR)

VIGOROUSLY IN

VIGOUREUSEMENT EN

AGREEMENT ACCORD
(AS [N CONSENT) STRONGLY ASSENT FORTEMENT
CONSENTEMENT
18 AGREE COMPLETELY 1 Inaccurate transiation.
{AS IN CONCUR) OF AGREEMENT D’ACCORD
COMPLETELY COMPLETEMENT
{AS IN CONSENT) AGREE COMPLETELY CONSENS
COMPEETEMENT
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19 WELCOME 1 Inaccurate translation.
{AS A GREETING) WELCOME BIENVENUE
(VERB) TO ACCOMODATE ACCUEILLIR
20 QUESTIONNAIRE QUESTIONNAIRE QUESTIONNAIRE 1
21 QUESTIONNAIRES QUESTIONNAIRES QUESTIONNAIRES 1
22 MNEED 2
{AS ANOUN) NEED BESCIN
(AS A VERB) TO NEED AVOIR BESOIN DE
23 NEEDS 1
{AS A NOUN) NEEDS BESOQINS
(BUT ONLY FOR MORE
THAN ONE PERSON)
24 PARENT RELATIVE PARENT Inaccurate translation.
(LE PERE OU LA MERE
UN DES DEUX PARENTS}
25 PARENTS PARENTS PARENTS 1
26 SUPPORT 2
{NOUN - THING
SUMPORTING) SUPPORT SOUTIEN
(VERB — AS IN HELP) TO SUPFORT SOUTENIR
27 FAMILY MEMBER MEMBER OF THE MEMBRE DE LA FAMILLE 1 Matter of user preference.
FAMILY
28 FAMILY MEMBERS MEMBERS QF THE MEMBRES DE LA FAMILLE | 1 Matter of uscr preference.
FAMILY
29 A RESEARCH MURSE . . Inaccurate translation, No synonym table present for
(MALE}) A INFIRMIER OF UN INFIRMIER DE gender anomalies.
RESEARCH RECHERCHE
(FEMALE) A NURSE OF RESEARCH | UNE INFIRMIERE DE

RECHERCHE
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30 RESEARCH NURSES Inaccurate translation. No synonym table present for
{MALE) MALE NURSES OF DES INFIRMIERS DE gender anomalies.
RESEARCH RECHERCHE
{FEMALE} NURSES OF RESEARCH DES INFIRMIERES DE
RECHERCHE
31 GUIDE 2
(NOUN) GUIDE GUIDE
{(VERB - TO GUIDE) TO GUIDE GUIDER
32 GUIDES 2
NOUN GUIDES GUIDES
VERB TO GUIDE GUIDER
33 INSTRUCTION INSTRUCTION INSTRUCTION 1
34 INSTRUCTIONS INSTRUCTIONS INSTRUCTIONS 1
35 EXPERIENCE 1 Inaccurate translation.
(ONCE OFF - NOUN) EXPERIMENT EXPERIENCE
{LONGER EXPERIENCE) TO TEST EPROUVER
36 EXPERIENCES EXPERIMENTS EXPERIENCES Inaccurate translation.
37 QUESTION QUESTION QUESTION 1
38 QUESTIONS QUESTIONS QUESTIONS 1
39 ANSWER ) 2
{AS ANOUN) ANSWER REPONSE
{AS A VERB) TO ANSWER REPONDER
40 ANSWERS ] I
(AS ANOUN) ANSWERS REPONSES
41 SITUATION 2 Matter of user preference.
{AS A PLACE) PLACE ENDROGIT
(CIRCUMSTANCES) SITUATION SITUATION
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42 SITUATIONS 2 Matter of user preference
(AS APLACE) PLACES ENDROITS
(CIRCUMSTANCES) SITUATIONS SITUATIONS
43 BUTTON ]
(CLOTHING) BUTTON BOUTON
{FOR MACHINE ETC) BUTTON BOUTON
(TO TURN SOMETHING BUTTON BOUTON
ON/QOFF)
44 BUTTONS 3
(CLOTHING) BUTTONS BOUTONS
{FOR MACHINE ETC) BUTTONS BOUTONS
{TO TURN SOMETHING BUTTONS BOUTONS
ON/OFF)
45 STUDY 2
NOUN .
(AS IN RESEARCH) STUDY ETUDE
(VERB AS IN RESEARCH) | TO STUDY ETUDIER
46 STUDIES ] 1
{(NOUN AS IN STUDIES ETULES
RESEARCH)
47 SCREEN 3 Inaccurate translation.
(NOUN ASIN PARTITION CLOISON
FURNITURE)
(NOUN AS IN SCREEN ECRAN
COMPUTER)
(VERB - FILTER} TO FILTER FILTRER
{VERB - GUARD FOR SE TO PROTECT PROTEGER

AGAINST)
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48 SCREENS 2
(NOUN ASIN PARTITIONS CLOISONS
FURNITURE}
(NOUN AS IN SCREENS ECRANS
COMPUTER)
49 IDENTIFIED IDENTIFIED IDENTIFIE {M 3G} 4
IDENTIFIED IDENTIFIEE (F SG)
{DENTIFIED IDENT’IFIES (M PL)
IDENTIFIED IDENTIFIEES (F PL)
50 ITEM 1 Tnaccurate transiation.
(OBIECT) ARTICLE ARTICLE
{IN A LIST) QUESTION QUESTION
NOT POINT
51 ITEMS 3
(OBJECT) ARTICLES ARTICLES
{IN A LIST) QUESTIONS QUESTIONS
POINTS POINTS
52 SURVEY 4 Matter of user preference.
(NOUN - RESEARCH) SURVEY SONDAGE
(VERB - EXAMINE) TO EXAMINE EXAMINER
{VERE - LOOK AT) TO LOOK AT REGARDER
{VERB - LOOK ARQUND) | LOOK AROUND REGARDE AUTOUR. DE
53 SURVEYS 4
NOUN (RESEARCH) SURVEYS SONDAGES
VERB (EXAMINE)
SEE 52 ABOVE
VERB (LOOK AT)
VERB (LOOK AROUND
54 FINGER FINGER DOICT 1
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55 FINGERS FINGERS DOIGTS [
5 ILLNESS DISEASE MALADIE Inaccurate translation.
57 ILLNESSES DISEASES MALADIES Inaccurate translation.
58 HELPFUL 4 Matter of user preference.
(AS IN PROVIDE A OBLIGING SERVIABLE (SG)
SERVICE) OBLIGING SERVIABLES (PL)
(USEFUL) USEFUL UTILE ({8C)
USEFUL UTILES (PL)
59 PAEDIATRIC OF PEDMATRY DE PEDIATRIE 1
60 ONCOLOGY ONCOLOGY ONCOLOGIE 1
6l TOUCH-SCREEM TOUCH SCREEN ECRAN TACTILE 1
62 TOUCH-SCREENS TOUCH SCREENS ECRANS TACTILES 1
63 HEALTH-PROFESSIONAL | PROFESSIONAL OQF PROFESSIONNEL DE LA Incorrect syntax
HEALTH SANTE
64 HEALTH PROFESSIONALS OF PROFESSIONNELS DE LA {ncorrect syntax
PROFESSIONALS HEALTH SANTE
65 IMPORTANT IMPORTANT IMPORTANT (M SG) 4
IMPORTANT IMPORTANTE (F SG)
IMPORTANT IMPORTANTS (M PL)
IMPORTANT IMPORTANTES (F PL)
66 CANCER CANCER CANCER [
67 CANCERS CANCERS CANCERS 1
68 CHILD CHILD ENFANT 1
69 CHILDREN CHILDREN ENFANTS i
70 HOSPITAL HOSPITAL HOPITAL I
71 HOSPITALS HOSPITALS HOPITALS I
72 RESEARCH 2
(NOUN) SEEK RECHERCHE
(VERB) TO SEEK RECHERCHER
73 RESEARCHER 1 Inaccurate transfation. No synonym table present for
{PERSON WHO RESEARCHER CHERCHEUR (M) gender anomalics.
RESEARCHES) ENQUIRING CHERCHEUSE (F)
74 RESEARCHERS 1 Inaccurate translation. No synonym table presznt for
(PERSON WHO RESEARCHERS CHERCHEURS (M, M+F) gender anomalies.
RESEARCHES) ENQUIRING CHERCHEUSES (F}
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73

APPROPRIATE

(ADJECTIVE) ADAPTED APPROPRIE (M 5G)
ADAPTED APPROPRIEE (F 5G)
ADAPTED APPROPRIES (M PL)
ADAPTED APPROPRIEES (F PL)
{(VERB) TO ADAPT APPROPRIER
76 DOCTOR 3
(TITLE OF DEGREE POCTOR DOCTEUR
HOLDER)
(MEDICAL DOCTOR) DOCTOR MEDECIN
DOCTOR DOCTEUR
77 DOCTORS 3
(TITLE OF DEGREE DOCTORS DOCTEURS
HOLDER)
(MEDICAL DOCTOR) DOCTORS MEDECINS
DOCTORS DOCTEURS
78 SURGEON SURGEON CHIRURGIEN 1
79 SURGEONS SURGEONS CHIRURGIENS 1
80 TREATMENT 2
(COURSE OF TREATMENT TRAITEMENT
TREATMENT)
(WAY SOMEONE IS TREATMENT TRAITEMENT

TREATED IN GENERAL)

81

A QUESTIONNAIRE

A QUESTIONNAIRE

UN QUESTIONNAIRE

g2

THE QUESTIONNAIRE

THE QUESTIONNAIRE

LE QUESTIONNAIRE

83

THE QUESTIONNAIRES

THE QUESTIONNAIRES

LES QUESTIONNAIRES

34

SOME QUESTIONNAIRES

QUESTIONNAIRES

DES QUESTIONNAIRES

Inaccurate translation.

83

THIS QUESTIONNAIRE

EC QUESTIONNAIRE-CI

CE QUESTIONNAIRE-CI

Inaccurate translation.

86

THAT QUESTIONNAIRE

EC QUESTIONNAIRE-LA

CE QUESTIONNAIRE-LA

[naccurate translation.

87

THOSE
QUESTIONNAIRES

THESE .
QUESTIONNAIRES-LA

CES QUESTIONNAIRES-LA

Inaccurate translation.
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88 | THESE THESE CES QUESTIONNAIRES-CI H Inaccurate translation.
QUESTIONNAIRES QUESTIONNAIRES-CI

89 WHICH WHICH QUEL QUESTIONNAIRE?
QUESTIONNAIRE? QUESTIONNAIRE?

90 WHICH WHICH QUELS QUESTIONNAIRES?
QUESTIONNAIRES? QUESTIONNAIRES?

91 MY QUESTIONNAIRE MY QUESTIONNAIRE MON QUESTIONNAIRE

92 MY QUESTIONNAIRES MY QUESTIONNAIRES MES QUESTIONNAIRES

93 YOUR (SINGULAR} YOUR QUESTIONNAIRE VOTRE QUESTIONNAIRE
QUESTIONNAIRE

94 YOUR (SINGULAR) YOUR QUESTIONNAIRES | VOS QUESTIONNAIRES

QUESTIONNAIRES

95

YOUR (PLURAL)
QUESTIONNAIRE

YOUR QUESTIONNAIRE

VOTRE QUESTIONNAIRE

96

YOUR (PLURAL)
QUESTIONNAIRES

YQUR QUESTIONNATRES

VOS QUESTIONNAIRES

97

HIS QUESTIONNAIRE

TS QUESTIONNAIRE

SON QUESTIONNAIRE

Inaccurate translation.

98

HIS QUESTIONNAIRES

ITS QUESTIONNAIRES

SES QUESTICNNAIRES

Inaccurate trapsiation.

99

HER QUESTIONNAIRE

ITS QUESTIONNAIRE

SON QUESTIONNAIRE

Inaccurate franslation.

100

HER QUESTIONNAIRES

ITS QUESTIONNAIRES

SES QUESTIONNAIRES

ot [ [t | e

Inaccurate translation.

161

OUR QUESTIONNAIRE

OUR QUESTIONNAIRE

NOTRE QUESTIONNAIRE

102

OUR QUESTIONNAIRES

OUR QUESTIONNAIRES

NOS QUEST!IONNAIRES

103

THEIR (MALE OR
NEUTER)
QUESTIONNAIRE

THEIR QUESTIONNAIRE

LEUR QUESTIONNAIRE

104

THEIR (MALE OR
NEUTER)
QUESTIONNAIRES

THEIR QUESTIONNAIRES

LEURS QUESTIONNARES

105

THEIR (FEMALE)
QUESTIONNAIRE

THEIR QUESTIONNAIRE

LEUR QUESTIONNAIRE

106

THEIR (FEMALE)
QUESTIONNAIRES

THEIR QUESTIONNAIRES

LEURS QUESTIONNAIRES

107

A NEED
{REQUIREMENT)

(NECESSITY}

A NEED

A NEED

UN BESOIN

UNE NECESSITE
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108 THE NEED 1 1 Inaceurate translation — preposition dropped.
(REQUIREMENT) THE NEED LE BESCIN
(NECESSITY) NEED LA NECESSITE
109 THE NEEDS 2 Inaccurate translation — prepositions drapped.
(REQUIREMENT) NEEDS LES BESOQINS
{NECESSITY) NEEDS LES NECESSITES
120 MY NEED 1
{(REQUIREMENT) MY NEED MON BESOIN
{NECESSITY) MA REQUIRED MA NECESSITE
121 MY NEEDS 1
(REQUIREMENT) MY NEEDS MES BESOINS
{NECESSITY) MY NEEDS MES NECESSITES
122 YOUR (SINGULAR) NEED 2
(REQUIREMENT)
YOUR NEED VOTRE BESOIN
(NECESSITY)
YOUR NEED VOTRE NECESSITE
123 YOUR (SINGULAR) 2
NEEDS
(REQUIREMENT) YOUR NEEDS vOS BESOINS
(NECESSITY) YOUR NEEDS VOS NECESSITES
124 YOUR (PLURAL) NEED 2z
(REQUIREMENT)
YOUR NEED VOTRE BESOQIN
{NECESSITY)
YQUR NEED VOTRE NECESSITE
125 YOUR (PLURAL) NEEDS 2
(REQUIREMENT) YOUR NEEDS VYOS BESOINS
(NECESSITY) YOUR NEEDS VOS NECESSITES
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126 HIS NEED 2 Inaccurate translations.
(REQUIREMENT) ITS NEED SON BESOIN
(NECESSITY) SA REQUIRED SA NECESSITE
127 HIS NEEDS 2 Inaccurate translation,
(REQUIREMENT) ITS NEEDS SES BESOINS
(NECESSITY) {TS NEEDS SES NECESSITES
128 HER NEED 2 Inaccurate translation.
{REQUIREMENT) ITS NEED SON BESOIN
(NECESSITY) SA REQUIRED SA NECESSITE
129 HER NEEDS 2 Inaccurate wranskation.
(REQUIREMENT) ITS NEEDS SES BESOINS
(NECESSITY) 1TS NEEDS SES NECESSITES
130 QUR NEED 2
(REQUIREMENT) OUR NEED NOTRE BESQIN
(NECESSITY) OUR NEED NOTRE NECESSITE
131 QUR NEEDS 2
(REQUIREMENT) OUR NEEDS NOS BESQINS
{NECESSITY) OUR NEEDS NOS NECESSITES
132 THEIR (MALE OR 2
NEUTER) NEED
(REQUIREMENT) THEIR NEED LEUR BESOIN
NECESSITY) THEIR NEED LEUR NECESSITE
133 THEIR (MALE OR Z
NEUTER) NEEDS
(REQUIREMENT) THEIR NEEDS LEURS BESOINS
(NECESSITY} THEIR NEEDS LEURS NECESSITES
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134 THEIR (FEMALE)} NEED 2

(REQUIREMENT)

THEIR NEED LEUR BESOIN
(NECESSITY)
THEIR NEED LEUR NECESSITE

135 THEIR (FEMALE) NEEDS 2

(REQUIREMENT) THEIR NEEDS LEURS BESOINS

(NECESSITY) THEIR NEEDS LEURS NECESSITES
136 A PARENT APARENT UN PARENT 1
137 THE PARENT THE PARENT LE PARENTS 1
138 THE PARENTS THE PARENTS LES PARENTS 1
139 SOME PARENTS SOME PARENTS QUELQUES PARENTS 1
140 THIS PARENT EC PARENT-CI CE PARENT-CL 1 Inaccurate translation.
141 THESE PARENTS THESE PARENTS-CI CES PARENTS-CI 1 inaccurate translation
142 THAT PARENT EC PARENT-LA CE PARENT-LA 1 inaccurate translatian.
143 THOSE PARENTS THESE PARENTS-LA CES PARENTS-LA 1 Inaccurate translation.
44 WHICH PARENT? WHICH RELATIVE? QUEL PARENT? 1
145 WHICH PARENTS? WHICH PARENTS? QUELS PARENTS? 1
146 MY PARENT {MALE) MY RELATIVE MON PARENT i
147 MY PARENT (FEMALE} MA RELATIVE MA PARENT 1 Inaccurate translation.
148 MY PARENTS MES PARENTS MES PARENTS 1 Inaccurate translation.
149 YOUR (SINGULAR) YOUR RELATIVE VOTRE PARENT 1

PARENT
149 YOUR (SINGULAR) YOUR PARENTS VOS5 PARENTS 1

PARENTS
130 Y OUR (PLURAL) YOUR RELATIVE VOTRE PARENT 1 Inaccurate transiation.

PARENT
151 YOUR {PLURAL) YOUR PARENTS VOS PARENTS 1

PARENTS
152 HIS PARENT HIS/HER RELATIVE SON PARENT i
i53 HIS PARENTS HIS/HER PARENTS SES PARENTS 1
154 HER PARENT HIS/HER. RELATIVE SON PARENT }
155 HER PARENTS HIS/HER PARENTS SES PARENTS ]
156 OUR PARENT OUR RELATIVE NOTRE PARENT 1 Inaccurate translation.
157 OUR PARENTS | OUR PARENTS NOS PARENTS 1
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158

THEIR {(MALE OR
NEUTER) PARENT

THEIR RELATIVE

LEUR PARENT

Inaccurate translation.

159

THEIR (MALE OR
NEUTER) PARENTS

THEIR PARENTS

LEURS PARENTS

Inaccurate translation.

[60

THEIR (FEMALE}
PARENT

THEIR RELATIVE

LEUR PARENT

Inaccurate translation.

161

THEIR (FEMALE)
PARENTS

THEIR PARENTS

LEURS PARENTS

Inaccurate translation.

162

THE SUPPORT
(NOUN - THING
SUPPORTING)

THE SUPPORT

LE SOUTIEN

163

A SUPPORT
{(NOUN - THING
SUPPORTING)

A SUPPORT

UN SOUTIEN

164

SOME SUPPORT
(NOUN - THING
SUPPORTING)

SOME SUPPORT

QUELQUE SOUTIEN

165

THAT SUPPORT
(NOUN - THING
SUPPORTING)

EC SOUTIEN-LA

CE SOUTIEN-LA

Inaccurate translation.

166

THIS SUPPORT
{NOUN - THING
SUPPORTING)

EC SOUTIEN-CI

CE SCUTIEN-CI

Inaccurate translation,

167

THOSE SUPPORT
(NOUN - THING
SUPPORTING)

THESE SUPFORT

CEUX-LA SOUTIENNENT

Inaccurate translation.

168

THOSE SUPPORTS
{(NOUN - THING
SUPPORTING)

THESE SOUTIENS-LA

CES SQUTIENS-LA

Inaccurate translation.

169

THESE SUPPORT
(NOUN - THING
SUPPORTING)

THOSE SUPPORT

CEUX-C1 SOUTIENNENT

Inaccurate translation.

170

THESE SUPPORTS
(NOUN - THING
SUPPORTING)

THESE SOUTIENS-CI

CES SOUTIENS-Ci

Inaccurate translation.
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171

MY SUPPORT
(NOUN - THING
SUPPORTING)

MY SUPPORT

MON SOUTIEN

172

YOUR (SINGULAR)
SUPPORT

{(NOUN - THING
SUPPORTING)

YOUR SUPPORT

VOTRE SOUTIEN

173

YOUR (PLURAL)
SUPPORT
{NOUMNM - THING
SUPPORTING)

YOUR SUPPORT

YOTRE SOUTIEN

174

HIS SUPPORT
(NOUN - THING
SUPPORTING)

ITS SUPPORT

SON SOUTIEN

[naccurate translation.

175

HER SUPPORT
(NOUN - THING
SUPPORTING)

ITS SUPPORT

SON SOUTIEN

Inaccurate translation.

176

OUR SUPFORT
(NOUN - THING
SUPPORTING)

OUR SUPPORT

NOTRE SOUTIEN

177

THEIR (MALE OR
NEUTER) SUPPORT
(NOUN - THING
SUPPORTING)

THEIR SUPPORT

LEUR SOUTIEN

178

THEIR (FEMALE)
SUPFORT
(NGUN - THING
SUPPORTING)

THEIR SUPPORT

LEUR SOUTIEN

179

A FAMILY MEMBER

A MEMBER OF FAMILY

UN MEMBRE DE FAMILLE

Inzccurate translation. Incomrect syntax.

180

THE FAMILY MEMBER

THE MEMBER OF
FAMILY

LE MEMBRE DE FAMILLE

Inaccurate transiation. Incorrect syntax.

181

FAMILY MEMBERS

MEMBERS OF FAMILY

MEMBRES DE FAMILLE

Inaccurate translation. Incorrect syntax.

182

WHICH FAMILY
MEMBER?

WHICH MEMBER OF
FAMILY?

QUEL MEMBRE DE
FAMILLE

Inaccurate transiation. Incorrect syntax.
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183 WHICH FAMILY WHICH MEMBERS OF QUELS MEMBRES DE Inaccurate translation. Incerrect syntax.
MEMBERS? FAMILY FAMILLE
184 THIS FAMILY MEMBER EC MEMBER OF FAMILY | CE MEMBRE DE FAMILLE - Inaccurate translation. Incorrect syntax.
-CI CI
185 THAT FAMILY MEMBER { EC MEMBER OF CE MEMBRE DE FAMILLE - Inaccurate translation. [ncorrect syntax.
FAMILLE-LA LA
186 THESE FAMILY THESE MEMBERS OF CES MEMBRES DE Inaccurate translation. [ncorrect syntax.
MEMBERS FAMILLE-CI] FAMILLE -CI
187 THOSE FAMILY THESE MEMBERS OF CES MEMBRES DE Inaccurate translatisn. Incorrect syntax.
MEMBERS FAMILLE-LA FAMILLE -LA
188 MY FAMILY MEMBER MY MEMBER OF MON MEMBRE DE Inaccurate translation. Incorrect syntax.
FAMILY FAMILLE
189 MY FAMILY MEMBERS MY MEMBERS OF MES MEMBRES DE Inaccurate translation. incorrect syntax.
FAMILY FAMILLE
190 YOUR {(SINGULAR) YOUR MEMBER OF VOTRE MEMBRE DE Inaccurate translation. I[ncorrect syntax.
FAMILY MEMBER FAMILY FAMILLE
191 YOUR (SINGULAR) YOUR MEMBERS OF YO5 MEMBRES DE Inaccurate transfation. Incomect syntax.
FAMILY MEMBERS FAMILY FAMILLE
192 YOUR (PLURAL) FAMILY | YOUR MEMBER OF VOTRE MEMBRE DE Inaccurate transiation. Incorrect syntax.
MEMBER FAMILY FAMILLE
193 YOUR (PLURAL) FAMILY | YOUR MEMBERS OF VOS5 MEMBRES DE Inaccurate translation. Incorrect syntax.
MEMBERS FAMILY FAMILLE
154 HIS FAMILY MEMBER ITS MEMBER OF FAMILY | SON MEMBRE DE FAMILLE Inaccurate translation. Incorrect syntax.
195 HIS FAMILY MEMBERS ITS MEMBERS OF SES MEMBRES DE Inaccurate translation. Incorrect syntax.
FAMILY ) FAMILLE
196 HER FAMILY MEMBER iTS MEMBER QF FAMILY | SON MEMBRE DE FAMILLE Inaccurate translation. Incorrect syntax.
197 HER FAMILY MEMBERS | ITS MEMBERS OF SES MEMBRES DE Inaccurate translation. lncorrect syntax.
FAMILY FAMILLE
198 OUR FAMILY MEMBER OUR MEMBER OF NOTRE MEMBRE DE Inaccurate transltation. Incorrect syntax.
FAMILY FAMILLE
199 OCUR FAMILY MEMBERS | OUR MEMBERS OF NOS MEMBRES DE Inaccurate translation. Incomrect syntax.
FAMILY FAMILLE
198 THEIR (MALE OR THEIR MEMBER OF LEUR MEMBRE DE Inaccurate translation. Incarrect syntax.
NEUTER) FAMILY FAMILY FAMILLE
MEMBER
199 THEIR (MALE OR THEIR MEMBERS OF LEURS MEMBRES DE Inaccurate translation. Incorrect syntax.
NEUTER) FAMILY FAMILY FAMILLE
MEMBERS
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200 THEIR (FEMALE) THEIR MEMBER OF LEUR MEMBRE DE Inaccurate translation. Incorrect syntax.
FAMILY MEMBER FAMILY FAMILLE
201 THEIR (FEMALE) THEIR MEMBERS OF LEURS MEMBRES DE Inaccurate translation. incorrect syntax.
FAMILY MEMBERS FAMILY FAMILLE
302 [ AGREE 2
(AS IN CONCUR) I AGREE JE SUIS DACCORD
(AS IN CONSENT) 1 AGREE JE CONSENS
203 i AGREE STRONGLY 2
(AS IN CONCUR) I AGREE STRONGLY JE SUIS D'ACCORD
FORTEMENT
(AS IN CONSENT) I STRONGLY AGREE JE CONSENS FORTEMENT
204 1 AGREE COMPLETELY 2
{AS IN CONCUR) I AGREE COMPLETELY JE SUIS D’ACCQORD
COMPLETEMENT
{AS IN CONSENT) I AGREE COMPLETELY
JE CONSENS
COMPLETEMENT
205 I MSAGREE ) Syntax is correct but not the right form (style) for the
{AS IN CONCUR) i AM IN DISAGREEMENT [ SE SUIS EN DESACCORD survey questionnaire.
(AS IN CONSENT) 1 DO NOT AGREE JE NE CONSENS PAS
206 1 DISAGREE STRONGLY Syntax is correct but not the right form (style) for the
(AS IN CONCUR) I AM STRONGLY IN JE SU1S FORTEMENT EN survey questionnaire.
DISAGREEMENT DESACCORD
{AS IN CONSENT} [ STRONGLY DO NOT JE NE CONSENS PAS
AGREE FORTEMENT
207 | DISAGREE Syntax is correct but not the right form (style) for the
COMPLETELY I AM IN DISAGREEMENT | JE SUIS EN DESACCORD survey questionnaire.
{AS IN CONCUR) COMPLETELY COMPLETEMENT
(AS IN CONSENT) 1 DO NOT AGREE JE NE CONSENS PAS
COMPLETELY COMPLETEMENT
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208 DO YOU AGREE? 1 Inaccurate translation
{AS IN CONCUR) YOU ETES OF EST-CE QUE VOUS ETES
AGREEMENT? D’ACCORD ?
{AS IN CONSENT) DO YOU AGREE? EST-CE QUE VvOUS
CONSENTEZ?
209 DC YOU AGREE Inaccurate translation and use of English split-
STRONGLY? infinitive.
(AS IN CONCUR} YOU ETES OF EST-CE QUE VOUS ETES
AGREEMENT D'ACCORD FORTEMENT?
STRONGLY?
EST-CE QUE VOUS
{AS IN CONSENT) DO YOU STRONGLY CONSENTEZ FORTEMENT?
AGREE?
214G DO YOU AGREE Inaccurate translations.
COMPLETELY?
{AS IN CONCUR) YOU ETES OF EST-CE QUE VOUS ETES
AGREEMENT D*ACCORD
COMPLETELY? COMPLETEMENT?
(AS IN CONSENT) AGREE YOU CONSENTEZ-VOUS
COMPLETELY? COMPLETEMENT?
21t DO YOU DISAGREE? Inaccurate translations. Use of abbreviated English
(AS IN CONCUR) YOU ETES NO EST-CE QUE VOUS N'ETES form ‘DON’T".
AGREEMENT? PAS D'ACCORD?
EST-CE QUE VOUS NE
(AS IN CONSENT) DON'T YOU AGREE? CONSENTEZ PAS ?
212 DO YOU DISAGREE Inaccurate translations.
STRONGLY?
(AS IN CONCUR} YOU ETES NO EST-CE QUE VOUS WETES
AGREEMENT PAS D'ACCORD
STRONGLY? FORTEMENT?
(AS IN CONSENT) DON'TYOU STRONGLY EST-CE QUE VOUS NE
AGREE? CONSENTEZ PAS
FORTEMENT %
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23 DO YOU DISAGREE 2 Inaccurate transiations.
COMPLETELY?
{AS IN CONCUR) YOU ETES NO EST-CE QUE VOUS N'ETES
AGREEMENT PAS D'ACCORD
COMPLETELY? COMPLETEMENT?
(AS IN CONSENT} DON'T YOU AGREE EST-CE QUE VOUS NE
COMPLETELY? CONSENTEZ PAS
COMPLETEMENT?
21 HAVE WE PROVIDED DID WE PROVIDE? AVONS-NOUS FOURNI 1 Inaccurate translations. Verb tense impreeise.
21 HAS THE HOSPITAL DID THE HOSPITAL L'HOPITAL A-T-IL FOURNIE 1 Inaccurate translations. Verb tense imprecise.
PROVIDED PROVIDE?
216 DO YOU FEEL WE HAVE | HAVE YOU THE FEELING | AVEZ-VOUS LE i Inaccurate transtations. Verb tense imprecise.
PROVIDED WHICH WE PROVIDED? SENTIMENT QUE NOUS
AVONS FOURNI
217 HAVE WE PROVIDED DID WE PROVIDE TO AVONS-NOUS FOURNI A i Inaccurate translations. Verb tense imprecise.
YOUR CHILD YOUR CHILD? VOTRE ENFANT
218 A SATISFACTORY A SATISFACTORY UN SERVICE 1
SERVICE SERVICE SATISFAISANT
219 PROFESSIONAL SERVICE 1 2 Inaccurate translations, Syntax incorrect.
(SERVICE OF A SERVICE OF UN SERVICE DE QUALITE
PROFESSIONAL TYPE PROFESSIONAL PROFESSIONNELLE
AND STANDARD?}
U SERVICE DIGNE DE
(SERVICE BY A SERVICE WORTHY OF | PROFESSIONNELS
PROFESSIGNALS) PROFESSIONALS
(SERVICE FOR A SERVICE FOR UN SERVICE POUR
PROFESSIONALS) PROFESSIONALS PROFESSIONNELS
220 SATISFACTORY CARE SATISFACTORY CARE DES SOINS SATISFAISANTS | |
221 SUFFICIENT CARE ADEQUATE CARE DES SOINS ADEQUATS 1 Synonym selected — matter of user preference.
222 EFFECTIVE TREATMENT | AN EFFECTIVE UN TRAITEMENT 1
TREATMENT EFFICACE
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223 DO YOU THINK WE CAN 1 Inaccurate translation and jumbled syntax,
IMPROVE
(DO YOU BELIEVE THAT | THINK YOU THAT WE PENSEZ-VOUS QUE NOUS
WE CAN IMPROVE CAN IMPROVE? PUISSIONS AMELIORER
SOMETHING)
224 ARE YOU SATISFIED 1 Inaccurate translation and jumbled syntax,
WITH
(ARE YOU HAPPY IN BE YOU SATISFIES OF? ETES-VOUS SATISFAIT DE
REGARD TO)
225 QUR PROFESSIONALISM | OUR PROFESSIONALISM | NOTRE 1
PROFESSIONNALISME
226 OUR CARE FOR YOUR OUR CARE GIVE YOUR NOS SOINS DONNES A | [naccurate translation and jumbled syntax,
CHILD CHILD VOTRE ENFANT
OUR HELP QUR ASSISTANCE NOTRE AIDE 1
OUR TREATMENT OF OUR TREATMENT FOR NOTRE TRAITEMENT 1
YOUR CHILD YOUR CHILD POUR VOTRE ENFANT
229 YOUR CHILD'S TREATMENT OF YOUR LE TRAITEMENT DE 1 Inaccurate transiation.
TREATMENT CHILD VOTRE ENFANT
230 THE TREATMENT YOUR | THE TREATMENT LE TRAITEMENT QU A 1 Inaccurate translation and jumbled syntax.
CHILD RECEIVED WHICH A RECEIVED RECU VOTRE ENFANT
YOUR CHILD
183 126 TOTAL SCORE
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7.7 Appendix G Translation Table of the Control Model Results Combined Word Groups: French To English

REF. SAMPLE ENGLISH ENGLISH EQUIVALENT SAMPLE FRENCH EVALUATION C. _:i& CONTROL MODEL TRANSLATIONS
WORDMWORD GROUP PROVIDED BY THE WORD/WORD GROUP
OBTAINED FROM THE CONTROL MODEL PROVIDED BY THE KEY TO ANALYSIS OF RESULTS
SURVEY STUDY TRANSLATORS
QUESTIONNAIRE M =MATCHING RESULT
E = NUMBER OF TRANSLATION ERRORS
N =NO RESULT PROVIDED
§=NO SYNONYM PROVIDED
MI1E N ] ADDITIONAL COMMENTS
231 HAVE WE PROVIDED DID WE PROVIDE A AVONS-NOUS FOURNI UN 1 [naccurate translation. [ncorrect verb tense.
SATISFACTORY SATISFACTORY SERVICE SATISFAISANT ?
SERVICE SERVICE?
232 HAVE WE PROVIDED DiD WE PROVIDE A AVONS-NOQUS FOURNI UN H Inaccurate tra-«l=tion and jumbled syntax.
PROFESSIONAL SERVICE | SERVICE OF SERVICE DE QUALITE
PROFESSIONAL PROFESSIONNELLE ?
QUALITY? )
233 HAVE WE PROVIDED DI1D WE PROVIDE AVONS-NOUS FOURNI DES 1 Incorr. .7b tense.
SATISFACTORY CARE SATISFACTORY CARE? SOINS SATISFAISANTS 7
234 HAVE WE PROVIDED DIC: WE PROVIDE AVONS-NOUS FOURNI DES ! Incarrect verb tense.
SUFFICIENT CARE ADEQUATE CARE? SOINS ADEQUATS ?
235 HAVE WE PROVIDED DID WE PRCVIDE AN AVONS-NOUS FOURNI UN | Incorrect verb tense.
EFFECTIVE TREATMENT | EFFECTIVE TRAITEMENT EFFICACE ?
TREATMENT? ‘l
236 HAS THE HOSPITAL DID THE HOSPITAL L'HOPITAL A-T-IL FOURNI 1 Incorrect verb tense.
PROVIDED PROVIDE A UN SERVICE
SATISFACTORY SATISFACTORY SATISFAISANT?
SERVICE SERVICE?
237 HAS THE HOSPITAL DID THE HOSPITAL L'HOPITAL A-T-IL FOURNI I Inaccurate translation and jumbled syntax.
PROVIDED PROVIDE A SERVICE OF | UN SERVICE DE QUALITE

PROFESSIONAL SERVICE

PROFESSIONAL
QUALITY?

PROFESSIONNELLE
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238

HAS THE HOSPITAL
PROVIDED
SATISFACTORY CARE

DID THE HOSPITAL
PROVIDE
SATISFACTORY CARE?

L'HOPITAL A-T-1L FOURNI
DES S0INS
SATISFAISANTS ?

—

[ncorrect verb tense.

239 HAS THE HOSPITAL DID THE BOSPITAL L'HOPITAL A-T-1L FOURNI 1 Incorrect verb tense.
PROVIDED SUFFICIENT PROVIDE ADRDEQUATE DES SCINS ADEQUATS ?
CARE CARE?
240 HAS THE HOSPITAL DID THE HOSPITAL L'HOPITAL A-T-IL FOURNI 1 Incorrect verb tense.
PROVIDED EFFECTIVE PROVIDE An EFFECTIVE | UN TRAITEMENT
TREATMENT? TREATMENT? EFFICACE?
241 DO YOU FEEL {FEEL AS FEEL YOU? SENTEZ-VOUS? 1
IN SENSORY
PERCEPTION)
242 DO YOU FEEL (AS IN TOUCH YOuW? TOUCHEZ-VOUS? 1
TOUCH)
243 DO YOU FEEL WE HAVE HAVE YOU THE FEELING | AVEZ-VOUS LE I Inaccurate transtation and jumbled syntax.
PROVIDED WHICH WE PROVIDED A | SENTIMENT QUE NOUS
SATISFACTORY SATISFACTORY AVONS FOURNI UN
SERVICE SERVICE? SERVICE SATISFAISANT 7
{FEEL AS IN SENSORY
PERCEPTION}
244 DO YOU FEEL WE HAVE | HAVE YOU THE FEELING | AVEZ-VOUS LE i Inaccurate translation and jumbled syntax.
PROVIDED WHICH WE PROVIDED A | SENTIMENT QUE NOUS
PROFESSIONAL SERVICE | SERVICE OF AVONS FOURNIUN
(FEEL AS IN SENSORY PROFESSIONAL SERVICE DE QUALITE
PERCEPTION) QUALITY? PROFESSIONNELLE ?
245 DO YOU FEEL WE i AVE | HAVE YOU THE FEELING | AVEZ-VOUS LE 1 Inaccurate translation and jumbled syntax.
PROVIDED WHICH WE PROVIDED SENTIMENT QUE NOUS
SATISFACTORY CARE OF THE SATISFACTORY | AVONS FOURNI DES SOINS
(FEEL AS IN SENSORY CARE’ SATISFAISANTS ?
PERCEPTION)
246 DO YOU FEEL WE HAVE | HAVE YOU THE FEELING | AVEZ-VOUS LE 1 [naccurate translation and jumbled syntax. ]

PROVIDED SUFFICIENT
CARE (FEEL AS IN
SENSORY PERCEPTION)

WHICH WE FROVIDED
OF THE ADEQUATE
CARE?

SENTIMENT QUE NOUS
AVONS FOURNI DES SOINS
ADEQUATS ?
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247 DO YOU FEEL WE HAVE | HAVE YOU THE FEELING | AVEZ-VOUS LE Inaccurate translation and jumbled syntax.
PROVIDED EFFECTIVE WHICH WE PROVIDED SENTIMENT QUE NOUS
TREATMENT {FEEL AS AN EFFECTIVE AVONS FOURNI UN
iN SENSORY TREATMENT? TRAITEMENT EFFICACE ?
PERCEPTION)
248 HAVE WE PROVIDED HAVE YOU THE FEELING | AVONS-NOUS FOURNI A Inaccurate translation and jumbled syntax.
YOUR CHILD WHICH WE HAVE WE VOTRE ENFANT UN
SATISFACTORY PROVIDED TO YOUR SERVICE SATISFAISANT?
SERVICE CHILD A
SATISFACTORY
SERVICE?
249 HAVE WE PROVIDED DID WE PROVIDE TO AVONS-NOUS FOURNI A Inaceurate translation and jumbled syntax.
YOUR CHILD YOUR CHILD A SERVICE | VOTRE ENFANT UN
PROFESSIONAL SERVICE [ OF PROFESSIONAL SERVICE DE QUALITE
{SERVICE OF QUALITY? PROFESSIONNELLE ?
PROFESSICNAL TYPE
AND STANDARD)
250 HAVE WE PROVIDED DID WE PROVIDE TO AVONS-NOUS FOURNL A Inaccurate translation and jumbled syntax.
YOUR CHILD YOUR CHILD A SERVICE | VOTRE ENFANT UN
PROFESSIONAL SERVICE | WORTHY OF SERVICE DIGNE DE
(SERVICE BY PROFESSIONALS? PROFESSIONNMELS
PROFESSIONALS)
23] HAVE WE PROVIDED DID WE PROVIDE TO AVONS-NOUS FOURNI A Inaccurate translation and jumbled syntax.
YOUR CHILD YOUR CHILD VOTRE ENFANT DES S50INS
SATISFACTORY CARE SATISFACTORY CARE? SATISFAISANTS ?
252 HAVE WE PROVIDED DID WE PROVIDE TO AVONS-NOUS FOURNI A Inaccurate translation and jumbled syntax.
YQUR CHILD YOUR CBILD ADEQUATE | VOTRE ENFANT DES SOINS
SUFFICIENT CARE CARE? ADEQUATS?
253 HAVE WE PROVIDED DID WE PROVIDE TO AVONS-NOUS FOURNT A Inaccurate granslation and jumbled syntax.

YOUR CHILD EFFECTIVE
TREATMENT

YQOUR CHILD AN
EFFECTIVE
TREATMENT?

VOTRE ENFANT UN
TRAITEMENT EFFICACE?
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254 DO YOU THINK WE CAN | THINK YOU THAT WE PENSEZ-VOUS QUE NOUS [ Inaccurate transkation and jumbled syntax.
IMPROVE CUR CAN IMPROVE OUR PUISSIONS AMELIORER
PROFESSIONALISM PROFESSIONALISM? NOTRE
PROFESSIONNALISME ?
255 DO YOU THINK WE CAN | THINK YOU THAT WE PENSEZ-VOUS QUE NOUS 1 Inaceurate translation and jumbled syntax.
IMPROVE QUR CARE CAN IMPROVE OUR PUISSIONS AMELIORER
FOR YOUR CHILD CARE GIVE YOUR NOS SOINS DONNES A
CHILD? VOTRE ENFANT 7
256 DO YGU THINK WE CAN | THINK YOU THAT WE PENSEZ-VOUS QUE NOUS 1 Inaccurate translation and jumbled syntax.
IMPROVE QUR HELP CAN IMPROVE the PUISSIONS AMELIORER
ASSISTANCE THAT WE E'AIDE QUE NOQUS VOUS
HAVE YOU AVONS APPORTEE ?
APPORTEE?
257 DO YOU THINK WE CAN | THINK YOU THAT WE PENSEZ-VOUS QUE NOUS 1 Inaccurate translation and jumbled syntax.
IMPROVE OUR CAN IMPROVE OUR PUISSIONS AMELIORER
TREATMENT OF YOUR TREATMENT FOR YOUR | NOTRE TRAITEMENT
CHILD CHILD? FOUR YOTRE ENFANT ?
258 DO YOU THINK WE CAN | THINK YOU THAT WE PENSEZ.VOUS QUE NOUS 1 Inaccurate translation and jumbled syntax.
IMPROVE YOUR CHiLD'S | CAN IMPROVE THE PUISSIONS AMELIORER LE
TREATMENT TREATMENT CF YOUR TRAITEMENT DE VOTRE
CHILD? ENFANT ?
259 DO YOU THINK WE CAN | THINK YOU THAT WE PENSEZ-VOUS QUE NOUS 1 Inaccurate translation and jumbled syntax.
IMPROVE THE CAN IMPROVE THE PUISSIONS AMELIORER LE
TREATMENT YOUR TREATMENT WHICH A TRAITEMENT QU'A RECU
CHILD RECEIVED RECEIVED YOUR VOTRE ENFANT ?
CHILD?
260 ARE YOU SATISFIED YQU BE SATISFIED WITH | ETES-YOUS SATISFAITS 1 Inaccurate franslation and jumbled syntax.
WITH OUR QUR DE NOTRE
PROFESSIONALISM PROFESSIONALISM? PROFESSIONNALISME ?
261 ARE YOU SATISFIED YQU BE SATISFIED WITH | ETES-VOUS SATISFAITS I Inaccurate translation and jumbled syntax.

WITH OUR CARE FOR
YOUR CHILD

OUR CARE GIVE YOUR
CHILD?

DE NOS SOINS DONNES A
VOTRE ENFANT ?
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ADDITIONAL COMMENTS

262 ARE YOU SATISFIED YOU BE SATISFIED OF ETES-VOUS SATISFAITS i Inaccurate translation and jumbicd syntax.
WITH OUR HELP THE ASSISTANCE THAT DE L'AIDE QUE NOUS
WE HAVE YOU VOUS AVONS APPORTEE ? .
APPORTEE? -
263 ARE YOU SATISFIED YOU BE SATISFIED WITH | ETES-VOUS SATISFAITS 1 fnaccurate translation and jumbled syntax.
WITH OUR TREATMENT OUR TREATMENT FOR DE NOTRE TRAITEMENT -
OF YOUR CHILD YOUR CHILD? POUR VOTRE ENFANT ?
264 ARE YOU SATISFIED BE YOU SATISFIED (OF) ETES-VOUS SATISFAITS 1 Inaccurate translation and jumbled syntax.
WITH YOUR CHILD'S TREATMENT WITH (DE LE) DU TRAITEMENT
TREATMENT YOUR CHILD? DE VOTRE ENFANT ?
265 ARE YOU SATISFIED BE YOU SATISFIED (OF) ETES-VOUS SATISFAITS 1 Inaccurate translation and jumbled syntax.
WITH THE TREATMENT TREATMENT WHICH A {DE LE) DU TRAITEMENT
YOUR CHILD RECEIVED | RECEIVED YOUR CHILD? | QU'A RECU VOTRE
ENFANT ?

TOTAL SCORE
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7.8 Appendix H Translation Table - Prototype Model: English to Esperanto To French Single Words and Single Word

Groups
REF | ENGLISH WORD/WORD GROUP ESPERANTO EQUIVALENT FRENCH EQUIVALENT HOMONYM TABLE
INCLUGED
SYNONYM GENDER
o1 NOT AT ALL TUTE NE PAS DU TOUT
a2 A LITTLE IOMETE UN PEU
03 SOMEWHAT JOM QUELQUE PEU
04 VERY MUCH MULTE BEAUCOUP
05 EXTREMELY EGE EXTREMEMENT
06 NOT A NEED NE ESTAS BEZONO PAS DE BESOIN YES
{NEED AS A REQUIREMENT)
a7 NOT MET AT ALL TUTE NE PLENUMITA PAS SATISFAIT YES
{(MET AS INTOMEET A
REQUIREMENT)
08 PARTLY MET IOM PLENUMITA UN PEU SATISFAIT YES
(MET AS IN TO MEET A
REQUIREMENT)
09 WELL MET PLEIPARTE PLENUMITA BIEN SATISFAIT YES
{MET AS INTOMEET A
REQUIREMENT)
10 COMPLETELY MET TUTE PLENUMITA COMPLETEMENT SATISFAIT YES
{MET AS IN TOMEET A
REQUIREMENT)
11 YES JES OU}
12 NO NE NON
13 COMPLETELY DISAGREE ] ] ] YES
(AS IN CONCUR) TUTE MALAKORDIGAS COMPLETEMENT EN DESACCORD
{AS IN CONSENT) TUTE MALKONSENTAS COMPLETEMENT
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14

STRONGLY DISAGREE
{AS IN CONCUR)

FORTE MALAKORDIGAS

VIGOUREUSEMENT EN

YES

DESACCCRD
(AS IN CONSENT)
FORTE MALKONSENTAS )
15 DISAGREE . _ YES
{AS IN CONCUR) MALAKORDIGAS EN DESACCORD
{AS IN CONSENT) MALKONSENTAS 2
16 AGREE YES
(AS IN CONCUR}) AKORDIGAS EN ACCORD
{AS IN CONSENT) KONSENTAS CONSENS
17 STRONGLY AGREE ) YES
(AS IN CONCUR) FORTE AKORDIGAS VIGOUREUSEMENT EN ACCORD
2
{AS IN CONSENT) FORTE KONSENTAS
18 AGREE COMPLETELY ] YES
{AS [N CONCUR) TUTE AKORDIGAS D'ACCORD COMPLETEMENT
CONSENS COMPLETEMENT
{AS IN CONSENT) TUTE KONSENTAS
19 WELCOME YES
(AS A GREETING) BONVENON BIENVENUE
{(VERB) BONVENIGAS ACCUEILLE
20 QUESTIONNAIRE DEMANDARO QUESTIONNAIRE
21 QUESTIONNAIRES DEMANDARQ) QUESTIONNAIRES
22 NEED YES
(AS A NOUN) BEZONO BESOIN
- (AS A VERB) BEZONAS AVOIR BESOIN DE
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23 NEEDS YES
{AS A NOUN) BEZONOJ BESOINS
(BUT ONLY FOR MORE THAN ONE
PERSON)
AVOIR BESOIN DE
(AS A VERB) BEZONAS
24 PARENT GEPATRO LE PERE OU LA MERE YES
UN DES DEUX PARENTS
25 PARENTS GEPATRO] PARENTS
6 SUPPORT YES
SUPPORT SUBTENO SOUTIEN
(NOUN - THING SUPPORTING) APOGO
[HELPO]
(VERB - AS N HELP)
SUBTENI SOUTIEN
APQGI
27 FAMILY MEMBER FAMILIANO MEMBRE DE LA FAMILLE
28 FAMILY MEMBERS FAMILIANO] MEMBRES DE LA FAMILLE
29 A RESEARCH NURSE YES
(MALE) ENKETADA FLEGISTO UN {NFIRMIER DE RECHERCHE
UNE INFIRMIERE DE RECHERCHE
(FEMALE) ENKETADA FLEGISTINO
30 RESEARCH NURSES ENKETADAJ FLEGISTOJ DES INFIRMIERS DE RECHERCHE YES

ENKETADAJ FLEGISTING!

DES INFIRMIERES DE RECHERCHE
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3y GUIDE YES
{(NOUN) GVIDO GUIDE
(VERB - TQ GUIDE) GVIDI GUIDER
32 GUIDES YES
NOUN GVIDO) GUIDES
VERB GVIDAS GUIDER
33 INSTRUCTION INSTRUKCIO INSTRUCTION
34 INSTRUCTIONS INSTRUK.CIOJ INSTRUCTIONS
15 EXPERIENCE YES
{ONCE OFF - NOUN) SPERTO EXPERIENCE
(LONGER EXPERIENCE) SPERTADO EPROUVER
36 EXPERIENCES SPERTOJ EXPERIENCES
37 QUESTION DEMANDO QUESTION
38 QUESTIONS DEMANDOJ QUESTIONS
39 ANSWER )
(AS A NOUN) RESPONDO REPONSE
(AS A VERB) RESPONDAS REPONDRE
40 ANSWERS ]
{AS A NOUN) RESPONDOJ _REPON3ES
41 SITUATION ’
(AS A PLACE) LOKO, SITUD
ENDROIT
(CIRCUMSTANCES) SITUACIO
SITUATION
42 SITUATIONS
(AS A PLACE) LOKOJ, SITUQJ ENDROITS
(CIRCUMSTANCES) SITUACIO] SITUATIONS
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43

BUTTON

(CLOTHING)
BUTONO BOUTON
(FOR MACHINE ETC)
PREMBUTONO
{TC TURN SOMETHING ON/OFF) .
SALTILO
44 BUTTONS BUTONOI BOUTONS YES
(CLOTHING)
(FOR MACHINE ETC) PREMBUTONOI
{TO TURN SOMETHING ON/OFF) SALTILOI
45 STUDY YES
NOUN )
(AS IN RESEARCH) STUDO ETUDE
{VERB AS IN RESEARCH) STUDI ETUDIER
46 STUDIES YES
(NOUN) STUDOJ ETUDES
{VERB) STUDL ETUDIER
47 SCREEN YES
(NOUN AS IN FURNITURE) VANDO CLOISON
(NOUN AS iN COMPUTER) .
EKRANQ ECRAN
(VERB - FILTER)
(VERB - GUAED AGAINST) FILTRAS FILTRER
SIRMAS PROTEGER
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18 SCREENS YES
(NOUN AS [N FURNITURE) VANDO) CLOISONS
(NOUN AS [N COMPUTER) ‘
EKRANOJ ECRANS
49 IDENTIFIED IDENTIGITA (SG) IDENTIFIE (M 5G) YEs
IDENTIFIEE (F $G)
IDENTIGITAI (PL) IDENTIFIES (M PL)
IDENTIFIEES (F PL)
50 ITEM YES
(OBJECT) ERO ARTICLE
(IN A LIST) PUNKTO QUESTION, POINT
51 [TEMS YES
(OBIECT) EROJ ARTICLES
(IN A LIST) PUNKTOJ QUESTIONS, POINTS
52 SURVEY YES
(NOUN - RESEARCH) ENKETADO SONDAGE
(VERB - EXAMINE) ENKETAS, EKZAMENAS EXAMINER
RIGARDAS REGARDER
(VERB - LOOK AT)
(VERB - LOOK AROUND) CIRKAURIGARDAS REGARDE AUTOUR DE




53 SURVEYS YES
NOUN (RESEARCH} ENKETADOI SONDAGES
VERRB {(EXAMINE) EKZAMENAS
SEE 52 ABOVE
VERB (LOCK AT) RIGARDAS
VERB (LOOK AROUND CIRKAURIGARDAS
54 FINGER FINGRO DOIGT
55 FINGERS FINGROJ DOIGTS
56 ILLNESS MALSANO MALADIE
57 [ILLNESSES MALSANOJ MALADIES
58 HELFFUL YES YES
(AS IN PROVIDE A SERVICE) HELPEMA (S3G) SERVIABLE (S5}
HELPEMAJ (PL) SERVIABLES (PL)
{UJSEFUL)
UTILA (SG) UTILE (8G)
UTILAJ (PL) UTILES (PL)
59 PAEDIATRIC PEDIATRIA (3G) DE PEDIATRIE
PEDIATRIAJ (PL)
60 ONCOLOGY ONKOLCGIO ONCOLOGIE
61 TOUCH-SCREEN TUS-EXRANG ECRAN TACTILE
62 TOUCH-SCREENS TUS-EKRANOJ ECRANS TACTILES
63 HEALTH-PROFESSIONAL SAN-PROFESIULO PROFESSIONNEL DE LA SANTE
64 HEALTH PROFESSIONALS SAN-PROFESIULQJ PROFESSIONNELS DE LA SANTE
65 IMPORTANT GRAVA{SG) IMPORTANT (M SG) YES YES
GRAVAIJ (PL) IMPORTANTE (F SG}
IMPORTANTS (M PL}
IMPORTANTES (F PL)
66 CANCER KANCERO CANCER
67 CANCERS KANCERQ] CANCERS
68 CHILD INFANO ENFANT
69 CHILDREN INFANG! ENFANTS
70 HOSPITAL MALSANULEJO HOPITAL
71 HOSPITALS MALSANULESOJ HOPITALS
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72 RESEARCH YES
(NGUN) ENKETADO RECHERCHE
(VERB) ENKETI RECHERCHER
73 RESEARCHER YES
(PERSON WHO RESEARCHES) ENKETULINO CHERCHEUR (M) ’
CHERCHEUSE (F)
74 RESEARCHERS YES
{PERSON WHO RESEARCHES) ENKETULOQI CHERCHEURS (M, M+F)
CHERCHEUSES (F)
ENKETULINOJ
75 APPROPRIATE YES YES
(ADJECTIVE) TAUGA (SG) APPROPRIE (M 5G)
TAUGAIJ (PL) APPROFPRIEE (F SG)
APPROPRIES (M PL)
APPROPRIEES (F PL)
(VERB) ALPROPRIGI APPROPRIER
76 DOCTOR YES YES
(TITLE OF DEGREE HOLDER) DOKTORO DOCTEUR
(MEDICAL DOCTOR) KURACISTO MEDECIN
DOCTEUR
MEDECIN IS USED FOR BOTH MALE
AND FEMALE DOCTORS BUT THEY
ALSQ SAY DQCTEUR AND
BOCTORESSE
77 DOCTORS YES
(TITLE OF DEGREE HOLDER) DOKTOROI DOCTEURS
(MEDICAL DOCTOR) .
KURACISTO! MEDECINS
DOCTEURS
78 SURGEON KIRUQ CHIRURGIEN
70 SURGEONS KIRUOJ CHIRURGIENS
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80

TREATMENT

{COURSE OF TREATMENT)
KURACADO TRAITEMENT
(WAY SOMECGNE 1S TREATED IN
GENERAL) TRAKTADGQ TRAITEMENT
&1 A QUESTIONNAIRE DEMANDARO UN QUESTIONNAIRE
82 THE QUESTIONNAIRE LA DEMANDARO LE QUESTIONNAIRE

83

THE QUESTIONNAIRES

LA DEMANDARO)

LES QUESTIONNAIRES

84

SOME QUESTIONNAIRES

U] DEMANDAROJ

DES QUESTIONNAIRES

85

THIS QUESTIONNAIRE

CI TIU DEMANDARQ

CE QUESTIONNA|RE-CI

80

THAT QUESTIONNAIRE

TIU DEMANDARO

CE QUESTIONNAIRE-LA

87

THOSE QUESTIONNAIRES

TIUJ] DEMANDARO]

CES QUESTIONNAIRES-LA

38

THESE QUESTIONNAIRES

C1 TIUJ DEMANDARG]

CES QUESTIONNAIRES-CE

89

WHICH QUESTIONNAIRE?

KIU DEMANDARO?

QUEL QUESTIONNAIRE?

90

WHICH QUESTIONNAIRES?

K1UJ DEMANDARO]J?

QUELS QUESTIONNAIRES?

01

MY QUESTIONNAIRE

MIA DEMANDARO

MON QUESTIONNAIRE

91

MY QUESTIONNAIRES

MiAJ DEMANDAROQ)

MES QUESTIONNAIRES

93 YOUR (SINGULAR} VIA DEMANDARO VOTRE QUESTIONNAIRE YES
QUESTIONNAIRE

94 YOUR (SINGULAR) VIAI DEMANDARQ] VO3S QUESTIONNAIRES YES
QUESTIONNAIRES

95 YOUR (PLURAL) VIA DEMANDAROQO VOTRE QUESTIONNAIRE YES
QUESTIONNAIRE

26 YOUR (PLURAL) VIA] DEMANDARGI VOS QUESTIONNAIRES YES

QUESTIONNAIRES

97

HIS QUESTIONNAIRE

LIA DEMANDARO

SON QUESTIONNAIRE

98

HIS QUESTIONNAIRES

LIAJ DEMANDAROI

SES QUESTIONNAIRES

99

HER QUESTIONNAIRE

S1A DEMANDARO

SON QUESTIONNAIRE

100

HER QUESTIONNAIRES

SIA] DEMANDARO)

SES QUESTIONNAIRES

10}

OUR QUESTIONNAIRE

NIA DEMANDARO

NOTRE QUESTIONNAIRE

102

OUR QUESTIONNAIRES

NIAJ DEMANDAROJ

NOS QUESTIONNAIRES

143

THEIR (MALE OR NEUTER)
QUESTIONNAIRE

IL1A DEMANDARO

LEUR QUESTIONNAIRE

104 THEIR (MALE OR NEUTER) ILIAT DEMANDARO] LEURS QUESTIONNAIRES
QUESTIONNAIRES
105 THEIR (FEMALE) QUESTIONNAIRE | ILIA DEMANDARO LEUR QUESTIONNAIRE

106

THEIR (FEMALE} QUESTIONNAIRES

ILIA] DEMANDARO}

LEURS QUESTIONNAIRES
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107 | A NEED YES
{REQUIREMENT) BEZONO UN BESOIN
{NECESSITY) NECESO UNE NECESSITE

108 | THE NEED YES
(REQUIREMENT) LA BEZONO LE BESOIN
(NECESSITY) LANECESO LA NECESSITE

105 | THE NEEDS LA BEZONQJ YES
(REQUIREMENT) LES BESOINS
(NECESSITY) LA NECESQ] LES NECESSITES

120 | MY NEED YES
(REQUIREMENT) MiA BEZONO MON BESOIN
(NECESSITY) MIA NECESO MA NECESSITE

121 MY NEEDS YES
(REQUIREMENT) MiA} BEZONOJ MES BESOINS
{NECESSITY) MIAJ NECESOJ MES NECESSITES

122 | YOUR({SINGULAR) NEED YES
{REQUIREMENT) V1A BEZONO VOTRE BESOIN
{NECESSITY) Via NECESO VOTRE NECESSITE

123 | YOUR (SINGULAR) NEEDS YES
{(REQUIREMENT)

VIAJI BEZONOI VOS5 BESQINS
(NECESSITY) . _
VIAJ NECESQJ vOS NECESSITES

124 | YOUR (PLURAL) NEED YES
(REQUIREMENT) V1a BEZONO VOTRE BESQIN
(NECESSITY) VIA NECESOQ VOTRE NECESSITE
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125 YOUR (PLURAL) NEEDS YES
{(REQUIREMENT) VIAJ BEZONOJ VOS BESOINS
{(NECESSITY) ViaJ NECESO! VOS NECESSITES
136 HIS NEED YES
{REQUIREMENT) LIA BEZONO SON BESOIN
(NECESSITY) LIA NECESO SA NECESSITE
127 HIS NEEDS YES
{(REQUIREMENT) LIAJ BEZONOI SES BESOINS
{NECESSITY) L1A] NECESQJ SES NECESSITES
128 HER NEED ] YES
1_ IREQUIREMENT) 51A BEZONO SON BESOIN
‘l | INECESSITY) S1A NECESO SA NECESSITE
|
iy HER NEEDS ] YES
(REQUIREMENT) S1AJ BEZONOY SES BESOINS
{NECESSITY) SIAJ NECESOJ SES NECESSITES
130 | OUR NEED YES
{REQUIREMENT) NiA BEZONO NOTRE BESOIN
{(NECESSITY) NIA NECESO NOTRE NECESSITE
131 QUR NEEDS YES
IREQUIREMENT) N1AJ BEZONO!S NOS BESOINS
(NECESSITY) NIAJ NECESOJ NOS NECESSITES
132 | THEIR (MALE OR NEUTER)} NEED YES YES
{(REQUIREMENT)
IL1A BEZONQ LEUR BESOIN
{NECESSITY) _ .
1LiA NECESQ LEUR NECESSITE
133 THEIR (MALE OR NEUTER) NEEDS YES YES
(REQUIREMENT) ILIA! BEZONOJ LEURS BESOINS
{(NECESSITY) ILIA) NECESO!) LEURS NECESSITES

268




134 ] THEIR {FEMALE) NEED YES YES
{(REQUIREMENT) IL1A BEZONO LEUR BESOIN
(NECESSITY) ILIA NECESOQ LEUR NECESSITE

135 | THEIR (FEMALEI NEEDS YES YES
(REQUIREMENT) ILIA] BEZONOJ] LEURS BESOINS

L_ {NECESSITY) ILIAJ NECESO) LEURS NECESSITES
[ 136 | APARENT GEPATRO UN PARENT YES YES
137 | THE PARENT LA GEPATRO LE PARENTS
t 138 | THE PARENTS LA GEPATRO! LES PARENTS
| 139 | SOME PARENTS 1UJ GEPATRO! QUELQUES PARENTS
[ 140 | THIS PARENT C1TIU GEPATRO CE PARENT-CI
\ i41 | THESE PARENTS CI TIU) GEPATROJ CES PARENTS-CI
142 | THAT PARENT TiU GEPATRO CE PARENT-LA
143 | THOSE PARENTS TIL GEPATRO) CES PARENTS-LA
i 141 | WHICH PARENT? KIU GEPATRO? QUEL PARENT?
145 | WHICH PARENTS KIUJ GEPATRO3? QUELS PARENTS?
(36 MY PARENT MIA GEPATRO MON PARENT
147 MY PARENT MIA GEPATRO MA PARENT
[ 145 | MY PARENTS MIAF GEPATRQJ MES PARENTS
149 | YOUR (SINGULAR}) V1A GEPATRO VOTRE PARENT
| U PARENT

149 | YOUR(SINGULAR) VIAY GEPATRO) VOS PARENTS
PARENTS

150 | YOUR (PLURAL) V1A GEPATRO VOTRE PARENT
PARENT

I51 | YOUR (FLURAL) VIAJ GEPATRO] VYOS PARENTS
PARENTS

152 | HIS PARENT L1A GEPATRO SON PARENT
1 153 | HIS PARENTS L1AJ GEPATROJ SES PARENTS

154 | HER PARENT S1A GEPATRO SON PARENT?

155 | HER PARENTS SIAJ GEPATROJ SES PARENTS

156 T OUR PARENT NiA GEPATRO NOTRE PARENT

157 { OUR PARENTS N1AJ GEPATRO] NOS PARENTS

158 | THEIR (MALE OR NEUTER) PARENT

JLIA GEPATRO LEUR PARENT

159 | THEIR (MALE OR NEUTER)

PARENTS ILTAJ GEPATROI LEURS PARENTS

160 { THEIR (FEMALE) PARENT [LIA GEPATRO LEUR PARENT
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[ 161 | THEIR (FEMALE) PARENTS 1LIAJ GEFATROJ LEURS PARENTS
162 | THE SUPPORT YES
(NOUN - THING SUPPORTING) LA APOGO LE SOUTIEN
163 | A SUPPORT YES
{NOUN - THING SUPPORTING) APOGO UN SOUTIEN
16+ | SOME SUPPORT YES
(NOUN - THING SUPPORTING) {OM DA APOGO QUELQUE SOUTIEN
165 | THAT SUPPORT YES
(NOUN - THING SUPPORTING) TIU APOGO CE SOUTIEN-LA
166 | THIS SUPPORT ) YES
(NOUN - THING SUPPORTING) ¢ TIU APOGO CE SOUTIEN-CI
157 THOSE SUPPORT i YES
(NOUN - THING SUPPORTING) TIUJ APOGAS CEUX-LA SOUTIENNENT
168 | THOSE SUPPORTS YES
(NOUN - THING SUPPORTING) TIU} APOGO] X
CES SOUTIENS-LA
169 | THESE SUPPORT ) YES
(NOUN - THING SUPPORTING) Ci TIUJ APOGAS CEUX-CI SOUTIENNENT
170 | THESE SUPFORTS ) YES
{NOUN - THING SUPPORTING) €I TIUI APOGOI CES SOUTIENS-CI
171 MY SUPPORT YES
(NOUN - THING SUPPORTING) MIA APOGO MON SOUTIEN
172 | YOUR (SINGULAR) SUPPORT YES
(NOUN - THING SUPPORTING) VIA APOGO VOTRE SOUTIEN
173 | YOUR {PLURAL) SUPPORT YES
(NOUN - THING SUPPORTING) VIA APOGO VOTRE &V JTIEN
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174 HiS SUPPORT YES
{NOUN - THING SUPPORTING) LIA APOGO SON SOUTIEN
175 HER SUPPORT YES
{NOUN - THING SUPPORTING) S1A APOGO SON SOUTIEN
176 OUR SUPPORT YES
{(NOUN - THING SUPPORTING) NIA APOGO NOTRE SOUTIEN
177 THEIR (MALE OR NEUTER) ! YES
SUPPORT '
(NOLUN - THING SUPPORTING) ILIA APOGO LEUR SQUTIEN
178 THEIR (FEMALE) SUPPORT YES
(NOUN - THING SUPPORTING)
ILIA APOGO LEUR SOUTIEN
179 A FAMILY MEMBER FAMILIANO UN MEMBRE DE FAMILLE
FAMILIANINOG
180 THE FAMILY MEMBER LA FAMILIANO LE MEMBRE DE FAMILLE
LA FAMILIANINO
181 FAMILY MEMBERS FAMILIANOJ MEMBRES DE FAMILLE
182 WHICH FAMILY MEMBER? KIU FAMILIANO QUEL MEMERE DE FAMILLE
183 WHICH FAMILY MMEMBERS? KIUJ FAMILIANQI? QUELS MEMBREES DE FAMILLE
184 THIS FAMILY MEMBER CI TIU FAMILIANO CE MEMBRE I3 FAMILLE -Cj
185 THAT FAMILY MEMBER TIU FAMILIANG CE MEMBRE DE FAMILLE ~LA
186 THESE FAMILY MEMBERS CI TIU) FAMILIANG! CES MEMBRES DE FAMILLE —CI
187 THOSE FAMILY MEMBERS TIUI FAMILIANOQJ CES MEMBRES DE FAMILLE -LA
188 MY FAMILY MEMBER MiA FAMILIANG MON MEMBRE DE FAMILLE
189 MY FAMILY MEMBERS MIAJ FAMILIANQJ MES MEMBRES DE FAMILLE
150 YOUR (SINGULAR) FAMILY ViA FAMILIANG VGTRE MEMBRE DE FAMILLE
MEMBER
181 YOUR (SINGULAR) FAMILY VIAJFAMILIANO] YOS MEMBRES DE FAMILLE
MEMBERS
| 192 YOUR (PLURAL) FAMILY MEMBER | VIA FAMILIANO VOTRE MEMBRE DE FAMILLE
193 YOUR (PLURAL) FAMILY VIAI FAMILIANGI VS MEMBRES DE FAMILLE
MEMBERS
194 HiS FAMILY MEMBER LIA FAMILIANO SON MEMBRE DE FAMILLE
195 HIS FAMILY MEMBERS L1AJ FAMILIANQJ SES MEMBRES DE FAMILLE
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196 HER FAMILY MEMBER 5la FAMILIANO SOM MEMBRE DE FAMILLE
197 HER FAMILY MEMBERS S1A) FAMILIANOI St3 MEMBRES DE FAMILLE
198 OUR FAMILY MEMBER NI1A FAMILIANO ~»JTRE MEMBRE DE FAMILLE
199 OUR FAMILY MEMBERS NIAJ FAMILIANOJ NOS MEMBRES BE FAMILLE
198 THEIR (MALE OR NEUTER) FAMILY | ILIA FAMILIANO LEUR MEMBRE DE FAMILLE
MEMBER
199 THEIR {MALE OR NEUTER) FAMILY | ILIAJ FAMILIANOJS LEURS MEMBRES DE FAMILLE
MEMBERS
200 THEIR (FEMALE) FAMILY MEMBER | iL[A FAMILIANO i LEUR MEMBRE DE FAMILLE
204 THEIR (FEMALE) FAMILY ILTAT FAMILIANOS LEURS MEMBRES DE FAMILLE
MEMBERS
202 I AGREE .
(AS IN CONCUR) MI AKORDIGAS JE SUIS D'ACCORD
{AS IN CONSENT} M1 KONSENTAS JE CONSENS
203 ! AGREE STRONGLY R YES
{AS IN CONCUR) MI FORTE AKORDIGAS IE SUIS D'ACCORD FORTEMENT
{AS IN CONSENT) MI FORTE KONSENTAS JE CONSENS FORTEMENT
204 1 AGREE COMPLETELY . YES
(AS IN CONCUIR) MI TUTE AKORDIGAS JE SUIS p'ACCORD
COMPLETEMENT
{AS IN CONSENT} MI TUTE KONSENTAS JE CONSENS COMPLETEMENT
205 I DISAGREE . YES
{AS IN CONCURY) Ml MALAKORDIGAS JE SULS EN DESACCORD
{AS IN CONSENT) MI MALKONSENTAS JE NE CONSENS PAS
206 I DISAGREE STRONGLY X YES
{AS IN CONCUR) MI FORTE MALAKORDIGAS JE SUIS FORTEMENT EN
DESACCORP
{AS IN CONSENT) Mi FORTE MALKONSENTAS JE NE CONSENS PAS FORTEMENT




207

| DISAGREE COMPLETELY

YES

{AS IN CONCUR} MI TUTE MALAKORDIGAS JE SUIS EN DESACCORD
COMPLETEMENT
MI TUTE MALKONSENTAS JE NE CQNSENS PAS
{AS IN CONSENT) COMPLETEMENT
208 DO YOU AGREE? . ) YES
AS [N CONCUR) CU VI AKORDIGAS EST-CE QUE VOUS ETES
D'ACCORD ?
(AS IN CONSENT) CU Vi KONSENTAS EST-CE QUE VOUS CONSENTEZ ?
209 DO YOU AGREE STRONGLY? ) ) YES
{AS IN CONCUR} CU VI FORTE AKORDIGAS EST-CE QUE VOUS ETES D'ACCORD
FORTEMENT?
{AS IN CONSENT) i
CU VI FORTE KONSENTAS EST-CE QUE VOUS CONSENTEZ
FORTEMENT ?
210 | DO YOU AGREE COMPLETELY? ] ] YES
(AS [N CONCUR) CU VI TUTE AKORDIGAS EST-CE QUE VOUS ETES D’ACCORD
COMPLETEMENT 7
€U VI TUTE KONSENTAS CONSENTEZ-VOUS
(AS [N CONSENT) COMPLETEMENT ?
21 DO YOU DISAGREE? YES

(AS IN CONCUR)

{AS IN CONSENT)}

CU Vi MALAKORDIGAS

CU VI MALKONSENTAS

EST-CE QUE VOUS N’ETES PAS
D’ACCORD ?

EST-CE QUE VOUS NE CONSENTEZ
PAS?

273




(SERVICE OF PROFESSIONAL TYPE
AND STANDARD)

(SERVICE BY PROFESSIONALS)

{SERVICE FOR PROFESSIONALS)

PROFESIISMA SERVO

SERVQ FARE DE PROFESIULOJ

SERVO POR PROFESIULOJ

UN SERVICE DEQUALITE
PROFESSIONNELLE

UN SERVICE DIGNE DE
PROFESSIONNELS

UN SERVICE POUR
PROFESSIONNELS

212 | DO YOU DISAGREE STRONGLY? YES
{AS [N CCNCUR)
€U VI FORTE MALAKORDIGAS EST-CE QUE VOUS N’ETES PAS
D*ACCORD FORTEMENT ?
(AS [N CONSENT) U VI FORTE MALKONSENTAS EST-CE QUE VOUS NE CONSENTEZ
PAS FORTEMENT ?
DO YOU DISAGREE COMPLETELY? YES
(AS IN CONCUR)
CU VI TUTE MALAKORDIGAS EST-CE QUE VOUS N'ETES PAS
) D'ACCORD COMPLETEMENT?
(AS IN CONSENT) CU V1 TUTE MALKONSENTAS
EST-CE QUE VOUS NE CONSENTEZ
PAS COMPLETEMENT?
HAVE WE PROVIDED CUNI PROVIZIS AVONS-NOUS FOURNI
HAS THE HOSPITAL PROVIDED CU LA MALSANULEIO PROVIZIS | L'HOPITAL A-T-1L FOURN]
DO YCU FEEL WE HAVE PROVIDED | CU VI OPINIAS KE NI PROVIZIS AVEZ-VOUS LE SENTIMENT QUE YES
NOUS AVONS FOURN]
HAVE WE PROVIDED YOUR CHILD | CU Ni PROVIZIS POR Via INFANO | AVONS-NOUS FOURNI A VOTRE
ENFANT
SATISFACTORY SERVICE KONTENTIGA SERVD UN SERVICE SATISFAISANT
PROFESSIONAL SERVICE YES

SATISFACTORY CARE KONTENTIGA VARTO DES 50INS SATISFAISANTS
(...OF CHILDY
221 SUFFICIENT CARE ADEKVATA VARTO DES SOINS ADEQUATS
V233 | EFFECTIVE TREATMENT EFIKA VARTO UN TRAITEMENT EFFICACE




DO YOU THINK WE CAN IMPROVE
(DO YOU BELIEVE THAT WE CAN
IMPROVE SOMETHING)

CU VI KREDAS KE NI POVAS
PLIBONIGI

PENSEZ-VOUS QUE NOUS
PUISSIONS AMELIORER

ARE YOU SATISFIED WITH
{ARE YOU HAPPY IN REGARD TO)

CU VIESTAS KONTENTA PRI

ETES-VOUS SATISFAIT DE

QUR PROFESSIONALISM

NIA PROFESIISMO

NOTRE PROFESSIONNALISME

OUR CARE FOR YOUR CHILD

LA VARTO FARE DE NI POR V]A
INFANO

(THE CARE GIVEN BY US TO
YOUR CHILDY}

NOS 50INS DONNES A VOTRE
ENFANT

OUR HELP

HELPO FARE DE Nj

NOTRE AIDE

OUR TREATMENT OF YOUR CHILD
{THE TREATMENT
GIVEN BY US TO YOUR CHILD)

LA TRAKTADO FARE DE N1 POR
VIA INFANO

NOTRE TRAITEMENT POUR YCTRE
ENFANT.

229 YOUR CHILE'S TREATMENT LA TRAKTADO POR V1A INFANO LE TRAITEMENT DE VOTRE
ENFANT
230 THE TREATMENT YOUR CHILD LA TRAKTADO KIUN VIA INFANO | LE TRAITEMENT QU'A RECU
RECEIVED RICEVIS VOTRE ENFANT
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7.9 Appendix I

Translation Table - Proiotype Model: English to Esperanto to French Combined Word Groups

COMBINED WORD GROUPS :

SEARCH STRATEGY USED TO
[DENTIFY COMBINED WORD

GROUPS
FIRST FOUND | LARGEST
FIRST FIRST
. SELECTED

231 HAVE WE PROVIDED CUNI PROVIZIS KONTENTIGA AVONS-NOUS FOURNI UN RESULT OK RESULT OK
SATISFACTORY SERVICE SERVO SERVICE SATISFAISANT ?

232 HAVE WE PROVIDED CU Ni PROVIZIS PROFESIISMA AVONS-NOUS FOURNI UN RESULT OK RESULT OK
PROFESSIONAL SERVICE SERVO SERVICE DE QUALITE

PROFESSIONNELLE ?

233 HAVE WE PROVIDED CU NI PROVIZIS KONTENTIGA AVONS-NOUS FOURNE DES SOINS RESULT OK RESULT CK
SATISFACTORY CARE VARTO SATISFAISANTS 7

234 HAVE WE PROVIDED SUFFICIENT | €U NIPROVIZIS ADEKVATA AVONS-NOUS FOURNI DES SOINS RESULT OK RESULT OK
CARE VARTC ADEQUATS ?

235 HAVE WE PROVIDED EFFECTIVE CU NI PROVIZIS EFIKA VARTO AVONS-NOUS FOURNI UN RESULT OK RESULT OK
TREATMENT TRAITEMENT EFFICACE ?

236 HAS THE HOSPITAL PROVIDED CU LA MALSANULEIO PROVIZIS L'HOPITAL A-T-IL FOURNI UN RESULT OK RESULT OK
SATISFACTORY SERVICE KONTENTIGA SERVO SERVICE SATISFAISANT?

237 HAS THE HOSPITAL PROVIDED CU LA MALSANULEJO PROVIZIS L'HOPITAL A-T-IL FOURNI UN RESULT OK RESULT CK
PROFESSIONAL SERVICE PROFESIISMA SERVO SERVICE DE QUALITE

PROFESSICNNELLE

238 HAS THE HOSPITAL PROVIDED CU LA MALSANULEIO PROVIZIS L*HOPITAL A-T-IL FOURNI DES RESULT OK RESULT OK
SATISFACTORY CARE EFIKA VARTO SOINS SATISFAISANTS ?

239 HAS THE HOSPITAL PROVIDED CU LA MALSANULEIQ PROVIZIS L'HOPITAL A-T-IL FOURNI DES RESULT OK RESULT OK

SUFFICIENT CARE

EFIKA VARTO

SOINS ADEQUATS ?
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241 : DO YOU FEEL (FEEL AS [N CU VI OPINIAS SENTEZ-VOQUS ? RESULT OK RESULT OK
5. 'SORY PERCEPTION)
142 DO YOU FEEL {AS IN TOUCH) CU Vi PALPAS TOUCHEZ-VOUS ? RESULT CK RESULT OK
243 HAS THE HOSPITAL PROVIDED CU LA MALSANULEJO PROVIZIS L'HOPITAL A-T-1L FOURNI Ui RESULT OK RESULT OK
EFFECTIVE TREATMENT EFIKA VART TRAITEMENT EFFICACE ?
244 DO YOU FEEL WE HAVE CU VI OPINIAS KE NI PROVIZIS AVEZ-VOUS LE SENTIMENT QUE RESULT OK RESULT OK
PROVIDED SATISFACTORY KONTENTIGA SERVO NOUS AVONS FOURNI UN
SERVICE SERVICE SATISFAISANT ?
(FEEL AS IN SENSORY
PERCEFPTION)
215 DO YOU FEEL WE HAVE CU VI OPINIAS KE N1 PROVIZIS AVEZ-VOUS LE SENTIMENT QUE RESULT OK RESULT CK
PROVIDED PROFESSIONAL PROFESHSMA SERVO NOUS AVONS FOURNI UN
SERVICE (FEEL AS [N SENSORY SERVICE DE QUALITE
PERCEPTION) PROFESSIONNELLE ?
246 DO YOU FEEL WE HAVE CU VI OPINIAS KE N1 PROVIZIS AVEZ-VOUS LE SENTIMENT QUE RESULT OK RESULT OK
PROVIDED SATISFACTORY CARE KONMTENTIGA VARTO NOUS AVONS FOURNI DES SOINS
(FEEL AS IN SENSORY SATISFAISANTS 7
PERCEPTION)
247 DO YOU FEEL WE HAVE CU Vi OPINIAS KE NI PROVIZIS AVEZ-VOUS LE SENTIMENT QUE RESULT CK RESULT OK
PROVIDED SUFFICIENT CARE ADEKVATA VARTO NQOUS AVONS FOURNI DES SOINS
{FEEL AS IN SENSORY ADEQUATS?
PERCEPTION)}
248 DG YOU FEEL WE HAVE CU VI OPINIAS KE Ni PROVIZIS AVEZ-VOUS LE SENTIMENT QUE RESULT OK RESULT OK
PROVIDED EFFECTIVE EFIKA VARTO NOUS AVONS FOURNI UN
TREATMENT {FEEL AS IN TRAITEMENT EFFICACE
SENSCRY PERCEPTION}
249 HAVE WE PROVIDED YOUR CHILD | CU NI PROVIZIS POR VIA INFANO AVONS-NOUS FOURNI A VOTRE RESULT OK RESULT OK
SATISFACTORY SERVICE PROFESIISMA SERVO ENFANT UN SERVICE
SATISFAISANT ?
250 HAVE WE PROVIDED YOUR CHILD | CU NI PRGVIZIS POR VIA INFANO AVONS-NQUS FOURNE A VOTRE RESULT OK RESULT QK
PROFESSIONAL SERVICE PROFESIISMA SERVO ENFANT UN SERVICE DE QUALITE
(SERVICE OF PROFESSIONAL TYPE PROFESSIONNELLE ?

AND STANDARD)

|
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251 HAVE WE PROVIDED YOUR CHILD | €U N1 PROVIZIS POR VIA TNFANO AVONS-NOUS FOURNI A VOTRE RESULT OK RESULT OK
PROFESSIONAL SERVICE SERVO FARE DE PROFESIULO! ENFANT UN SERVICE DIGNE DE
(SERVICE BY PROFESSIONALS) PROFESSIONNELS
252 HAVE WE PROVIDED YQUR CHILL | CU NI PROVIZIS POR VIA TNFANO AVONS-NOUS FOURNI A VOTRE RESULT OK RESULT OK
SATISFACTORY CARE KONTENTIGA VARTO ENFANT DES SOINS
SATISFAISANTS ?
253 HAVE WE PROVIDED YOUR CHILD | CU NI PROVIZIS POR VIA INFANO AVONS-NOUS FOURNI A VOTRE RESULT OK RESULT OK
SUFFICIENT CARE ADEKVATA VARTO ENFANT DES SOINS ADEQUATS ?
254 HAVE WE PROVIDED YOUR CHILD | CU N] PROVIZIS POR VIA INFANC AYONS-NOUS FOURNI A VOTRE RESULT CK RESULT OK
EFFECTIVE TREATMENT EFIKA VARTO ENFANT UN TRAITEMENT
EFFICACE?
255 DO YOU THINK WE CAN IMPROVE | CU VI KREDAS KE NI POVAS PENSEZ-VOUS QUE NOUS RESULT OK RESULT OK
CUR PROFESSIONALISM PLIBONIG! NIA PROFESIISMO PUISSIONS AMELIORER NOTRE
PROFESSIONNALISME ?
256 DO YOU THINK WE CAN IMPROVE | CU VI KREDAS KE Ni POVAS PENSEZ-VOUS QUE NGUS RESULT OK RESULT OK
OUR CARE FOR YOUR CHILD PLIBONIGI LA VARTO FAREDE N[ [ PUISSIONS AMELIORER NOS
POR VIA INFANO SOINS DONNES A VOTRE ENFANT
?
257 DO YOU THINK WE CAN IMPROVE | CU VIKREDAS KE NI POVAS PENSEZ-VOUS QUE NOUS RESULT OK RESULT OK
QUR HELP PLIBONIGI HELPO FARE DE N} PUISSIONS AMELIORER L’AIDE
QUE NOUS VOUS AVONS
APPORTEE ?
258 DO YOU THINK WE CAN IMPROVE | CU VI KREDAS KE NI POVAS PENSEZ-YOUS QUE NOUS RESULT OK RESULT OK
OUR TREATMENT OF YOUR CHILD ; PLIBONIGI LA TRAKTADO FARE PUISSIONS AMELIORER NOTRE
DE NI POR VIA INFANO TRAITEMENT POUR VOTRE
ENFANT.
259 DO YOU THINK WE CAN IMPROVE | CU VI KREDAS KE NI POVAS PENSEZ-VOUS QUE NOUS RESULT OK RESULT OK

YOUR CHILD'S TREATMENT

PLIBONIG] LA TRAKTADO POR
VIA INFANO

PUISSIONS AMELICRER LE
TRAITEMENT DE YOTRE ENFANT ?
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260 DO YOU THINK WE CAN IMPROVE | CU VI KREDAS KE NI POVAS PENSEZ-VOUS QUE NOUS RESULT OK RESULT OK
THE TREATMENT YOUR CHILD PLIBONIGI LA TRAKTADO KIUN PUISSIONS AMELIORER LE
RECEIVED VIA INFANO RICEVIS TRAITEMENT QU'A RECU VOTRE
ENFANT ?
261 ARE YOU SATISFIED WITH OUR CU VI ESTAS KONTENTA PRI NIA ETES-VQUs SATISFAITS DE NOTRE | RESULT OK RESULT Ok
PROFESSIONALISM PROFESIISMO PROFESSIONNALISME ?
2562 ARE YOU SATISFIED WITH OUR CU VI ESTAS KONTENTA PRIiLA ETZ53-OUS SATISFAITS DE NOS RESULT OK RESULT OK
CARE FOR YOUR CHILD YARTO FARE DENIPOR ViA SOINS DONNEE A VOTRE
INFANO ENFANT?
26} ARE YOU SATISFIED WITH OUR CUVIESTAS KONTENTA PRI ETES-VOQUS SATISFAITS DE L’AIDE | RESULT QK RESULT OK
HELP HELPO FARE DE NI QUE NOQUS VOUS AVONS
APPORYEE ?
264 ARE YOU SATISFIED WITH OUR CUVIESTAS KONTENTA PRILA ETES-VOUS SATISFAITS DE NOTRE | RESULT OK RESULT OK
TREATMENT OF YOUR CHILD TRAKTADO FARE DE NI POR VIA TRAITEMENT POUR VOTRE
INFANO ENFANT ?
265 ARE YOU SATISFIED WI[TH YOUR CU VI ESTAS KONTENTA PRILA ETES-VOUS SATISFAITS (DE LE) RESULT OK RESULT OK
CHILD'S TREATMENT TRAKTADO POR VIA INFANO DU TRAITEMENT DE VOTRE
ENFANT
266 ARE YOU SATISFIED WITH THE CU V1 ESTAS KONTENTA PRILA ETES-VOUS SATISFALTS (DE LE) RESULT OK RESULT OK

TREATMENT YOUR CHILD
RECEIVED

TRAKTADO KiUN VIA INFANO
RICEVIS

DU TRAITEMENT QU’A RECU
VOTRE ENFANT ?
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