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ABSTRACT

Spreadsheets are a major application in end-user computing, one of the fastest
growing arcas of computing. Studies have shown that 30% of spreadsheet applica-
tions contain errors. As major decisions are often made with the assistance of
spreadshects, the control of spreadsheet applications is a matter of concern to end-

user developers, managers, EDP auditors and computer professionals.

The application of appropriate controls to the spreadsheet development process
requires prior categorisation of the spreadsheet application. The special-purpose
A.DE. (Application, Development, Environment) taxonomy of spreadsheet
application development was evolved by mathematical taxonomic methods to cate-

gorise spreadshect development projects to facilitate their management and control.

Data was collected on a sample of Australian developed spreadsheet applications.
The sampled spreadsheets exhibited a very low level of managerial, 1.T. department
and auditor conttol. The data was analysed both by hierarchical cluster analysis
using average linkage with the Euclidean distance measure, and by partitioned
cluster analysis using the kmeans algorithm. The A.D.E. taxonomy of spreadsheet
application development was developed in threc sections from these analyses, cate-
gonsing: A - the spreadsheet application, D - the developer and E - the develop-

ment environment. A diagnostic key was developed for cach of the three sections,

The A.D.E. taxonomy was validated by inter-rater companson of the same
spreadsheet and by two categorisations by the same rater threc months apart. The
validity of the clusters, used to develop the taxonomy was established and the
taxonomy was also validated under a 'uscfulness' criterion. A follow-up study to

develop a spreadsheet development ‘control model’ was foreshadowed.
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CHAPTER 1: INTRODUCTION

1.1. Chapter Overview

This chapter introduces the context of the study. The rapid growth in the use of
PCs (Personal Computers) in Australia is outlined as is the importance of
spreadsheet output as an aid to management decision making. Other studies report-
ing spreadsheet errors, and reports of business losses due to spreadsheets are used to
establish a need for the control of spreadsheet development.

Two justifications for the study are given: The need for computer professionals to
be concerned about quality assurance and control of end-user computing and the

necessity first to measure before applying control.

Primary and secondary goals of the study are established involving the derivation of
a special-purpose taxonomy of spreadsheet application development for use in the
control of end-user created spreadsheets. Some theoretical and practical implica-
tions of a taxonomy are canvassed and subsequent chapters of this dissertation are
outlined.

1.2. Spreadsheet Applications

Electronic spreadsheets, based on the familiar accountant's financial ledger, are a
major application in end-user computing, the fastest growing area of computing.
Schmitt (1988, p. 1) defines end-user computing to be "all forms of computing that
originate outside the DP (data processing) department's control” or less broadly
"that which occurs when an employee, usually not a DP profcssional, devclops a

computer application that aids the employee in the performance of his or her job™.

A sprcadshect program is considered to be any commercially available personal
computer based software application package that allows the user dynamically to



manipulate text, numbers and formulae stored in a row by column format in a
matrix of cells. The contents of the cells are held electronically and displayed on a

computer screen.

A spreadsheet appli_ation is a model or template developed using a  spreadsheet
package. Such applications are usually, but not solely, developed by end-users.

1.3. Background to the Research Problem

Over the last ten years, there has been a rapid expansion in the use of PCs in
Australia and more end-uscrs than cver before are developing spreadshect applica-
tions. Many of these applications are developed with no input or control from EDP
(electronic data processing) auditors or managers. Studies have shown that one in
three spreadsheet applications contain errors.  This is of concern when considering

spreadshect usage in the support of management decision making.

Clearly spreadsheet development control is required, however it is unnecessary and
not cost-cffective to control all spreadsheets. A taxonomy of spreadsheet applica-
tion development would allow the classification of spreadsheet development
projects. Those requiring control could then be identified and controls appropriate
to that class in the taxonomy could be sefected.

1.3.1. The Growth in End-User Computing

End-user computing has cxperienced rapid growth in the last twelve years, In 1981,
Rockart and Flannery reported in Benson (1983, p. 35) made some predictions
based on their measured growth of end-user computing in seven large American
companies. At that time, traditional data processing was growing at the rate of 5 to
15% a year while end-user computing had a growth rate of between 50% and 90%.
They forecast that end-user computing would occupy up to 75% of corporate

computing resources by 1990.

Guimares and Ramanujam (1986, p. 179 ) report on a) the Boston based Yankee
Group's estimate of 2.7 million microcomputers in the United States in 1982 rising



to 5.4 million in 1984 and b) Booz Allen Hamilton's cstimate of 2.6 million in
1982, 4.6 million in 1984 reaching 13 million by 1990,

Benson (1983, p. 35) reported  that International Data Corporation estimated that
four out of five administrative workers would be using personal computers by 1990,
Udell (1990) reponted that by that year, 30 million microcomputers were using DOS
wotld-wide. Udell's estimate did not include the number of personal computers
using alternative operating systems.

Table 1: Estimates of Worldwide Growth in Personal Computing

BY

YEAR SOURCE ESTIMATION
1971 First microprocessor
1975 First microcomputer

1982 Booz Allen Hamilton(1986) 2.6 million microcomputers in U.S.A.
1984  Booz Alien Hamilton(1986) 4.6 million in U.S.A.

1984  Yankee Group 5.4 miltion in U.S.A.

1989  Wright (1990) 1 in every 36 Australians

1990  Booz Allen Hamilton(1986) 13 million microcomputers U.S.A,
1990  Udell (1990) 30 million DOS users worldwide

1990  Rockart & Flannery (1981) 75% of corporate computing resources
1990  Benson (1983) 4 out of 5 administrative workers

1993  Wright (1990) 1 in every 6 Australians

This phenomenal growth pattern has been replicated in Australia. PCs gained
respectability in Australia in 1983 with the introduction of IBM's Personal
Computer. In 1987 the Australian PC market was worth $678 million. Two years
later the market was worth $1.68 billion. By 1989 One in thirty six Australians
used a PC, and by 199), this figure is expected to rise to one in six. (Wright, R.,
1990, p. 102)



1,32 Thirteen Y f h

Spreadsheets do not have a long history. Their evolution over the last few years has
been so rapid, that it has outstripped the efforts of management, auditors and DP

professionals to exert control over end-user created templates.

The first electronic spreadsheets, then called ‘row column manipulators', were
developed in the late 1960s for large mini and mainframe computers. They did not
receive a wide usage as access to them was largely restricted to the Computer
Services department due to comnplex operating systems and expensive use of valu-
able mainframe computer time. (Goss, Dillon and Kendrick, 1989, p. 20)

VISICALC, the first microcomputer spreadsheet was introduced for the Apple I in
1979 and quickly became the de facto standard. It was developed by two MIT
graduates, Bob Frankston and Dan Bricklin, and marketed by their Harvard Busi-
ness School marketing student colleague, Dan Flystra. Licklider considers that the
spreadsheet was the catalyst for the change of the microcomputer from "a hobbyist's

novelty into an essential tool for financial analysts". (1989, p. 324}

Context MBA, the first integrated spreadsheet, with the addition of windows,
graphics, file management, and word processing was introduced in 1981. Stand-
alone spreadsheets continued to gain in popularity and a survey by Benson in 1982
found VISICALC in usc in over 80% of the PCs surveyed, and the primary or
exclusive software on 60% of those PCs. (Benson, 1983, p. 39)

Lotus 123 entered the market in 1982, introducing the concepts of natural-order
recalculation and macros. Within a couple of years Lotus had displaced
VISICALC as the de facto standard. By 1984 spreadsheet software had become
popular with over a million packages sold that year, in the U.S.A. alone. (Brown
& Gould, 1987, p. 258)

Integrated packages containing spreadsheets also increased in populanty with
Ashton-Tate's Framework, Lotus Symphony, Apple's Apple-works and Visi-corp's



VisiON leading the way. Microsoft's Excel extended GUI (graphical user interfacc)
spreadsheets to a wide audience and became the predominant spreadsheet on the
Apple Macintosh. This popular spreadsheet was later ported to the IBM P.C.

By 1985 Lotus compatible programs had appeared; Mosaic's TWIN, Paperback
software’s VP-Planner, Borland's Quattro Pro, Javelin Software's Javelin, Computer
Associates Supercalc and the Software Group's Enable. Three dimensional
spreadsheets were pioneered by Supercalc and Enable.

Lotus 123 version 3.0 extended spreadsheets to the OS/2 environment. Supercalc §
appeared on IBM mainframes and spreadsheets such as Lotus Improv appeared on
UNIX, PICK or YAX platforms benefiting from such features as virtual memory,
transparent networking, multi-user capabilitics and multi-tasking. (Yager, 1990, p.
147)

Ware (1986, p. 63) reports that spreadsheets, and VISICALC in particular, have
been credited with much of the carly growth in microcomputers. Spreadshects gave
users their first taste of PC user-friendly functionality, which had no counterpart on
the mainframe. Connors (1984, p. 16) reported that 90% of PC users, who
responded to an American National Association of Accountants survey, used
spreadsheets and the availability of spreadsheet software was the main reason for
respondents computer purchase. A 1986 survey reported by Ware (1986, p. 63)
showed that spreadsheets were used on nearly 80% of all microcomputers.

During this rapid expansion phase, spreadsheet popularity has not been confined to
accountants, and this writer's recent inquiry of the Sydney Lotus Users' group
solicited the response that most spreadsheet users in that large group of spreadsheet

enthusiasts, were administrators rather than accountants or engineers.

With the relatively recent introduction of three dimensional spreadsheets and
spreadsheets running in WIMP (Windows, Icons, Mouse and Pull-down menus) and
GUI (graphical user interface) environments, the continued popularity of this type
of application software scems assured. New gencration spreadsheets such as
LOTUS 123 for Windows and EXCEL are placing a heavy emphasis on presenta-



tion and WYSIWYG (what you see is what you get). They are attracting a new
generation of enthusiasts, Graduates of many disciplines from business colleges,
TAFE colleges and Universitics have been exposed to this type of software and the
new generation of computing courses in many of our high schools has introduced a

vast audience to the by now, not so humble, spreadsheet.

1.3.3.Th f h s an Aid to Decision i

Spreadsheets are used in the work-place for many purposes including the presenta-
tion, reporting and communication of information. They can transform manually
tedious and time consuming tasks into quick and easy electronic tasks. Forecasting,
trend analysis, "what if" analysis and goal secking or optimiser models have been
developed by many end-users to z,sist management decision making. A survey
conducted by Aggarawal and Ob ak (1987) reported by (Goss, Dillon and Kendrick,
1989, p. 21) found that spreadsheets were thc most popular type of software
employed for strategic decision making.

Managers, not spreadsheets, make dccisions out as Paxton (1991, p. 20) points out,
"A manager's decisions will be no better than the data on which they are based."
There is an unfortunate trend not to question computer output too deeply. Beitman
reports that

Many executives tend to accept electronic sprcadsheet print-outs as
"gospel’ without questioning their accuracy or validity. (Beitman, 1986,
P.-8)

Moskowitz confirms this:

Ever since the first computer crunched the first number, users have
shown a proclivity to respect computerised output much more than it
probably deserves. (Moskowitz, 1987a, p. 40)

Why is this 30?7 Paxton (1991, p. 20) argues that users of traditional mainframe
computer generated output have lecamed to trust such data as it is normally

subjected to stringent EDP controls. This trust is misplaced when considering PC
gencrated output which has not been subject to EDP department or audit control.



In many organisations, end-users develop personal spreadsheet based systems to
automate some of their manual job functions. These informal or personal systems
run alongside the corporate computer system without being subjected to the control,
quality assurance or formal development methodologies of the latter, Parker (1988,
p. 16) suggests that it is only a small step for such personal systems to be legiti-
mised as part of the corporate computer system. This can occur by default when
other employeces learn to rely on having access, on a regular basis, to the output of

some-one clse’s personal system.

Managers and decision makers who rely on spreadsheet data produced by others on
personal rather than corporate systems, are vulnerable in three ways; (Paxton, 1991,
p. 23) a) data may not be available when it is required, b) data may be available
but erronecus a1 ' ¢, data may be available and valid but not in a form the decision
maker understands. These spreadsheet problems arising out of uncontrolled end-
user developed systems, expose an organisation to risk, when the spreadsheet output

is required to support major economic or strategic decision making.

1.3.4. Errors in Spreadsheet Applications

Howitt identified the one major cause of problems in end-user computing:

The computer's remarkable power to get more work done faster also
creates the opportunity to make more mistakes and multiply them
rapidly. (Howitt, 1985, p. 26)
This is particularly relevant to spreadsheets, which often are developed so quickly
and casily, that many users fail to use a consistent and thorough design methodol-
ogy, or test and document their product. Spreadshect amendments compound this
problem, as they are frequently made in an ad hoc manner often with no docu-

mentation of the changes.

Kee (1988, p. 55) reports that the typical spreadsheet developer is a "manager with
limited knowledge of programming standards”. and Edge and Wilson (1990, p. 36)



point out that end- , who are not IT Specialists, may be unaware of the need for
controlling spreadsheet development.

What portion of spreadsheet applications are flawed?

Are spreadsheet applications really such a major source of error in the personal
computing environment? Over the last five years, much has been written in both
the academic joumnals and trade press, concerning the prevalence of errors in
sprcadsheet models. Guimares and Ramanujam (1986 p. 179) conducted a field
study of 400 top American firms. They reported that one of the most critical
problems seen in end user computing was the need to assure the integrity of both
data and applications.

Other rescarchers have conducted surveys and experimental studies in an attempt to
quantify the proportion of flawed spreadsheet applications. Bryan (1986, p. 39)
reports that one in every five spreadsheets has errors. Creeth (1985, p. 92 ) reports
that some industry experts consider that errors are present in one in ¢very three
spreadsheet applications. Ditlea (1987, p. 60 ) reports that this statistic has been
confirmed by two Silicon Valley consultancies, Input and Palo Alta Research.
Howitt (1985, p. 26), and Greenberg (1986) reported by Paxton (1991, p. 21) have
also confirmed this one in three error rate.

Experimental studies on errors in personal computing have been conducted by Card,
Moran and Newell, Brown and Gould and Davies and Ikin,

Card, Moran and Newell (1983) conducted a series of experiments at the Xerox
Palo Alto Rescarch Centre on subjects using word processors and text editors. They
were interested in identifying the causes of errors. They found that even skilled
operators made a substantial number of data entry errors.

Brown and Gould (1987, p. 259) conducted an experimental study of nine IBM
employees, all experienced Lotus 123 users who camried out three identical
spreadsheet application development tasks. All participants were confident of the
accuracy of their spreadsheet templates, however Brown and Gould conservatively



determined that 44% of the applications contained errors. Only 18% of the total
errors could be attributed to petty typing errors.

The Australian experience has been similar. Davies and Tkin from the Tasmanian
Insgtitute of Technology analysed nineteen worksheets from experienced Lotus 123
users spread across ten companies. Again all developers were confident of the error-
free status of their applications, yet 83% of the applications contained some form of
error and 14% of the spreadsheets contained significant errors (Davies and Ikin,
1987, p. 54).

Incidences of spreadsheet error

Berry (1986, p. 36), Ditlea (1987, p. 60} and Stone and Black (1989, p. 131) report
on one celebrated casc of spreadshect error. A Fort Lauderdale construction
company, James A Cummings Inc. eventually dropped a lawsuit against Lotus
Development Corporation and IBM for millions of dollars of damages it claims
were caused by an error in LOTUS SYMPHONY. The company controller and
application developer created an error when he inserted an extra row at the top of a
range addressed by a @SUM function for expenses of $254,000. These expenses
were subsequently not included in the range summation of the total costing of a bid
for the construction of a 3 million dollar office complex for a local utility. The
Lotus 123 Application packaging now contains advice to users to verify their work.

Parker (1988, P. 16) and Paxton (1991, p. 20) rcport on the termination of
employment of six Dallas oil and gas company ¢xecutives who made an incorrect
substantial investment decision based on erroneous spreadsheet output, costing
their company several million collars during a major acquisition. Parker also
reports on a $36 million underestimation of the size of a market for computer aided
design equipment due to the ‘rounding up’ of a .06 inflation rate to 1.00 (Parker,
1988, p. 16). The press has reported many additional ‘disasters’ in recent years.

Ballou, Pazer, Belardo and Klein (1987, p. 13 ) also express concemn about the lack
of spreadsheet control procedures to ensure data quality as does Sato  who reports
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that end-user computing is cxpanding at a faster ratc than corporate information
systems as a whole. This is cauging control problems, not least because end-user
spreadsheet development is often distributed and geographically distant from the
EDP department. End-user computing is essential for an organisation to retain its
competitive edge, however it has to be controlled "to attain integrity of data,
information and decision making” (Sato, 1989, p. 7).

Moskowitz (1987b, p. 51 ) sums up the lack of control thus:

The situation may be a universally shared but generally unspoken
nightmare of the corporate world: thousands of employees devole
millions of hours to electronic templates used to calculate the flow of
billions of dollars - yet much of the exercise is wasted because the
calculations are dangerously flawed.

1.3.5. The Computer Professional's Responsibility

Naomi Karten, computer consultant and lecturer on end-user computing is the
editor of Aucrbach Publishers’ Managing End-User Computing. She reports that
sprcadsheets are the greatest potential internal source for data processing errors
within an organisation:
Users and systems developers are in the best (or worst) position to
damage perhaps inadvertently, their companies' systems, the business

data they contain and the business decisions that depend on that data,
(Karten, 1989, p. 29)

She considers it the responsibility of computer professionals, particularly user

support personnel, continuously to educate and remind end-users of the potential

problems.
Educating users is an important step in mainlaining spreadsheet sanity,
(Karten, 1989, p. 30)
Steenbergen (1989) in an editorial in the Seplember 1989 W.A. Offline magazine,
mouthpiece of the Australian Computer Society, cxpresses the concemn the
computer professional should feel about the lack of quality assurance being taken in
personal computing with the continuing flow of application development away
from DP professionals to end users. He suggests that:
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DP profession'.is have s part to play in educating users and
management in + personal . omputing quality assurance . ... We have

a job to do. Ma.ntain the standard!
There have been some efforts in this area by Data Processing and other related
Professionals. Flower (1989, p. 852) recognises the problem and asks who holds
the responsibility for assuring the quality and integrity of spreadsheet output.
Ashworth (1987. p. 136) finds the problem all too famliar:

DP professionals have been coping with similar problems for years.
The absence of standards for programmers to work to, has always lead
to varying degrees of chaos. Over time the DP profession has
developed methodologies to assist in the regulation process.

He suggests controlling spreadsheet application development with software
engineering methodologies similar to those applied to programming. Other authors
(Stone and Black, 1989, p. 131), (Simkan, 1987, p. 130), (Ghosal and Caster, 1990,
p- 40), (Ware, 1986, p. 63) suggest structured spreadsheet development
methodologies and spreadsheet development standards. Paxton (1991, p. 22)
approaches the problem from an accountant’s viewpoint and suggests that
spreadshect development is best controlled by the AIS (Accounting Information
Systems) function.

The study described in this dissertation, is the first part of a response to Karten's and
Steenbergen'’s pleas for DP professionals to accept their responsibilities with regard
to personal computing:

If the potential of the computer is to be realised, then human error must
be controlled. (Bailey, 1983, p. 11)

1.3.6. Do all Spreadsheets Require Control?

Early surveys conducted by a) Aurbach pubushers and Schultz and Redding in
1982, reported in Schultz and Hoglund (1986, p. 46), b) Price Waterhouse
reported in Grant, Colford and Daly (1984), ¢) Schuliz and Hoglund (1986), and
d) Hoglund (1984) unpublished thesis, all concluded that whereas management
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usually imposed controls on the selection and purchase of software and hardware
within their organisations, less than one third imposed controls on user developed
applications.

Since the early eightics various control measures have been proposed with a wide
range of degree of rigour. Whilst most authors agree that a significant problem
does exist (Flower, 1989, p. 852), (Ashworth, 1987, p. 136 ), opinions as to what to
do to control the situation are divided. The background and professional discipline
of the author may have an influence in determining the degree of control proposed.

Pro-control

Many reports in the literature, mostly represented in the accounting, auditing and
professional management journals are concerned with the management control of
spreadsheet models. There is a frequently expressed concern that major business
decisions are based on model output that has a probability of 30% of being flawed.
Their answer is a rigid set of controls. (Kee and Mason, 1988, p. 46), (Williams,
1989, p. 46). However Kee and Mason do soften this stance by suggesting that "as
many controls as feasible should be delegated to the user”. (1988, p. 47)

Auditing sources such as Gaston (1986, P. 47) are concerned about the difficulties
of controlling spreadsheet templates that may seem simple to the end-user, however
Ghosal and Carter place the responsibility for control, on the developer: "Develop-
ing spreadsheets is no longer a private art form.” (1990, p. 39) Other authors get
rid of the problem altogether, by suggesting that, frequently, spreadsheets are an
inappropriate tool and should be replaced by specialist decision support or
accounting software. (Edge and Wilson, 1990, p. 38), (Howitt, 1985, p. 29)

Some authors extend the design and control techniques used in other more tradi-
tional areas of data processing. Bromley (1985, p. 136) and Goss, Dillon and
Kendrick (1989, p. 23) based spreadsheet layout on the divisions of a COBOL
program. Ashworth (1987, p. 137) and Hayen and Peters (1989, p. 31) suggest
controlling spreadsheet development using a software engineering software devel-
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opment life cycle, while Ronen, Palley and Lucas (1989, p. 84) propose a
spreadsheet development life cycle and spreadsheet flow diagrams.

Laissez-faire

A smaller number of articles take an opposing view. Computer trade articles, the
hobbyist press and a few academics promote the freedom, creativity and user
seductiveness of spreadsheet software. Ronen, Palley and Lucas (1989, p. 84) note
that the tool’s simplicity and transparency allow the end-user an easy expression of
a model that might not have been considered worthwhile if rigid control was
mandatory.

The middle ground

These authors recognise that a varied degrec of control is necessary in some
circumstances. Schultz and Hoglund (1986, p. 49) feel that users must be
permitted to be creative with their personal computers and this could be hampered
by applying strict controls to all worksheets. They recognise however that some
workshects do require control:

It is neither desirable nor effective to stifle user creativity by enforcing
burdensome controls over all types of microcomputer applications.
However some programs are particularly critical to the firms success
and therefore must be subject to sufficient controls to ensure that they
are free from emor. . . . . This degree of control enforced over
user-developed applications should be a function of the potential for
material harm that an invalid application presents. (Schultz and
Hoglund, 1986, p. 50)

Canning (1984, p. 2) surveyed the views of information systems executives,
concluding that they too were concerned with controlling spreadsheet development
while wishing to retain an environment with the necessary degree of freedom for
developers.
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Chambers and Court (1986, p. 93) suggest that control should be determined by
application function:

The extent to which computer operations should be controlled, should
be a function of what the computer is asked to do, not of how much it
costs,

Paxton (1991, p. 21) agrees that not every spreadsheet needs to be fully controlled,
and suggests that control procedurcs be limited to applications where there is a
"favourable cost / benefit relationship”. Gerrity and Rockhart (1986, p. 31 ) concur,
and suggest a different degree of control for different types of spreadshect models.
Krull (1986, p. 36) suggests that control, where necesszry, be distributed to the end-

USET.

There appears to be a need for an extensive spreadsheet application taxonomy to
categorise projects, The availability of a taxonomy would allow the easy identifica-
tion of spreadsheet development projects that do require control. This taxonomy
would also facilitate comparisons of the design and control recommendations
proposed by different authors. The two opposing viewpoints regarding spreadshect
controls may not be so far apart as they initially seem. They may be controlling

different categories of spreadsheet applications.

Lack of suitable taxonomies jn_the literature

Some attemipts to develop taxonomies for end-user computing in general and
spreadshect development in particular have been documented in the literature, Most
of these are either incomplete or not suitable to be used with a control model to
suggest application appropriate controls, Chapter two discusses these partial

taxonomies.

1.4. Study Focus

The rescarcher proposcs a two part project to develop tools to assist spreadshect
application developers ensure that they design quality, secure applications of integ-
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nity. It is necessary first to categorisc and measure what one seeks to control,
Only then can appropriate controls be determined.

This dissertation describes the first stage of the project, which will derive and vali-
date a taxonomy of spreadsheet application development. The second stage of the
project (ouwtside the scope of this current study) will develop an end-user
spreadshect control model. Use of this model will further validate the taxonomy
under the criteria of usefulness. The taxonomy, with a check list of security, design
and control mechanisms will be used to suggest appropriate design criteria and
control mechanisms to a spreadsheet application developer. A future study,
comprising the second stage of the project, is foreshadowed in the final chapter of

this thesis.

A taxonomy of spreadsheet application development will be of value to developers
for the categorisation of proposed or existing spreadsheet projects, to managers and
EDP auditors who seek to control spreadsheet development and to other researchers
who may wish to compare reports from the literature regarding the control of
spreadsheet application development.

1.4.1. Primary R h I

This study had two primary rescarch goals:

a) Improve the planning and management of spreadshect application develop-

ment

b) Develop a special-purpose classification - Taxonomy of Spreadshect
Application Development for use in controlling spreadsheet development

1.4.2. Secondary Research Goals

The study had many secondary rescarch goals. They can be considered in three
broad areas: a) concerning collection and analysis of a data sample, b) concerning

the cluster analysis process and c) concerning the validation of the taxonomy.
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¢ Identification of a suitable sampling frame and primary collection of dats on
spreadsheet application development.

¢ Sample Data reduction / simplification. Through exploratory data analysis
and data reduction, gain a better understanding of the underlying data
structure.,

® Generation of hypotheses for future testing

Clyster analysis

*  Achieve well structured clusters
¢ Achieve Intuitive Clusters

®  Achieve clusters from which a suitable taxonomy can be developed

Validation of the Taxonomy

® Demonstrate Taxonomic Stability - Adding few cases or attributes to the

analysis does not appreciably change the taxonomy

* Demonstrate Taxonomic Robustness - Removing one or two objects or

attributes does not disturb the classification

¢ Demonstrate Taxonomic Replicability - Agreement between different

multivaniate methods
¢ Demonstrate agreement with taxonomies from the litcrature
* Demonstrate agreement with own a prion expectations
* Demonstrate the uscfulness of the taxonomy

¢ Validation of the diagnostic key of the taxonomy
1.5. Significance of this Study

This study is theoretically significant as it produces a new method of categorising
the development of spreadsheet applications, which should be of interest to end-user
developers, EDP auditors, managers and other researchers, The taxonomy is also



17

of theoretical interest as it was developed by applying the methods of classical
mathematical taxonomy to the new ficlds of end-user computing in general and
spreadsheets in particular.

The study also has some practical significance as it develops a sampling frame of
spreadsheet developers that could be reused. It goes some way towards defining the
variability of Australian spreadsheet development practice.

1.6. Scope and Limitations of this Study

The study is limited to aspects of end-user computing in Australia involving the
development of applications using sprcadsheect software. It is restricted to the
development and validation of a taxonomy of spreadsheet application development
designed for the special purpose of the management control of spreadsheet usage.

It is recognised that the primary research goal of improving the management and
control of spreadsheet development projects, will only be satisficd when a ‘control
mode!' is produced to be used in tandem with the taxonomy to suggest application
appropriate design and control criteria. This dissertation describes a study that goes
some way towards achieving this goal, however it stops short of producing a control
model. The final chapter of this thesis outlines how this current study could be
extended to produce a model for the control of spreadsheet development,

1.7. Outline of Subsequent Chapters of this
Dissertation

The second chapter reviews the literature for articles of relevance to this study. The
history of categorisation is outlined, leading to the development and use of taxono-
mics both in other fields and in computer science. Taxonomies with particular
relevance to the broad area of end-user computing are canvassed as are the more

specific partial taxonomics of the spreadsheet development process.
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Exploratory data analysis methodologies are discussed together with an overview
of mathematical taxonomic methods. The view of a taxonomy as one of many
possible models of reality, and criteria for sclecting the ‘best’ model are
established. Reports from the literature are used to justify the selection of
appropriate attributes of the spreadsheet development process to be used in the
development of this special-purpose taxonomy.

The third chapter details the study methodology and design. A data collection
survey is described. Methods are outlined for multivariate data analysis using
hicrarchical cluster analysis and partitioning kmeans techniques. The evolution of
the three-part AD.E. taxonomy of spreadsheet application development and its
diagnostic keys are described.

The fourth chapter reports on the results of the survey, and one hundred and fifty
cluster analysis runs with variable parameters. The development of the three part
A D.E, taxonomy, its cluster profiles and diagnostic keys are described.

Chapter 5 covers the validation of the A.D.E. taxonomy and the survey data
collection instrument. Chapter 6 concludes this dissertation, makes some
recommendations and outlines future rescarch directions extending this study. In
particular, the development of a spreadsheet ‘control’ model is foreshadowed.

Material in appendices A-E support the methodology, result and validation chapters.

1.8. Summary of this Chapter

This chapter introduced the problem of spreadsheet errors and placed it in a context
of concern both to Australian managers and IT professionals. A broad research
focus was determined, involving improvement in the management of spreadsheet
application development. The need first to measure what requires control was
established, leading to the study research goal of developing a special purpose
taxonomy of spreadsheet application development for use in the quality assurance
and control of spreadsheet projects.



19

CHAPTER TWO:

REVIEW OF RELATED LITERATURE

2.1. Outline of this Chapter

This chapter reviews the literature for articles of relevance to this study. Initially,
the history of categorisation and mathematical taxonomy are briefly considered.

This is followed by a discussion on clusters and models.

Some examples of the use of taxonomies in computer science are reported.
Taxonomies with particular relevance to the general areas of end-user computing
and software development environments are discussed, as are the more specific
partial taxonomies of the spreadsheet development process. The chapter concludes
with a justification for the selection of the spreadsheet development attributes that

were used to evolve the special-purpose A.D.E. taxonomy, the subject of this study.

2.2. Literature Sources

Articles published in academic journals and books, computer magazines, the
computer trade press, newspapers and material from unpublished masters disserta-
tions and conference papers were used in the preparation of this review. To identify
sources of these articles, scarches were conducted of abstracts held on CDROM
particularly ABL/INFORM, ERIC, C-DATA and MATHSCI. On-line searches of
the American DIALOG (INSPEC, Microcomputer Index, Compendex Plus, Philos-
opher's Index and MATHSCI ) and Australian STAIRS and URICA databases also
yiclded useful material. The bibliography lists of located articles, in turn helped
locate further material. Articles were also found through the sugpestions of
colleagues and students, the library staff of Edith Cowan University, the American
Information Office, the Australian Consumer's Association and several spreadsheet

vendors.
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2.3. Classification as a Human Endeavour

Everitt (1980, p. 3) quotes Linnacus:
All the real knowledge we possess, depends on methods by which we
diatinguish the similar from the dissimilar.
Classification is the important basis of much of our lives. We classify everything
around us, often subconsciously. We continuously improve and revamp these
classifications and on them we base our responses to the stimuli we receive,

Schiffman, Reynolds and Young note the assistance classification provides to
understanding.
The rate of increase of human understanding has depended on
organising concepts that allow us to systemise and compress large
amounts of data Systematic classification generally precedes
understanding. (1981, p. 3)
It is understandable therefore, that Classification is one of the oldest scientific
pursuits. The first classifications or taxonomies categorised the natural
environment, people, animals and plants and the occurrences that affected them

such as discase.

As carly as 3000 BC, the Egyptian Imhotep classified physical and behavioural
disorders. The carly Hindus classified people into six types based on gender,
physical and behavioural characteristics. Hippocrates (460-377 BC) classified
diseases according to fever and chronicity

The Greek philosopher and naturalist, Aristotle (384-322 BC) was the first to
propose a comprehensive classification scheme for animals. This continued in use
with only minor changes, for ncarly 2,000 ycars. He first divided animals
according to whether they had red blood or not. Subsequent subcategories where
based on how the animal's young were produced, live, egg, pupa etc. Theophrastus,
sometimes called the first ecologist, extended Aristotle’s ideas and classified plants
relating them to their habitat,
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The Swedish naturalist, Professor of Botany at Uppsala University, Carolus
Linnacus (1707-1778), established classification principles that have been extended
to modemn taxonomies. In 1753 he published Species Plantarum, and five years later
Systemna Naturac. These books introduced a binomial system for the classification

of plants and animals e.g. Homo sapiens.

Charles Darwin's The Origin of Species, first published in 1859, developed his
theories of evolution based on natural selection and a scheme postulating hierarchi-

cal links between taxa. These theories stimulated advances in Biology particularly
Palacontology and Comparative Anatomy. They had a tremendous impact on
religious thought and Sociology and influenced Karl Marx in his idcas about the
class struggle. Mendelyev in the 1860s published the periodic table of the elements
which influenced later work on underlying atomic structures. Both classifications
have had a profound effect on the subsequent development of their own and many

other disciplines.

The twenticth century has seen the extension of classification to non-biological
entitics. Hertzprung and Russell classified stars based on their surface temperature
and light intensity. (Kaufman & Rousseeuw, 1990, p. 1) Archaeology serration
studies in the first quarter of this century, and the more recent marketing classifica-
tion into market segments consisting of customers with similar needs have
continued this trend. (Kaufman & Roussecuw, 1990, p. 2)

Taxonomies have also proved popular with educators. Bloom in consultation with a
group of experts developed a taxonomy of educational objectives. (Bloom,
Engelhart, Furst, Hill and Krathwol, 1956), Steinaker and Bell (1979) produced a
Gestalt educational taxonomy extending beyond just the cognitive, psychomotor
and affective domains. Biggs and Collis (1982) developed the SOLO taxonomy
which assessed the quality of student's work retrospectively. These taxonomies have
been used extensively in education in areas including curriculum planning, student

assessment, teacher training, cvaluation and in-service.



22

The carlier methods of devising classifications were subjective, relying on the
perception and judgement of the researcher. The classifications produced were
usually no more than threc dimensional, so eye-brain judgement was satisfactory to
identify the clusters. (Kaufma., & Rousseeuw, 1990, p. 2) The relatively new
discipline of mathematical taxonomy has formalised the development of
classifications using mathematical algorithms rather than relying solely on the
subjective opinion of the devcloper. Arabie, Douglas and Desararbo (1987), also
promote mathematical clustering and go as far as to suggest in their monograph,
their three only valid excuses, for relying on visual clustering:

a) the researcher has read an out-of-date book
b) computational laziness

c) a very large data-set

Subjective opinions should not be ignored entircly however. They still have an
important part to play choosing the input to the Cluster Analysis process and
interpreting the results.

Early Cluster Analysis

In 1894, K Pecarson published the first paper related to numerical taxonomy:
"Contnbutions to the Mathematical Theory of Evolution”. In a follow-up paper in
1901, he defined statistical procedures for detecting clusters.  The first
mathematically based non heuristic algorithm was published in Colloquia Mathe-
maticae 2 in 1951 by K. Florek, J. Perkal and their colleagues. The algorithm
developed classifications using similarities and graph theoretic concepts.

The more formal and objective modern methods of numerical taxonomy are now in
vogue. Kaufman and Rousseeuw acknowledge that Cluster Analysis is "a very

young scientific discipline in vigorous development™. (1990, p. 3)
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They suggest that there are three driving forces behind this;

a) the need to classify data described in more than thrc = dimensions
b) .ae advent of the computer

¢) the objectivity standards of modemn science.

The ready availability of desk-top number crunching computer power coupled with
user-friendly software has made the algorithms of mathematical taxonomy readily

accessible to researchers.

Since it was first published in 1984, the Journal of Classification has successfully
promoted modemn classification techniques, made them available to a much wider
audience and given them an increased visibility and credibility. The International
Federation of Classification Societies founded i 1985 has established the validity

of Classification as a discipline.

Today, Mathematical or Numenical Taxonomy covers many techniques and
methods including Q-analysis, R-analysis, typology, typological analysis, Cluster
Analysis, botryology, grouping, clumping, automatic classification, numerical

taxonomy and unsupervised pattern recognition.

Taxonomists now apply these principles to many diverse fields. Godehardt ( 1990,
p. 28) lists applications in the fields of anthropology, archacology, asironomy, biol

ogy, business, chemistry, computer science, cconomics, engineering, geography,
geology, information and library science, linguistics, marketing, medicine, political

science, psychology, sociology and soil sciences.

The classifications derived using mathematical taxonomy have been used widely.
They have established a frame-work for information storage and retrieval and
simplified the understanding of the relationships between their members.
Practitioners can now communicate in the sure knowledge that they are talking
about the same thing. Taxonomies have also suggested hitherto unsuspected

common propertics of classified entities.



24

2.4, Clusters, Models and Reality

Clusters

What is a cluster? The first attempts at mathematically defining clusters were by
graph theorists in the early fifties. Kaufman and Rousseeuw (1990, p. 3) report that
there is still no generally accepted definition of a cluster. The composition of a
cluster is very much an individual decision. The cluster is bound primarily in the
eye of the beholder.

Romesburg stressed this view:

A cluster is a set of one or more objects that we are willing to call
similar to each other. It may seem strange to use the word 'willing'
but that is exactly the right word. To call two or more objects similar,
we must be willing to neglect some of the detail that makes them
non-identical. We must be tolerant of some of their differences.
(1984, p.15)

A cluster is a group of similar entities. Entitics within a cluster are similar to each
other and dissimilar to entities in other clusters. Cluster analysis defined by
Kaufman and Rousseeuw as "the art of finding groups in data” {1990, p. 1) seeks to
identify clusters or groups within a data-set. Objects are placed in groups so that
groups contain similar objects, and groups are as dissimilar from each other as
possible i.c. objects are allocated to promote within group homogeneity and

between group heterogeneity.

Cluster Analysis divides a multivariate data-set into groups or classes. The familiar
criteria for ‘good’ structured design of computer programs include 'within module
cohesion' and 'loose coupling between modules’. These criteria are similar to the
‘intra-cluster homogeneity' and ‘inter-cluster heterogeneity' criteria of Cluster

Analysis i.e. internal cohesion and external isolation.

Groups or clusters can be compact i.e. spherical, giobular or ellipsoidal. Compact
clusters have cach member more like all other members of the cluster than they are
Jixe those who are outside the cluster. Alternatively, the clusters can be extended,
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serpentine or chained. Each cluster member is more like at least one other member
than any outside the cluster. Clusters can be well separated or close together.

Globular Globular Extended

compact loose

: Three types of well separated clusters. Globular compact,
globular loose, and extended.
Clusters can be overlapping or exclusive. Overlapping clusters allow an object to
belong to two clusters. The concepts of Zadeh's fuzzy logic, conceptual clustening,
probability clustering and some ideas expressed about language and categorisation
by Lakoff (1987) explore the idea of introducing a probability function to model
the likelihood of an object being placed in a particular cluster. This type of cluster

has limited use in developing a taxonomy and will not be considered further.

6° O
o O
O

& e

Exclusive clusters Overlapping clusters

Figure 2.2: Exclusive and overlapping clusters.
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Clustering criteria can be monothetic i.c. based on a single characteristic, or
polythetic based on many characteristics. Polythetic exclusive clustering was the
basis for the development of the A.D.E. taxonomy, the subject of this dissertation.

Models

Taxonomies are models of whatever they categorise, just as a map is a two dimen-

sional representation of a three dimensional terrain.

Troy and Moawad (1982, p. 28) define a model as " a simplified representation of
the behaviour (or structure) of a real system or process”. Stopher and Meyburg
(1979, p. 23) define a model as "an abstraction of reality” i.e. a simplified represen-
tation rather than a replica of reality. Godehardt (1990, p. 7) also considers a model
as "the image of our understanding of reality”. These authors suggest that a model
should be valid, as accurate as possible and useful. They point out that it will never
be perfect. It will always have errors due to incompleteness, biological variation

and measurement inaccuracies. It will comply only within certain tolerance limits.

Godchardt (1990, p. 30) balanced the loss of precision and information in a model
with the benefits of clearness and economy it provides. He differentiated between
the quality of models. (Godehardt, 1990, p. 5) There are good models for technical
systems which we well understand. There are poorer models for complex biologi-
cal systems as there is so much available data that only some of it can be in use at
any one time. During the abstraction process, some details are discarded to keep
the model within manageable bounds. It follows that there can be many different

valid models of the same reality.

Several authors illustrate this concept with a pack of playing cards. (Jackson, 1983)
(Anderburg, 1973, p. 17) The fifty two cards in a pack could be modelled or
clustered into groups:

*  Four clusters of thirteen: Clubs, Diamonds, Hearts, Spades

¢ Thirteen clusters of four: aces, twos, threes etc.

¢ Two clusters of twenty six: red cards and black cards
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o Two clusters of twenty six: major and minor suits

e Two clusters: twelve face cards and forty number cards

o Three clusters: Queen of Spades, thirteen Hearts, all other cards
¢ Twenty six clusters: matched pairs of the same rank and colour

All clusters are valid. All provide a good general model. A keen card player plays
Patience with two packs of cards combined. One pack is ten percent wider than the
other. The cards are old and the combined packs contain three twos of Diamonds
and only one two of hearts. One of the Aces of Spades has the comer missing and
is clearly recognisable even when face down. The packs have two jokers. All of the
models above provide a uscful representation of the reality of this pack of cards.

Which is the 'best’ model? There is no absolute answer to this question, The answer
depends on the use to which the cards will be put. Bridge, Poker, kummy, Bezique,
Pelmanism, Patience and Snap players would select different models. Criteria to
establish the 'best’ model will depend on its intended use.

The "best’ clustering is the one that is of most use for a pre-specified purpose. The
taxonomist's task is to select the ‘best’ model for a specified purpose. This is not
only a scientific endeavour but also an art. The decision has both objective and
subjective elements. Godchardt summanised this:

We can say:

(a) Scientific modelling ts an art

(b) All modecls are wrong

{c) Some models are better than other ones

(d) Our task is to find the best ones (Godehardt, 1990, p. 6)

There is a need to cvaluate the adequacy of a mode! to determine its validity within
set parameters and whether it is the "best’ model for the specific circumstances
where it will be used. These concepts are considered further in chapter 5.
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2.5. Mathematical Taxonomy

Cluster Analysis is a method of exploratory data analysis. Its purpose is to uncover
from the data, hitherto unknown phenomena and groupings. Cluster Analysis is
very different from inferential or confirmatory statistics, which allows a decision
between different models of the null hypothesis. (H, and H,) Exploratory statistics
is used to generate, rather than test models or hypotheses, hence its usefulness in
developing a taxonomy. Unlike inferential statistics, the sample rather than the
underiying population is the prime source of interest:

Every researcher, however, must note that cluster analyses are very

subjective even if we use ‘objective’ mathematical methods to outline

the different groups. This holds since the resulting clusters depend not

only on the computational procedure, but also on the choice of

attributes to be measured. And since the researcher . . . decides on the

basis of his or her personal knowledge which attributes and objects

should be drawn from a sample, this choice may be biased. Therefore

the results of a cluster analysis are chiefly valid for the specific sample

only and we cannot generalise them to a larger population without
careful inspec:' “n. (Godchardt, 1990, p. 24)

There is always a temptation to generalise the results of a Cluster Analysis from the
sample to the underlying population. This was resisted in this study. Generalisation
and extenston would require the use of inferential statistics. To do this, the model
would require validation with confirmatory statistics and new data collected on a
probability based sample.
Model validation on the basis of exploratory methods alone is
impossible. The purpose of confirmatory statistics (together with
careful experimental design) on the other hand, is to validate
phenomena and hypothesis from investigations . . . Its aim is at least
to keep the probability of wrong decisions as low as possible . . . This
confirmation is necessary. At the same time, pure confirmation is not

sufficient for progress . . . . Exploratory methods are indispensable for
the advance of scientific research. (Godehardt, 1990, p. 16)

Cluster Analysis differs from Multi-dimensional scaling. The latter is also a
procedure for finding groups in data, but produces an answer mapped to n
dimensional space. Cluster Analysis is a dimensionless grouping procedure,
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There are many different Cluster Analysis algorithms including:
a) Hierarchical, both agglomerative and divisive (Lo, 1983, pp. 83 - 120)
(Dunn and Everitt, 1982, p. 77), (Everitt, 1980, p. 32)
b) Optimigation / partitioning (Kaufrman & Rousseeuw, 1990, p. 113), Kmeans
(Hartigan, 1985), (MacQueen, 1967)

c) Density or mode secking - Hill and Valley methods (Jackson, 1983, p. 171)
TAXMAP method of Cannichael and Sneath (Everitt, 1980, p. 47)

d) Clumping (Everitt, 1980, p. 54)
¢) Q Factor analysis (Everitt, 1980, p. 54)

f) Geometric methods including Graph theory (Lorr, 1983, p. 80) (Clifford and
Stephenson, 1975, p. 123), Minimum spanning trees (Clifford and
Stephenson, 1975, p. 123), (Diday and Simon, 1976, p. 66), Metroglyphs
(Gordon, 1981, p. 81) and Principal Co-ordinates Analysis (Gordon, 1981,
p. 83)

g) Q mode or R mode analysis (Gordon 1981, p. 82)

h) Principal coordinates analysis (Gordon 1981, p. 83)

i) Non metric multi-dimensional scaling (Gordon, 1981, p. 91)

J} Probabilistic clustering (Clifford & Stephenson, 1975, p. 118)

k) Fuzzy clustering (Gordon, 1981, p. 58)

) Conceptual clustering (Michalski & Stepp, 1983 a and b)
This study used the first two of these algorithms; hierarchical and partitioning
Kmeans. These two algorithms were chosen as they implemented different
philosophies of cluster structure, and were readily available on a personal computer

using SYSTAT software. Further details of these algorithms and their variable
input parameters can be found in chapter 3.

Uses of Taxonomies

Taxonomies have been used to predict reaction o stimuli from the earliest tmes.
Galen (129-199 AD) related a person's susceptibility to various diseases to nine
temperamental types. Today, taxonomics are still used in this way.
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Everitt (1980) describes some other uses of Cluster Analysis including;
¢ finding a true typology
* model fitting
¢ develop a taxonomy
® hypothesis testing
® data exploration and hypothesis generating (must test with new data)

¢ data reduction and simplification

Romesburg (1984) agrees with the above but splits the taxonomy development into
the development of general and special purpose taxonomies and adds the further use

of assisting planning and manz gement.

® develop general taxonomy
® develop special purpose taxonomy

¢ assist planning and management

This study has as its primary research goals two of Romesburg's uses of Cluster
Analysis i.c. assist planning and management and develop a special purpose

taxonomy.

Romesburg also discusses the value of classification and taxonomies to the research
process. (1984, p. 225) Taxonomies can act as a catalyst to memory and thinking.
They become the building blocks for scientific theories. They assist in the
discovery of inductive generalisations and the prediction of values of specific vari-

ables. They assist in the organisation and retrieval of objects and improve planning,

Kaufman and Roussecuw (1990, p. 2) identify two common purposes of taxono-
mies. They are primarily used to identify a structure already present in data, They
can also impose structure in a 'fair’ way, where necessary, on almost homogeneous
data, e.g. divide a country into telephone areas.

Romesburg (1984, p. 6) generaliscs the different motives for taxonomy usage in

science, planning and engincering. Scicntists are motivated by a curiosity to
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discover how nature works, they do not require this knowledge for the benefit of
society. Scientists validate their models by agreement with experimental facts.
Planners on the other hand are motivated by making the world materially better.
This involves management decisions on the best way to achicve a goal. Planners
validate their work on how well the implemented plan improves the human condi-
tion.

Taxonomics are of use to both scientists and planners. Scientists use taxonomies to
improve their understanding of the subject under study and to communicate with
other scientists. Planners use taxonomies to asgist in the management, evaluation
and control process. A taxonomy of the spreadsheet development process would
support the goals of both scientists and planners.

2.6. Problems and Benefits of Cluster Analysis

Benefits of Cluster Analysis

Gordon (1981, p. 140) discusses the benefits of Cluster Analysis, the most signifi-
cant being the reduction of a large volume of data to a summary of manageable
size. The implementation of a Cluster Analysis procedure also forces a researcher
to specify precisely, important factors in assessing the data. Once programmed,
computers work without bias and the rescarcher's preconceived ideas are ignored
unless programmed in explicitly, when they can be identified.

Eroblems of Cluster Analysis

Everitt (1980, p. 59) discussed a major problem of this discipline i.e. the lack of a
universally recognisable definition of exactly what constitutes a cluster. Twelve
years later, there are still many distinct but often vague definitions used by different
authors. This situation does not promote scientific objectivity.

There is also the difficulty of deciding how many clusters are present in data or
indeed if any clusters are present at all i.c. if the data is non-homogenecous. Cluster
Analysis algorithms force clustering on data, ie. they do not have a possibility of
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retumning a result that no clustering exists. This point has been noted by many
authors (Sneath & Sokal, 1973), (Everitt, 1980), (Romesburg, 1984).

The criteria for accepting or rejecting clustering solutions are also ill defined and
usually depend on the subjective judgement of the practitioner.

Many clustering algorithms give hicrarchical solutions. Hicrarchical solutions have
their own particular problems. It could be inappropriate to force a hierarchical
structure on a particalar data-set. Everitt (1980, p. 65) shows that in hicrarchical
clustering, there is no relocation of entitics once they have been placed in a cluster.
An clement may be placed in the wrong branch early on upsciting the solution with
no chance of a re-assignment. There is doubt also how many clusters are
represented in a hierarchical solution. The rescarcher has to decide this by looking
at the tree, In addition, use of the single linkage algorithm may cause chaining, a
phenomenon described in Section 3.6.2.

Cluster Analysis does not automatically lead to a taxonomy. This still requires
interpretation, skill and insight by the numerical taxonomist to select characters,
coefficients of similarity and difference and clustering method:

These methods (Cluster Analysis) are best seen as tools for data
exploration rather than for production of a formal classification. . . .
These conclusions however are not to be interpreted as criticisms of
numerical methods but are merely intended to imply that one cannot
replace careful thought by automated computerised methods. (Dunn &
Everitt 1982, p. 105)

2.7. Software Engineering Taxonomies

The field of Computer Science has its own models and taxonomies. The activity of
programming involves the preparation of an abstract and general model of reality,
and then its particular implementation. All possible values of variables, all relevant
objects and all possible environmental situations have to be considered.
Taxonornies can prove uscful to computer scientists.
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In many rcspects, spreadshect development (by whatever name - application,
template or worksheet) is similar to the development of other software applications.
Both can be described by attributes such as size, complexity, developer expertise,
development time and software used. Developer characteriatics are the major source
of difference between spreadsheets and other software. Spreadsheets arc usually
developed by end-users, who are not computer professionals and often work outside
the direct control of DP departments. Kee notes that "spreadsheet templates are
typically developed by managers with limited knowledge of standards or the conse-
quences of not applying them™ (1988, p. 55 ).

2.8. Selection of Spreadsheet Attributes for use in
Cluster Analysis

Selection of spreadshect attributes for input to the Cluster Analysis process was
based on attributes mentioned in the published software engineering taxonomies
reviewed below. Atiributes used to distinguish between membership of categories
in the various taxonomics of end-users, software applications, development
environments, software usage and criticality, were drawn from the reports of many

different authors.

2.9. Categorisations of Relevance to the Spreadsheet
Development Process

Many authors have described taxonomies and categonisations of relevance to soft-
ware application development. In this literature review, emphasis is placed on those
categonisations that can be used to describe general end-user computing or
spreadshect development. Chapter 3 describes how some of the variables described
in these taxonomies were used to derive the A.D.E. taxonomy of spreadsheet

applications development.
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291, End-Users

Several authors have proposed taxonomies describing spreadsheet developers or
more general end-users. Tucker (1987) took a simple view. He categorised people
involved with spreadsheets as '‘Builders’, '‘Users’ and Readers’. 'Builders’ create
spreadsheets, ‘Users' run spreadsheets and Readers’ use their output, Frequently the
‘Builder’, ‘User’ and 'Reader’ are the same person.

Rockart and Flannery (1983, p. 777) noted the CODASYL end-user facilities
committee categorisation of end-users as 'Direct!, Intermediate’ and ‘Indirect'.
Direct’ users work with terminals or PCs. ‘Intermediate’ users specify the
information requirements for reports which they ultimately receive and 'Indirect’
users use computers through others e.g. an airline passenger requesting a flight
booking.

Rockart and Flannery (1983) cite Martin (1982} and McLean (1974), who expanded
on the CODASYL committee definition of end-users. They further broke down
‘Direct’ users into:

a) DP professionals who write code for others

b) DP amateurs who write code for their own use

¢} Non DP trained users who use code written by others
Rockart and Flannery (1983) stressed the diversity of end-users and defined their

own taxonomy which was rearranged by Kasper and Cerveny (1985). Their
categories of end-users included:

Supporter of end-users

a) Functional support personnel who work predominantly in their own
functional arcas whilc retaining a sophisticated supporting role to the
end-user computing activities of their work-mates

b) End-user computing support personnel often in an Information Centre.

¢} Professional DP programmers
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End-user

a) Non programming end-users who use software provided by others
b) Command level end-users who can use the software veell and generate
unique reports and queries

¢) End-user programmers who develop their own applications,

Cotterman and Kumar (1989, p. 9) further evolved this definition. They produced
an end-user cube graphical taxonomy based on the ideas of morphological analysis
as propounded by Zwicky (1967). They aggregated Rockart and Flannery’s six
classes of users into two: those who develop systems for use by others and those
who develop systems only for their own use. They also categorised end-users in
three dimensions, ‘Operation’, Development' and 'Control’. 'Operation’ involves the
running, 'Development' the creation, and 'Control' the authorisation of the
application. They coded cach dimension on a binary dichotomous scale leading to a
categorisation such as (0,1,0) for an organisation or individual who did not operate
or authorise an application but had the responsibility for developing it, i.e.
Cotterman and Kumar's category of 'User-developer’. They used their cube to
classify and assess end-user computing risks.

Other authors categorise developers by expertise. Shneiderman (1987) divided
end-users into Novice', 'Knowledgeable intermittent users’ and 'Frequent or Power
users'. Page-Jones (1990) extended this categorisation. He developed his taxonomy
primarily for use in categorising software engineering expertise but stressed that it
had a much broader usage. It is pertinent to spreadsheet developers:

a) Innocent

b) Aware

¢) Apprentice

d) Practitioner

e) Journcyman

f) Master

g) Expert
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2.9.2. Application Areag

Spreadsheets are rather specialised software applications and accordingly there have
been few reports in the literature covering the areas where they are used.
Spreadsheets can be considered as a subset of decision support systems. Eom and
Lee (1990, p. 68) surveyed journal articles about decision support systems
publigshed between 1971 and 1988. They categorised these by application area.
Most applications (66%) were in the corporate financial management area, Their
categorics included:

a) Corporate financial management including accounting, auditing, finance,
human resource management, international business, information systems,
marketing and transportation and logistics, production and operations
management, sirategic management

b} Agnculture

¢) Education

d) Govemment

e) Hospital and health care

f) Military

g) Natural resources

h) Urban and community planning

i) Miscu laneous
2.9.3. lication Function

Many authors have classified software by function. Such categorisations concentrate
on the use of the application. General functional caxonomies have been developed
for software applications. More restricted functional categorisations o decision
support systcms have beern reported and there are some papers and articles which
attempt a limited catcgorisation of spreadsheets from a functional perspective.
Some of these classifications are general purpose but more often the classification
has been developed with a specific purpose in mind,
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Ballou and Pazer (1985, p. 1985) categorised information systems as cither
Transaction processing' or 'Model based decision support’.  Spreadsheet
applications can belong to either category. Prototyping is a commmon development
methodology for spreadshects. West (1986) developed a taxonomy of prototypes.
His categories of "Transaction system' and "Decision support’ were similar to those
of Ballou and Pazer, with the additional category of 'Data integration' software, He
extended his taxonomy to consider different implementation technologics and

devclopment environments.

Eom and Lee (1990) in their survey of published articles (1971 - 1988) on decision
support systems, noted spreadshects as one of the types of software used to develop
decision support systems. They were concemed about the impact of decision
support systems on decision making. They divided the applications in their survey
into four kinds.

a) Deterministic models. Once the input is determined the output is assured.

b) Stochastic models involving a measure of probability about their outcome.

¢} Forecasting and statistical models.

d) Other applications

Eom and Lee (1990) also considered the capacity of the output of a decision support
system to influence a decision. They extended Alter's taxonomy to model this
aspect of software applications. Alter's (1980) taxonomy as reviewed in Eom and
Lee (1990) had the following categories:
a) File drawer systems - on-line access to a particular item
b) Data analysis systems - on-line data retrieval, manipulation and display
¢) Analysis information systems - manipulate the internal data from transaction
processing augmented with data from other sources
d) Accounting medels - use balance shects, estimate of income etc.
e) Representational models - estimate future consequences on variable
parameters
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f) Optimisation models - generate optimal solutions within a series of
constraints
g) Suggestion models - leave no room for judgement

Fox published his well known software application taxonomy in 1982. He
categorised the function of software in two dimensions: (Fox, 1982, p. 35)

a) Types: 'Application', '‘Support' (programmer tools) or 'System' software
b) Classes: 'Product’ or "Project’ (used to develop a Product).

Macro (1990, p. 71) added a third class of software to b) - the 'Prototype’. Using
Fox's taxonomy, spreadsheets (applications, worksheets or templates) are ‘Product’,
'Application' software while the parent spreadsheet software is 'Support', 'Project’
software. Frequently spreadsheet applications are 'Prototypes' that have migrated to
become 'Products’ without the checks and balances normally associated with
software 'Products’ developed by DP professionals.

Rockart and Flannery (1983, p. 779) surveyed end-user computing in seven large
American and Canadian companies. Their survey covered all types of end-user
computing and was not restricted to spreadsheets.  50% of the applications
involved complex analysis, and a further 21% simple analysis or inquiry. Other
types of systems developed involved report generation, operational systems and
miscellaneous systems.

Schneider and Hines (1990) also classified software applications. Their
classification was a special purpose taxonomy for medical software, developed to
assist in ensuring patient safety. It was of particular interest to this study as it
classified software applications from a control perspective. It considered all types
of applications and control, and spreadsheets were not mentioned explicitly in their
article. Schneider and Hines considered two aspects of medical software requiring
control, 'Patient Safety’ and 'Patient Vulnerability'. ‘Patient Safety' involved
protection from harm by a medical device. 'Patient Vulnerability' involved
protection from indirect harm due to erroneous data entering a system.
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Schneider and Hines' taxonomy was also three dimensional considering 'Function'
(data or device driven), 'Mode’ (actively change data or report only) and the
concept of a ‘Controlled or Uncontrolled environment’. They recommended points
of control for each classification within their taxonomy. Their concept of
environmental control was used in the development of the AD.E. taxonomy and
their suggestion of basing control on the application category within a taxonomy is
considered further in chapter 6.

2.9.4. Application Criticality

A further aspect of the use of a software application is how critical it is to the
organisation where it is developed. Weber (1986) considered the criticality of
end-user developed systems. He gave suggestions on the assessment of criticality
including:

a) Effect on the organisation should the system be withdrawn

b) Scope of effect of the system

c) Use of corporate data

Eom and Lee (1990) classified published articles on decision support systems by the
level of management involvenent: ‘Strategic’, Tactical' or ‘Operational’. Their
paper did not restrict itself to a discussion about spreadsheets but considered
decision support systems in general. However their classification is also useful to
categorise spreadsheets and would assist in giving an indication of how critical a
spreadsheet is to an organisation.

Karten (1989) looked at spreadsheet applications from a control perspective and the
criticality of the application to the organisation. Her classification of spreadsheet
applications was restricted to those types she considered worthy of control:

a) Used for making business decisions especially financial that have a
permanent and significant effect on the organisation

b} Users or creators of corporate data

¢) Complex (logical or content)

d} Rushed development



¢) Catastrophic consequences if in error
f) Developed in an organisation with a heightened sensitivity due to past
experiences of exrors

Eom and Lee (1990) considered task interdependency in their survey of articles on
decision support systems. They were concerned about the sharing of data between
decision makers and the impact a particular decision support task exerts on other
tasks., They classified their surveyed decision support journal articles by task
interdependency

a) Personal support only
b) Group support - using corporate data and relating to each other

¢) Organisational support - creating corporate data

Rockart and Flannery (1983) also considered how critical end-user computer
systems were to an organisation. They categorised the scope of systems as
‘Personal’, 'Single department’ or 'Multi-departmental' and expressed surprise at the
percentage of systems which were not confined to personal use (69%). They also
categorised the frequency of use of the applications as 'Daily', "'Weekly', 'Monthly’,
‘As needed’ and *One-shot’. Their classifications were used to help identify suitable
spreadsheet attributes for input to the clustering process. A comparison of the
results of the survey of spreadsheet applications described in this dissertation with
Rockart and Flannery’s findings for general end-user computing, can be found in

chapter 6.

2.9.5. Data

Data used in an application is a major contributor to its criticality. Rockart and
Flannery (1983, p. 778) reported on the source of data used in their survey of
end-user computing applications. Approximately one third was transferred
clectronically, a further third was keyed in and most of the remaining third was
generated by the end-user.
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Nesbit (1985, p 80) identified categories of data usage that can cause integrity
problems:

a) Multiple purposes - same data used again
b) Mixed time frames - currency for one use may be different for another

c) Big categories small analysis - data aggregated so that useful data is no
longer explicit

d) Misunderstood definitions

¢) Corporate rather than private data

Buckland (1989, p. 196) distinguished between ‘Public’, ‘'Corporate’ and
Non-corporate’ data (Private data). His categories considered data from the
perspective of its source, 'Corporate’ data was considered as either data that
cffected the finances of the company and was kept as part of its records or data on
which routine management decisions were based. He considered 'Private’ data to be
cither "transient or short lived” data or "data developed from analytical work
without adequate controls” and 'Public’ data as data from public sources. These
concepts of data categorised by its source are relevant to spreadsheets and were
used in the development of the A.D.E. taxonomy.

2.9.6. Program Implementation

Halstead (1977) was concerned with algorithms and their implementation. He was
interested in algorithmic properties that could be measured directly or indirectly,
statically or dynamically including ‘'Length’, '‘Program Level', 'Modularity’, 'Purity’
{lack of double negatives, aliases etc.), 'Size’, 'Intelligence content’ and
'‘Prograrnming cffort’. Fox (1982) also considered the three major attribute
categories of software; 'Scale’, 'Complexity’ (subdivided into 'Technical’ and
Logical’) and 'Clarity’. These properties have relevance for spreadsheets.
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Lehman (1980) cited by Macro (1990, p. 74) classified programs according to their
S, P, or E properties:

8) S - Specified formally

b) P - Problem oriented with an inexact formulation

c) E - Embedded in the real world so likely to change formulation

Macro (1990) extended this classification of programs to software and changed E to
mean 'Evolvable’. Few spreadsheets belong to Lehman's category S. Most
spreadsheets can be categorised as P with a few in category E. The prevalence of
spreadsheet eror reports in the literature, outlined in chapter 1, and the current
extended spreadsheet usage in many organisations, promotes the casc for more
spreadsheets being developed in category S i.c. with formal specification (and
control).

Other classifications according to program size and temporal properties ('Batch’,
'On-line', "Real-time") are given by Macro (1990).

2.9.7. Complexity

Macro (1990, p. 80) pointed out the "many faceted” nature of sofiware complexity.
He considered three aspects:

a) Complexity of Intention - software scope and requirements
b) Complexity of Interaction - dynamic software operation
¢) Complexity of Implementation - design and programming

The remainder of this discussion is restricted to '‘Complexity of implementation’ as
this has most bearing on spreadsheet development. This facet of software
complexity is an attribute of the implementation of software rather than an
attribute of its function or operation. Several different authors have defined aspects
of software complexity (Fox, 1982 ), (Halstead, 1977), (Shneiderman, 1980),
(Macro, 1990), (Gilb, 1977, p. 88).
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However Macro reports that:

There are no cstablished and generally accepted metrics for measuring

the complexity of a software system, although there is much research

into this topic. Macro (1990, p. 86)
Shneiderman (1980) postulated three types of software complexity: ‘Logical’,
'Structural' and 'Psychological’. 'Logical' complexity was involved with measuring
the number of possible paths through a program. He suggested measuring this
using cither the number of logical IF statements or McCabe's (1976) graph
theoretic complexity metrics. Gilb (1977, p. 162) also discussed metrics for
measuring ‘Logical' complexity.

Stneiderman's (1980) ‘Structural' complexity involved 'Absolute’ and 'Relative
gtractural complexity. 'Absolute’ was concerned with the number of modules and
objects while 'Relative’ was concemed about the coupling and links between them.
"Psychological' complexity was concerned with software characteristics that are
ditTicult for humans to understand and had much in common with Macro's (1990)

concept of 'Complexity of interaction’.

Meyer and Curley (1989) considered the complexity of computer applications with
particular relevance to expert systems. They considered complexity in two parts:
'Knowledge' and Technology' complexity, 'Knowledge' complexity was concerned
with measuring the domain and information characteristics of the expert system, i.e.
the complexity of content. Technology' complexity was concemed with the imple-
mentation of the system i.e. hardware platforms, programming effort, database and
networking.

Miller (1989) discussed the complexity afforded by linking worksheets. He
discussed modularisation and linkage within a worksheet, one time consolidation of
worksheets, multiple open worksheets linked e.g. Windows D.D.E., three dimen-
sional spreadsheets and multi-dimensional databases.



Based on these ideas about the complexity of general software applications,
spreadsheet complexity will be considered in terms of:

a)} Design complexity -~ worksheet layout

b) Formula complexity - functions and formulas used

¢) Link complexity - structural links to other entities

d) Logical complexity - number of options in the spreadsheet, controlled by

logical IF and LOOKUP functions.
2.9.8. S re Development Environment

Macro (1990, p. 64) defined four paradigms of application development: ‘Com-
putation', 'Data-processing’, 'Process-oriented' and ‘Rule-based’. The '‘Computational’
paradigm involves complex calculations and differs from the 'Data-processing’
paradigm which involves heavy volume simple transaction processing. 'Process
oriented’ involves calculation in real-time and ‘Rule-based' incorporates the artificial

intelligence principles of heuristic adaption and the ability to learn.

Sommerville (1985, p. 381) categonised software development environments as:

a} Programming language independent, best used for small systems

b) Programming language specific, used for exploratory programming and
prototyping

c) Software Engineering - IPSEs (integrated project support environments)

When considering spreadsheet security, integrity and quality assurance, it is
insufficient to consider development environments solely in terms of the software
used. Account needs to be taken of the people and procedures involved (as in
Sommerville's IPSE), i.e. not just the programming but also the whole software
development project.

Dart, Ellison, Feiler and Haberman (1987) of Camegic Mellon University
considered this when they produced a taxonomy of software development environ-
ments. They differentiated between ‘programming’ and 'software development’
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environments. The former consisting of ‘programming in the small' ie. coding,
compilation etc. and the latter a combination of 'programming in the large' and
‘programming in the m.iny' i.e. extending into areas such as configuration and
project management Their taxonomy considered basic operating facilitics such as
memaory and data, and statc of the art enhanced functionality, such as browsers,
windowing and multi-tasking.

Their taxonomy had four categorices:

a) Language centred environments - one language only, highly interactive with
poor support for programming in the large

b) Structure oriented environments - tools for direct manipulation of structures,
language independent generators

c) Toollat environments - including support for programming in the large
activities. No environmental controls

d) Method based environments - support programming in the large and
programming in the many, design methodologies etc.

Spreadshects were not referred to explicitly in this paper, but have aspects of
language centred and structured oriented environments.

Perry and Kaiser (1991) produced a general three dimensional model of software
devclopment environments looking at 'Structures', 'Mechanisms' and ‘Policies’.
They placed this in a sociological metaphor of 'State’, 'City’, 'Family’ and
Individual’. ‘Structures’ are objects that represent the software under development.
‘Mechanisms' are the languages and tools involved. 'Policies’ are user requirements
that are imposed during the development process. They compared their taxonomy
to that of Dart et al. Their concept of policies is pertinent to the control of
sprecadsheet development.



Schmitt (1988) developed a partial taxonomy of end-user development
environments which is also relevant to spreadsheets,
a) Basic, used for decision aking within a department. No DP data provided.
Application within the scope of the normal functional job of the developer.
b) Sophisticated end-user. Corporate data downloaded from the main-frame
and used locally.

c) Distributed programming. Developed for others to run.

2.9.9, h isation

Several partial categorisations of aspects of the spreadsheet application
development process have been published.

Moskowitz (1987b. p. 51) categorised spreadshect templates in the popular
computer press primarily by whether the developer was a computer professional:
a) Large templates prepared by programmers usually debugged and validated
with care.
b) End user error-prone templates, often adapted by others with no real
understanding of the underlying constraints,

Anderson and Bernard (1988) and Ronen, Palley and Lucas (1989) examined types
of spreadshect application. Crecth (1985, p. 92) looked at the type of models he
considered were suitable for spreadsheet implementation concluding that accounting
packages or financial modelling packages were often the more appropriate tool.
Crecth felt that spreadsheets should only be used for very simple models:

a) Models that are sole'v used by their developer

b) Models that may be used by others but are unlikely ever to require formula
changes

¢) Models that will seldom be updated
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Hassinen, Sajanicmi and Viaisanen (1988) reviewed more than one hundred
spreadsheets in use in Finnish government and industry and produced a taxonomy
of spreadsheet physical and logical data structures.

Anderson and Bernard (1988, p. 42) categonised spreadsheets from an accountant's
perspective with the required documentation and controls in mind.

a) Simple spreadsheets developed for and by the same person.
b) Complex spreadshects developed for and by the same person.

c) Spreadshect created for another user.

Ronen, Palley and Lucas (1989, p. 87) categorised spreadsheet models in a similar
way, but focused on the model reusability as well as whether the developer was
also the user of the model.

a) Developer is the user too. One shot throwaway model.

b) Developer is the user too but frequent model runs.

c) Developer not the formal user.

They also categornised spreadsheet applications in terms of information systems as:
a) Transaction processing.
b) Management Information Systems.
¢) Decision Support Systems - personal use only.
d) Decision Support Systemns designed for others.

Their class d) further considered models designed for few or many users, the
expertise of the user and the number of times the model was run.

This review of the literature did not identify a complete taxonomy of all aspects of
the spreadsheet development process. The most suitable categorisation pertinent to
spreadsheets, was provided by Rockart and Flannery's (1983) extensive taxonomy
of end-user computing. A comparison of the AD.E. taxonomy of spreadsheet
application development with Rockart and Flannery's taxonomy was used to
validate the former and can be found in section 5.5.5 and chapter 6.
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Rockart and Flannery classified end-user applications in scveral dimensions:

2) By primary purpose ¢.g. reports, operational systems

b) By systems scope - multi or single department, personal
¢) By primary source of data

d) By who developed them

c) By who uses them

f) By frequency of use

g) By inclusion of graphics

Ronen, Palley and Lucas (1989) and Anderson and Bernard (1988) went onc step
further, suggesting appropriatc design and control criteria could be developed for
different spreadshect categories.

There is a need for a more extensive yet generalised spreadsheet application taxono-
my to enable comparisons of the design and control recommendations proposed by
different authors. Cotterman and Kumar (1989), the developers of an end-user
taxonomy, justify its use by pointing out the dangers of comparing research results
where groups have not been fitted into such a taxonomy. They used their taxono-
my to assess risk caused by end-users. The same point can be made to support the
development of a taxonomy of spreadsheet applications. Chapter 6 includes a
discussion on how such a taxonomy, with a checklist of matching design and
control criteria, could assist a spreadsheet application developer in building
worksheets with the appropriate security and integrity controls.

2.10. Summary of this Chapter

This chapter discussed some reports in the literature of relevance to developing a
special purpose taxonomy of spreadsheet application development. The concepts of
the representation of reality with different models, and the criteria for choosing the
best’ mode! were considered. A brief history of classification and numerical
taxonomy was devcloped. Finally the literature was reviewed for categorisations
and taxonomies of the spreadsheet development process and allied activities.
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CHAPTER 3: STUDY METHODOLOGY
AND DESIGN

3.1. Outline of this Chapter

This chapter sets out the rationale behind this study and its design in sufficient
detail to allow its replication by others. Initially, the study is framed by the goals
of the research. A survey of spreadsheet application development and the
subsequent exploratory data analyses are described, leading to the construction of a
taxonomy of spreadsheet applications development and its diagnostic key. The
chapter concludes with a discussion of cthical considerations.

3.2 Framing of the Study

This study was framed by the primary research goal of the development and
validation of a special purpose taxonomy of spreadsheet application development,
The A.D.E. (Application, Developer, Environment) taxonomy was evolved for use
in categorising spreadsheet application development projects.

In a future study, a 'Spreadsheet Control Model' will be developed. A spreadsheet
development project's category within the A.D.E, taxonomy could then be input
into the control model to ascertain appropriate spreadshect design and control
measures. Thus the long-term resecarch goal of providing assistance for the
planning and management of spreadsheet application development, also
contributed to the framing of this current study.

The selection of the spreadsheet attributes used to develop the taxonomy was
framed by the taxonomy's proposed use for suggesting spreadsheet design and
control measures.  The cases sclected for input to mathematical clustering
procedures were selected on the basis that they showed sufficient variation to
contribute to a taxonomy well representative of the population.
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The secondary research goals of developing a useful taxonomy with well structured
and intuitive clusters framed the criteria for acceptability of clustering solutions as a
basis 1or the A D.E. taxonomy.

3.3. Outline of the Research Methods

An analytical survcy of spreadshect application development was conducted. Both
qualitative and quantitative data were collected through a sclf administered
questionnaire. Exploratory data analysis using multivariate statistical methods,
primarily cluster analysis found groups within thc data. These groups were
analysed to find which spreadsheet attributes contributed most to the between group
variability and within group cohesivencss. From this analysis, the A.D.E.
(Application, Developer, Environment) taxonomy of spreadsheet application
development was evolved. Validation of the taxonomy will be described in chapter
5.

3.4. Survey of Spreadsheet Application Development

3.4.1. Population

The population of interest to this study consisted of all incidences of spreadsheet
application development in Australia. The size and vaniability of this population
were unknown, however continuation of this study was justified as the research
was largely exploratory in nature and its successful outcome would assist in the
definition of the population vaniability.

34.2. Sample
Sampliag Unit

The sampling unit consisted of one incidence of a spreadsheet developer developing
a gingle spreadsheet application; i.c. a single spreadsheet development project.
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Sampling Frame

A sampling frame can be defined as "A basic list or reference that unambiguously
defines every clement or unit in the population from which the sample is to be
taken.” (Stopher and Mcyburg, 1979, p. 12) The lack of availability of a complete
sampling frame posed this study's major difficulty. Unsuccessful approaches to
identify such a frame were made to:  a) Edith Cowan University Libraries, b)
Australian Bureau of Statistics, ¢) Spreadsheet Vendors, d) Australian Consumers
Association, ¢) the Australian Computer Socicty and f) the national computer press

including the Computer Section of The Australian’ newspaper.

If a suitable frame had been available, its currency could have been suspect and it
would probably have suffered from defects of inaccuracy, inadequacy and incom-
pleteness. Frames of subsets of the population of spreadsheet developers were
constructed and used in the stratified sampling procedures outlined below.

Sa.npling Plan

As a complete sampling frame was unavailable, commonly used probability based
sampling designs, such as tho<c shown below, were unsuitable. (Stopher and
Mecyburg, 1979, p. 21-22), (Davis and Cosenza, 1985, p. 215-227):

a) Random sampling
b) Stratified Random Sampling with use of a vaniable sampling fract n
c) Multistage sampling

d) Cluster sampling

The evolution of a useful and representative taxonomy of spreadsheet application
development, required a sample which included a wide range of spreadsheet devel-
opment projects. Inclusion of as much of the vaniability of the population as poss-
ible, even small groups, was mandatory. To ensure this outcome, compromise

subjective sampling decisions were taken.
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f) Optimisation models - generaie optimal solutions within a series of
constraints
g) Suggestion modcls - leave no room for judgement

Fox published his well known software application taxonomy in 1982. He
categorised the function of software in two dimensions: (Fox, 1982, p. 35)

a) Types: "Application’, 'Support’ (programmer tools) or 'System' software
b) Classes: 'Product’ or ‘Project’ (used to develop a Product).

Macro (1990, p. 71) added a third class of software to b) - the Prototype’. Using
Fox's taxonomy, spreadsheets (applications, worksheets or templates) are 'Product’,
‘Application’ software while the parent spreadsheet software is ‘Support’, 'Project’
software. Frequently spreadshect applications are "Prototypes’ that have migrated to
become 'Products’ without the checks and balances normally associated with
software 'Products' developed by DP professionals.

Rockart and Flannery (1983, p. 779) surveyed end-user computing in scven large
American and Canadian companies. Their survey covered all types of end-user
computing and was not restricted to spreadsheets.  50% of the applications
involved complex analysis, and a further 21% simple analysis or inquiry. Other
types of systems developed involved report generation, operational systems and
miscellaneous systems.

Schneider and Hines (1990) also classified software applications. Their
classification was a special purpose taxonomy for medical software, developed to
assist in ensuring patient safety, It was of particular interest to this study as it
classified software applications from a control perspective. It considered all types
of applications and control, and spreadsheets were not mentioned explicitly in their
article. Schneider and Hines considered two aspects of medical software requiring
control, Patient Safcty’ and 'Patient Vulnerability’. ‘Patient Safety’ involved
protection from harm by a medical device. 'Patient Vulnerability’ involved
protection from indirect harm due to crroneous data entering a system.
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Schneider and Hines' taxonomy was also three dimensional considering ‘Function'
(data or device driven), ‘Mode’ (actively change data or report only) and the
concept of a ‘Controlled or Uncontrolled environment’. They recommended points
of control for cach classification within their taxonomy. Their concept of
environmental control was used in the development of the A.D.E. taxonomy and
their suggestion of basing control on the application category within a taxonomy is
considered further in chapter 6.

2.94. Application Criticality

A further aspect of the use of a software application is how critical it is to the
organisation where it is developed. Weber (1986) considered the criticality of
end-user developed systems. He gave suggestions on the assessment of criticality
including:

a) Effect on the organisation should the system be withdrawn

b) Scope of effect of the system

c) Use of corporate data

Eom and Lee (1990) classified published articles on decision support systems by the
level of management involvement: ‘Strategic', Tactical' or 'Operational’. Their
paper did not restrict itself to a discussion about spreadsheets but considered
decision support systems in general. However their classification is also useful to
categorise spreadsheets and would assist in giving an indication of how critical a

spreadsheet is to an organisation.

Karten (1989) looked at spreadsheet applications from a control perspective and the
criticality of the application to the organisation. Her classification of spreadsheet
applications was restricted to those types she considered worthy of control:

a) Used for making business decisions especially financial that have a
permanent and significant effect on the organisation

b) Users or creators of corporate data

¢) Complex (logical or content)

d) Rushed development



¢) Catastrophic consequences if in error
f) Developed in an organisation with a heightened sensitivity due to past
experiences of errors

Eom and Lee (1990) considered task interdependency in their survey of articles on
decision support systems. They were concemed about the sharing of data between
decision makers and the impact a particular decision support task exerts on other
tasks, They classified their surveyed decision support journal articles by task
interdependency

a) Personal support only

b) Group support - using corporate data and relating to each other

¢) Organisational support - creating corporate data

Rockart and Flannery (1983) also considered how critical end-user computer
systemns were to an organisation. They categorised the scope of systems as
‘Personal’, 'Single department’ or 'Multi-departmental’ and expressed surprise at the
percentage of systems which were not confined to personal use (69%). They also
categorised the frequency of use of the applications as 'Daily’, 'Weekly', 'Monthly’,
'As needed’ and 'One-shot'. Their classifications were used to help identify suitable
spreadshect attributes for input to the clustering process. A comparison of the
results of the survey of spreadsheet applications described in this dissertation with
Rockart and Flannery's findings for general end-user computing, can be found in
chapter 6.

2.9.5. Data

Data used in an application is a major contributor to its criticality. Rockart and
Flannery (1983, p. 778) reported on the source of data used in their survey of
end-user computing applications. Approximately on¢ third was transferred
clectronically, a further third was keyed in and most of the remaining third was
generated by the end-user.
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Nesbit (1985, p 80) identified categorics of data usage that can cause integrity
problems:

a) Multiple purposes - same data used again

b) Mixed time frames - currency for one use may be different for another

c) Big catcgorics small analysis - data aggregated so that useful data is no
longer explicit

d) Misunderstood definitions

¢) Corporate rather than private data

Buckland (1989, p. 196) distinguished between 'Public’, 'Corporate’ and
‘Non-corporatc’ data (Private data). His categorics considered data from the
perspective of its source.  'Corporate’ data was considered as either data that
effected the finances of the company and was kept as part of its records or data on
which routine management decisions were based. He considered 'Private’ data to be
cither "transient or short lived” data or "data developed from analytical work
without adequate controls™ and ‘Public’ data as data from public sources, These
concepts of data categorised by its source are relevant to spreadsheets and were
used in the development of the A.D.E. taxonomy.

2.9.6. Program Implementation

Halstead (1977) was concerned with algorithms and their implementation. He was
interested in algorithmic properties that could be measured directly or indirectly,
statically or dynamically including 'Length', 'Program Level’, ‘Modularity’, 'Purity’
(lack of double negatives, aliases etc.), 'Size’, ’‘Intelligence content’ and
'Programming cffort’, Fox (1982) also considered the three major attribute
categories of software: ‘Scale’, 'Complexity’ (subdivided into 'Technical' and
'Logical”) and 'Clarity’. These properties have relevance for spreadsheets.
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Lehman (1980) cited by Macro (1990, p. 74) classified programs according to their
S, P, or E propertics:

a) S - Specificd formally

b) P - Problem oriented with an inexact formulation

¢) E - Embedded in the real world o likely to change formulation

Macro (1990) extended this classification of programs to software and changed E to
mcan ‘Evolvable’. Few spreadsheets belong to Lehman's category S, Most
spreadsheets can be categorised as P with a few in category E. The prevalence of
gpreadsheet error reports in the literature, outlined in chapter 1, and the cuwrrent
extended spreadshect usage in many orgamisations, promotes the case for more
spreadsheets being developed in category S i.e. with formal specification (and
control).

Other classifications according to program gize and temporal properties (‘Batch’,
‘On-line’, 'Real-time’) are given by Macre (1990).

2.9.7. Complexity

Macro (1990, p. 80) pointed out the "many faceted™ nature of sofiware complexity.
He considered three aspects:

a) Complexity of Intention - software scope and requirements

b) Complexity of Interaction - dynamic software operation

c) Complexity of Implementation - design and programming
The remainder of this discussion is restricted to ‘Complexity of implementation’ as
this has most bearing on spreadsheet development. This facet of software
complexity is an attribute of the implementation of software rather than an
attribute of its function or operation. Several different authors have defined aspects

of software complexity (Fox, 1982 ), (Halstead, 1977), (Shneiderman, 1980),
(Macro, 1990), (Gilb, 1977, p. 88).
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However Macro reports that:

There are no established and generally accepted metrics for measuring

the complexity of a software system, although there is much research

into this topic. Macro (1990, p. 86)
Shneiderman (1980) postulated threc types of software complexity: 'Logical',
'‘Structural' and 'Psychological’. "Logical' complexity was involved with measuring
the number of possible paths through a program. He suggested measuring this
using cither the number of logical IF statements or McCabe's (1976) graph
theoretic complexity metrics. Gilb (1977, p. 162) also discussed metrics for

measuring ‘Logical' complexity.

Shneiderman's (1980) 'Structural’ complexity involved 'Absolute’ and Relative
structural complexity. ‘Absolute’ was concemned with the number of modules and
objects while 'Relative’ was concerned about the coupling and links between them.
'Psychological' complexity was concerned with software characteristics that are
difficult for humans to understand and had much in common with Macro's (1990)

concept of 'Complexity of interaction’.

Meyer and Curley (1989) considered the complexity of computer applications with
particular relevance to expert systems. They considered complexity in two parts:
'Knowledge' and Technology' complexity. ‘Knowledge' complexity was concerned
with measuring the domain and information characteristics of the expert system, i.c.
the complexity of content. Technology' complexity was concerned with the imple-
mentation of the system i.e. hardware platforms, programming effort, database and

networking,

Miller (1989) discussed the complexity afforded by linking worksheets. He
discussed modularisation and linkage within a workshest, one time consolidation of
worksheets, multiple open worksheets linked ¢.g. Windows D.D.E., three dimen-
sional spreadsheets and muiti-dimensional databases.



Based on these ideas about the complexity of general software applications,
spreadsheet complexity will be considered in terms of:

a) Design complexity - worksheet layout

b) Formula complexity - functions and formulas used

¢) Link complexity - structural links to other entities

d) Logical complexity - number of options in the spreadshect, controlled by

logical IF and LOOKUP functions.
2.9.8, Software Development Environments

Macro (1990, p. 64) defined four paradigms of application development: 'Com-
putation’, ‘Data-processing’, 'Process-oriented’ and ‘Rule-based’. The 'Computational'
paradigm involves complex calculations and differs from the ‘Data-processing'
paradigm which tnvolves heavy volume simple transaction processing. 'Process
oriented' involves calculation in real-time and 'Rule-based’ incorporates the artificial

intelligence principles of heuristic adaption and the ability to leam.

Sommerville (1985, p. 381) categorised software development environments as:

a) Programming language independent, best used for small systems

b) Programming language specific, used for exploratory programming and
prototyping
¢) Software Engineering - IPSEs (integrated project support environments)

When considering spreadsheet security, integrity and quality assurance, it is
insufficient to consider development environments solely in terms of the software
used. Account needs to be taken of the people and procedures involved (as in
Sommerville's IPSE), i.e. not just the programming but also the whole software
development project.

Dart, Ellison, Feiler and Haberman (1987) of Camegiec Mellon University
considered this when they produced a taxonomy of software development environ-
ments. They differentiated between ‘programming’ and 'software development'
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environments. The former consisting of ‘programming in the small' i.e. coding,
compilation etc. and the latter a combination of ‘programming in the large' and
‘programming in the miny' i.c. extending into areas such as configuration and
project management. Their taxonomy considered basic operating facilitics such as
memory and data, and state of the art enhanced functionality, such as browsers,
windowing and multi-tasking.

Their taxonomy had four categories:

a) Language centred environments - one language only, highly interactive with
poor support for programming in the large

b) Structure oriented environments - tools for direct manipulation of structures,
language independent generators

¢) Toolkit environments - including support for programming in the large
activities. No environmental controls

d) Method based environments - support programming in the large and
programming in the many, design methodologies etc.

Spreadsheets were not referred to explicitly in this paper, but have aspects of
language centred and structured oriented environments,

Perry and Kaiser (1991) produced a general three dimensional model of software
development environments looking at 'Structures’, ‘Mechanisms' and 'Policies”.
They placed this in a sociological metaphor of 'State’, 'City’, 'Family' and
'Individual’, 'Structures' are objects that represent the software under development.
"Mechanisms' are the languages and tools involved. 'Policies' are user requirements
that are imposcd during the development process. They compared their taxonomy
to that of Dart et al. Their concept of policies is pertinent to the control of
spreadsheet development.



Schmitt (1988) developed a partial taxonomy of end-user development
environments which is also relevant to spreadsheets.
a) Basic, used for decision making within a department, No DP data provided.
Application within the scope of the normal functioneal job of the developer.
b) Sophisticated end-user. Corporate data downloaded from the main-frame
and used locally.
¢) Distributed programming. Developed for others to run.

2.9.9, sh risation

Scveral partial categorisations of aspects of the spreadsheet application
devclopment process have been published.

Moskowitz (1987b. p. 51) categorised spreadsheet templates in the popular
computer press primarily by whether the developer was a computer professional:

a) Large templates prepared by programmers usually debugged and validated
with care.

b) End user error-prone templates, often adapted by others with no real
understanding of the underlying constraints.

Anderson and Bernard (1988) and Ronen, Palley and Lucas (1989) examined types
of spreadsheet application. Creeth (1985, p. 92) looked at the type of models he
considered were suitable for spreadsheet implementation concluding that accounting
packages or financial modelling packages were often the more appropriate tool.
Crecth felt that spreadshects should only be used for very simple models:

a) Models that are solc® v used by their developer

b) Models that may be used by others but are unlikely ever to require formula
changes

¢} Models that will seldom be updated
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Hassinen, Sajaniemi and Vaisinen (1988) reviewed more than one hundred
spreadshects in use in Finnish government and industry and produced a taxonomy
of spreadsheet physical and logical data structures.

Anderson and Bemard (1988, p. 42) categorised spreadshects from an accountant's
perspective with the required documentation and controls in mind.

a) Simple spreadsheets developed for and by the same person.

b) Complex spreadsheets developed for and by the same person.

¢) Spreadsheet created for another user.

Ronen, Palley and Lucas (1989, p. 87) categorised spreadsheet models in a similar
way, but focused on the model reusability as well as whether the developer was
also the user of the model.

a) Developer is the user too. One shot throwaway model.

b) Developer is the user too but frequent model runs.

¢) Developer not the formal user.

They also categorised spreadsheet applications in terms of information systems as:
a) Transaction processing.
b) Management Information Systems,
c¢) Decision Support Systems - personal use onty.
d) Decision Support Systems designed for others.

Their class d) further considered models designed for few or many users, the
expertise of the user and the number of times the model was run.

This review of the literature did not ident:fy a complete taxonomy of all aspects of
the spreadsheet development process. The most suitable categorisation pertinent to
spreadsheets, was provided by Rockart and Flannery's (1983) extensive taxonomy
of end-user computing. A comparison of the AD.E. taxonomy of spreadsheet
application development with Rockart and Flannery's taxonomy was used to
validate the former and can be found in section 5.5.5 and chapter 6.
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Rockart and Flannery classificd end-user applications in several dimensions:

a) By primary purpose e.g. reports, operational systems

b) By systems scope - multi or single department, personal
c¢) By primary source of data

d) By who developed them

¢) By who uses them

f) By frequency of use

g) By inclusion of graphics

Ronen, Palley and Lucas (1989) and Anderson and Bernard (1988) went one step
further, suggesting appropriate design and control criteria could be developed for
different spreadsheet categories.

There is a need for a more extensive yet generalised spreadsheet application taxono-
my to enable companisons of the design and control recommendations proposed by
different authors. Cotterman and Kumar (1989), the developers of an end-user
taxonomy, justify its use by pointing out the dangers of comparing research results
where groups have not been fitted into such a taxonomy. They used their taxono-
my to assess risk caused by end-users. The same point can be made to support the
development of a taxonomy of spreadsheet applications. Chapter 6 includes a
discussion on how such a taxonomy, with a checklist of matching design and
control criteria, could assist a spreadsheet application developer in building
worksheets with the appropriate security and integrity controls.

2.10. Summary of this Chapter

This chapter discussed some reports in the literature of relevance to developing a
special purpose taxonomy of spreadsheet application development. The concepts of
the representation of reality with different models, and the criteria for choosing the
'best’ model were considered. A brief history of classification and numerical
taxonomy was developed. Finally the literature was reviewed for categorisations
and taxonomies of the spreadsheet development process and allied activities.
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CHAPTER 3: STUDY METHODOLOGY
AND DESIGN

3.1. Outline of this Chapter

This chapter sets out the rationale behind this study and its design in sufficient
detail to allow its replication by others. Initially, the study is framed by the goals
of the research. A survey of spreadsheet application development and the
subsequent exploratory data analyses are described, leading to the construction of a
taxonomy of spreadsheet applications development and its diagnostic key. The
chapter concluues with a discussion of ethical considerations.

3.2 Framing of the Study

This study was framed by the primary research goal of the development and
validation of a special purpose taxonomy of spreadsheet application development.
The A.D.E. (Application, Developer, Environment) taxonomy was evolved for use
in categorising spreadsheet application development projects.

In a future study, a 'Spreadsheet Control Model' will be developed. A spreadsheet
development project’s category within the A.D.E. taxonomy could then be input
into the control model to ascertain appropriate spreadsheet design and control
measures. Thus the long-term research goal of providing assistance for the
planning and management of spreadsheet application development, also
contributed to the framing of this current study.

The selection of the spreadsheet attributes used to develop the taxonomy was
framed by the taxonomy’s proposed use for suggesting spreadsheet design and
control measures.  The cases selected for input to mathematical clustering
procedures were selected on the basis that they showed sufficient variation to
contribute to a taxonomy well representative of the population,
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The secondary research goals of developing a useful taxonomy with well structured
and intuitive clusters framed the criteria for acceptability of clustering solutions as a
basis for the A.D.E. taxonomy,

3.3. Outline of the Research Methods

An anslytical survey of spreadsheet application development was conducted. Both
qualitative and quantitative data were collected through 2 scif administered
questionnaire. Exploratory data analysis using multivariate statistical methods,
primarily cluster analysis found groups within the data. These groups were
analysed to find which spreadsheet attributes contributed most to the between group
variability and within group cohesiveness. From this analysis, the A.D.E.
(Application, Developer, Environment) taxonomy of spreadsheet application
development was evolved. Validation of the taxonemy will be described in chapter
5.

3.4. Survey of Spreadsheet Application Development

34.1. Population

The population of interest to this study consisted of all incidences of spreadsheet
application development in Australia. The size and variability of this population
were unknown, however continuation of this study was justified as the research
was largely exploratory in nature and its successful outcome would assist in the
definition of the population variability.

4.2, Sample
Sampling Unit

The sampling unit consisted of onc incidence of a spreadsheet developer developing
a single spreadsheet application; i.e. a single spreadsheet development project,
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Samplisg Frame

A sampling frame can be defined as "A basic list or reference that unambiguously
defines every clement or unit in the population from which the sample is to be
taken.” (Stopher and Meyburg, 1979, p. 12) The lack of availability of a complete
sampling frame posed this study's major difficulty. Unsuccessful approaches to
identify such a frame were made to:  a) Edith Cowan University Libraries, b)
Australian Bureau of Statistics, c) Spreadsheet Vendors, d) Australian Consume=rs
Association, ¢) the Australian Computer Society and f) the national computer press
including the Computer Section of The Australian' newspaper.

If a suitable frame had been available, its currency could have been suspect and it
would probably have suffered from defects of inaccuracy, inadequacy and incom-
pleteness. Frames of subscts of the population of spreadsheet developers were
constructed and used in the stratified sampling procedures outlined below.

As 2 complete sampling frame was unavailable, commonly used probability based
sampling designs, such as thosc shown below, were unsuitable. (Stopher and
Meyburg, 1979, p. 21-22), (Davis and Cosenza, 1985, p. 215-227):

a} Random sampling
b) Stratified Random Sampling with use of a variable sampling fract »
¢) Multistage sampling

d) Cluster sampling

The evolution of a useful and representative taxonomy of spreadsheet application
development, required a sample which included a wide range of spreadshect devel-
opment projects. Inclusion of as much of the vaniability of the population as poss-
ible, even small groups, was mandatory. To cnsure this outcome, compromise

subjective sampling decisions were taken.
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A sample was drawn 1n three unequal parts, initially involving 250 incidences of
spreadsheet application development. The sampling procedures used both prob-
ability and non-probability based sampling methods. Non-probability baged
aspects of the method as described by Davis and Cosenza (1985, p. 227) were used:

a) Judgement with quota samples - Quotas of groups of interest were subjec-

tively set by the researcher.
b) Convenience - Chosen in a convenient way by the researcher.

¢} Snowball - Used where the cases for analysis were hard to find and one

sampled case suggested the names of other possibilities.

The non-random nature of this sample was justified in terms of feasibility. The lack
of a sampling frame made random sampling impossible. Acknowledging the non-
random nature of the sample, no attempt was made to generalise the findings. The
rescarch goal of developing a special purpose taxonomy of spreadsheet application
development required the inclusion of representatives from all likely categories.
This might not have been achieved with a random sample. The research was
exploratory in nature, secking to generate rather than confirm hypotheses. To
generalise to the whole population, the findings would have to be confirmed by

inferential statistical methods using a random probability based sample.

The target population was stratified into three unequal strata based on the
geographical location of the spreadsheet developers, using the statistical subdivi-
sions of the Australian Bureau of Statistics 1991 Census:

a) Preston Statistical Subdivision of the South West Statistical Division of
Western Australia. - Aimed for high (80% + ) coverage

b} Perth Statistical Division of Western Australia - Multistage stratified
sampling.

¢) South Australia, Victoria, New South Wales and Queensland - Selective

sampling
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Spreadsheet developers were drawn from each stratum, randomly where this was
possible. Each developer was asked to provide a sampling unit by assessing a
random example of their recent spreadsheet development activity.,

Developers were asked 10 answer the questionnaire with respect to any recent
sample of their work. This introduced some element of probability based selection
within the strata. It was explicitly stated that there was no requirement as to size,
complexity or importance of the spreadsheet development assessed. This still did
not permit inference from the site to the target population, but did assist in fulfilling
a need for objectivity as suggested by Kish (1987, p 51).

5t tistical ivision

This stratum was defined as spreadsheets developed in the Local Government
Shires of Bunbury, Capel, Collie, Dardanup, Donnybrook-Balingup and Harvey.
These shires had a combined population of 60,926 in the 1991 census.

The sampling design within this stratum required assessment of one spreadsheet
from at least 80% of the developers in this restricted site. i.e. aim towards compiete
coverage of developers, with a random selection of spreadsheet from each. Kish
(1987, p. 50) justifies the sampling of restricted research sites on the grounds of
economics and feasibility. Stopher and Meyburg (1979, p. 109) state that "If no
frame exists, the entire survey becomes a non-sample survey, designed both to
collect the information for which the survey was originally intended and to set up a
sampling frame”. A sampling frame for the Preston stratam was constructed by
secking contact details of spreadsheet developers from all identifiable representa-

tives in the site of*

a) Computer vendors and repair persons
b) Local, State and Commonwealth Government Departments
¢) Mining companies

d) Staff and students of Edith Cowan University Bunbury Campus.



54

¢) Staff of the South West College of TAFE, Collie and Harvey TAFE.

f) Staff of High Schools.

g) Accountancy, Finance, Law, Medicinc and Engineering professional prac-
tices.

h) The Research Establishments of C.A.L.M. (Conservation and Land Manage-
ment) and the Department of Agriculture.

1) Computer Hobbyist user groups.
j) Data Processing Professionals.
k) Bunbury, Collie and Harvey Chambers of Commerce.

Spreadsheet developers were sent a survey questionnaire, a letter of transmittal and
a reply paid envelope. They were asked to respond within two weeks of receipt.
In addition, selected respondents to the survey were asked to identify spreadsheet
developer friends and colleagues who might not yet have been included. Reliance
for a high coverage of developers was based on this ‘snowball' effect, the initial
extensive enquiries to sct up the sampling frame, and the loyalty and interest of the
local spreadsheet development community towards a research project initiated on

their regional University Campus.

Non-response follow-u, wvolved up to three telephone interviews at two weekly
intervals until either the form was returned or the respondent gave notification of
intention of non-response. It was originally intended to survey non-respondents for
reasons for non-compliance in case this had introduced bias to the sample, but the

high response rate made this unnecessary.
Justification of Chojce of the Preston Stratum

The choice of this restricted sitc was justified on the grounds of convenience,
economic necessity, the feasibility of developing a sampling frame (Kish, 1987, p.
50) and the view that the Preston Statistical Subdivision represented a microcosm of
general Australian spreadsheet development practice.  Due to the lack of a
sampling frame, no attempt could be made to compare the spreadsheet development



55

characteristics of Preston to those of Australia as a whole, however a comparison of
the general characteristics of the populations of Preston and Australia was made
using the 1986 Australian census statisics.

The graphs shown in Figures 3.1 to 3.4 below are based on these statistics and
contrast Preston with all of Australia.

Wage/Salery Esmncr

Non Labour Forer

Unomployed

Employer

Unpaid Helper

10 20 30 ] 50
Percentage of the Total Population

Figure 3.1 Preston and Australia as a whole: Comparison of the
Percentage of the Total Population by Employment Category. Adapted
from the Australian Bureau of Statistics 1986 Census figures.

The plot in Figure 3.1 is based on Table 46 of Appendix F. It shows a comparison
between the employment categories of the whole ropulation of Preston and of
Australia as a whole. To the eye, they appear similar, however this similarity is not
statistically significant as;

1 calculated = 34. (critical x* = 3.18842, o =0.05, 1 d.f.) and H, is rejecied.

H,: There is no significant difference in the employment category
distribution of the population of Preston and that of all of Australia.

i.e. when considering employment categories, Preston is significantly different from
all of Australia.
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The census figures were examined further to establish where Preston differed from

all of Australia, so that the sampling procedures could take account of these
differences.

Not stated
Not qualified

Trale .

0 2 3N 44 N & N

Percentage of the Total Population

Eigure 3.2 Preston and Australla as a whole: Comparison of the
Percentapge of the Total Workforce by Educational Qualification.
Adapted from the Australian Bureau of Statistics 1986 Census figures

Figure 3.2 iz based on Table 47 of Appendix F. It shows a comparison between
the qualification distribution of the workforce in Preston and all of Australia.
Again the similarity is not statistically significant with:

o calculated = 446. (critical x* =3.18842, & =0.05, 1 d.f)} and H, is rejected.

H;: There is no significant difference in the educational qualifications of
the workforce of Preston and that of all of Australia.

i.e. the educational qualifications of the Preston work-force are different from those
of Australia as a whole. Preston has more people without qualifications and a
smaller percentage of people with degrees or diplomas.
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Preston and Australia as a whole: Comparison of the Parcen-
tage of the Total Workforce by Industry. Adapted from the Australian
Bureau of Statistics 1986 Census figures.

Figure 3.3 compares the industry distribution of the Preston workforce with that of
all of Australia.  Preston has higher percentages employed in the agricultural,
mining and gas and electricity industries, while it is low in those employed in public
administration and finance.

These differences were considered to be important and were compensated for by
selective sampling in the Perth Stratum, with the targeting of Finance and public
administration workers.
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Figure 3.4 Preston and Australia as a whole: Comparison of the
Percentage of the Total Workforce by Employment. Adapted from the
Australian Bureau of Statistics 1986 Census figures.

Figure 3.4 compares the employment of the Preston workforce with that of all of
Australia. Preston has more labourers and plant operators, reflecting the agnicultural
and mining industries, and is shc - clerical workers and professionals, reflecting
its regional and rural character.

Preston was broadly similar to Australia as a whole, however the similarity was
not statistically significant, with the major differcnces being the percentages of
administration, finance, clerical, mining workers and labourers discussed above.
Preston was considered suitable for use as a stratum for high density sampling in
this survey, particularly considering economic and feasibility criteria. The lack of
financial and public administration workers was noted, and an attempt was made to
target these groups in the multistage sampling applied to the Perth stratum.,



59

Perth Statistical Division

A Multistage sampling technique was used. This stratum was further subdivided
based on employment and membership of computer interest groups. An cffort was
made to target accounting, finance, government and clerical workers, as these
employment catcgorics had a coverage in the Preston stratum below the Australian
average. Each sub-stratum was sampled separately, cither by sending a key person
four or six questionnaires for random distribution, or by some other random

selection means.
The following sub-strata were sampled:

Academics:

Academics from Edith Cowan University Perth Campuses in the Departments of
Accounting, Research and Computer Studies were selected by listing their names,
throwing a dice and selecting that person in the list whose position cormesponded to
the value of the dice. The selected person became the starting point for the next
selection. The selection was repeated until sufficient cases were obtained,

Accountants and Finance Workers

Accountants and finance workers were selected for inclusion in the sample due to
the less than average coverage this employment category had received in the
Preston stratum, see Figure 3.3. Three accountants, based at the Edith Cowan
University, The Perth Stock Exchange and a large Perth Accountancy practice, each
distributed six questionnaires randomly at Accounting conferences.

A.C.S. S.L.G. Members (Australian Computer Society Special Interest Group)

Each of the twelve members of the Software Quality Assurance S.1.G. was sent a
questionnaire and was asked to distribute it randomly at their place of work, largely



major government departments. This area of employment and clerical workers in
genceral, had a lower than the Australian average coverage in the Preston stratum,

P.C. Micro User, End User and Medical Informatics S.1.G. secretaries were each
asked to distribute four questionnaires at random.

Qther

The Secretaries of the West Australian Lotus Users Group and of Women in
Computing were also asked to distribute six questionnaires randomly.
Questionnaires were sent for further onward distribution to four scientists and
engineers, suggested by respondents in the Preston stratum. Six staff members of
the Department of Computer Studies distnbuted questionnaires to acquaintances
who did not fall into any other sampled sub-strata.

Transmittal and Follow-up

Each questionnaire was accompanied by a letter of transmittal and a prepaid retum
envelope. Non-response follow-up was impossible in most of the case in this
stratumn. In the few cases where non-respondents could be identified, follow-up was
by telephone and the reasons for non-responsc were solicited in an effort to detect
bias.

South Australia, Victoria, New South Wales and Queensland

Sclective sampling of certain sub-strata was undertaken to give a greater
representation of expert spreadsheet developers in the final sample. This was
justified by the need to ensure sufficient numbers of expert developers to form a
category in the proposed taxonomy. The secretaries of Lotus User Groups in
Sydney, Mclbourne, Adclaide and Brisbane and the Sydney and Meclboume P.C.
User Groups were sent six questionnaires for redistribution. Follow-up or
non-respondents was infeasible.
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Sample Size

An objective calculation of the required sample size was inappropriate due to the
non-probabilistic nature of part of the sample design. A sample size of one hundred
was subjectively selected as:

a) This was feit to be large enough to give sufficient variation to develop a
taxonomy.,

b) This sample size was economically feasible.

¢) This was the largest number of cases suitable for input to some statistical
procedures for multivariate and cluster analyses using the¢ SYSTAT

statistical software.

Two hundred and fifty questionnaires were dispatched to get at least one hundred
useable replies.

34.3. Bias in the Sampling Procedures

Idcally, if probability based random selection had been used, this sample would
have represented the populat .n under study with a clearly defined probability of
random sample error. Every member of the population would havr had an equal
chance of being included in the sample and results could have been generalised to
the population as a whole. The availability of a complete sampling frame of the
population would have made this feasible, though extensive economic and time
resources would also have been required. These were all unavailable. Sample bias
may have been introduced due to the partial non-probabilistic sample design.

If random probability sclection had been possible, small, rare, but nevertheless
important groups might not have been represented in this sample. Anderburg's
suggestion (1973, p. 11) of explicitly including such cases in the sample, provided
the rationale for sampling ‘experts’ in the Easterm States stratum and ‘hobby’
developers in the Preston stratum.
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Independence of units sampled, i.¢. the selection of one unit not making the selec-
tion of another more likely, was also profitably violated in this study. Stratification,
use of volunteers and the 'snowball’ effect in the Preston stratum, were relied upon
to get a high coverage of developers. These methods were necessary for feasibility
and economic reasons but possibly introduced bias. Anderburg justifies this course

of action as a virtue rather than a necessity:

If selection of some data units promotes the candidacy of oihers, the
effect should be exploited for the evidence of association rather than
neutralised in deference to independence. (1973, p. 11)

This is what cluster analysis or finding groups in data is all about.

Further bias could have been introduced with the developer's self-selection of which
spreadsheet development project to analyse. However developers were explicitly
instructed 1o choose any sample of their work, and were assured that size, complex-

ity and importance of the spreadsheet were immaterial to the current purpose.

The attitudes of the developers to taking part in the study may have introduced bias.
Volunteers presumably had high interest, as had many developers within the Pres-
t5n Stratum  due to their loyalty and interest in one of the first projects initiated by
their new regional University campus. University status, with its attendant media
publicity, was achieved during the data collection phase of the study. Some
respondents in the Perth and Eastern States strata were possibly less interested,
particularly if they had been instructed t0 complete the survey questionnaire by
superiors or quality control personnel. In spite of assurances of anonymity, further
bias could have been introduced by developers not wishing to admit to less than

perfect development practices.

Davis and Cosenza (1985, p 229) state that non-probabilistic samples have "basic
shortcomings of high variability error and lack the characteristics to estimate this

crror”.  This sample bias of this study was due to that part of the sample design
that was non-probabilistic in nature. However this was justified in view of the
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feasibility of attaining the goal of developing a special purpose taxonomy of
spreadsheet application developraent.

The nature of this study was exploratory data analysis in the absence of be.a a
known sampling frame and a population of known parameters. The aims were both
to develop a special purpose taxonomy and to suggest hypotheses to guide future
research. These hypotheses could be accepted or rejected using probability based
confirmatory statistics on new data, i.c. hypotheses generation not hypotheses
acceplance/rejection was the purpose of this study.

It is not claimed that the results of this study are directly extendable to the popula-
tion at large. Hopefully they will be but this will require a confirmatory study with
new data. Godehardt supports this view:

Methods of exploratory data analysis are designed to support researchers
in uncovering new phenomena. The essential problem in the
interpretation of the results of such exploratory analysis lies in the fact
that we are tempted to generalise these models or hypothesis which have
been derived from one specific sample to a whole population. This
however, is admissible only if models from exploratory studies have been
validated with methods of confirmatory statistics and with new data.
Model validation on the basis of exploratory methods alone is
improssible. The purpose of confirmatory statistics (with careful
experimental design) on the other hand, is to validate phenomena and
hyr.othesis from investigations that have previously been performed. . . .
This confirmation is necessary . . . . Pure confirmation alone is not
sufficient for progress . . . Exploratory methods are indispensable for the
advance of scientific research. ( 1990, p. 16)

3.44. Instrumentation

The survey was conducted using active primary data collection by means of a self-
administered questionnaire. A copy of this questionnaire with letters of transmittal

can be found in Appendix A.



Rationale for choosing mail interview

A mail interview was selected for scveral reasons, as suggested by Davis and
Cosenza (1985, p. 282).

a) Control of bias effects that might have been introduced by an interviewer.

b) Flexibility in allowing busy respondents to schedule the complction of the
questionnaire at a time that suited them.

¢) Accuracy on sensitive data. The respondent had time available to look up
data required from within a _:.eadshect rather than making an educated
gucss during a personal or telephone interview,

d) Economic considerations. Submission costs were low when compared to
personal interview.

e) Feasibility of mail interviews, from the geographical location of the
researcher in Bunbury, 200km from the nearest metropolitan area.

f) Response confidentiality.

In making the choice of a mail questionnaire, the researcher sacrificed any
flexibility in response by respondents, and any useful answers to open-ended
questions that might have arisen in discussion with an interviewer. In addition there
was a risk of a poor response rate. However the advantages of the mail
questionnaire outweighed these disadvantages.

Definition of a Spreadsheet Development Attribute

A spreadsheet attribute or variable was equivalent in this study to the operational
taxonomic character of mathematical taxoromy:

A character in this context may be defined to be any property that can
vary between taxonomic units, and the possible values that it can be

given are called the states of that character.  (Dunn and Evenitt, 1982,
p. 11

The states of the attributes identified the spreadsheet development activity. These
states were variant over the cases included in the sample. Examples of such
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attributes could be a) date of completion of spreadsheet, b) age of spreadsheet
developer or c) annual turnover of company where the spreadsheet was developed.

Number of Attributes required

How many attributes should have been included? Obviously more would have been
better than less, but this would have caused problems with the data processing due
to software limitations. Sneath and Sokal (1973, p. 106) suggest that at least sixty
variables (attributes) should be used. In general, mathematical taxonomy articles do
not give directions for calculating the optimum number of attributes required. [t is
frequently sugpested that, the number of attributes should not be greater than
twenty percent of the cases analysed. It was not known in advance which attributes
would have the best discriminatory power between cases and which would prove to
be redundant in this endeavour. Neither was it known in advance, whether some
attributes would be highly correlated. A decision was made to collect more
attributes than would be finally used to develop the taxonomy, and select posteriori

those best suited to show variation between the cases.

Criteria for Attribute inclusion

Many different classifications would have been possible from the same set of cases.
The choice of attributes determined which of many possible taxonomies was devel-

oped. The following critenia were used to determine attribute inclusion:

a} Relevance - The attributes chosen reflected the purpose of the classification

as a tool to assist in the integnity and control of spreadsheet devalopment.

b) Variability or discriminatory power - The attributes chosen were variable

over the cases surveyed and had the power to discriminate between cases,

¢} Restrictiveness - The attribute choice was not restricted to those that had
been used for other classifications reported in the jiterature. The researcher

also included attributes chosen on a subjective basis.
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d) L.portance - Consideration was given to the attribute's relative importance
and care was taken to include all important and identifiable atributes of

relevance (sce a).

e) Redundancy - Attributes with a high statistical correlation with other
attributes, and concordance, were excluded as they were redundant for the
purposes of identifying a taxonomy. Statistical correlation alone was not
enough to exclude a variable, as such correlation could have arisen just
because the two variables belonged to the same taxon (taxonomic group).
This was discussed by Jardine and Sibson (1971, p. 171).

f) Availabllity - Attnbutes which were readily available and casily measured
were chosen rather than attnibutes that the survey respondents could have
had difficulty in determining. e.g. It was decided 10 exclude ‘annual
turnover of the company' in favour of other more easily determined
measures of size and importance such as ‘the number of departments or sites
on which an organisation was represented'.

Criteria for Attribute exclusion

Sokal and Sneath's discussion on characters (atoibutes) inadmissible for the
purposes of creating a taxonomy was used as a basis to develop exclusion critenia.
(Sokal and Sneath, 1963, p. 103)

a) Meaningless characters - Attributes that were not a reflection of the
inherent nature of spreadsheets under development, were excluded. e.g.
names or siumbers given to spreadsheets.

b) Non-erthogonal hence logically correlated - Attributes that were a logical
consequence of another atnbute were treated with care ¢.g. "the file storage
size of a spreadsheet’ and ‘the number of rows and columns in the
spreadsheet’. Their inclusion added nothing except a check on accuracy, as
they both measured the same underlying variable.

c) Invariant - Attributes that were likely to be invariant over the sample were

excluded as these would not have assisted in taxonomy development.
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Categories_of Attributes

Attributes for inclusion in the questionnaire were chosen in three ways:

a) Using the above criteria for attribute inclusion and exclusion.

b) By an extension to a scheme devised for biological micro-organisms by
Dunn and Everitt.

c) By a scheme devised by the researcher, based on whether the attribute value
was known prior to the development of the spreadsheet application.

Dunn and Everitt's biological "Characters for classifying micro-organisms” (Dunn
and Everitt, 1982, p. 11) was adapted to describe the non-biological environment
of spreadsheet application development. Dunn and Everitt's work drew on a
previous classification of attributes reported by Sneath and Sokal. (1973, p. 90)

a) Morphological - spreadsheet shape. The numbers of rows, columns and
dimenstonality, spreadsheet size.

b) Physiological - spreadsheet output, range of distribution, life-span.

c) Biochemical - spreadsheet use, graphics.

d) Chemical constituents - spreadsheet building blocks, logic, functions.

e) Culwural - development environment, developer demographics.

f) Nutritional - spreadsheet input, links to other spreadsheets and databases.
g) Drug sensitivity - environmental security risks and controls.

h) Genetic - inheritance, model type, importance of attributes.

The questionnaire collected both qualitative and quantitative attributes. Attributes
were divided into three broad categories, reflecting the proposed use of the
taxonomy as an aid to spreadsheet applications development. ‘A priori,’ ‘posteriori’
and ‘identifier’ attributes were identified. These differed on the stage of the
spreadsh=ct life cycle, when their status could be determined.
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'A prioni’ attributes were those known before the spreadsheet was developed. They
measured details of the proposed spreadsheet application, the developer and the

environment in which the application was to be developed.

'Posterion’ attributes were those attributes whose value was only available after the
spreadsheet had been developed. They were of no direct assistance in supporting
the use of the taxonomy to suggest spreadsheet design and control measures,
However the questionnaire included a section on ‘posteriori' attributes, both to
provide some data for validation of the taxonomy according to usefulness, and also
to provide some of the data required for future studies, which will develop a

spreadsheet development control model.

‘Identifier' attributes were used to identify the spreadsheet application and the devel-
oper and were only used for follow-up contact. To preserve anonymity, these were

not held electronically.

Attributes Included

Attributes selected described the:

a} Purpose of the Spreadsheet.

b) Sector, Industry and Organisation where used.

¢) Importance of the spreadsheet to the organisation.

d) Time available for the development task.

¢) Organisational spreadshect development policy.

f) Spreadsheet Application and Developer identifiers and demographic details.
g) Developer's spreadshect interest, training and development experience.

h) Spreadsheet application size and composition.

i) Inclusion of macros, graphics, borders, absolute and relative referencing,

formula complexity and modular design.

J) Usage of caorporate and private data.
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k) Data entry methods.

1} Spreadsheet output distribution and life-span.

m) Inclusion of control measures for design, formulas, input and output, testing,
documentation and security. The developer's opinion was also canvassed as

to the efficacy of these control mecsures for their particular development
situation.

tom re att

Mixed scales were used to code the questionnaire answers. Itemised rating scales
were used for qualitative attributes.  Some of these were coded as binary
dichotomous (yes/no) if they consisted simply of the two-state presence or absence
of a feature ¢.g. macros, graphics. Qualitative attributes were coded on ordinal
scales if they had more than two categories that could be appropriately ranked. A
few variables with a choice of categories with no ranking order, required the use of
nominal (category) scales.

The quantitative attributes were coded on interval scales e.g. questions in relation to
the size of the spreadsheet application.

Some clustering runs used only binary dichotomous data. For these runs, n

nominal variables were converted to n-/ binary dichotomous variables where n was
the number of categorics in the original nominal vanable. Ordinal variables could
be converted to binary dichotomous variables in the same manner, losing the effect
of category ranking. Interval variables were converted to ordinal variables using
ranges mapped to category values and from thence to binary dichotomous vartables.

Most of the clustering runs followed Romesburg's suggestion that when mixed
qualitative and quantitative variables are present, they should be treated as if they
are quantitative. i.e. all ordinal variables were treated as if they were interval
scaled. (Romesburg, 1984, p. 171},
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Questionnaire design

A sample questionnaire can be found in Appendix A. The questionnaire was
designed in three sections. The first section of twenty questions asked about the
spreadsheet developer and the organisation where they were employed. The second
section contained forty questions about the spreadsheet application. The third and
final section included fifty five questions relating to spreadsheet design and control
issues and the developer's opinion as to their efficacy for their particular spreadsheet
application. The data collected in the third section was put aside for use in the
follow-up studies foreshadowed in the final chapter. This data was collected at the
time of the initial survey, to avoid a follow-up study of the same developers and
spreadshects, some time afier the initial study when developers or spreadsheet

projects might have become inaccessible.

t le for design

Guide-lines on the design of questionnaires by Davis and Cosenza (1985, p. 16-18})
and Bailey (1982, p. 516) were followed. The necessity for inclusion of each
question was carefully considered, in an attempt to keep the questionnaire to a

reasonable length.

Questions were asked in simple, clear English. Loaded and emotional terms, and
spreadsheet jargon were avoided, where possible. Care was taken not to use words
that suggested a preferred response. Each question was precise and dealt with only

one subject. There were no 'double-barelled’ questions requiring two answers.

The questionnaire layout was simple and easy to follow. The layout was designed
both to simplify response, and for ease of coding and data entry. Questions on like
subjects were blocked together for case of response and to avoid placing too great a
burden on the respondent’s memory.  All questions requinng access to a computer
were placed in section two, where they would be answered afier the respondent
already had made somc investment in complcting the questionnaire.
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To make the questionnaire quick and casy to complete, most questions were
prepared using itemised rating scales. To simplify response, split ballot techniques
were deliberately not used and questions usually had ‘'yes'"no’ in the same
sequence. Where appropriate, provision was made for neutral or ‘do not know'
answers. At other times, respondents were forced 10 choose one of the available
answers. Closed questions were used to limit responses and simplify the tallying.

Clear and easy instructions and a completed example were provided for each
section. The questionnaire started with simple and easy questions and lead on to
more complex questions later. The more sensitive questions relating to security
controls were asked only in the third section; by that time the developer would have
some commitment to finishing the questionnaire.

Questions were worded not 10 embarrass the respondents. The questions were asked
in a non-threatening manner and participants were assured of anonymity. Requests
for the respondents’ names and telephone numbers (to be used for contact only)
were buried deep within the questionnaire and not readily visible at a cursory

glance. It was hopud that this would reassure respondents.

The respondents were treated with courtesy at all times and never ‘talked down to".
They were thanked for participating in the survey.

nti ti n

Participants were asked to give their opinion as to the importance of their
spreadsheet application. The possibility of soir> response bias was accepted and
they were given guide-lines to gauge this impor _.ice in an effort to control bias.

Unintentional response bias was possibly introduced when participants were asked
10 gauge their own spreadsheet development expertise. Categories available were

Novice', 'Knowledgeable' and ‘Power User'. The resuits of the survey suggest the
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possibility of response bias to this question on a gender basis. This is discussed
further in the final chapter.

345 Pret Pil ud

! ' test t ject

The questionnaire was tested on a sample of four persons from different
backgrounds.

Participants completed the questionnaire and were then interviewed in person or by
telephone.  Problems with the questionnaire presentation and content were
identified and corrected.

Pilot test

A pilot study was undertaken with the submission of the questionnaire to twelve
respondents drawn from diverse backgrounds. Respondents were also asked to
note the time taken for the filling in of the questionnaire and to choose between
high quality green paper and grey/white recycled paper for the final questionnaire.
Respondents’ opinions on questionnaire content and presentation were solicited.

The analysis of this pilot test highlighted the need for the fine tuning of some
questions and the movement of all questions requiring computer access, to the end
of section two.

The pilot test also provided data for use in coding and developing the database and
spreadsheets required for the analysis phase of this survey.

Rationale for the Pilot test

The pilot test allowed the testing of the questionnaire. Was it easy to understand?
Were there sufficient instructions? Did it provide the required answers? Was every
question used? Were more questions required?
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The pilot test helped with the management of the survey. 1t determined whether the
desired image was projected. It guided the choice of paper. It determined a
reasonable estimate as to the time taken to complete a questionnaire. It determined
the feasibility of the postal delivery and telephonic follow-up procedures. It gave
an initial estimate of levels of non-response and some of the reasons for this.

The pilot test determined the feasibility of the proposed data storage and data
import/export between computer programs. It provided test data for use in
validating the statistical methods used and gave the researcher an opportunity to
gain experience in this arca with real data (Stopher and Meyburg, 1979, p.
101-120).

3.4.6. Questionnaire Validity and Reliability

The rationale behind establishing instrument validity will be discussed in detail in
chapter 5 and so will not be duplicated at this stage of the dissertation. The
questionnaire would be considered valid if it measured what it purporied to
measure. Content, criterion referenced and construct validity were considered.
Questionnaire reliability was established by examining the responses of the original

four 'one on one' resnondents with their subsequent responses to the pilot study.

3.4.7. Submission to Participants

The questionnaire was submitted to participants with a reply paid envelope and a
letter of transmittal. The method by which the participants reccived the
questionnaire differed in each of the three strata and was outlined earlier in this
chapter when the methods of drawing a sample from each of these strata were
discussed.
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Letter of transmitial

A letter of transmittal was included with the questionnaire. Its purpose was to elicit
maximum number of retumed questionnaires.  Slightly different letters of
transmittal were used in each stratum and a sample is included in Appendix A.

This letter identified the subject of the research, the University and the researcher, It
was printed on official University headed notepaper and personally signed by the
rescarcher. Where possible, the recipient was identified by name. Davis and
Cosenza (1985) have identified that the specification of a firm deadline has no
effect on increasing the number of responses, whereas prepaid postage, an appeal
and follow-up all resulted in an increase response rate. No firm reply date was set
but the letter suggested several good reasons why the subject should respond
within a reasonable time of two weeks.
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3.4.8. urvey F -Up P
It was necessary to follow-up some of the developers in the sample.
Non-response follow-up

Follow-up of those developers who did not return their questionnaire was attempted
where possible. Follow-up of non-respondents was impossible in the Eastern States
stratum as developers who had received a qu~stionnaire were unidentifiable prior to
their response. Non-respondents in the Preston stratum were followed up by tele-
phone up to three times at two week intervals, starting three weeks after they had
received a questionnaire. Developers in the Perth metropolitan stratum were treated
either as those in the Preston or Eastern states strata according to whether they

were identifiable.

reston devel lining t rticipat

The original intention was to check a sample of non-respondents for possible bias.
However there were very few developers contacted in Preston who did not wish to
contribute. Some initially felt they were too inexperienced or their spreadsheets too
simple, but after telephonic follow-up they realised the importance of their

contribution.
Response error follow-up

Some returned questionnaires had probable response errors, i.e. discrepancies
between reported and real data. These were detected by the methods outlined in
Section 3.5 below, Where such errors appeared to be unintentional, the developer
was contacted by telephone and thanked for their interest and contribution to the
survey. They were then asked for the amended information and an agpointment
was made for a convenient time to phone and get the required data. Where such
errors were suspected of being deliberate, consideration was given to removing that

case from the sample.
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3.5. Pre-Analytical Processing of Data
3.5.1. Initial Data Edit

The returned questionnaires were scanned by eye to identify anomalies due to poor
handwriting and ambiguous or incomplete answers. Problerm questionnaires were
submitted to the follow-up procedures outlined above

3.5.2. Data Coding ar.d Verification
Initial Coding

Questionnaires were coded according to the codebooks shown in Tables 22 and
of Appendix B. Missing values were given a value of 9.

A review was made of each question where 'other' was the selected answer.
Subsequent o review this was either a) accepted, b) recoded to one of the other
options or c) referred for respondent follow-up.

Each case was numbered in sequence with an identifier starting with 1. This
identifier was written on the front of the questionnaire and a separate list was kept
of the name and contact details of the respondent and their case number. To ensure
anonymity, this list was kept locked up and the original contact details were defaced
from the questionnaire.
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Yerification

The coding of the questionnaires was checked by another person who signed the
correctly coded questionnaires and returned the discrepancies to the researcher for
action. After correction, they were resubmitted to the data coding verification
process.

3.5.3. SURVEY Database

Database Design

The SURVEY.DBF database was implemented in ENABLE QA software. (see
Appendix B Table 24 for field names). Fields were either defined as numeric
integers or alphanumeric. Numeric fields had range constraints activated. All
numeric fields also accepted the number 9 (used to code missing data except in
question 3).

The primary key of this file was LABELS, the unique identifier of each case and
the number written on the front of the questionnaire during the coding process.

An on-line data input/verification form was designed to enter all fields and apply
range checks and produce an error message if database constraints were violated.
Invalid data was not permitted to enter the database. This form was also designed
to be used for verification. When the key of a case (record) was entered, a blank
form appeared. The remaining ficlds were retyped and the form compared them to
the data stored in the SURVEY database, alerting with an error message if any
discrepancies were found.
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Data Entry

One hundred and seven cases were entered to the SURVEY database using the
specially prepared on-line data-entry form. Any errors notified by the entry form
were corre~ted. The cases were entered to the database in the sequence of the value
of the key LABELS.

Data entry verification

When the initial data entry was completed, the form was re-used in data verification
mode. All data was re-entered and compared to the stored database. Any errors
were corected and resubmitted to the verification process. The form was signed on
completion of the verification data entry. Only when all questionnaires had two
signatures a) for verification of Jata coding and b) for verification of data entry
was the database passed on to the next stage for the development of new variables,
see section 3.5.5.

3.5.4. CONTROLS Database

This ENABLE OA database, CONTROLS.DBF and its accompanying on-line data
entry/verification form were similar in design to the SURVEY database. The
database was used to store the answers to part three of the questionnaire dealing
with design and security control implementation. Data entry and verification were
completed as above and the -esulting database was set aside for use in follow-up
studies foreshadowed in the final chapter of this thesis. The responses to  question
61 were required for the validation of the taxonomy under the "uscfulness' criterion
as described in section 5.4.8.
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355, riab} formations

A few variables were transformed prior to submitting the data-set to the
multivariate cluster analysis procedures. Some variables were combined to form
super-variables while others had their number of possible values reduced. Others
were calculated e.g. the XSIZE variable. Some variables required scale type
changes beforc submission to cluster analysis statistical procedures requiring
ordinal or binary dichotomous input. Table 24 ( relegated to Appendix B as it
occupies nine pages) sets out for each of the 201 variables used in the statistical
analyses:

a) Variable name

b) Scale type: nominal, ordinal, binary dichotomous, interval, ratio or
alphanumeric label.

¢) Source (parent) of any transformation: Either the question number from the
survey questionnaire or the vanables from which they were transformed.

d) Content description
e) Range of values and meanings

f) Presence or absence in raw, binary dichotomous and ordinal data-sets for
use as input to the clustering procedures.

3.5.6. Super-Variables
Spreadsheet Size

The file storage size of a spreadsheet workshect was considered an imperfect basis
for comparing the size of spreadsheets as different spreadsheet software stored
spreadsheet templates in different ways e.g. the treatment of unoccupied cells. The
size of the matrix i.e. rows by columns by number of worksheets also was
unsuitable as a basis for comparison, as some spreadsheets had a modular diagonal
design with many unoccupied cells, while others had some cells filled with labels
and descriptive matter, not used for calculation.
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A super-variable (composite variable} XSIZE was developed in an attempt to
minimise these problems. XSIZE contained the ordinal ranks of the 'useful’ portion
of the spreadsheet sizes and was calculated using an ENABLE spreadsheet
template SIZE SSF. Only that portion of the spreadsheet size devoted to data and
formulas was considered, igr.oring cells that were unfilled, contained labels, lookup
tables, constants etc.

A ‘useful' cell proportion was estimated as the smaller of, 1 or the proportion of
cells containing data and formulas, This ratio varying in size between .4 and 1 was
then multiplied by the size of the spreadsheet in bytes to give an estimate of the size
of the 'useful’ part of the spreadsheet.

useful_size =@mun(l,.2 X (CELLFORM + CELLDATAY) x SIZE
This useful-size was then transformed to XSIZE, an ordinal ranking variable, by

means of a lookup table within the template that divided the whole ranie of sizes

into six ur >qual categories.

The spreadsheet template SIZE.SSF also calculated a cell-storage ratio giving the

storage size in bytes for a spreadsheet cell:

B SIZE
CELL_STORAGE = qper oS HEETS

This ratio was then compared with the means of all spreadsheets in the sample and
all spreadsheets developed using the same software (PROGRAMS and VERSIONS)
to highlight possible anomalies requiring response error follow-up.

Compaosite variables

Certain super-vanables were defined to change nominal scales to ordinal scales,
thus permitting the use of distance measures required in the cluster analysis
algorithms. These super-variables also reduced the number of variables input to
the clustering procedures:
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XSDENVRN: This variable rated the control of the development environ-
ment, It rated having a spreadshect development policy twice as highly as
having it documented or having a library of spreadsheets It did not distin-
guish how this policy was enforced, provided it was enforced.

XSDENVRN = LIBRARY + 2% SDPOLICY+ SDDOCO + @JF(SDENF ORC ¢ 0,1, 0)

XPROF: This variable rated the combined professional and qualification
attributes of a spreadsheet developer. It rated a developer with a
professional membership, whose highest qualification was school, trade or
diploma as having the same status as a developer rated one ordinal group

higher on qualification alone.

XPROF = QUALIFY + @IF‘((QUAUFY <4 and PROFMEMB = | ) L, n)

LINKED: This vanable rated the dc;ree of linkage of the spreadsheet to
othier objects. (spreadsheets, databases or WINDOWS objects).

LINKED = LINKSS + LINKD8 + LINKDDE

XCOMPLEX: This variable rated the complexity of the physical design of
the spreadsheet template.

XCOMPLEX = ABSREL + SPLITSCRN + 2 x LINKED

XGRAPH: This variable rated the sophistication of the graphics used with-

in a template.

XGRAPH = GRAPHICS + @IF(GRAPH!CS'= 1, GRAPHSOP, 0)

XMACRO: This variable rated the sophistication of the macros used within
a template.

AMACRO = MACROS + @IF‘(M{CROS= I,MCROCOM,O)

XLOGIC: This variable rated the sophistication of the logic functions used
within the spreadsheet based on the concept of "logic’ complexity discussed
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by McCabe. (1976, p. 308)

XLOGIC = IFS + NESTEDIF + 2 x LOOKUPS

g) XFORMULA: This variable rated the complexity of the formulas used
within the template.

XFORMULA = FORMCOMP + XLOGIC

h) ENTKNOW:. This variable rated the data entry person's knowledge of
spreadsheet data entry procedures. Non-developer users had the lowest
rating followed by professional data enterers and finally the designer.

ENTKNOW =4 - ENTERER

Transformation (rom nominal to ordinal variables

Certain variables were transformed from nominal scales to ordinal scales by the
reduction in the number of possible values the vaniable could take. A small amount
of information was lost by this process though the judgement was made that this
was the best way to proceed as it would pemut the use of algorithms designed for
ordinal variables as well as the very few alporithms designed to be used primarily

with categorical (nominal ) variables.

a) XORDFREQ: This variable rated the frequency with which a spreadsheet
was run. The values of the nominal variable HOWOFTEN were
transformed. Values ranged from 1 to 4 representing a) once, b) few times
or occasional with a long gap, ¢) monthly, and d) daily, weekly and
frequently. _

b) XSTATUS: This variable rated the employment status of the developer. It
was transformed from the STATUS variable. Unpaid helpers had the lowest
and executives the highest employment status,  Consultants and Self
Employed had an XSTATUS of 0 and their status was introduced to the
clustering procedures via the binary dichotomous variables STCONS and
STSELFEM.

¢) THREED: This variable rated the degree of dimensionality of the
spreadsheet template. Two dimensional spreadsheets had a value of 0.
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Spreadshects with two to three worksheets had a value of 1, with four tc ten
worksheets a value of 2 and the remainder a value of 3.

t vard

Binary dichotomous variables used in this study have only two possible values 0
and 1. Consistently, 1 was taken to mean the presence of a rare attribute and 0 its
absence. Some of the clustering procedures used required input in this form.
Nominal variables were converted to binary dichotomous scales by coding the
presence or absences of a characteristic. When converting an ordinal variable to a

binary dichotomous scale, one of two means was used:

a) A value in the existing ordinal scale was selected. Those cases with attribute
values above this were coded as 'l' and below coded '0". The selected value
was not necessarily the mean. This method reduced an ordinal scale to just
two possible values losing considerable information in the process. e.g. in a
scale of values ranging from 1 to 6; 5 and 6 could be coded '1’and 1, 2, 3
and 4 coded as '0'. As the cut-off value was subjectively selected, and
wnformation was lost, the use of this method was restricted to the few

situations where method b) was inappropriate.

b) For each possible value of an ordinal variable, a new varable was
introduced coded 1 if the attribute for that case had a value represented by
that ordinal value otherwise coded 0. This retained representation of the
range of values of the original attributes, but lost their ordinal relationship
to each other. For most attributes, this method was judged to be superior.

This method was also suitable for the conversion of nominal variables.

The following binary dichotomous variables are defined in Table 24 in Appendix B.
They were transformed using method b) unless otherwise stated:

a) PCOMMS, PREPORT, PCLASS, PWHATIF, POPTIM, PFORCST;
developed from nominal variable PURPOSE.
b} PREST developed from PURPOSE by method a) where spreadsheets with a

purpose of communications, reporting or classification were coded as one.



d)

€)
f)
g)
h)
i)
i),
k)
)

SPUBLIC, SPRIVT and SPERSN; developed from nominal variable
SECTOR.

IAG, IMINE, IMANUF, IELECT, ICONST, ISELL, IFINCE, IBUSNS,
IPUBAD, IEDUC, ICOMP and IOTHR; developed from nominal variable
INDUSTRY.

0S1 to OS5 developed from nominal variable ORGSIZE.
IMP1 to IMP3 developed from ordinal variable IMPORTAN.
SDENFO to SDENF3 from nominal variable SDENFORC.,
AGE] to AGE4 from ordinal variable AGE.

EXPERT] to EXPERT3 from ordinal vaniable EXPERT.
TRAIN1 to TRAIN4 from nominal variable TRAINING,
READI to READ3 from ordinal variable READ.

QUALI to QUALS from ordinal variable QUALIFY.

m) OSCIENCE, OMANAGR, OTEACH, OACCNT, OIT, OTRADE,

p)

1)

t)

OCLERK, OOTHER from nominal variable JOB. OIT was also used as a
binary dichotomous variable calculated according to method a) in some
clustering runs where a developer either had a job in IT (coded 1) or did not
(coded 0).

STCONS, STEXEC, STDMAN, STEMP, STSELFEM, STHELP from
nominal variable STATUS. STCONS was also used as a variable
calculated by method a} in some clustering runs where a developer was
either a consultant (coded 1) or was not (coded 0).

XSZ1 to XSZ6 from the calculated <uper-vanable XSIZE.

XGRAPHO to XGRAPH3 from super-variable XGRAPH.

XMACROO to XMACRO3 from super-variable XMACRO.
FORMCOMP1 to FORMCOMP3 from ordinal variable FORMCOMP,
RUNBY1 to RUNBY?3 from ordinal variable RUNBY.

ENTSELF, ENTCLRK and ENTUSER from nominal variable ENTERER.
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u) OUTSELF, OUTIDEP, OUTMDEP, OUTEXORG from ordinal variable
OUTSCOPE.

v) XFREQI to XFREQS from super-variable XFREQ.
w) CDETRAN, CDRPTS, CDOTHR from nominal variable WHEREFROM.
x) KEPTI to KEPT3 from ordinal variable KEPT.

3.5.7. Data Structures for Entry to Statistical Analysis

w data Spreadsheet

An ENABLE OA spreadsheet RAWDATA.SSF was created transferring data from
the SURVEY.DBF database.  All values of '9' representing missing data were
replaced with the character 'space’. After data screening as outlined in section 3.5.8
this spreadsheet was exported in LOTUS format as RAWDATA.WK2. The
spreadsheet was then input to the statistical analysis package SYSTAT and
converted to SYSTAT internal data-set format as RAWDATA.SYS.  Variable
transformations were applied to the spreadshect file RAWDATA.SSF as outlined in
section 3.5.5. Some variables were deleted leaving only an identifier and variables
coded on an ordinal scale in spreadsheet ORDDATA.SSF. The following forty five
ordinal variables and LABELS$ were included:

OIT ORGSIZE CDCHANGE ENTCLRK  QUALIFY
CDNEW ENTKNOW PROFMEMB
PWHATIF IMPORTAN RUNBY
POPTIM LINKED EXPERT
PFORCST ENUFTIME LINKSS PRIVATE XTRAIN
PREST SDPOLDC  LINKDB
SDENFORC LINKDDE OUTSCOPE READ
SPRIVT XORDFREQ USERGRP
SPERSN LIBRARY XGRAPH KEPT
SPUBLIC XMACRO XSTATUS
XSIZE XLOGIC GENDER STCONS

ICOMP THREED FORMCOMP AGE STSELFEM
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Export from the ENABLE spreadsheet in LOTUS format for import to a SYSTAT
data-set ORDDATA.SYS was handled in the same way as for the raw data-set
described above.

Binary dichotomous data Spreadsheet

Variable transformations were applied to the spreadsheet file RAWDATA SSF as
outlined in section 3.5.5. Some variables were deleted leaving only an identifier
and variables coded on a binary dichotomous scale. The presence of an attribute
was coded as 1 and its absence as 0 in all cases. This spreadsheet was named
BDDATA.SSF. The following one hundred and twenty six binary dichotomous
variables and LABELS were included:

AGE 14 IAG OS1-5 ABSREL RUNBY 1-3
IMINE IMP §-3 SPLITSCRN ENSELF
PCOMMS IMANUF BORDERS ENTCLRK
PREPORT  IELECT ENUFTIME MODBLOC ENTUSER
PCLASS ICONST MODDIAG TPRIVATE
PWHATIF  ISELL SDPOLICY QUTSELF
POPTIM IFINCE SDDOCO LINKDDE QOUTI1DEP
PFORCST IBUSNS SDENF 0-3 LINKSS OUTMDEP
IPUBAD LINKDB OUTEXORG
SPUBLIC IEDUC LIBRARY
SPRIVT ICONST THREED XGRAPH 0-3 XFREQ 1-5
SPERSN IOTHR XSIZE 1-6 XMACRO 0-3 KEEP 1-3
USERGRP OMANGER FORMCOMP 1-3 IFS CORPDATA
GENDER OSCIENCE NESTEDIF CDETRAN
OTEACH STCONS LOOKUPS CDRPTS
QACCNT STDMAN CDOTHR
QUAL1-S OIT STEMP EXPERT 1-3 XCDMOD
PROFMEMB OCLERK  STSELF READ 1-3 CDNEW
OOTHER  STHELP RAIN 14

Export from the ENABLE spreadsheet in LOTUS format for import to a SYSTAT
data-set BDDATA.SYS was as described above for the raw data-set,
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3.5.8. Data nin

Inpu¢ data screening

The database data entry forms had built-in range checks and only allowed data
within a valid range into the database. The validation mode of the same forms
involved the retyping of data distanced in time from the onginal data entry, Differ-

ences were highlighted and corrected.

istoprams and tabulation

Histograms and box plots were drawn from the SYSTAT data-sets and checked by
eye for outliers, anomalies and signs of possible bias. The data-sets were also
checked with the SYSTAT TABLES command. Contingency tables showing
percentages and frequencies, maximum, minimum, mean and standard deviations

for each variable, were assessed for plausibility.

R en heck

The SIZE.SSF spreadsheet template also performed a check calculating the number
of bytes storage per cell. The SIZE.SSF template was then sorted on the primary
key PROGRAMS (soflware used) and the secondary key VERSIONS. Differences
between individual templates and the general range for others developed with the

same sofiware were identified by eye.

Checks were also performed using SQL (Structured Query Language) on the
SURVEY.DBF database to identify intra-record anomalies (between variables with-

in the same reco/d):

a) any binary dichotomous variable that had a value of 1 on more than one
variable derived from the same source nominal or ordinal variable, e.g.
KEPT1 and KEFPT2 both equal to 1.
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b) any cases where the organisation size ORGSIZE was incompatible with the
range of distribution of the template output OUTSCOPE. e¢.g. a developer
in an organisation with only one department sending the spreadsheet cutput
to many departments.

¢) any cases where there was no identified spreadsheet development policy yet
the data showed the availability of a documented copy of this policy and/or

its enforcement by other than the developer.

d) any cases where CELLFORM, CELLDATA, CELLBLNK, CELLCONS,
CELLLABL and CELLOTHER added up to more than 120%.

e) any case where there were no graphics used yet the sophistication of

graphics variable had a value.

f) any case where there were no macros used yet the macro complexity van-
able had a value.

g) any case that was not modular, yet had a value for type of module.

h) any case that was run by self only yet data was entered by the user. Data
entered by a clerk was considered acueptable.

1} any developers of status consuitant with a low level of expertise.

Anomalies were checked thoroughly and referred for respondent follow-up if
required.

tion treat t ng dat

Missing data was identified by a space in the SYSTAT data-set. A check was made
to see if this was random or appeared to follow some pattern that might identify
bias. Missing data were treated in one of three ways a) respondent follow-up where
possible, b) deletion of the case, and c) estimation of the missing data. Other
possibilities of treating missing data as data itself or of deleting the variable
concerned were not used in this study. The major area where missing data was
difficult to obtain or where there was a strong suspicion that the data given was
incorrect, was 'spreadshect size’. Here the data was estimated using the spreadshect
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template SIZE.SSF, which gave the average number of bytes per cell for each brand
of spreadsheet software. If the respondent had completed the number of rows,
columns and worksheets, the number of cells could be calculated. It was then an
easy matter to estimate the spreadsheet size using the average for all spreadsheets
developed with that particular software. This was felt to be a near enough approx-
imation considering the subsequent transformation to 'useful cell percentage’ and the

eventual six ordinal categories of size.
Identification and treatment of outliers

Possible outliers in the SYSTAT data-sets were identified by three methods:

a} All variables with a binary dichotomous scale were analysed using the
SYSTAT TABLES command to ascertain if one of their values had a
frequency of less than 10%. Tabachnick and Fidell (1989, p. 67) described
analysis problems when such low occurrences were retained. The variable
GENDER was removed from the clustering process tor this reason. If left,
correlation coefficients using this vanable in the clustering process, would

have had a higher influence on the similarity scores than was appropriate.

b) The standardised scores of all variables were examined and any having a

score of greater than + 3 were reconsidered.

¢) Histograms and box plots were drawn for each variable to ascertain if any

outlier values could be spotted by eye.

d) A nomal probability plot was dr- wn for the original SIZE data and scanned

by eye for non-linearity and possible outliers.

Several possible outliers were treated by
a) Rechecking the data coding, data entry, and any variable transformations
involved and correcting if necessary.

b) Confirming that a code intended to represent missing data had not been
taken to represent real data,

¢) Checking the data with the respondent.



d) Accepting that the distribution was non-normal and reducing the influence
of the outlier by changing the score so that it remained deviant, but less so
than previously.

¢} Discarding the vaniable involved particularly if it had a high correlation with

another retained varable.

The remaining possible outliers were reconsidered carefully. Discarding them
from the data-set could result in the non representation of important but rare groups
within the final taxonomy. When a case had possible outliers on more than one
variable and there was considerable doubt as to the accuracy of the original data
then the whole case was discarded. The remaining possible outliers were marked
for further consideration and retained. The opportunity was available later to
discard them from the data-set, when the results of the early clustering runs and
their influence upon them were known.

3.5.9. Standardisation of Data Matrix

The units chosen for measuring attributes could have had an arbitrary effect on the
similarities between cases. Standardisation recast attributes into dimensionless units
negating this effect. Standardisation also allowed all attributes to contribute to the
similarities between objects in the same way, as it removed the higher weighting
given to unstandardised vanables with large ranges, or high or low means. The
data matrices (data-sets) were standardised across variables using the SYSTAT
STANDARDISE command. Each Z-score had a mean of zero and a standard devi-
ation of one. They assisted in identifying those variables, which showed the
greatest similanty within a particular taxon or accounted for the greatest variability
between taxons, leading to the development of a diagnostic key for the taxonomy.
The standardising function used was:

XX, ..
Z,= —g—’ where X; = mean and S; = standard deviation
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3.5.10. Transposition of Data Matrix

Transposed data matrices were prepared using the SYSTAT TRANSPOSE
command. The cases became columns and the variables, rows. These transposed
matrices were required for input into clustering procedures clustering variables
rather than the more frequently clustered cases. Some of the cluster analysis runs
using correlation cocfficients as distance measures, also required the pror

transposition of the data matnx.

3.6. Cluster Analysis
36.1. Overview of Clustering Procedures

Cluster Analysis is a multivariate data analysis procedure used by mathematical
taxonomists. Both the ordinal and binary dichotcmous SYSTAT data-sets under-
went many cluster analyses. The objective of each cluster analysis procedure was
to divide the available cases into groups, maximising between group variance and
minimising within group variability over selected spreadsheet attributes, Two
different methods of obtaining clusters, Kmeans and agglomerative hierarchical tree
clustering were used and their results were compared. Several cluster analyses runs
were performed varying the input variables and other parameters. connected with

the clustering algorithms

Three runs were selected as the basis for a special purpose taxonomy of spreadsheet
applications development suitable for use in the management and control of
spreadsheet development. Using the output of these cluster analysis runs, the cases
were divided into clusters and the vanables (spreadsheet attributes) that had the
most effect on the formation of these clusters were identified. A taxonomy of
spreadsheet applications development was produced with a diagnostic key suitable

for placing a case within a taxon or category within the classification.
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3.6.2. Agglomerative Hierarchical Tree Clustering

The input data structure to all agglomerative clustering runs was a two-mode data

matrix where the n rows Y, j=1n represented the n cases derived from a

questionnaire return. The p columns represented the vanables (spreadsheet

attributes). Each row of the matrix defined a vector in p dimensional space.

Y=Zx;i=l,p

Two separate input data matrices were prepared for ordinal and binary dichot-
omous scaled variables. The ordinal matrix was standardised across all attnibutes
to a mean of zero and unit standard deviation. This nullified any disproportionate
effects due to scale measurement differences, allowing each variable to have the
same influence on the final clustering solution. (Wilkinson, 1990, p. 22) The first

column was always taken up by the unique identifier LABELS.

Figure 3.5 A Section of the Cluster Analysis data input matrix.

Selection of variables

Spreadsheet attributes or variables measured on either ordinal or binary dichot-

omous scales were divided into three types describing:

a) the spreadsheet development environment

b) the spreadsheet developer
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¢) the spreadsheet application.

Each clustering run selected appropriate variables of one only of the above types

from the input matrices that contained all available vanatles.

Weighting of Variables

Historically mathematical taxonomists have been divided about the weighting of
attributes with Sneath and Sokal suggesting equal weighting for all attributes.
(Sokal and Sneath, 1963, p. 50), (Sneath and Sckal, 1973, p. 109). Others suggest
that unde: certain clearly defined circumstances, weighting may lead to more mean-
ingful results. (Everitt, 1980), (Jardine and Sibson, 1971, p. 22)

A recent development of a new controversial category of clustering algorithms,
conceptual clustering, uses artificial intelligence based techniques and differential
weighting of attributes according to their importance. (Fisher and Langley, 1986),
(Thompson and Thompson, 1991)

Variable weighting could be achieved by:

a} Weighting attribute complexity
b) Giving higher weights to attributes that have good discriminatory power

between clusters
c) Conversely giving less weight to highly variable attributes
d) Weighting highly, attributes with good diagnostic power
¢) Weighting highly, attributes with high functional importance

f) Giving less weight to redundant or correlated attributes

In this study, the use of the Z-scores of variables provided a form of weighting as it
reduced the impact of variables with values in small units over a large range. This
equal weighting resulted in an equal contribution of all included variables (o the
solution thus achieving some objectivity as suggested by Romesburg (1984, p. 78).



In some runs, the weighting of variabies, suspected by the researcher to be intrinsi-
cally of more significance than others, was ignored. Kaufman and Rousseeuw call
this "the dilemma of standardisation™ (1990, p. 11). As an alternative, in other
runs, variables were given zero weight by leaving them out altogether or more
significance by repeating their presence in the matrix with duplicate variables with

Ncw names.

The selection of a similarity index for each run and the onginal choice of variables

provided two unavoidable sources of weighting.

Distance measures

The clustering algorithms required the measurement of the distance between two
cases mapped in p dimensional space, in order to cluster together similar cases. The

metrics used to measure this distance were of two types:

a) Association or matching coefficients. The greater the value of these similar-

ity coefTicients the more similar the two cases.

b) Distance measures, dissimilarity or resemblance coefficients. The smaller

the value of this coefficient, the more similar the two cases.
Similarity Coefficients used for Binary Dichotomous Variables

Various indexes were used for binary dichotomous (sometimes qualitative) van-
ables to measure the agreement between two cases over p two valued vanables.
Figure 3.6 shows the values of the attributes of the cases to be compared, arranged

into a contingency table, documenting th2 number of matches and mismatches.
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p=at+b+c+d

Figure 3.6 A contingency table used to compare two cases

a = number of variables where both cases have a value 1, d where both are 0, ¢ and

b where one case has a value | and the other 0. p vanables in all.

The main distinguishing characteristic between coefficients was whether to include

or not include negative matches 4 (0,0), as well as positive matches a (1,1) and
whether to give the negative matches the same weight. (Lorr, 1983, p. 40). This
study used two such similarity coefficients:

a) Simple matching coefficient (Dunn and Everitt, 1982, p. 26), (Kaufman and
Roussecuw, 1990, p. 24), (Romesburg (1984, p. 144), (Wilkinson, 1990, p.
54). This coefficient, ranging in value from 0 to 1, calculated the ratio of
positive and negative matches to the total number of variables.

. . . ()

Simple matching coefficient Sjj = ———

(svbtesa)

However two cases with variables with a (0,0) match may still have little in

common ¢.g. OIT and OTEACH both valued as 0. The developer may well

not be an academic nor [.T. worker but could have one of many other
possible occupations. SYSTAT implements this coefficient by the

commands CORR, S4 when preparing a correlation matrix (Wilkinson,
1990, p. 54).
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b) Jaccard's similarity cocfficient was introduced into taxonomy by Jaccard in
1908 (Dunn and Evenitt, 1982, p. 26), (Kaufman and Roussecuw, 1990, p.
26), (Romesburg, 1984, p. 143). This cocfficient, ranging from 0 to 1, was
similar to the simple matching cocfficient except that it excluded negative
matches i.e. (0,0). It calculated the ratio of positive (1,1) matches to the
total number of variables minus the negative matches. SYSTAT

implements this coefficient by the commands CORR, S3 when preparing a
correlation matrix (Wilkinson, 1990, p. 54).

a

Jaccard’s coefficient =

(sv0sc)

These coefficients or dissimilarity measures were designed for use with interval and
ratio variables but Romesburg (1984) and Kanffman and Rousseeuw (1990, p. 28)
suggest their use with ordinal vanables. These are resemblance cocfficients i.e. the
smaller their value, the closer the cases. Several distance measures were used:

a) Normalised or average Euclidean distance coefficient d(i,/) (Kaufman

Roussecuw, 1990, p. 11), (Wilkinson, 1990, p. 30) (Romesburg, 1984, p.
97). This coefficient is based on the Pythagorean sum of squares extended

to p dimensions. The Euclidean distance between two objects is the square
root of the sum of the distance between their components squared distance:

d(;‘,j)= JE (x,-t- xﬁ)z where k=1,p

The Euclidean distance increased with the number of variables p, so it was

normalised to give the normalised or average Euclidean distance:
d@i, j) = (d(:‘, ')2lp) where p= the number of variables

A major benefit of this coefficient was that it could still be used with
missing values, whereas the straight Euclidean distance coefficient was
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unsuitable. (Romesburg, 1984, p. 98) SYSTAT implements this metric via
the DISTANCE = EUCLIDEAN command.

b) Pearson Correlation Coefficient Q (Lorr, 1983, p. 35) (Kaufman and Rous-
secuw, 1990, p. 305), (Romesburg, 1984, p. 101), (Wilkinson, 1990, p. 30).

This coefficient works best with continuous or interval scales. It is based on
the Pearson product moment correlation coefficient r, that varies between

-1 and +1 and does not depend on the choice of measurement unit:

Q= l-ry  where ry= pearson product moment corr-coeff.

This coefTicient considers a linear relationship between the two variables.

SYSTAT implements this metric via the DISTANCE = PEARSON command.

oo 3

rjk

{[,Z%xi (l/n)(‘i:ixq)’:l[ £ -0 /n)(gxﬂ)zﬂ "

a) Gamma Coefficient. Wilkinson { 1990, p. 30) recommends this distance
measure for rank order or ordinal scaled variables. SYSTAT implements
this metric via the DISTANCE = GAMMA command.

1- g where g, is Goodman Kruskal gamma corr-coeff.

tan r

The variables used (attributes) were of mixed scales. Interval, ratio, nominal and
binary dichotomous scales were all represented.  Some effort was made to reduce
the variables to the same scale prior to cluster analysis with the preparation of two
input data-sets, one binary dichotomous and the other ordinal. The binary dichot-

omous data-sct was clustered using cither the simple matching coefficient or
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Jaccard's coefficient. The ordinal variables were initially clustered using the gamma
coefficient for rank order variables. Subsequent runs used the distance measures
designed for interval scaled variables particularly the normalised Euclidean distance
as suggested by Romesburg (1984) and Kaufman and Roussecuw (1990).

Resemblance matrix

The data-set was transformed into a resemblance (proximity) matrix with the rows
and columns both representing the cases and the cells holding a value for the resem-
blance coefficient (similarity or dissimilarity) between two cases calculated using
one of the distance measures discussed above. It was only necessary to make this
calculation for half the matrix as the other half was just a symmetric reversal of the
first i.c. the resemblance/distance between CASE 1 and CASE 2 is the same as
the resemblance between CASE 2 and CASE 1:

Figure 3.7 Part of a Resemblance Matrix
Fiokare s ot tion Aleorit)

The hierarchical clustering methods used began with ¢ clusters each containing one
object and ended up with one cluster containing ¢ objects. An object (case) could be
considered as the sole member of a cluster of one. At each step two clusters were
merged reducing the total number of clusters by one. ¢ - / amalgamations were
required to achieve total fusion of all clusters into one.

Linkage is the name given to the method used to decide whether two clusters should
be merged at a particular step. (Wilkinson, 1990, p. 31). A pair of spanning objects



99

is defined as a pair of cases, where one is in one cluster, and the other is in a differ-

ent cluster. Various Linkage algorithms were used in different clustering runs:

lustering - th

This method sometimes called the 'min’ or 'nearest neighbour' method was
described by Romesburg ( 1984, p. 120) and Everitt (1980, p. 25). It was used for

some of the early exploratory cluster analyses.

The distance between two clusters was defined as the distance between the two
closest members of the clusters. Two clusters were merged based on the minimum
distance between a member of one cl.ster and the nearest member of the other

cluster hence the term 'nearest neighb wr'.

When constdering the amalgamation of two viusters, the algorithm initially listed all
pairs of spanning objects from the two clusters. The most similar pair was chosen
and their similarity became the similarity of the two clusters. Each member of a
cluster was always more like at least one other member of its cluster, than it was
like a member of any other cluster. At each stage of the process, the two most

similar clusters were amalgamated and the resemblance matrix recalculated.

SLINK was implemented using the LINKAGE = SINGLE command of the SYSTAT
software. This method worked well with clearly separated groups but was limited
in finding homogeneous groups. Sometimes it resulted in the phenomena of

‘chaining’, tending to produce long stringy daisy-chain clusters as shown in Figure
3.8. (Wilkinson, 1990, p. 31)
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Figure 3.8 An example of chaining showing the first 8 amalgamations

adapted from Dunn and Everitt (1982, p. 85)

Due to the daisy-chain eﬂ‘er-:t, SLINK will not find the optimal two clusters that can
be casily spotted by eye in Figure 3.8.

te Linkage - the CL, meth

This methed sometimes called the ‘max’ or ‘furthest neighbour' method and the
opposite of SLINK was described by Romesburg (1984, p. 123) and Evenitt {1980,

p. 28) and was also used for a few of the earlier clustering runs.

The distance between clusters was defined as the distance between the most remote
spanning pairs. The algorithm progressed as for SLINK with the preparation of a
list of all possible spanning pairs. Clusters were merged based on the maximum
distance between spanning pairs. Groups were fused into clusters to maintain the
maximum distance between the furthest neighbours of each. Unlike SLINK, each
member of a cluster was always more like every other member of its cluster than it
was like a member of any other cluster. This method tended to produce clearly
defincd globular clusters approximately equal in size. It was implemented using the
LINKAGE = COMPLETE command within the SYSTAT software.
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Average linkage - the UPGMA method

The unweighted pair group method using arithmetic averages was described in
Romesburg (1984, p. 120) and Everitt (1980, p. 31). This most frequently used
method based the merger of two subsets on the middle ground i.c. the average
distance between all spanning pairs of objects in the two clusters. It avoided the
problems of chaining using SLINK and Romesburg (1984) recommended it over
CLINK due to its less stringent requirements. It was implemented using the LINK-
AGE = AVERAGE command of the SYSTAT software.

Centroid Linkage

This method described by Romesburg (1984, p. 136) and Everitt (1980, p. 28) first
calculated the centroid of the cluster by determining the average values of all
attributes of cases in that cluster. It then based the merger of clusters on the arnal-
gamation of the two clusters with the smallest distances between their centroids.
Clusters were replaced on formation by their centroids and the process was repeated

till only one cluster was left.

In spite of its intuitive attractiveness, this method was used for only a few runs as it
gave problems with producing trees with stray branches that did not connect to
others, an outcome also reported by Romesburg (1984, p 136) and Wilkinson,
1990, p. 32) This method was implemented using the LINKAGE = CENTROID
command of the SYSTAT software.

Ward's minimum variance method

This method described by Romesburg (1984, p. 129) and Evenitt (1980, p. 31) was
similar to centroid linkage with an adjustment made for covariances. It was used
sparingly in this study as Romesburg (1984) reported that it did not guarantce an
optimal partitioning of objects into clusters. It was implemented using the LINK-
AGE = WARD command of the SYSTAT software.
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Prepare Dendrogram

The output of the SYSTAT cluster analysis was produced as a tree or dendrogram.
The branches of the tree corresponded to the cases and were labelled with the case
number. The trec was ordered so that the most similar cases were next to each
other. The length of the branch before it joined another corresponded with the life-
time of a particular cluster. When the command PRINT = LONG was used,
SYSTAT also printed the amalgamation distances or cluster diameters for each
cluster. The order in which the joins were made showed how clusters were formed,

The dendrogram showed the order of the joining of clusters, the lifetime of clusters

before fusion into larger groups and the similarity between cases forming a cluster,

0.00 DISTANCES 1.00

Casa 4
Casa§ —

Casa 7

Cass 2
Casa 8

Caso 5
Casa3

Casa 1

Figure 3.9 An example of a tree dendrogram

In the above example the tree has been split o give three clusters. Cases 6 and 7
joined first, followed by case 4 to form a cluster, which subsequently had a long
life remaining unchanged until the final fusion of all clusters. Then cases 2 and 8
joined to form the second cluster. The remaining cases formed the third cluster.
The branches of the tree lead to each separate case. The ‘root' of the trec was the
final linkage of all clusters into one set.
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Transforming the Dendrogram to Clusters

Each dendrogram was transected by a line. The intersects of this line with the
branches determined the number of clusters. The line could be moved to another
position to give a greater or lesser number of clusters. The line's position was
selected both to give a convenient number of clusters and to transect the
dendrogram at a position where the number of clusters remained constant over as
large a range as possible. This implied that the number of clusters was constant
over a wide range of the resemblance coefficient, indicating that they were well
separated and therefore least sensitive to error (Romesburg, 1984, p. 213).
Romesburg also suggested that the taxonomist could consider cutting the
dendrogram at other places if this resulted in producing classes that were related to
the research goals. In this study, the first attempts at finding a suitable distance to
cut the dendrograms followed Romesburp's first suggestion at cutting where the
clusters were most stable, but subsequent attempts looked at cutting at other
convenient distances.

Clustering Runs

SYSTAT hierarchical runs were specified using the JOIN ROWS option. Many
different clustering runs analysis runs were done varying:

a) The variables used

b) The weighting of the variables

¢) The scales on which the variables were measured, binary dichotomous or
ordinal

d) Distance measures

¢) Linkage methods

These were documented using the run documentation instrument shown in
Appendix B. Dendrograms were obtained for each run and possible clusters were
assessed see section 3.7 for further details.
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Clustering cases and variables

In some runs a simultaneous clustering of rows and columns (cases and variables)
was achieved using the SYSTAT JOIN MATRIX option. The output display was a
shaded display of the original data matrix, differing from the tree dendrogram
obtained when clustering the rows or columns separately.

Rows and columns are permuted according to an algorithm in Gruvaeus
and Wainer (1972). Different characters represent the magnitude of
each number in the matrix, (Wilkinson, 1990, p. 33)

SYSTAT used an adaptive routine to choose several symbols to display numerical
intervals within the matrix. The researcher selected six symbols as an appropriate
number for most runs of this type. SYSTAT selected the cut-points between the
symbols' ranges to heighten the contrast in the display using techniques derived
from computer pattern recognition algorithms.

Figure 3.10 An example of SYSTAT matrix clustering output

Gray-scale histograms for visual displays are modified to heighten
contrast and enhance pattern detection. To find these cut-points, we
sort the data and look for the largest gaps between adjacent values.
(Wilkinson, 1990, p. 33)
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The rows of the matrix were arranged in the same sequence as the rows of the tree
dendrogram, obtained when the rows were clustered separately. The columns of the
matrix were similarly arranged. Each cell within the matrix had one of the six
symbols substituted for its numerical value. This display enhanced the visual
splitting of the matrix into clusters. Figure 3.10 demonstrates this concept.

3.6.3, Kmeans Clustering Algorithm

The Kmeans algorithm used was an example of partitioned clustering and differed
from the hierarchical techniques outlined above. Partitioned clusters contain no
other clusters and therefore cannot be represented by a tree dendrogram. The
Kmeans algorithm is an example of a 'Hill and Valley' or 'Hill climbing' technigque
(Dunn and Everirt, 1982, p. 88. ), (Jackson, 1983, p. 172). The Kmeans algorithm
could be considered as being similar to a multivariate analysis of variance where the
groups were not known in advance. It is an iterative procedure assigning cases to a
prescribed number of non overlapping clusters as described in Wilkinson (1999, p.
35) based on original work by McQueen (1966). The algorithm was implemented
using the SYSTAT KMEANS procedure.

Before using this algorithm, the researcher had to decide how many clusters were
required. The Kmeans algorithm then selected well distributed 'seed’ cases, one for
each proposed cluster.

Seeds for new clusters are chosen by finding the case farthest from the
centroid of all cases in Euclidean distance. (Wilkinson, 1990, p. 38).

Each new case in turn was assigned to the cluster represented by its nearest seed,
The mean of the cluster was then recalculated to take account of the additional case.
This was continued until all cases had been added to a cluster. The algorithm then
processed each case separately attempting to re-assign it to another cluster so that
the overall within-groups sum of squares calculated using Euclidean distance was
minimised. This process was repeated until no more reduction in the within-groups
sumn of squares could be achieved (Wilkinson, 1990, p. 26).



106

It seeks to partition n cases into K groups so that the value of trace W is
minimised. W is the p x p matrix obtained from summing the
within-cluster sum of squares and product matrices over all k clusters;

=W+ Wy+.. +W,;

(Dunn and Everitt, 1982, p. 88)

The output of the SYSTAT KMEANS procedure first listed the F-ratios for each
variable. Those variables with higher F-ratios were those variables that werc the
better discriminators between cases.

The output then listed for eac* cluster; the cases assigned to that cluster, and the
statistics of the variables for those cases. Minimum, mean, maximum and standard
deviation were calculated. When the run involved standardised data, these statistics
gave an easy method of deciding whether higher or lower than average values of
variables were responsible for the cases clustering together.

3.7. Exploratory Data Analysis
3.7.1. Clustering Runs

Three separate series of hierarchical clustering runs were carried out using suitable
variables to represent the development environment, the spreadsheet developer and
the spreadsheet application. Figures 7.1 and 7.2 of Appendix B show forms for
recording the following variable parameters:

a) the variables chosen.

b) the weighting of the variables.

c) the initial data matrix, standardised or not.

d) use of ordinal or binary dichotomous scales.

¢) the distance measure,

f) the linkage method.

g) inclusion of possible outlier cases.
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The resulting tree dendrograms were examined closely and a line was drawn to cut
the tree into clusters. If the clusters looked promising for use in developing a
taxonomy, a matrix clustering of cases and variables was also executed giving an
output of a density plot matrix. Kmeans clustering runs were completed using
values of & ranging through the number of hierarchical clusters + 2.

The outputs from the Kmeans and hicrarchical matrix and row clusterings were
compared and examined closely, to determine if they could be considered as the

basis of the taxonomy, considering the criteria outlined in section 3.7.2 below.

3.7.2. Criteria for Usefulness and Acceptability of Clustering
Runs

A priori it was impossible to tell which clustering algorithm would be most suitable.

Kaufman and Rousseeuw suggest that:

It is permissible to try several algorithms on the same data because
cluster analysis is mostly used as a descriptive or exploratory tool in
contrast with statistical tests that ar¢ camied out for inferemtial or
confirmatory purpose. That is we do not wish to prove (or disprove) a
preconceived hypothesis: we just want to see what the data are trying to
tellus. (1990, p. 37)

Hierarchical clustering algonithms have an inherent defect. They are rigid and can
never repair what has been  done at a previous step. Once two cases have been
joined at a certain level, they can never be separated again. Kmeans avoids this
problem. It has as a goal the objective of selecting the best’ clustering which may
or may not be hierarchical. Kaufman and Rousseeuw (1990, p. 45) feel that the
two methods are not in competition because their goals are different. If a tree struc-
ture is required, as is often the case in the biological sciences, then hierarchical
clustering is useful. Altematively, if a particular number of non-overlapping
clusters is required and nesting clusters inside others is unnecessary, then Kmeans

is the appropriate choice.
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Lorr (1983, p. 101) suggests that at least two different clustenng methods should be
used to confirm that an underlying structure is indeed being recovered, rather than
simply artefacts of the cluster analysis process.

Authors also differ over which linkage to use. Kaufman and Rousseeuw (1990, p.
47) suggest avoiding SLINK because of chaining, unless clongated clusters are
suspected and CLINK because of its tendency to produce compact, but not necess-
arily well scparated clusters. They recommend UPGMA. Romesburg (1984) also
favours UPGMA and Lorr (1983 p. 101) agrees with this recommendation.
Accordingly, this study used UPGMA, where appropriate, for most of the clustering

mns.
3.7.3. Interpretation of the Clustering Results

The clusters obtained by analysing the hierarchical dendrograms and Kmeans
output still required interpretation. Two hundred and fifty different sets of clusters
were obtained, one from each run. A decision had to be made whether to retain or
reject each of these clusterings. This could not be achieved based on ‘correctness’ or
'the right model'. Anderburg (1973, p. 23) suggested that this was not the type of
problem where there was an optimal solution as in lincar programming. Heuristics
and researcher intuition had an important part to play in arriving at a solution:
The mechanical results derived from submitting a set of data to some
cluster analysis are themselves devoid of any inherent validity or claim to
truth; such results are always in need of interpretation and are subject to
being discarded as spurious or irrelevant . . . .The use of cluster analysis
requires the active participation of the analyst to interpret the results and

judge their significance. This stage of the process is subjective, intuitive
and heuristic, (Anderburg, 1973, p. 176)

The skill, insight, experience and subjective judgement of the taxonomist had an
important part to play:

These methods (cluster analysis) arc best seen as tools for data
exploration rather than for a production of a formal classification . . . .
one cannot replace carcful thought by automated computer methods.
(Dunn and Everitt, 1982, p. 105)
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Many clusterings were produced, all seemningly valid but some more intuitively
useful than others. Clifford and Stephensun (1975, p. 125) suggest that it is up to
the researcher to choose which cluster ;s most suitable. The criteria used for
accepting the clustering solutions were those laid out in section 1.4.2 dealing with
the secondary research goals of achieving well structured and intuitive clusters
which could be used to achieve the primary research goal of producing a special
purpose taxonomy of spreadsheet application development.

An additional criterion for acceptability, was the agreement between solutions
provided by the Kmeans and hierarchical algorithms. As both methods forced a
clustering solution on data, whether it was homogeneous or not, the outcome of 'no
clusters present’ was never an available option. If two different algorithms gave
similar results, there was an indication that clusters were really present and
modelled the underlying structure of the data. The clustering was likely to be 'real’
rather than an artefact of a particular algorithm (Dubes and Jain, 1979).

3.8. The A.D.E. Taxonomy

This taxonomy was evolved for use in categorising the spreadsheet application
development process. It was developed in three parts.

a) A the Application
b) D the Developer

¢) E the development Environment

3.8.1. Development of the Taxonomy

Each of thc threc parts of the taxonomy was designed separatcly, using the
clustering run that was considered the most suitable, considering the criteria
outlined above in sections 3.7.2 and 3.7.3.

The tree dendrogram output of the SYSTAT JOIN ROWS procedure was transected
by a line chosen to divide the tree into appropriate clusters as described in section
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3.6.2 and Figure 3.9. As the graphical shaded density matrix output of the
SYSTAT JOIN MATRIX procedure had been sorted so that its rows were in the same
sequence as the dendrogram, the allocation of cases into clusters could be copied
from the dendrogram.

In the graphical shaded density matrix, dissimilarity/similarity cocfficients were
replaced with symbols that were shaded to give an impression of their magnitude.
A 'profile' of each cluster was then visually apparent. The variables having least
variability within the cluster and most variability between this cluster and other
clusters could be visually identified.

The cluster profile was finalised by examining both the statistics produced as part of
the Kmeans output, and the matrix cluster density plot from the SYSTAT MATRIX
clustering. The cluster name was suggested by its profile. After all clusters had
been identified and their profiles constructed and named, the A.D.E. taxonomy was
packaged.

a) The named clusters were rearranged in a hierarchical manner to form a

section of the taxonomy.

b) The three sections representing the Application, Developer and Environment
were combined.

c) Codes were provided for each class.

3.8.2. A Diagnostic Key for the A.D.E. Taxonomy

The diagnostic key, for use in assigning a spreadsheet application development
project to its three categories within the taxonomy was developed in three separate
parts for the three sections covering the Application, Developer and Environment.
A decision tree was prepared for each section. A user had only to follow each
question through the three decision trees to amrive at the appropriate three A.D.E.
codes that categorised their project. The diagnostic keys were designed to minimise
the branches of the decision tree i.c. the number of questions required.
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3.8.3. Vali n of A.D.E. Taxonom

The taxonomy was validated with respect to the goals of this research laid out in
Chapter 1 and also with respect %o criteria established in reports in the literature.
The rationale and methods for vaiidation of the taxonomy and its diagnostic key are
described in detail in Chapter 5.

3.9. Assumptions and Limitations of this Study

Underjying assumptions

Several assumptions have been made in this study:

a) It was assumed that respondents had the ability to report accurately and had

in fact done so!l

b) It was assumed that the spreadsheet development environment is not homo-
geneous but heterogeneous i.e. there are different classes of spreadsheets,
developers and development environments. The validation exercises

described in Chapter 5 go some way towards confirming this assumption.

c) It was assumed that the attributes chosen were suitable to develop a taxono-

my for usc in the design and control of spreadsheet projects.

d) Finally it was assumed that in the absence of a sampling frame, the sampling
procedures did choose a sample of cases that represented the population of
all spreadsheet developers sufficiently adequately to allow for the develop-
ment of a special purpose taxonomy for use in the control of spreadsheet

application development.

mitati

The primary limitation of this study was the non-gencralisability of the results due
to the non-probabilistic sampling methods used.
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The usc of two measurement instruments of unkmown validity also limits the
generalisability of the results however attempts were made o establish the validity
of these data collection instruments.

The ADE. has been designed for use in the management and control of
spreadsheet development projects. i.e. it is a special-purpose taxonomy rather than
a gencral taxonomy. This limits the general applicability of this taxonomy but
makes it much more appropriate for the use for which it is intended.

3.10. Ethical Considerations

The rescarcher was mindful of ethical considerations when conducting this research,
These reflected the rights of society as a whole and of the subjects in particular,
Efforts were made to ensure the maintenance of the rights of all involved directly or
i* “-ectly in this study, based on the framework of major ethical relationships in

buginess research evolved by Davis and Cosenza (1985, p. 457).
Societal rights

As research exists within society and is nurtured by it, it has certain responsibilities
towards socicty. Society has a right to be informed of any outcome of this research
that may effect its health and well being (Davis and Cosenza, 1985, p. 457). In this
respect, society could be considered, either as the Australian population as a whole,
or spreadsheet developers and those who are responsible for managing them, in
particular. Their rights will be supported with the publication of the more signifi-
cant results of this study.

Society can also expect objective, complete, unbiased and scientifically sound
research results, (Davis and Cosenza, 1985, p. 456). This study was neither
completely objective nor unbiased. It would not have taken place if these criteria
had been immutable, however the bias and lack of objectivity have been clearly
identified as has their effect on the generalisability of the results.
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Subjects' rights

Subjects had the right to receive adequate information to allow them to make an
informed choice whether to participate in the study or not. They had the right to
refuse participation without any adversc consequences. The sampling procedures
respected these rights.

Subjects had the right to ask for and receive results of the study if requested. Copies

of the results were sent to those who requested them.

Subjects had the right to have consideration given to their busy workload and
appreciation for the time taken to cooperate in this project. The questionnaire design
tried to make response as easy as possible. The follow-up procedures were designed
to be polite and unobtrusive as well as effective. Regpondents’ contributions were

always valued by the researcher and they were thanked for their cooperation.

Finally, subjects had the nght to expect that assurances of anonymity would be
respected and their privacy guaranteed. To achieve this goal, the subjects contact
details were not held in the electronic databases and were removed from the original
questionnaires and replaced with a number. The corresponding list of names and
numbers was kept under lock and key until the end of the study when it was
shredded.

her's righ

Given that the researcher was acting ethically, she had the right to expect recipro-
cal behaviour from the respondents. This primarily involved "the reporting of data
as truthfully and unbiased as possible as long as it does not conflict with some other
highly held ethicai value or principal of the individual” (Davis and Cosenza, 1985,
p- 463). This was in part beyond the researcher's control. However procedures were
put in place to make it simple for respondents to report accurately and to identify

cascs where this might not have been the case.
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3.11. Summary of this Chapter

This chapter has described in detail the study methodology and design and the

rationale for the choices made.

The sampling process, questionnaire design, validation and submission were
described. The data coding, screening and data structures for analysis were detailed
together with the development of suitable variables for input to the clustering

process.

The Kmeans and hierarchical clustering algorithms were described with their
variable input parameters. A series of clustering runs was developed leading to the
formation of the three part AD.E. taxonomy of spreadsheet applications

development and its diagnostic key.

The chapter ended with attention to some ethical considerations.
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CHAPTER 4: RESULTS

4.1, Overview of this Chapter

This chapter documents the results of this study. Supporting material can be found
in Appendix C,D and E.

The sample is described, including retumn statistics, and the identification of poss-
ible outliers. Graphs are drawn to illustrate the sample composition, and some
interesting results are reported.

A series of computer cluster analysis runs is described, together with their variable
input parameters and output clusterings. A taxonomy of spreadsheet application
development is developed from these runs, together with a diagnostic key used to
place a spreadsheet development project within the taxonomy.

4.2. The Sample

The sample was drawn in three parts using the multi-stage stratification sampling
plan outlined in 3.4.2:  a) Preston, b) Perth Metropolitan and c) Eastern States.

42.1. Sample Responses

Two hundred and sixty eight questionnaires were distributed between September
and November 1991, Twenty five identifiable cases were followed up 1.t non-

response. By December 1991, one hundred and eight replies were received.



116

Tabie 2:

Spreadsheet Survey: Questionnaire distribution and response

Preston Perth Eastern Total
Metropolitan States

Dispatched 85 142 40 267
Responded 85 33 10 108
Response 76.5% 23.2% 25.0% 40.5%
rate

As described in sections 3.5.1. and 3.5.2., the sample responses were initially
scanned by eye and then coded and entered into the databases. Variables were
transformed and data structures generated as outlined in sections 3.5.3. - 3.5.5.

4.2.2. Data Screening

The data screening methods used were discussed in section 3.5.8. Reasonableness
checks using SQL were carried out on the database. Bar graphs (see Fig. 4.1) and
/ or Box Plots (see Fig. 4.2) were drawn for appropriate variables to assess poss-

ible outliers, incorrect codes and other anomalies
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Figure 4.1: Spreadsheet survey: Bar graph showing the distribution of

cases by value of the variable QUALIFY.

QUALIFY

Spreadsheet survey: Box plot showing the distribution of

values of the variable QUALIFY .
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Contingency tabies (sec Table 3) were calculated for all variables and assessed for
plausibility.

Iable 3

Spreadsheet survey: Contingency table showing the distribution of
values for the variable QUALIFY, the highest level of qualification
attained by survey respondents.

1 2 3 4 S Total

Frequency 15 4 12 43 32 106
Percentage 14.15 3.77 11.32 40.57 30.19 100

4.2.3. Missing Value Treatment

Missing values were treated as described in Section 3.5.8. If the respondent could
not be contacted these were usually replaced by the character 'space’, recognised by
SYSTAT as a missing value.

The major question that caused respondents difficulty when completing the
questionnaire, was the question on the variable SIZE, used to record the 'raw’
spreadsheet size in bytes. This question was either unanswered or dubious in 22%
of returns. The assumption was made that respondents were either unwilling to use
their computers to determine the answer to this question or did not know how to
obtain the answer. This was verified on follow-up discussions with respondents by
telephone. Other respondents may have guessed the answer to this question. The
spreadshect SIZE.SSF was used both to check the plausibility of spreadshect ‘raw'
size (prior to transformaticn) and to estimate it, if necessary, when it was
impossible to contact the respondent. A listing of part of this spreadsheet can be
found in Table 25 in Appendix C.
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4.2.4, tlier Identification and Remaval

The variable SIZE recorded the original size in bytes of the spreadsheet prior to
any transformation. Both a normal probability plot (Fig. 4.3) and a box plot (Fig
4.4) were drawn for the variable SIZE. These plots showed SIZE was not
normally distributed but was skewed to the right.
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Figure 4.3: Spreadsheet survey: Normal Probability Plot of the Variable
SIZE. The piot is not a straight line as SIZE is not nommally distributed.
Two outliers are clearly visible.
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Figure 4.4;: Spreadsheet survey: Box plot for the variable SIZE showing
skewness to the right and three possible outliers.

Three possible outlier cases were identified. After discussion with one of the
respondents and in the unavailability of another, it was decided to remove cases
15 and 108 from the sample. The other possibie outlier was retained as it was not
so anomalous as the other two, however the value of its SIZE score was reduced
by ten percent. The researcher felt that this case could belong to a minor, but
plaucible, category representing very large, computationally simple, spreadsheets.
This category would have been unrepresented if the case had been removed.

The standardised scores of all ordinal variables were examined ‘o identify those
with values outside three standard deviations from the mean. Seven variables had
occasional cases with values outside -lhis range: STCONS, ICOMP, POPTIM,
SPERSN, SDPOLDC, SDENFORC and THREED. It was decided to leave these
variables and the anomalous cases in the data-set, as all seven variables were in
fact binary dichotomous with cnly two possible values. The retention of the.

rarer attributes could well assist in identifying categories in the final taxonomy.
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Binary Dichotoinous Yariables

The scores of binary dichutomous variables are presented in Table 27 in Appendix
C. The table was scanned and variables with either score having a frequency of less
than 10% were reconsidered. Some cases had frequencies of less than 10% in some
of the variables describing occupation. IMANUF, IELECT, ICONST, ISELL,
ICOMP, IDTHR had less than 10% of all cases with a value 'I'. These variables
were removed from the analysis as their presence would have had a high influence
on the distance measures inappropriate to their importance as identifiers of clusters.

PCILLASS describing spreadsheets with a primary purpose of classification also had
less than 10% of cases with a score of 'l'. This variable was combined with
PCOMMS and PREPORT 1o form the new variable PREST.

SPERSON and SDDOCO had similar low frequencies but were retained in the
data-set as their importance warranted.

4.2.5. Sample Descriptive Statistics

After data scanning and clean up processes, one hundred and six cases were retained
in the sample. Ordinal and binary dichotomous data-sets were prepared for these
cases and input to the SYSTAT software where they standardised to a mean of zero
and a standard deviation of one, in effect making them dimensionless.

Developer Profite

Variables measuring respondents stratum, age, gender, professional memberships
and industry were not used in the clustering rans. They served however to show the
variation within the sample. Other variables used to describe developers such as
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organisation size, employment status, educational qualifications, user-group
membership, training and reading spreadsheet articles were used for clustering.

B Preston
30.56%

Il Perth Metro
[ Eastern States

Figure 4.5. Spreadsheet survey: Developers by stratum.

Preston made up the bulk of the sample (60%), 10% were from interstate and the
remainder from Perth. o

| e |
male

gl

Figure 4.6. Spreadsheet survey: Developers by Gender

Most survey respondents were male. Only 15% were female.
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Figure 4.7 Spreadsheet survey: Developers by Age

Less than 10% of the sample respondents were under twenty five years and 58%

were older than thirty five,

14% School

0%
postgraduale

4% Trade

11% Diploma

Figure 4.8 Spreadsheet survey: Developers' highest qualifications

The respondents were well qualified with 71% having a degree or post-graduate
qualification. 51% had membership status in professional organisations.
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Figure 4.9, Spreadsheet survey: Davelopers' employment status

About half the respondents classified themselves as employees rather than
management, yet Figure 4.7 shows 58% were older than 35, and Figure 4.8 shows
71 % had degrees or post-graduate qualifications.

Figure 4,10 Spreadsheet survey: Developers’ employment status and
highest educational qualification.

The respondents who classified themselves as employees had a high rate of degrees
and post-graduate qualifications, combined with their non-managerial status. They
presumably were well qualified, technically capable, competent people working
possibly independently, designing and building spreadsheets in uncontrolied
environments without the overall picture of the organisation that someone with
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managerial status would have had. A situation worthy of some attention, when
considering the control of spreadsheet development.

45% of the developers worked for small, single person or one department
organisations, 13% for medium sized, multi-department, one site organisations and
42% worked for large organisations with many departments on more than one site.

Figure 4.11 Spreadsheet survey: Developers by Industry

As might have been expected from the distribution of industries in Preston, the
largest stratum (see Figure 3.3), about 25% of the respondents were employed in
the mining industry. The farming, forestry and fishing industries also had high
representation. Business, finance and banking accounted for another 22%. The
computer industry had only a small representation of 7% ie. 93% of the
spreadsheets surveyed were developed outside the computer industry.  Most of the
developers worked in the private sector with only 5% private or recreational
devclopment.



126

[ Public
[ Private

M Personal/
Recreaational

Figure 4.12. Spreadsheet survey. Respondents by sector

Developers had varied interest in spreadsheets, the majority not appearing to have
high interest. 11% belonged to a spreadsheet user-group and these developers
presumably did have a considerable interest in spreadshects.

The number of articles read concerning spreadsheets, was considered as another
sign of spreadshect interest. The majority (60%) of developers in the sample read
less than three articles about spreadsheets in a year, however 21% read more than
eight articles on spreadsheets and could be presumed to have an interest in
spreadsheets.

The training received in developing spreadsheet models also varied. A high 52%
were self trained and 8% were trained solely by work-mates. The remaining 40%
were divided evenly between those who had attended courses and those who
considered they had professional data processing training.

Software Profile

The variables describing the brand of software and operating system, were not used
for clustering. A broad range of software packages was represented.
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Figure 4.13. Spreadsheet Survey: Software used for development

MULTIUSER
MAC
DOos
o 20 40 0 80 100
Numbar of case:

Figure 4.14. Spreadsheet Survey: Operating System used.

DOS and its many variations was the predominant operating system, used in over
90% of cases. A few developers worked with an Apple Macintosh or in a multi-
user environment on mainframes, or minis running PICK or UNIX. 0S/2 was
not represented. The DOS figures included developers who specified that they

were using Microsoft Windows 3.0. running as a DOS shell.
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Control Profile
no policy
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Figure 4.15. Spreadsheet Survey. Awareness of control policy.

There was minimal control of spreadsheet development in the respondents’ parent
organisations. Only 11% of developers were aware of a spreadsheet control policy
within their organisation, with one third of these having 8 documented copy.

If the policy was enforced, it was self enforced in more than half of these cuses, and
in only one case in the sample, was there any reported involvement of the 1.T.
department. No respondent reported auditor enforcement of the policy.

No control policy

Enforced by I.T. Dept

Enforced by
funclional dept.

Self enforced

0 20 40 60 80 100

Number of casos

Figure 4.16 Spreadsheet survey. Enforcement of spreadsheet cor.trol
policy.
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6% of the total number of respondents, who were otherwise working in a2 non
controlled development environment, did have access to spreadsheet libraries of
supposedly quality templates. These examples, if they were indeed of quality and
used wiscly, could have impacted on the control of spreadsheet development for
these respondents.

Another aspect of control, is the provision of sufficient time for the adequate
completion a spreadsheet development project. 13% of the respondents noted that
their projects were rushed and they would have preferred to have had more time

available.

The overall level of control of spreadsheet development projects was low in this

sample.
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Spreadsheet Survey: Application Profile

Notwithstanding the lack of developmental control outlined in Section 4.2.5., most
of the spreadshects in the sample had a non-trivial and even important usage.

The spreadshect applications were used for a variety of purposes, the most common
being report generation. Nearly 70% of the applications were involved with some
type of reporting. The remaining 30% of the spreadsheets were used to create
models to assist decision making. Forecast or prediction models accounted for 18%

of the total and there were a few 'what if' and optimiser models.

Eligure 4.17. Spreadsheet survey. Spreadsheet purpose.

The spreadsheets were used for imponant objectives, and most respondents (92%),
classified their application as being of moderate or major importance. This was
confirmed by the proportion of spreadshects that cither modified existing Corporate
data ( 27%) or created new Corporate data (49%). 40% of the spreadsheets in the
sample had no involvement with Corporate data.

The importance of the majority of the spreadsheets was also confirmed by the
distribution of their output. Only 17% of the spreadshects were solely for the
developer's own use, and the output of the remainder was distributed to others.
29% of the total sample was distributed beyond the developer’s organisation.
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Figure 4.18. Spreadsheet survey. Distribution of spreadsheet output

Most of the spreadsheet output remained in circulation for some time, with more

than half (55%) remaining in use for longer than a month.

Most (67%) of the spreadsheets were run on a regular basis (daily, weekly, monthly
or frequently), and a smaller proportion (17%), was used once or only a few times.
The remaining 16% were run occasionally after long gaps in time. These
spreadsheets were of particular interest from a control perspective, as they could
have been used as a basis for important decision making, by users unfamiliar with

the infrequently run template.

Most of the spreadsheets were intended to be run solely by their developer, but 18%

were prepared for other users to run and 10% for data entry by clerical assistant.
r : Templat fil

There was a large variation in the size and complexity of the spreadsheets. Size
ranged from 800 bytes to 5.3 megabytes. The mean spreadsheet size was 218
kilobytes. Spreadsheet size was not normally distributed (See Figure 4.3 normal
probability plot) and was skewed to the right i.e. showing a predominance of larger
spreadsheets.
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Complexity was considered in three parts design, logical and link:

a) Design complexity was shown by the use of borders, split screens and
modular design.

b) Logical complexity was shown by the use of both absolute and relative
referencing, @IF functions, look-up functions and formulas.

¢) Link complexity was shown by links to templates and other non spreadsheet

software, graphics and macros.
Spreadsheet Design Complexity

The spreadsheets sample did not show as high a design complexity as might have
been expected. 25% of spreadsheets used split screen techniques and 49% had
fixed borders incorporated within their design.

Exactly half the spreadsheets had a modular design. As defined in Figure 4.19
below, 38% of spreadsheets had a blocked, and 12% a diagonal modular shape. It
is interesting to note that half of these predominantly large spreadsheets were not

designed in a modular manner.

BLOCKED MODULES DIAGONAL MODULES

Figure 4.19 Modular Spreadsheet Designs

The comparison of the size of a spreadsheet with modular design shown in Figure
4.20, shows that this tendency to non-modular design was not restricted to smaller

spreadsheets.
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Figure 4.20: Spreadsheet survey. Comparison of modularity of design
with spreadsheet size categories ranging from size-1, small to size-6,
large.

The logical complexity of the spreadsheets surveyed was non-trivial. 66% of the
spreadsheets used both absolute and relative referencing. 47% of the spreadsheets
used logical @IF functions and the function was nested in over half of these (27%
of the total sample). Look-up functions and tables were used in 27% of the

responses.

In over haif of the cases (57%), the developer categorised the formulas used as

average or complex.

Figure 4.21 Spreadsheet survey: Formula complexity
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Spreadsheet Link Comptlexity

The link complexity of the sample was also non-trivial. 36% of the sample had
links to other spreadsheets and 21% involved links with a database. 8% involved
Windows D.D.E. (Dynamic Data Exchange).

Figure 4.22. Spreadsheet survey: Use of Macros

Macros were used by 45% of the spreadsheets but only 10% of respondents

considered their macros complex.

Figure 4.23. Spreadsheet survey: Usse of Graphics

Graphics were slightly less common, featuring in 38% of the spreadsheets. 8% of
the total sample respondents considered their graphics to be complex
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4.3. Clustering Runs

A series of clustering runs was carried out using the SYSTAT software. Data scales
were varied (binary dichotomous or ordinal). Data attribute selection and weighting
were varied. The clustering algorithm was varied (hierarchical joins or Kmeans
partitioning with variable number of clusters). The linkage was varied. (single,
complete, centroid, average, medizn and Ward) The distance measure was varied.
(PCT, Gamnma, Pearson, Jaccard, Mu-2, Rho, Tau and Euclidcan). Runs were
grouped, with each new group testing some major change in the clustering input
parameters. A summary of the parameter variations for each run can be found in
Table 28 of Appendix D.

The rationale for the strategy used is outlined below. One hundred and fifty cluster
analyses were performed.

« Eighty four to experiment with parameters usage in the clustering
algorithms,
*  Twenty six to develop the Spreadsheet Developer categories of the A.D.E.

taxonomy

¢ Thir~ one to develop the Spreadsheet Application categories of the A.D.E.

taxonomy

» Nine to develop the Environmental categories of the A D E. taxonomy.

4.31. Experimental Runs To Select Parameters For
Production Runs

The objective of these initial 84 runs was largely experimental. The SYSTAT
computerised implementation of the algorithms was investigai.d using the survey
data, and clustering parameters were trialed and sclected for use in the final
analyses to gencrate the clusters from which the taxonomy was derived.
Experimental cluster analyses were carmied out using binary dichotomous, ordinal
and mixed scales, six different linkage methods and ten different similarity or
distance measures. Details of these runs and the mtionale behind the sclection of
their parameters can be found in Appendix D and Table 28,
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On the basis of these experimental runs, it was decided that ordinal scaled variables
using an Euclidean distance measure and both the Kmeans and hicrarchical joining
algorithms with average linkage (UP.G.M.A)), offered the best route to find
clusters suitable for building a taxonomy.

4.3.2. i n veloper Cateqories Of Th
Taxonomy

These runs used the standardised ordinal data-set with average linkage and
Euclidean distances for creating hierarchical tree dendrograms joining rows and
Kmeans for partitioning. They varied the attributes selected and their weighting.

The nine group 18 clustering runs investigated the weighting of variables EXPERT
and XTRAIN describing spreadsheet developers’ expertise and training. A easily
identifiable clustering solution was obtained with excellent agreement between
KMEANS and JOIN algonthms. User-group members and self-employed persons
separated out into clearly separated clusters.

The final seventeen runs used to cluster developer attributes investigated the effect
of the XSTATUS vanable on the clustering. Consuitants and self employed
persons had an XSTATUS of 0 (less than the XSTATUS of an employee) and it
was felt that this did not reflect a true measure of status, Each of the cases where
XSTATUS was 0 was re-examined in the light of the respondent’s answers to other
questions and follow-up telephone interviews where necessary. In 60% of the cases
the coding of the XSTATUS variable was upgraded from 0.
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JADLE 4:

Spreadshest survey. Changes to XSTATUS variable for self-empioyed
persons and co.isultants.

STATUS CASE NEW XSTA.US
SELF-EMPLOYED 15 3
SELF-EMPLOYED 46 2
SELF-EMPLOYED 78 2
SELF-EMPLOYED 79 2
SELF-EMPLOYED 101 2
CONSULTANT 100 1
CONSULTANT 25 2
CONSULTANT 76 2

Variables representing self-employed (STSELFEMP) and consultant (STCONS)
status were included with the developer variables clustered. These two additional
variables compensated for the changes made to the XSTATUS variable. Compact,
well separated clusters were obtained, however CASE 15 was identified as a
possible outlier as it formed a one-member cluster with a very late joining with the
remaining clusters. This case was reinvestigated and a decision was made to drop it
from the analysis as the validity of much of its data was in doubt.

The later group 20 runs were the final runs used to identify developer clusters.
These runs weighted expertise (EXPERT) three hundred percent but did not weight
training. Occupation as a data processing professional (OIT) was included, but not
working in the computer industry (ICOMP).
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The following variables were used to produce the dendrogram:

ORGSIZE - Size of the user organisation
USERGRP - User-group membership
EXPERT - Developer expertise

WTEXP1 - Developer expertise

WTEXP2 - Developer expertise

XTRAIN - Spreadshect training

READ - Reading concerning spreadsheets
QUALIFY - Academic and other qualifications
PROFMEMB - Membership of a professional body
XSTATUS - Status in the work-force
STSELFEM - Self empioyed

STCONS - Working as a consultant

OoIT - Occupation in [.T.

The hierarchical JOIN run 20m (with ten clusters and with the biggest cluster
further subdivided into two unequal parts) was compared with KMEANS for 14
clusters in run 20q. An almost perfect match was obtained of clusters derived from
the two methods when two groups of small clusters were combined leaving only
case 53 assigned to different clusters by the different algorithms. Run 20r analysed
a matrix clustering to assist in the identification of the cluster profiles. Copies of

these final runs for clustering of the developers' variables can be found in Figures

7.3 and 7.4 and table 29 of Appendix D. The following ten clusters were identi-

fied:

Cl
C2
C3
D1
D4

LT. professional spreadsheet expert consultants ( Spreadsheet Gurus)
Other I.T. professional consultants not spreadshect experts
Spreadsheet consultants but not I.T. professionals

User group members

Novice developers
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« D3 Knowledgeable developers

« D2 Lay experts

s 12 Non consultant LT, professionals interested in spreadsiieets

e 11 Non consultant I.T. professionals disinterested in spreadsheets
« D5 Seif-employed developers

4.3.3. Developer Cluster Profiles

A cluster profile described the attributes that lead to within cluster homogeneity and
between cluster heterogeneity i.c. the effect the variability of attributes had on the
clusters generated. Cluster profiles were developed for each of the ten clusters by an
analysis of the row and matrix join clustering outputs and a comparison with the
Kmeans output. Copies of all relevant SYSTAT outputs can be found in figures 7.3
and 7.4 and table 29 of Appendix D.

The clusters were identified by transecting the wee dendrogram from the row
clusteriiig output at a suitable distance resulting in the identification of ten clusters.
The largest cluster was further sub-divided into two clearly separate groups and two
of the smaller groups were combined. This division into clusters was then superim-
posed on the shaded matrix output. Correspondence with the Kmeans clustering
output was established. Prrfiles of cluster membership were developed, consider-
ing both the shaded matrix output and the cluster means and standard deviations on
cach variable from the Kmeans analysis.

1- LT, pr ional t ex Itant:

This cluster, identified in the dendrogram, comresponded to cluster two of the
Kmeans analysis. It was a small cluster with only one member, case 25. However
it was retained as a cluster due to its differences from other clusters, (it was the last
to join in the hicrarchy), and its importance in identifying a class within the taxono-
my. This cluster representzd well trained, highly qualified 1.T. professionals acting
as consultants with a particular interest in spreadsheets. User-group memberslip
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and extensive reading about spreadsheets were typical. Members of this group could
be considered spreadsheet ‘gurus’.

C2 - Other LT. professional consuitants

This small two-member cluster was identified in the dendrogram and corresponded
to cluster eleven and case 53 from cluster four of the Kmeans analysis. Members
were professional 1.T. based consultants, who were not spreadsheet specialists.
Qualifications were high but members had lower spreadsheet expertise than Cls or
C3s and were self-trained. They did not exhibit high spreadsheet interest as they
were not user-group members and read little about spreadsheets.

- Non rofessional spr heet consultants

This cluster identified in the dendrogram corresponded to the remainder of cluster
four in the Kmeans analysis. It had three members all acting as spreadsheet
consultants but not primarily employed in an I.T. based occupation. They belonged
to small organisations when they were consulting. Some were academics. These
developers were well qualified and well tained, They had higher expertise than
C2s, however they did not belong to a user-group and read little about spreadsheets.

D1 - User group members

This cluster of seven members, identified in the dendrogram, corresponded to
clusters thirteen and ten of the Kmeans analysis.  Developers were user-group
members with good (cluster ten) to high (cluster thirteen) expertise. They read
extensively and surprisingly were predominantly self-trained. More than half were
departmental managers or executives and the majority belonged to larger

organisations.
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D4 _- Novice developers

This medium-sized fifteen member cluster, identified in the dendrogram,
corresponded to cluster three of the Kinzans analysis. Developers were novices and
they were mainly employces rather than managers. Most had degree or
post-graduate quali{.cations but had not received professional spreadsheet training,
70% were either self-trained or helped by work-mates. They tended not to read
much about spreadsheets and did not belong to a user-groug.

D3 - Knowledgeable develepers

This cluster, identified in the dendrogram corresponded to cluster one of the
Kmeans analysis. This was the largest cluster with fifty-four members involving
50% of the sample. Cluster members were all knowledgeable about spreadsheets.
They were mainly employees with only 2 few managers represented. They tended
to have high qualifications and the majority had professional memberships. A
clearly identifiable subset of twelve members had no post-school qualifications
though most did have professional memberships and some were managers. Cluster
members were not user-group members and tended to have a low rate of reading
about spreadsheets. The training they had received varied with some having
attended courses or professional 1.T. training and some self trained.

D2 - Lay experts

This medium-sized cluster of nine members was identified in the dendrogram and
corresponded to cluster eight of the Kmeans analysis. Members did not belong to
user-groups but had very high expertise. They also had high status, most being
managers or executives with high academic qualifications. They tended not to
belong to professional bodies. Their training in spreadsheet methods vanied but
they all read considerably about spreadsheets.
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This small three-member cluster was identified in the dendrogram and corresponded
to clusters twelve, six and case 45 from cluster five of the Kmeans analysis,
Members were professional L.T. employees but not consultants. They were knowl-
edgeable and read considerably about spreadshects and were well trained.

This small two-member cluster was identified in the dendrogram and corresponded
to cluster fourteen of the Kmeans analysis. These I.T. professionals were

spreadsheet novices, self trained and showed little interest in spreadsheets.

- vel

The final developer cluster was identified as two separate but adjacent clusters in
the dendrogram. corresponding to clusters seven (9 members) and part of cluster
five {case 11) in the Kineans analysis. All developers were sclf-employed, tending
to work in small organisations.. Their academic qualifications were high with 45%
having post-graduate degrees. Their expertise varied and they were predominantly
self trained. Most read little about spreadsheets though 30% belonged to a user-
group, the only developers outside cluster D1 who did.
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4.3.4. Production Runs for the Application Categories of the
Taxonomy

it t to tw

Group 21 runs investigated non-developer spreadshect variables. Case 72 was
found to be very different from the other cases and on review it was considered to
be of doubtful validity so it was removed from the data-set for the runs of this
group. The variables describing the industrial sector were also removed.
{SPUBLIC, SPRIVT, SPERSN, ORUSIZE) The results of these analyses showed
easily discernable clusters which were difficult to interpret. The variables
describing environmental control were the biggest discriminators between clusters.

Initially the decision was made to divide the non-developer representing attributes
into two classes; a priori and postiert; those known before the spreadsheet was
developed and those only known after. The a priori classification would be more
pertinent to the proposed use of this taxonomy to assist in developing security
controls for spreadsheet development. Many of the a priori attributes dealt with
environmental factors e.g. spreadsheet control policy, sufficient development time
and personal usc of the spreadsheet. Subsequently the decision was made to
remove attributes from the data-set that dealt with developer or environmental
factors and cluster them separately. The remaining attributes described the
spreadshect application. There were a few a priori attributes {e.g. purpose,
corporate data inclusion) but largely postieri attributes {e.g. size, macro and graphic
inclusion, links to other applications, complexity). The data-set, with case 72
included, was subdivided into developer, application and environmental variables.

Group 22 runs investigated the inclusion in the clustering of the variable SPERSN
descnibing development for personal or recreational use. Analysis of these runs
resulted in the transfer of consideration of this variable to the environmental
clustering runs.
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Clustering Application variables

The initial runs from group 23 clustered application variables, resulting in . few
interpretable clusters and six additional clusters with just one member. The cffects
of weighting the size and importance variables (XSIZE, IMPORT AN) did not lead
to an improved clustering. However, combining the three link variables
(LINKDDE, LINKSS, LINKDB) into a composite variable LINKED reduced the

number of one-member clusters.

Group 24 runs completed the analysis of the application variables, The variable
RUNBY was rctained. This measured how many people ran a spreadshect,
ENTKNOW, an ordinal scaled variable, measured the knowledge the data enterer
had of the spreadsheet. Did a developer who designed a spreadsheet have more or
less knowledge of the data entered than a user who ran the spreadsheet regularly?
The sample had not collected data to answer this question so ENTKNOW was
replaced by the new binary dichotomous variable ENTCILLRK describing data entry
by a data-entry clerk. This replacement reduced the number of small clusters.
There was no longer any discrimination between spreadsheets prepared for data
entry by a user who was not the developer, and one who was. Spreadsheets
prepared for cierical entry were still considered separately in view of the final
security oriented purposes of the taxonomy. Spreadsheets run by persons other than
their developers were still represented by the variable RUNBY.

The inclusion of the variable PFORCAST resulted in a clearly identifiable cluster
containing some, but unfortunately not all of the forecasting applications. This
vaniable was discarded from further analyses but variables describing optimisation
and "What if” models were retained. POPTIM and PWHATIF measured problem
solving exercises which were different from the largely reporting functions of the
other purpose variables PCOMMS, PREPORT, PCLASSIFY. (These had already
been combined into PREST). Whilst it was recognised that forecasting differed in
function from reporting, classification or communicating in that it created data,

PFORCST was merged with PREST to reduce the number of clusters. Optimiser
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and 'What if' models have an iterative solution. Spreadshects, when used for fore-
casting, or for reports, have a similar type of non-iterative solution. The 18% of

forecasting spreadsheets in the sample were not permitted to exert an influence on
the final analysis. The smaller 13% of goal seeking application variablea PWHA-
TIF and POPTIM were retained as separate entities as their functions were very

different from those largely reporting functions represented by PREST.

Runs 24a »nd 24j were the final runs used to develop the application section of the
of the A.D.E. taxonomy. Copies of their output can be found in Appendix D. Run
24a produced a dendrogram using join average linkage with Euclidean distance.
The dendrogram was transected to give ten clusters. Tallying from the left; a) the
small one or two member clusters 2 and 3 were combined as were 9 and 10, b) the
largest cluster was transected at a lower distance and split into six unequal parts,
and c) the first two of these secondary clusters were combined giving a total of
twelve clusters for the whole dendrogram. Run 24g used the Kmeans algorithm to
split the sample into nine panitioned clusters. Run 24j further subdivided the first
of these clusters to give a total of fourteen clusters and was also considered when
developing the taxonomy. Agreement between the Kmeans and dendrogram
methods was satisfactory with ninety three out of one hundred and six cases being

placed in similar clusters. The following attributes were used without weighting:
® PWHATIF - "What if" purpose
® POPTIM - optimiser purpose
® IMPORTAN - spreadshect importance to the organisation
¢ THREED - three dimensional
® XSIZE - useful size ( ignoring labels and blank cells)
® XGRAPH - graphics usage
*  XMACRO - macro usage
¢  XLOGIC - Logical complexity
* RUNBY - who runs the spreadsheet
¢ PRIVATE - private data only
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*  QUTSCOPE - output distribution

* XORDFREQ - frequency of running the spreadsheet

» CDCHNG - changing corporate data

* CDNEW - source of new corporate data

» KEPT - output retention

» ENTCLRK - clerical data entry

e LINKED - links to other entities (spreadsheets, databases, DDE)
From these runs clusters were identified. Cluster profiles were determined by
analysing the shaded matnix cluster output and the Kmeans cluster mean and stan-
dard deviation statistics from figures 7.5 and 7.6, and table 30 of Appendix D. The
application section of the A D.E. taxonomy was then developed:

s M1l - Models - "What if"

» M2 - Madels - Optimiser

= M3 - Models - very complex

= Ol - Data entry by data-entry clerk - Unimportant spreadsheets

* 02 - Data entry by data-entry clerk - Important spreadsheets

= O3 - Data entry by user - Important spreadsheets

= 81 - 3D spreadsheets - Complex.

s S2 - 3D spreadsheets - Simple

« 83 - Non 3D spreadsheets - Complex

* 54 - Non 3D - Corporate data creators

* S5-Non3D - General

® S6 - Specialised Graphical spreadsheets
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4.3.5, licati r Profiles

This cluster of eight members was identifiable in the dendrogram and corresponded
with cluster seven of the Kmeans analysis. Members were all "what if” models,
Most were run only once or a few times usually by the developer only. Their
output was kept for a short time and not distributed far. They tended to use, rather
than create or modify corporate data.

M2 - Optimiser models

This five member cluster was clearly identified in the dendrogram and corre-
sponded to cluster four of the Kmeans analysis. Members were all optimiser
models usually run by the developer, kept for oniy a short time and not distributed
beyond departmental level. 40% involved corporate data. These models were

simple with low link, formula and logical complexity.
M3 - Very complex models

This cluster had only one member and was clearly identified both on the dendro-
gram and by the Kmeans analysis, where it corresponded to cluster number two. It
was retained in the taxonomy as it was one of the last clusters to join the tree,
making its member very different from others in the sample. This model had high
logical and formula complexity. It involved graphics, macros and links to other
entities. It was run frequently by many users. This optimiser model was of moder-

ate importance and size and used corporate data.

O] - Data entered by data-entry clerk, Unimportant spreadsheets

This small two member cluster was identifiable on the dendrogram and

corresponded to clusters six and eight in the Kmeans analysis. Members were large
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unimportant spreadsheets run often and regularly with data entry by a data-entry
clerk.

This cluster of cight members was clearly identifiable on the dendrogram but not
from the Kmeans analysis where it was combined with members of classes 02 and
83 10 form cluster three. Increasing the number of clusters in the Kmeans analysis
to 20, identified this subgroup.

These spreadsheets were of moderate to high importance, run regularly with clerical
data entry. They were of moderate sizz and complexity, and used macros.
Corporate data was involved. Their output was distributed within the department
and in some cases beyond the organisation.

- mporiant spreadsheet

These thirteen spreadsheets were clearly identifiable as a cluster in the dendrogram
and were combined with O2s to form the third cluster in the Kmeans analysis.
The user was considered as the person who ran the spreadsheet, not necessarily the

developer or even the person who ettered most of the data.

Members of this cluster were run regularly involving the creation of new corporate
data in 85% of cases. They were of high importance with most (75%) distributed
beyond the user organisation. They tended to be large, use macros and be of
moderate to high formula complexity. Most of these spreadsheets involved data
entry by the user rather than the developer but a clearly defined subset of five
members in the dendrogram had the developer as the user. This subset was not
identifiable in the Kmeans analysis, so it was decided to retain the concept of "run
by a user who was not the developer” in the profile for this class in the taxunomy.
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S1 - 3D complex spreadsheets.

This small cluster of two members was clearly identifiable both in the tree dendro-

gram and in the Kmeans analysis where it comresponded to cluster five.
Spreadshects were large, three dimensional, logically complex and involved private
not corporate data.

S2 - 3D simple spreadsheets

This small cluster of four members was identified on the dendrogram. It was
combined with S4 and S5 to form the first cluster of the Kmeans analysis. These
three dimensional spreadshects were moderately large but not complex. They
tended to use but not change or create corporate data and were only of moderate

importance.

- Non 3D mplex spreadsheet

This cluster of thr~e members was identified on the dendrogram. It was not identi-
fied as a separ = - joup by the Kmeans analysis and formed part of cluster three

where it was combined with O2s and O3s.

Members were complex spreadsheets with links to other entities. They were of
moderate importance, modified corporate data and their output was distributed at
least inter-departmentally and often beyond the organisation

- Non 3D rate data creat

This large cluster of twenty one members, was identified from the dendrogram.
When the number of clusters was increased to fourteen, it was also identifiable as

cluster 14 in tie Kmeans output.

Members were not three dimensional. They were of moderate to high importance
creating new cofporate data which was distributed in 40% of cases beyond the
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organisation. Many had either links to other entities, graphs or macros but none
was of high logical or formula complexity. Mast (75%) of these spreadshects were
run by their developer.

S5 -Non 3D - General

This largest cluster had thirty members. 1t was identifiable on the dendrogram and
formed part of cluster one in the Kimeans analysis being separated from the Sdg
when the number of Kmeans clusters was increased to fourteen,

Spreadsheets tended to be simple rather than complex. There was a low usage of
graphics, macros and links. They used mainly private data, with a few (20%)
usging but not changing or creating corporate data. They were run regularly and
frequently usually by the developer. Output distribution was varied but in 35% of
the cases it was restricted to just the developer. Interestingly 23% of these
spreadsheets were judged by their developers to be of high importance.

This medium sized cluster of nine members was clearly identifiable in the dendro-
gram and as ciuster nine in the Kmeans analysis. All members had a high involve-
ment with intermediate to complex graphics and most had links to other entities.
Many used macros. However, formula and logical complexity was average. They
were run frequently and regularly and their output was distributed. Some used and
even changed corporate data but none created new corporate data, and 60%
involved only private data.
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4.3.6. Production Runs for the Environmental Categories of
the Taxonomy

Group 25 runs analysed the environmental variables. Excellent correspondence
between the clusters generated was obtained with Runs 25d and 25a giving exactly
the same clusters. Runs 25f and 25g were used to develop the taxonomy and their
output can be found in figures 7.7 and 7.8, and table 31 of Appendix D. These runs
included the variable SPERSN, which described development for personal or recre-
ational use. This variable had previously been discarded from the developer
attributes, yet it was felt to be important enough to include in the development of
the A D.E. taxonomy, hence its inclusion in this section. The two methods clus-
tered cases identically except for case 19.

The following environmental descriptive variables were used for these analyses.

+ ENUFTIME - Sufficient development time

¢« SDPOLDC - Organisational Spreadsheet Development Policy and its
availability in documented form

e« SDENFORC - Enforcement of this policy
= LIBRARY - Presence of a library of high quality spreadsheets for sharing
e SPERSN - Development for personal or recreational use.

Six clusters were clearly identified by the dendrogram and confirmed by the
Kmeans analysis. These lead to the development of the environmental section of
the A.D.E. taxonomy comparing regulated and unregulated environments.

* RI1 - Tight control

* R2 - Loose control

» R3 - Spreadsheet library exists

¢ Ul - Rushed development

¢ U2 - Uncontrolled development

¢« U3 - Personal or recreational use
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43.7. Envi 1 Cl r Profil

This cluster had only one member but was left in the taxonomy because of its
importance. It was clearly identifiable in the dendrogram and corresponded to
cluster four of the Kmeans analysis. This environment had a documented
spreadshoct development policy enforced either by an auditor or the 1.T. depart-
ment. A spreadsheet sharing library existed.

R2 - Loose control

This cluster of cight members was clearly identifiable both in the dendrogram and
Kmeans analyses where it corresponded to cluster two. A spreadsheet development
policy existed in this environment and was possibly documented. However it was
enforced either by the developer only, or at departmental level with no auditor or
I.T. department involvement. There was no spreadsheet sharing library.

R3 - Spreadsheet library exists

This cluster of eight members was clearly identifiable both in the dendrogram and
Kmeans analyses where it corresponded to cluster five. It was characterised by the
presence of a spreadsheet sharing library. There was no formal documented
spreadsheet development policy, however 25% of developers were aware of an

undocumented policy which they enforced themselves.

- h 1 nt

This cluster of fifteen members was clearly identifiable both in the dendrogram and
Kmeans analyses where it corresponded to cluster seven. The environment had no

control policy and the developers were rushed and felt that they did not have ~uffi-
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cient time available for completing their spreadsheet development as they would
have liked.

This large cluster of sixty ninc members was clearly identifiable both in the
dendrogram and Kmeans analyses where it corresponded to cluster one. The

environment was uncontrolled but developers did have sufficient time available,

U3 - Personal or recreational use

This cluster of five members was clearly identifiable both in the dendrogram and
Kmeans analyses where it corresponded to cluster three.  This uncontrolled
environment supported spreadsheets developed for personal or recreational use.

4.4, The A.D.E. Taxonomy

The A.D.E. taxonomy of spreadsheet applications development was arranged with
respect to the cluster profiles identified in the cluster analyses described above.

4.4.1. The Developed Taxonomy

The taxonomy was arranged in three sections:

a) A the Application. This section categorised the spreadsheet application i.e.
the product of a development project. It was further subdivided into
spreadsheet applications that could be primarily considered as models and
those whose main purpose was reporting.

b} D the Developer. This section categorised the skills and background of the
developer of the spreadsheet application. Developers were further
subdivided into those who acted as consultants (for this particular project),
other I.T. professionals and other developers.
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¢) E the development Environment. This section categorised the development
environment where the spreadsheet application was developed. This section

was divided into two broad categorics of environments with some form of

extcmnal control and those without.

M1 Models - "what if”
M2 Models - optimiser
M3 Models - very complex

Reports and other applications with non-developer data entry

Cl1 Data entry by data-entry clerk - unimportant
spreadsheet

02 Data entry by data-entry clerk - important
spreadsheets

03 Data entry by User - important spreadsheets.

Reports and other applications with data entry by the developer

S1 Three Dimensional - complex

52 Three dimensional - simple

S3 Two dimensional - complex

S4 Two dimensional - create corporate data
S5 Two dimensional - general

56 Specialised graphical spreadsheets
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Ihe Developer
Consultants
Ci I.T. professional consultants - spreadsheet specialists
C2 L.T. professional consultants - not spreadsheet
specialists.
C3 Spreadsheet consultants - not 1.T. professionals,
Other LT. Professionals
11 Non consultant 1.T. professionals - disinterested in
spreadsheets
12 Non consultant I.T. professionals - interested in
spreadsheets
Other Developers
D1 User-group members
D2 Lay experts
D3 Lay knowledgeable developers
D4 Lay novice developers
D$ Setf-employed developers

h vironm
Controlled
R1
R2
R3
Uncontrolled
Ul
U2

u3

Tight control
Loose control

Spreadsheet library exists

Rushed development
Uncontrolled but not rushed development

Personal or recreational use
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44.2.  Description of the Sample Using the Taxonomy

The distribution of the sample amongst the Application categories is shown below
in Figure 4.24. The applications were predominantly developer run reports, The
samplec also contained a few models and reports prepasca for others to run, Two
dimensional general reports were the most comimon types of spreadsheet however

~J% of the applications created new corporate data.
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Figure 424 Spreadsheet Survey. Frequency distribution of cases
amangst the A.D.E. Taxonomy Application categories
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The distribution of the sample amongst the developer categories of the taxonomy is
shown below in Figure 4.25. The sample was not particularly heterogeneous with
most spreadsheets developed by lay knowledgeable developers with only a few

consultants and I.T. professionals represented.
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Figure 4.25 Spraadéhaet Survey: Frequency distribution of cases
amongst the A.D.E. Taxonomy developer categories
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The distribution of the sample amongst environmental categories is shown below in
Figure 4.26. Again the sample was not particularly heterogeneous with the majority
of spreadsheets being developed in uncontrolled environments. 14% were devel-
oped as a rushed job. An enforced spreadsheet policy was only apparent in 1% of

the sample.
CATEGORIES OF SPREADSHEET
DEVELOPMENT ENVIRONMENTS
SOME EXTERMNAL
QONTROL
Pohoy oriorapd R

Controt Policy encs. RZ

MO EXTERMAL

Flushesd Job U1

Mcdevyswm Twme U2

Figure 4.26 Spreadsheet Survey: Frequency distribution of cases
amongst the A.D.E. Taxonomy environmental categories.
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The A.D.E. taxonomy categories were subjectively ranked as shown below in

Table 5.

Applications were ranked from lowest to highest on importance and

complexity, within type of model, developers on expertise, and the environment on

control.

Table 5. A.D.E. Taxonomy categories ranked.

52
54
S6
Si
S3

ot
FOZ
Mt

M3

Complexity Rank |[D Expertise Rank|E Control Rank
2D general 1 D4 novice 1 U3 personal or |
recreational

3D simple 2 Il IT prof. 2 Ul rushed job 2
disinterested

Corporate 3 D5 self- 3 U2 uncon- 3

data created employed trolied

grapaical 4 D3 lay knowl- 4 R3 library 4
edgeable exists

3D complex § 12 1T prof inter- 5 R2 loose 5
ested control

2D complex 6 D1 user-group 6 R1 tight 6
member control

data entry by 7 D2 lay expert 7

clerk unimp.

data entry by 8 C2 IT consultant 8

clerk imp. Not spr/shts

data entry by 9 C3 Consultant 9

user not IT prof

what if 10 Cl Consultant 10

model IT expert

optimiser 11

complex 12

me el
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Graphical methods using SYSTAT's SYGRAPH module were used to further
analyse the sample. The multivanate plot shown in figure 4.27 below, shows the
combinations of CLENV3 (environmental category), CLDEV3 (developer

category) and CLSSHT3 (application category). All combinations of codes present
in the sample are shown,

CLENV3

A CLDEV3

\ CLSSHT3

Figure 4.27: Multivariate plot of the spreadsheet sample. (CLENV3 -
environmental code, Cl. DEV3 - developer code, CLSSHT3- application
code)

Figure 4.27 does not show how many cases had a particular combination of codes
but does show each pathway between the three variables where there was at least
one occurrence. The graph shows a broad coverage of possible pathways for a

sample of only 107 cases.
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Figure 4.28 graphically seeks for a relationship between the application, developer
and environmental variables. The environmental control rank (Y axis) was plotted
against the ranked developer expertise (X axis). Each case was represented on this
plot by a character representing the application category; M (model), O
(spreadsheet prepared for others to run) or S (prepared for self to run).
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Figure 4.28 Surveyed spreadsheets. Spreadsheet Development scatter
plot. M - model, O - prepared for others to run, S - self run

Figure 4.28 shows that models were developed by people of varying expertise but
tended not to be developed in controlled environments or by consultants. However
spreadsheets prepared for others to run tended to be developed by the more expert
developers including consultants. Those few less expert developers, who prepared
spreadsheets for others to run, worked in environments with at least some measure

of control,
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Figure 4.29 shows a scatter plot of developer categuries (Y axis) against type of
spreadsheet developed (X axis). The size of the point on this plot corresponds to

the rank of the environmental control code.
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Eigure 4.29: Spreadsheet sample. Plot showing types of spreadsheet
developed by different categories of developer.

Interestingly, models tended to be developed by lay knowledgeable developers
working in unregulated environments rather than by consultants. As might have
been expected, half the reports prepared for others to run were developed by devel-
opers with higher expertise Self run reports were developed by all categories of
developers. The degree of environmental control varied throughout the sample and
no particular trend could be spoted by eye from this plot, except that it was low for

the development of special models.
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Figure 4.30 shows a scatter plot comparing environmental control (Y axis) to type
of spreadshest developed (X axis). In this plot, the developer expertiss is repre-

sented by the size of the point.
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Figure 4.30: Spreadsheet sample. Scatter plot showing types of
spreadsheets developed and degree of environmental control. The size
of the point represents developer expertise.

Again this plot demonstrated that developers, developing reports for others to run
tended to have higher expertise than those developing models. There could be some
relationship between environmental control and expertise. Spreadsheets developed
either at home or as a rushed job tended to be developed by developers with lower
expertise whilst developers working in environments with at least some measure of
loose control tended to have a slightly higher level of expertise. However 8 out of

31 cases (25%) were exceptions to this trend.
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Figure 4.28 plotted developer expertise against environmental control. Even when
the onc case representing a strictly controlled environment was considered an
anomalous outlier and removed, the trend for expertise to increase linearly with
environmental control was barely discernible. Also as the ordinal scales used to
measure the variables were contrived, it can not be said that there is a linear
relationship between developer expertise and level of environmental regulation,
only that this relationship is perhaps worthy of future investigation with additional
data.

Figures 4.28 and 4.29 suggested that models were mcre likely to be built in
unregulated environments. A contingency table was drawn up to test this.

Table &

Spreadsheet Sample. Frequencies of model development in regulated
and unregulated environments.

Regulated Unregulated TOTAL
Environment Environment

model | 13 14
non model 16 76 92
TOTAL 17 89 106

A Chi square test could not be used on Table 6 as one of the cells contained a
frequency less than 5; i.e. only one model had been developed in a regulated
environment. However 7% of all models compared to 17% of all non models
were developed in regulated environments. In this sample, spreadsheets developed
in regulated environments were even less likely to be models than spreadshects
developed in unregulated environments.



165

Figures 4.28, 4.29 and 4.30 suggested that spreadsheets deveioped for others to run
were more usually developed by developers with higher expertise.

Table 7:

Spreadsheet Sample. Frequencies of developer expertise and
spreadsheets daveloped for running by others.

EXPERT EXPERT EXPERT TOTAL

=1 =2 =3
run by others 2 16 5 23
TOTAL 21 71 14 106

A contingency Table 7 was drawn up to statistically test the hypothesis:
H,: Developers of different expertise do not differ on their rates of developing
spreadsheets for themselves or for others to run.

As the smallest frequency was 2 and two degrees of freedom were involved, a Chi
square analysis could be used.

x° calculated swatistic was 3.480 ( y°critical = 3.219, o = .2, 2 df). Ata

confidence level of .2 H, can be rejected.

There is an association between the expertise of the spreadsheet developer and the
rate of developing spreadsheets for others to use. We can say with only 80%
certainty that spreadshects designed for others to use, are more likely to be
developed by more expert developers. If a higher confidence level is required, then

H, would have to be accepled, and no such significant association would have been
demonstrated.
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4.5, A.D.E. Taxonomy Diagnostic Key.

A diagnostic key was developed separately for each section of the taxonomy. The
keys took the form of hierarchical decision trees. An effort was made to design
these trees with the minimum number of questions required to discriminate
between catcgories. In so doing, a logical progression of categories across the foot
of the key was sacrificed. As it was impossible to have both the minimum number
of questions and also the final categories arranged in a logical manner, the choice

was made to retain the minimum number of questions to simplify response.

The three keys were packaged together with a cover page giving a short description
on their use. A copy of this key can be found in Appendix A with the questionnaire

for the validation survey.

The three decision trees shown in figures 4.31, 4.32 and 4.33 demonstrate this key
for the Application, Developer and Environmental categories of the A.D.E. taxono-

my of spreadsheet applications development.
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Figure 431 The A.D.E. taxonomy of Spreadsheet Applications
Development: Diagnostic Key for the Application Codes.
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Elgure 4.32 The A.D.E. Taxonomy of Spreadshest Appilication develop-
maent: Disgnostic key for the Developer Codes.
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Figure 4.33 The A.D.E. Taxonomy of Spreadsheet Application Develop-
ment: Diagnostic Key for the Environment Codes.
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4.6. Taxonomy Validation

The validation of the taxonomy and its diagnostic key is described in detail in
chapter 5.

4.7. Gender Differences in Spreadsheet Development

I had noticed in my lecturing career, that some fernale students appeared to have
more difficulty learning how to use a spreadsheet package, than they experienced
when learning a word processor or data base management system. I had not been
able to determine why this was so and wondered if it was due to a Jack of

confidence in their capabilities.

novice
men -

knowledgeable
13.33%

B power user

Figure 4.34: Spreadsheet survay. Comparison of daveloper gender and
expertise.

Figure 4.34 compares the self ranking of spreadsheet development expertise by
male and fermale survey respondents. The sample contained 16 women and 90 men.
56% of women and only 13% of men considered themselves to be novice
devclopers. A contingency Table 8 was drawn up, showing the frequencies of
gender and developer expertise. ‘Knowledgeable' and "power users’ were combined
in this table, because there was only onc female ‘power user’, and one respondent
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had reported she felt that Schneiderman's (1980) term 'power user’ may have

discouraged women.

Table 8 Spreadsheet Survey. Gender and Developer Expertisa.

novice knowledgeable or total

developer power user
women 9 7 16
men iz 78 90
total 21 85 106

The frequencies in table 8 were used to test the hypothesis:

H,: There is no difference in the spreadsheet development expertise of
women and men.

y? caloulated was 15.766 ( % critical = 3.84146, a = .05, 1 d.f.), so H, was rejected.
There is an association between gender and spreadsheet development expertise.

Men report that they have higher expertise than that reported by women.

In an effort to determine why men in this sample reported they had a higher
spreadsheet development expertise than that reported by women, a series of chi
square analyses was conducted The detailed contingency tables and results can be

found in Appendix E.

(Gender was compared with employment status, organisation size, qualification and

training. No association was found.

The possibility that men were using spreadsheets for more important tasks was
canvassed as this may have had an influence on developers' perceptions of their
expertise, Gender was compared to spreadsheet importance, range of spreadsheet
distribution, rate of creating and changing corporate data. Again no association was

found.
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Finally gender was compared with variables which gave an indication of the techni-
cal sophistication of a spreadsheet. There was no association between gender and
link complexity, use of graphics or use of macros. Associations were found

between gender and spreadsheet size, logical complexity and formula complexity.

Men tended to design larger, more complex spreadsheets. However there is no
indication that size or logical complexity is a measure of developer expertise.
Smaller, simpler spreadsheets may result in less errors and be preferable from a

contro] perspective.

Whilst these results are interesting, we can not infer anything about the spreadsheet
expertise of women spreadsheet developers in the general population, due to the
non-random nature of the sample, However, these resuits lead to some hypothesis
which could be tested in a follow up study. This matter is discussed further in

chapter 6.

4.8. Summary of this Chapter

This chapter described the results of this study. Initially statistics of the sample
were reported. A series of cluster analysis runs was detailed leading to the evol-
ution of the A.D.E. taxonomy of spreadsheet application development and its diag-
nostic key. The sample was described in terms of this taxonomy and multivariate
graphs were drawn to identify associations between different categories within the
taxonomy for cases in the sample. Finally some associations between gender and

expertise were considered.
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CHAPTER 5: STUDY VALIDATION

5.1. Chapter Overview

This chapter reports on the validation of this study. It begins with a review of
some validation criteria suggested in the literature and shows how these relate to the
study research goals established in chapter 1.

The validation of the data collection instrument used in the original spreadsheet
survey is then considered. A validation survey and several validation exercises are
described, leading to the validation of the taxonomy and its diagnostic key. The
A.D.E. taxonomy is compared and contrasted with other partial taxonomies of the
spreadsheet development process, reported in the literature. Finally, the usefulness
of the A.D.E. taxonomy in an analysis of the pre-des.gning tendency of spreadsheet
developers, is assessed.

5.2. Validation Criteria

Chapter 2 established that a taxonomy was a model of the system it was attempting
to categorise. It is important to determine if a model agrees with the real system.
i.e. the model requires validation. Two kinds of validation are possible, verification
and falsification. Verification seeks to design a sequence of experiments to show
sufficient agreement between the model and the real sysiem. In contrast,

falsification looks for a single example to disprove the model.

The A.D.E. taxonomy validation was conducted from the verification rather than
falsification perspective. Verification was considered in two different ways. The
taxonomy was validated with respcct to the primary and secondary research goals
set out in chapter 1. Validation of the taxonomy was also considered in terms of

criteria established from reports in the literature €.g. content, construct, criterion
referenced and ‘face’ validity. These two different validity methods were not in
conflict. They simply represented two different 'validity' models of the same reality.
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5.2.1. Validity with Respect to the Research Goals

The taxonomy was validated with respect to the goals of this study. The major
rescarch goals applicable to the validation of this taxonomy have oeen repeated

below for convenience.
Piimary research goals

The primary research goals were:

a) Improve the planning and management of spreadsheet applications
development.

b) Develop a special purpose classificaion - Taxonomy of spreadsheet
application development for use in controlling the development of
spreadsheets.

rch ]

The secondary research g.3 . were considered in three groups, the first was
concerned with the exploratory data analysis:

a) Identify a suitable sampling frame for use in the primary data coilection.

b) Gain a better understanding of the underlying structure within the data-set
through exploratory data analysis and data reduction.

¢) Generate hypotheses for future study.
The second group was concemed with an ‘ideal' solution to the Cluster Analysis
procedures

a) Achieve a clustering solution from which a suitable taxonomy can be
developed.

b) Achieve a clustering solution showing well structured clusters,

¢) Achieve a clustering solution showing intuitive clusters.
The third group of Secondary Research goals was concerned with validating the
taxonomy:

a) Demonstrate taxonomic stability.

b) Demonstrate taxonomic robustness.
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¢) Demonstrate taxonomic replicability.

d) Demonstrate agreement with other t2xonomies reported in the literature.
¢) Demonstratc agreement with the researcher’s a priori expectations.

f) Demonstrate the uscfulness of the taxonomy.

g) Validation of the Taxonomy Diagnostic Key.

5.2.2. ntent, Con t, Criterion Referenced and 'Face'
Validity

Many authors suggest criteria for the validation of taxonomies and/or data
collection instrurnents. The concepts of content, constru~t, criterion referenced and

'face' validities were considered when planning the validation of both the A D.E.
. taxonomy, and the daia collection instruments.

Content Validity

Content validity of an instrument has been defined as:

How well the material included in the instrument represents ail possible
material ihat could have been included. {Long, Conway and Chwalek,
1985, p. 90)
Content validity in this study was concerned with how well the taxonomy or
instrument covered all the available material that might have been included.

Construct Validity

Construct validity has been defined as:

How well the instrument measures the theoreticali concept called a
construct or trait that is assumed to explain the behaviour represented by
this instrument (Long, Conway and Chwalek, 1985, P. 910)

Construct validity in this study would be determined by how well the taxonomy or
instrument agreed with published theories.

These were demonstrated by reference to the published partial taxonomies
described in the review of the literature in chapter 2.  Content and construct
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validity were also established as the literature guided the choice of the original
attributes used to develop the taxonomy.

Criterion referenced validity

The criterion referenced validity of an instrument has been defined as:

How well this instrument correlates with some criterion external to it.
(Long, Conway and Chwalek, 1985, p. 90)

Criterion referenced validity was established in this study considering both internal
and external criteria. External criterion validity was established comparing this
taxonomy to other taxonomies and internal criterion referenced validity ensured that
the taxonomy modelled the underlying structure of the data-set, using tests from

within the cluster analysis process.

Face validity

Mehrens and Lehmann (1978, p. 114) defined 'face' validity, as "valid on the face
of it", i... it appear, right. The A.D.E. taxonomy was developed making use of

those clustering solutions that appeared ‘right'. The use of the taxonomist's
subjective opinion and intuition confirmed ‘face’ validity. The respondents'
opinions on ‘face’ validity were also considered in the validation survey, when they
were asked to comment on any difficulties they had experienced in completing a

categorisation of a spreadsheet development project.

5.2.3. Other Validity Models

Troy and Moawad (1982, p. 29) considered three aspects of the adequacy of a
software reliability model, which have been modified to adJress the validation of
the A.D.E. taxonomy:

a} Utility - the relationship between the A.D.E, taxonomy and its user. is it
useful?

b} Applicability - the reiationship between the A.D.E. taxonomy and reality.
Does it depict reality well?

¢) Validity - the internal accuracy of the A.D.E. taxonomy
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Troy and Moawad (1982) considered three levels of validity, 'Operational’,
'Structural' and 'Conceptual’. All three are pertinent to the validation of this study.
The 'Operational’ level related to the users' view of the taxonomy and was validated
by their use of the diagnostic key. The 'Structural’ level was concermned with the
building of the model and was validated by the validation of the data collection
instrument and the extensive procedures undertaken during the data-entry and
pre-processing phases. The 'Conceptual’ level was concermed with the theoretical
basis for the taxonomy. 'Conceptual’ validity was demonstrated as the taxonomy
was evolved through well known Cluster Analysis methodologies, extensively

documented in the literature.

Howard and Mumray (1987, p. 181) surnmarised methodologies reported in the
literature for use in human factors computer interface research and provided a

taxonomy of evaluation methods:
a)} Expert based - expen walk through of the system
b) Theory based - relate back to the theory

¢) Subject based - requires a task, system, user and metric, user to validate the

user affective, cognitive, behavioural and physiological levels
d) User based - personal evaluation

e) Market-based - final evaluation in the market-place

Expert based evaluation would ht.e¢ required the expert to have extensive
knowledge of the user, the spreadsheet and the project environment. As this was
impractical, expert based evaluation was not used. The taxonomy was validated
with respect to theory as its development was based on published theories of
end-user computing and cluster analysts. It would have been extremely difficult to
evaluate the taxonomy's acceptance in the market-place as this would only be
determined several years after publication. Accordingly subject and user-based

methodologies were deemed more appropriate to evaluate the A.D.E. taxonomy.

The validation also considered the subject based criteria of ‘communicability’,
‘reliability’, ‘'usefulness’ and 'suggestiveness' described by Bloom et al (1956) and
Biggs and Collis (1982).
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‘Communicability’ was demonstrated when different raters agreed on the
classification of a spreadsheet project using the taxonomy. This would have
allowed them 10 communicate with each other with the assurance that they were
discussing the same type of spreadsheet.

The validation of the taxonomy with respect to its 'usefulness’ is discussed later in
this chapter, when the taxonomy is used to analyse whether developers pre-design
their templates on paper. Future studies to demonstrate usefulness are outlined in
the final chapter.

A taxonomy valid under the 'suggestiveness' criteria should stimulate thought and
discussion. The validation survey prompted interested response from some
participant validating the taxonomy under this criterion.

5.3. Questionnaire Validity and Reliability

The validity of the questionnaire determined whether it measured what it purported

to measure.  Content, construct and criterion referenced validity were considered:

t i ntent validi

The suggestions of expert participants in the pilot test regarding questionnaire
content and presentation, cstablished the content validity of the data collection
instrument. Many different partial taxonomies relevant to the spreadsheet
development were reviewed in chapter 2. Attributes described in these articles were
included in the questionnaire, validating its content. The validation of the A.D.E.
taxonomy diagnostic key through the validation survey, described in this chapter,
also attested to the content validity of the questionnaire on which its development
was based.

Content validity of the third section of the questionnaire, dealing with spreadsheet
design and control issues was established with reference to articles in the literature,
where spreadsheet controls were discussed. These articles included Anderson and
Bemard ( 1988), Ashworth (1987), Beitman (1986), Bromley (1985), Bryan (1986),
Chan (1987), Davies and Ikin (1987), Ditlea (1987), Foye (1989), Gaston (1986),
Hayen and Peters (1989), Kee and Mason (1938), Levine and Siegal (1987),
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Pearson ( 1988), Ronen, Palley and Lucas (1989), Schultz and Hoglund (1986),
Spencer ( 1986), Stewart and Flanagan (1987), Weber (1986) and Williams (1989).

t fer:

Criterion referenced validity of the data collection instrument would have been
demonstrated if this instrument could have been compared with a another
instrument of known validity, developed for the same purpose. This was infeasible
as no other instrument, designed for the same use, was available.

Questionnaire construct validity

Long, Conway and Chwalek consider the measurement of construct validity
difficult (1985, p. 91), however an atternpt was made to ensure construct validity of
the data collection instrument. The spreadsheet SIZE.SSF calculated an effective
size of a spreadsheet from the numbers of rows, columns and dimensions and the
number of unfilled cells. This was compared to the reporied storage size in bytes of
a spreadsheet taken from the questionnaire. The ratio of the reporied to the
calculated size was examined for different brands of spreadsheet software, thus
ensuring that the two different sets of questions included in the questionnaire both
modelled the same trait - 'size’.

nnaire reliabili

The reliability of the questionnaire, i.e. its consistency of measurement was also
considered. Reliability comprises consistency between different measurements.
The stability of the instrument was tested by the comparison of two measurements
of the same case at different times. This was established when the original four ‘one
on one' participants were asked to repeat the questionnaire for the pilot test. Their

two answers were compared and found to be similar,

5.4.Validation of the A.D.E. Taxonomy Diagnostic Key

The diagnostic key of the AD.E. taxonomy was validated by several different
exercises and comparisons based on data collected through a validation survey.



180

5.4.1 Validation Survey

A survey was conducted of developers categonising their spreadsheet projects using
the diagnostic key to the A.D.E. taxonomy. This provided data for some of the

validation exercises described in this chapter.

A taxonomy validation instrument was prepared, consisting of a simple cover-page
including instructions and the three decision trees required to categorise a
spreadsheet development project within the A.D.E. taxonomy. A copy of this
instrument can be found in Appendix A.

This instrument was submitted to 25 spreadsheet developers chosen using random
number tables and the frame constructed for the Preston stratum. They were asked
to categorisc a spreadsheet they had recently developed, and to comment if they
had any difficulties using the diagnostic key. They were instructed to select a
different spreadsheet for this exercise from the one they had analysed for the

original survey.

Respondents were requested, where possible, to get an additional rater familiar with
the spreadsheet and the situation in which it was developed, also to complete the
validation instrument. The two categonsations were compared and analysed for

inter-rater discrepancies.

Responges were received from 24 of the onginal sample of 25. In addition, 6 of the
respondents also retumed a response from an alternate rater. Half (12) of the
original respondents repeated the validation survey instrument, six weeks after their
first attempt using the same spreadsheet development project. These results were
then compared to those obtained the first time they categorised their spreadsheet
development. Six weeks allowed sufficient time for the developer to have
forgotien their original decisions when using the diagnostic key, but was not long
enough for the spreadsheet development project to have changed significantly.
Balance was maintained between bias introduced by the respondent being familiar
with the material having rccently completed the validation survey and bias
introduced by changes in the project being measured.
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$.4.2 Validation Survey Results

The validation survey validated the diagnostic key as to ease of use. No difficulties
in completing the instrument were reported by respondents. No respondent reported
a spreadsheet project that they were unable to categorise within the taxonomy. The
results of C.e validation survey are shown in Table 9.

Table 9: Validation Survey returns

Inter Rater Rater 1 Time
No: Rater 1 Rater 2 Match 6 wks later Match
A DE A DE ADE ADE ADE

1 S6, D3, RI

2 03, 12, U2

3 S4, D2, Rl S5, D4, R1 n n y
4 M3,D3, Uz M3D3,U2 y y ¥ S3, D3, U2 y
5 M3, D3, U2 03,D3, Ul n y n
6 S5 11, U3

7 S5, 12, Ul

8 S84, 12, U2

9 M2, 11, U3 M2IH,U3 y y ¥y

10 S1, D3, Ul S1,D3, Ul y y vy
11§85 DS, Ul S5D5Ul y y ¥y S5,D5 Ul y y vy
12 Mil, D3, U3 MLLD3, U3 vy vy ¥y
13 M3, C2,RI M3,C2,R3 y y n
14 S4, D3, U2 $4, D3, U2 y y vy
15 03,D3, U2 03, DI,U2 ¥y n y 03, D3, Ul y y n
16 03, D3, U3

17 S1, 12, U2 SL 12, U2 y y ¥y
18 M2 D3,Ul S5 D3,Ul n y y

19 02,D3, Ul 02,D3,U2 y y n 02, D3, Ul vy y ¥y
20 S4, 12, U2

21 S2, D3, U2

22 S6, D3, U2

23 03,D3, U2 03, D3, Ul y y n
24 S6, 11, U2
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54.3. Inter: m

The validation survey described above validated the A.D.E. taxonomy diagnostic
key on inter-judge agreement. Six pairs familiar with a spreadsheet project used the
key to categorise it. Table 9 shows that in three cases the categorisations were
identical. In the other three cases the categorisations differed in one dimension
only. In two of these cases the differences were probably due to the alternate rater’s
lack of knowledge rather than instrument failure i.e. a misunderstanding of what the

instrument was attempting to measure.

In the developer Dimension, case 15 was categorised D3 (knowledgeable) by the
developer and D/ (user-group member) by the alternate rater. This difference was
not considered a fatlure of the diagnostic key but rather a rater failure, as only the
developer would know if they were a user group member. Similarly in the
environment division, case 19 was categonised U{ (rushed) by the developer and

U2 (sufficient time available) by the altemnate rater. The developer considered this a
rushed job. The altemate rater verified on follow up that he had not known this.

This was not considered an instrument failure.

In case 18, the ratings differed in the application dimension and there was no
indication whether this difference was caused by rater or instrument failure. Case
18 was categorised M2 (optimiser model) by the developer and S5 (generai report)
by the alternate rater.

Table 9 validated the A.D.E. Diagnostic Key instrument by inter-judge agreement
as in 15 out of 18 categorisations (83%), the raters agreed. It would have been
useful to extend this inter-rater validity exercise to more cases, but apparently, no
other developers in the validation sample had a suitable alternate rater available. It
would appear that spreadsheet development in Preston is a comparatively lonely
activity. This has implications for the control of spreadsheet development. Further
validation of inter-rater categorisations would be appropriate on a reasonably sized
random sample. This would require a further study using a sample frame of
spreadsheet applications which have alternate raters available. Such a frame was
unavailable for this study.
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54.4. Agreement over Time

Table 9 also shows the validation of the A.D.E. taxonomy Diagnostic Key over
time, when the same developers recategorised their project using the key, six weeks
after its first categonisauun with 28 out of 36 (78%) categorisations agreeing.

The eight categorisations which differed were examined. Three of the differences,
i.e. cases 5, 15 and 23 were due to a change in the categorisation of the environment
dimension from U2 (adequate time)} to /I {rushed development, i.e. the raters
perceptions of the time available changed over six weeks. A further three of the

differing categorisations appeared to be rater error:
a) the developer dimension of case 3 changing from D2 (expert) to D4 (novice)

b) the application dimension of case 3 changing from §¢ (corporate data
creator) to S5 (no corporate data)

c) the environment dimension of case 13 changing from R/ (tight control) to

R3 (no control except library)

The final two differing categorisations on the application dimension are worthy of

further consideration.

a) ti.e application dimension of case 4 changing from M3 {(complex model) to

§3 (non 3D complex report)

b} the application dimension of case 5 changing from M3 {(complex model} to
O3 (report prepared for user data entry)

Users of the diagnostic key may well need more guidance in what a complex model

is. This matter is considered further in the final chapter.

To summarise these findings: The taxonomy was validated by agreement by the
same rater over time as 78% of the categorisations agreed. A further 8% differed
on the perception of the time available for development, which was quite likely to
have been reconsidered, after a six week gap. A further 8% of the differences
appeared to be due to rater error, In only 2 cases (6%) was their doubt as to the
instrument validity, due to the definition of what constitutes a complex model.

Chapter 6 discusses the problem of measuring model complexity.
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5.5. Validation of the A.D.E. Taxonomy

Mezzich and Solomon (1980, p. 33) suggested that taxonomies should be evaluated
with respect to a) external critenia, b) intemnal criteria, c) replicability, d) stability
and ¢) inter-rater assignment of cases to categories. The validation exercises
described in this chapter used all five of these criteria. The taxonomy was validated
with respect to both external and internal criteria. External criterion validity was
demonstrated when the A.D.E. taxonomy was compared to other published
taxonomies.  Internal criterion validity was demonstrated when material drawn
from within the Cluster Analysis process supported the appropriateness of the
clustering representation of the underlying data structure, i.e. by the comparison of
hierarchical and kmeans clustering solutions and the demonstration of within cluster
homogeneity and between cluster heterogeneity.

Validation of the A.D.E. taxonomy and its diagnostic key involved:
a) Assessing content, construct and criterion referenced validity
b) Assessing other validities as suggested by the literature
¢) Assessing the achievement of the secondary research goals of this study

d) Demonstrating the usefulness of the taxonomy

5.5.1. Taxonomic Intuitiveness

The A.D.E. taxonomy, or more particularly its Diagnostic Key, was validated for
‘intuitiveness' by the validation survey described above. Developers were asked to
comment on any difficulties they had fitting their spreadsheet into the taxonomy
using the diagnostic key. More than half the respondents did comment and all
except for one, reported no difficulty. The one report of difficulty concerned the
categorisation of a model as complex.

The comparison with partial categorisations reported in the literature review in
chapter 2, and the researcher's a prioni expectations, both discussed later in this
chapter, also validated the intuitiveness of the taxonomy.
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552 Cluster Validity

Four aspects of the validity of the Cluster Analysis solution were considered
a) Non homogeneous data-set i.c. do clusters exist?
b) Between cluster heterogeneity
¢) Within cluster homogeneity
d) Comparison of the dendrogram with the cophenetic correlation matrix

Non homogencous data-set

Bock (1985) supgested several mathematical significance tests for distinguishing
between homogeneous and heterogeneous populations:

a) The (sth) largest gap between observations
b) Their mean distance from the cluster centre
¢) Minimum within cluster sum of squares if k-means used

d) Maximum F statistic - least squared error criterion

The output of the three SYSTAT Kmeans procedures used to develop the AD.E.
taxonomy reporied the between and within cluster sums of squares and F-ratios.
These were examined using Bock's tests ¢} and d) on the Kmeans output of the
cluster analysis runs found in Appendix D,

The sample as described by the Application variables in run 24 exhibited some
heterogeneity as the within cluster sum of squares for PWHATIF and POPTIM
were zero. An F-rato of 15.157 for XMACRO showed this vaniable was a
significant discriminator between clusters. Other discriminators were THREED
with an F-ratio of 9.268, and RUNBY with an F-ratio of 8.755.

The sample as described by the Developer variables in run 20q exhibited
heterogeneity as the within cluster sum of squares for STCONS was zero. Other
variables including EXPERT (8.360) and STSELFEM (5.797) also had low values
for the within cluster sum of squares. Large F-ratios in STSELFEM (121.109),
EXPERT (81.803) and OIT (70.636) also validated the heterogeneous nature of
the sample with respect to the Developer variables.
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The sample as described by the Environmental variables in run 25g exhibited
heterogeneity as the within cluster sum of squares for SPERSN and LIBRARY
were zero. ENUFTIME with a F-ratio of 197.922, and SDENFORC with a F-ratio

of 119.567 were cxcellent discriminators between classes.

The data-set was heterogencous when analysed using Environmental and Developer
variables and showed slight heterogeneity when examined using Application
variables. The variability of the data-set was established particularly regarding the
environmental and developer dimensions. The spreadsheet applications were more
similar, however they too showed sufficient variability to be analysed using cluster
analysis procedures.

Between cluster heterogeneity

Dubes and Jain were concerned with the validity of individual clusters i.e. what
made them different from the remainder of the data-set. They defined a valid

cluster:

A cluster is "real” if it forms early in the dendrogram for its size and lasts
a relatively long time before being swallowed up. (1979, p. 250)

They cited Ling's (1973) method to measure the tsolation of hierarchical clusters:

measuring the compactness of a cluster by its birth size and measunng the
isolation of an individual cluster by the cluster's lifetime. (Dubes & Jain,
1979, p. 250)

In a hierarchical solution, this method considers clusters are valid if they combine
early and have a life for some time before being swallowed up by other clusters. An
example of this technique for the Environment variables in run 25f, is shown below
in Table 10.

The dendrograms and Kmeans output in Appendix D resulting from cluster analyses
procedures performed on environmental variables, were used for the following
analysis.



187

Table 10: Lifetimes of average link clusters for Environmental variables
cluster analysis

Cluster Birth Size Life- E
Level time
Cl  (83,20) 0 2 086
C2 (8537,43) 0 3 0.86
C3 (57,79 0 2 0.86
C4 (23,78) 0 2 14
Cs (105,64,11,41,92) 0 5 116

Cé6 (103,88,74,62,52,28,10,3,7,21,47,53,70,87, 0 15 L16 Ul

99)

C7  (106,102,100,97,95,93,90,86,82,80,77,68,6 0 69 1.16 U2
6,61,59,56.54,50,48,45,42,39.36.34.32.30,2
7,25,18,16,1,8,5,2,1,4,6,9.13.17.22.26.29.3
1.33.35.38..40,44,46,49,51,55,58,60,63,67.
69.79,81,84,89.91,94,96,98,101,104,107)

C8  (71,14,24) 0 3 116
C9  (65.75) 0 2 116
C10 (C1,73) 086 3 031
Cll (C2,C3) 086 5 031
Cl2 (C5,19) 116 6 0.24
C13 (C6.CT) 116 84 0.65
Cl4 (C8,C9) .16 5§ 1.18 U3
Cl5 (CIoCll) 1.17 8 0.85 R2
Cl6 (C4,Cl12) 14 8 041 R3
C17 (C16,C13) 1.81 92 021
C18 (CI5CL7) 202 100 0.32
C19 (CI8,Cl4) 234 105 1.27
c20 (72) 0 1 367 Ri
C21  (C19,C20) 367 106 *

If a subjective criterion for the lifespan of a valid cluster is established as 30% of
the maximum possible cluster lifespan then clusters in Table 10 with a lifespan of

greater than 30% of 3.67, (i.e. 1.1) can be considered valid. Clusters U}, U2, U3
and R/ all have lifetimes greater than 1.1 and so can be considered valid as they are
isolated for more than 30% of the possible cluster lifetime. Cluster RY is a

combination of clusters C4 and C{2, also conforms to the criterion as C4 has a
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lifetime of greater than 1.1. Only cluster R2 (loose environmental control) was not
validated by this method. However R2 was intitively appealing as a counter
balance to category R/ (tight control) and was retained in the taxonomy.

Table 10 shows that most of the clusters used to form categories within the
environmental dimension of the AD.E. taxonomy had comparatively long
lifetimes before being combined to form new clusters in the hierarchical tree
dendrogram. This validates the clusters on the heterogeneity between clusters'

criterion.

The same exercise could have been completed for Application and Developer
variables. The exercise would have been more complex as in these cluster analyses,
only two cases combined at each stage. i.e. two tables, each with 106 entries would
have been required to complete the exercise shown above for Environmental
variables using a table of just 21 entrics. This was not completed. The exercise on
the Environmental variables had validated the Cluster Analysis method. The
Application and Developer dendrograms were scanned by eye as an alternative.

Both demonstrated a reasonable degree of cluster isolation.

Within ¢luster homogeneity

This criteria considered the compacmess of the partition. Dubes and Jain (1979, p.
251) suggested comparing within individual cluster dissimilarities with the average
dissimilarity within the cluster and outside the cluster. The SYSTAT output of the
Kmeans partitioning cluster analysis algorithm provides an intuitively easy way of
determining this. The output shows, for each variable within a cluster, the
minimum, mean, maximum and standard deviation. The variables were
standardised across the whole data-set prior to analysis, giving for each variable, a
mean of O and a standard deviation of 1. This allowed an easy comparison between
a cluster mean and standard deviation, and that of the whole data-set. Standard
deviations of ( within a cluster showed that all cluster members had identical values
for that attribute i.e. they were homogencous over that attribute. The value of the
mean on the Kmeans output, gave the value of the attribute. Then it could be
determined if the mean value within the cluster was greater, less or similar to the

mean value for the data-set as a whole.
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The within cluster standard deviation from the Kmeans runs in Appendix D was
chocked for cach attributc. For most clusters and va iables this was below 1, i.c.
less than the standard deviation of that variable measured across the whole data-set.
This validated the clusters according to the 'within cluster homogeneity' crileria, as
within a cluster, cases were more alike than across clusters.

1] ¢ i

Romesburg (1984) and Dubes and Jain (1979) discussed demonstrating the internal
criterion referenced validity of a clustering solution by establishing the "Global fit
of hierarchy”, i.c. establishing the similarity between the dendrogram and the
proximity matrix from whach it was derived. The cophenetic correlation coefficient
was suggested as a standard for comparison (Dubes and Jain, 1979, p. 245).

Using the SYSTAT software, the dissimilarity matrix was readily available but
unfortunately the solution to the cluster analysis was only available as a dendrogram
and not as the underlying cophenetic matrix. The joining distances of eack branch
of the tree were available and the cophenetic matrix could have been calculated
from thern. With 108 cases, the production of a cophenetic matrix would have
involved determining the value of 108 x 108/ 2 i.c. 5,832 cells, As three such

matrices were required, this method was considered too time-consuming.

An alternative method, involving the validation of just a few assignations of cases
to clusters, was devised to demonstrate internal criterion validity. For each of the
three Cluster Analysis solutions used to develop the A.D.E. taxonomy, runs 24a,
20m and 25f, a proximity matrix of dissimilanty coefTicients was produced.

a) Remove case labels from the ordinal data-set

b} Select the atributes used o develop the taxonomy, discard the others

¢) Transpose the matrix

d) Calculate the cormelation matrix using Euclidean distances as the

dissimilarity measure.

In each of the three (A, D, and E.) dissimilarity matrices, five of the smallest
Euclidean distances between two cascs were selected and the dendrograms were
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checked to see if both cases were allocated to the same cluster, Two high euclidean
distances were also checked, to ensure the cases were assigned to different clusters.
The results of this validation exercise are shown below in Table 11.

Table 11: Comparison of Euclidean Distance measure between cases
and allocation to clusters in Cluster Analysis solutions used the develop
the A.D.E. taxonomy.

ADE Euclidean 1st 2nd 1st 2nd
distance case case category category
correlation .-
coefficient Different
A 0.24 75 89 S5 S5
A 0.35 57 75 S5 S5
A 0.57 84 72 03 03
A 0.39 101 58 S5 S5
A 0.55 39 27 S4 S4
D 0 6 84 D3 D3
D 0 3 44 D3 D3
D 0.21 3 4 D3 D3
D 0.3 23 55 D2 D2
D 0.42 1 2 D4 D4
E 0 ] 2 U2 u2
E 0 9 18 u2 1§7]
E 0 26 56 U2 u2
E 0 3 7 Ul Ul
E 0 37 43 R2 R2
A 231 7 103 M3 Mi1*
A 2.29 71 38 M2 St
D 2.83 25 79 Cl D5*
D 2.49 40 76 I C3*
E 3.57 20 75 R2 U3*
E 4.36 24 72 U3 RI1*
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The first section of Table 11 shows cases with small Euclidean distance correlation
cocfficients, representing small inter-case distances i.e. low dissimilarity. These
cascs hac been placed in the same cluster. The final section of Table 11 shows
dissimilar cases with high Euclidean distance comrelation coefficients which have
been assigned to  different clusters.  These assignations validate the internal
crterion validity of the taxonomy by comparing the correlation matrix from which
it was derived with the dendrogram in an atternpt to establish Dubes and Jain (1979)
"global fit of hierarchy".

5.5.3. Taxonomic Stability and Robustness

The taxonomy was validated for stability and robustness by repeating the cluster
analysis with the addition of extra variables showing minimum variability over the
data-set. Two dummy variables with values O and ! for all cases, were added to the
ordinal data-set. The Kmeans and hierarchical dendrograms were similar to the
results obtained without the addition of the extra variables.

Gordon (1981, p. 129) discussed Fisher and Van Ness's (1971) approach to
validation based on decision theory admissibility concepts. His cnteria for
admissibility included:

a) Point proportion admissibility: Duplicate an object and demonstrate the

same clusters are present

b) Cluster omission admissibility. Remove all objects in one cluster and

demonstrate the remaining clusters are still present

Point proportion admussibility was demonstrated by duplicating three cases prior to

reclustering. The original clusters were still present.

Cluster omission admissibility was demonstrated by the deletion of all objects from
a medium sized cluster in the Application, Developer and Environment variable
data-sets. The results where then compared with the cluster anaiysis solutions used
to develop the A.D.E. taxonomy. Again there was no appreciable difference in the
clusters obtained, except for the absence of the discarded cases.
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554. Taxonomic Replicability

Ideally validation of replicability should have involved the collection and analysis
of another data-set, leading to the development of a second taxonomy. This could
then have been compared with the A.D.E. taxonomy. However this was considered
too expensive in terms of financial and time resources, particularly as no suitable

sampling frame was available.

Gordon (1981, p. 132) cites Cormack (1971) "if clusters are really distinct, it
would be hoped that any strategy worthy of use would find them." He suggests
that if several different classification procedures agree closely, you can have
confidence in the results. The sample described by Application, Developer and
Environment variables underwent Cluster Analyses, using both the hierarchical
agglomerative and the Kmeans procedures. The close agreement in the results
obtained by these two different methods as described in Sections 4.32, 4.34 and
4,36 for the Developer, Application and Environment dimensions, validated the

A.D.E. Taxonomy under the 'replicability’ criterion.
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5.5.5. Comparison with other Published Taxonomies

Biggs and Collis (1982) suggested taxonomy validation via reliability tests i.e.
how well the taxonomy agreed with others. The A.D.E. taxonomy was validated
by comparing it to other parial taxonomies prepared by experts and reporied in the
literature. These comparnisons for  Application, Developer and Environtnent
catepories are now congidered separately as extcmal referenced criteria for
validation of the A.D.E. taxonomy.

Application catepories

The A.D.E. taxonomy subdivided applications into Models (MI1-M3} and reports
and other applications written for use by Self (5! - 55} or Others (Of - O3):

® Models were further subdivided into 'what iff (M1}, optimiser (M2) and
very complex (M3).

®* The 5 series of reports was further subdivided into three dimensional
complex (51), three dimensional simple (52), creating graphics (56),
creating new corporate data (54), complex reports (53) and other reports
(S3).

& The 'O’ senes of reports was further subdivided into data entry by a data
entry clerk ( unimportant G/ and important O2 functions) and data entry by

a non-developer user (03).

Ballou and Pazer (1985), West & Lipp (1986) and Ronen, Palley and Lucas (1989)
all differentiated between models and reports designed for the developer or for
others to run. i.e.’M’, 'S'and ‘O’ categories,

Eom and Lee (1990) identified optimiser (M1) and 'what if (M2} models.

Karten (1989), Weber (1986), Nesbit (1985), Buckiand (1989) and Eom and Lee
(1990) all recognised the category of self-run spreadsheets that create new corporate

data (54). Anderson and Bernard (1988) identified simple self run spreadsheets
(52 and 55). Anderson and Bernard (1988} and Shneiderman (1980) identified
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complex spreadsheet categories (S/ and S3). Miller (1989) recognised the
differences between two (S3 and S5) and three dimensional (S and S2) worksheets,

Anderson and Bernard (1988) and Schmitt (1988) identified the ‘O’ serics of
spreadsheets created for others to run. Karten (1989) and Weber (1986) recognised
the sub-categories of important spreadsheets used for significant business decisions,
(02 and O3).

The only category of spreadsheets application not readily identifiable in this review
of the literature, was complex models (M3). All other categories in the Application

section of the A.D.E. taxonomy were confirmed by other authors,

Developer categories

The A.D.E. taxonomy categorised Developers as Consultants (CI-C3), other IT.
professionals (//- 12) or other Developers (DI - D3).

® The 'C' series of consultant developers were further divided into I.T.
professionals (spreadsheet specialists, C/ or other I.T. consultants C2) and
non I.T. professional consultants (C3)

®* The ‘' series of I.T. based developers were further subdivided into non
consultant I.T. professionals who were disinterested (/1) or interested (12) in

spreadsheets.

® The 'D’ series of developers were subdivided into user-group members (D1},
expent (D2), knowledgeable (D3), novice (D4) and self-employed (DJ)
developers.

Gordon (1981) cites Martin (1982) and McLean (1974) who differentiated
between D.P. professional developers (Cf, C2 or the 'V series) and non D.P.
developers i.e the ‘D’ series. Moskowitz (1987b) also identified the ‘C’ and ¥

series of developers.

Rockart and Flannery (1983) and Kasper and Cerveny (1985) developed a
taxonomy of end-users divided into end-users and supporters of end-users. They
differentiated between non D.P. functional support personnel (C3), end-user
computing support personnel (Cf), ~nd professional D.P. programmers (C2).
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Rockart and Flannery (1983) categorised end-user developers according to expertise

identifying lay expert (D2) and knowledgeable developers (D3). Page-Jones
(1990) and Shneiderman (1987) also categorised end-user expertise identifying

(D2) and (D3) and novice developers (D4).

The only categories of the Developer section of the A.D.E. taxonomy not explicitly

validated through the literature review were user-group members (D!) and

self-employed developers (D5).
n ment categori

Spreadsheet Development Environments in the A D.E. taxonomy were categorised
as either controlled, Regulated (RI-R3) or uncontrolled i.e. Unregulated (Ul -

U3) environments.

» The ‘R’ series of regulated environments was subdivided into tight (R/) or

loose (R2) control and the existence of a spreadsheet library (R3).

= The ‘U’ senes of unregulated environments was subdivided into rushed

development (U7), normal time development (U2) and personal or
recreational use (U3).

Dart, Ellison, Feiler and Haberman (1987), and Schneider and Hines (1990) in

their taxonomy of medical software, recognised the concept of regulated and

unregulated environments the ‘R' and ‘U’ series of the A D.E. taxonomy. Perry
and Kaiser (1991) identified the concept of policies imposed during the

development process i.c. RI and R2 environments.

Karten (1989) identified spreadsheets with a rushed development time (U) while
Eom and Lee (1990) identified spreadsheets for personal use (U/3).

Dart, Ellison, Feiler and Haberman (1987) discussed the conceplts of 'programming
in the large' and 'programming in the many'. 'Programming in the large’ invoived
support for the developer beyond that required for a single spreadsheet e.g. the
inclusion of programmer assistance provided by a spreadsheet template library (R3).

(libraries, however were not explicitly mentioned but the implication was there).
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The Environmental section of the A.D.E. taxonomy was valid with respect to the
‘external referencing’ criterion provided by the literature as all categorics were also
identified in expert writings.

5.5.6. mparison with A Priori Expectation

Comparison of the A.D.E. taxonomy with the researcher's a prion expectations
provided a more objective benchmark than that provided by the posterion

rationalisation of results.

The A.D.E. taxonomy was compared with the researcher's a priori expectations, set
out in a letter to the Head of Department of Computer Science at the then West
Australian College of Advanced Education in 1989 prior to the commencement of
this study. An extract from this letter is included for comparison:

In my view there are three major factors categorising spreadsheets.
Complexity, Strategic Importance and Usage. Each of these factors can be
further decomposed. None should influence spreadsheet controls in
isolation, it is the interaction between them that is important in deciding
the degree and rigour of control necessary in a spreadsheet model.

1) Complexity

a) Size
b) Structure - number of dimensions
¢) Macros

d) Active links to other worksheets

2) Strategic Importance
a) Corporate Decision Support value - Low / High
b) Sphere of influence

c) Data/ Information Fiow through, Sink or Source

3)_Usage
a) Once /infrequent / frequent

b) By developer / by others

c) Expertise of users/ developer
(M.1. Hall, personal communication, 1989)
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This malti-dimensional taxonemy we- 7estricicd to the Application aspects of the
A.D.E. taxonomy. Envirommental aspect. werc completely ignored and the
developer was mentioned only briefly under the ‘Usage’ category. The A.D.E.
taxonomy does include reference to all my a prioni categories with the exception of
‘Size', however, they have been clustered in a different manner.

5.5.7. Taxonomic Usefulness

Everitt suggested that a taxonomy would be validated if members of different
groups differed on varnables other than those used to denve them, i.c. conversely, if
members of the same category had a similar range of values for an attnibute that had
not been considered when defining the categories, and if that attribute had different
values in other categories. Another possibility he canvassed was whether members
of different groups would respond differently to a stimulus and members of the
same group respond in a similar way to a samulus (Everitt, 1980. p. 74).

The AD.E. taxonomy was validated under Eventt's 'stimulus' and ‘usefulness'
criteria, when it was used to see if members of different categories responded
similarly (i.e. pre-planned or not) to a stimulus {the need to develop a spreadsheet).

The question of interest was, which factors were associated with experienced
developers pre-planning their spreadsheets on paper. Respondents’ answers to
question 6la in part 3 of the survey questionnaire were analysed. This question
asked whether the spreadsheet had been planned on paper prior to its development.
Seventy eight expert and knowledgeable developers were selected from the data-set

i.e. all novices (D4), self-employed (D35} and L.T. workers who were disinterested in

spreadsheets (//) were excluded The remaining were considered to be expenenced
developers.

The first analysis computed contingency Table 12 showing the frequencies of
un-planned, and pre-planned on paper spreadsheets, developed in regulated (R/, R2
or RJ) and unregulated (U/, U2 and U3) environments.
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Table 12: Spreadsheet survey, experienced developers. Frequency of
pre-planning apreadsheets on paper for developers working in regulated
and unregulated environments.

Not pre-planned Pre-planned Total

on paper on paper
Regulated Environment 1 1 12
Unregulated Environment 37 29 66
Total 38 40 78

A chi-square test for differences was performed;

H,: Experienced developers show no significant difference in their rate of
pre-planning their spreadsheets on paper when developing in a regulated
or unregulated environment.

i calculated = 9.258 ( x* critical = 3.842, a = 0.05, d.f.= 1) therefore reject H,,
As one of the frequencies was less than 5, the chi-square test may be inappropriate.
Wilkingson (1990, p. 510) suggests the use of Fisher's Exact test in these

circumstances. This two tail test had a significant p value of .003 confirming the
rejection of H,. Environment regulatior: and the pre-planning spreadsheets may be

dependent.

Spreadshects prepared by experienced developers may be pre-planned more
frequently when developed in a regulated environment,

The second analysis repeated the first restricting the samp.c to spreadshects that
were not simple or trivial, i.e. discarding three-dimensional simple (52) and general
(S5) spreadshects. The contingency table for this analysis is shown in Table 13.



199

Table 13: Spreadsheet survey, experienced developers developing
non-trivial spreadsheets. Frequency of pre-planning on paper in
regulated and unregulated environments

Not pre-planned Pre-planned Total

on paper on paper

Regulated Environment 0 8 8
Unregulated Environmant 28 22 50
Total 28 30 58

A chi-square test for differences was performed:

H,: Expenenced developers show no s:gnificant difference in their rate of
pre-planning on paper when developing non-trivial spreadshects in a
regulated or unregulated environment.

¥ calculated = 8.661 ( 3 critical = 3.842, & = 0.05, d.f. = 1) therefore reject H,,

As one of the frequencies was less than 5, the chi-square test may be inappropriate.
Fisher's Exact two tail test had a significant p value of .005 confirming the rejection

of Hy. Environmental regulation and pre-planning non-trivial spreadsheets may be

dependent.

When considening non-trivial spreadsheets prepared by experienced developers,
they may be pre-planned more frequently when developed in a regulated

environment.

This developer behaviour might have been associated with the time available for
developing the spreadsheet. A third analysis restricting developers to those working
in unregulated environments was conducted. The pre-planning practices of
experienced developers, who considered they had sufficient time, and those who
considered they were rushed, were compared in Table 14,
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Table 14: Spreadsheet survey, non-trivial spreadsheets
developed by experienced developers working in an unregu-
lated environment. Frequency of pre-planning on paper,
when a spreadsheet development is rushed or sufficient time
is available for development.

Not pre-planned Pre-planned Total

on paper on paper

Rushed development 6 5 1
Sufficlent time available 22 17 39
Total 28 22 50

A chi-square test for differences was performed:

H,: Experienced developers working in an unregulated environment,
developing non-trivial spreadsheets, show no significant difference in their
rate of pre-planning on paper when their project is rushed or has sufficient
time available.

i calculated = 0.012 ( i critical = 3.842, o = 0.05, d.f. = 1) therefore H, could
not be rejected.

When considering experienced developers working in an unregulated environment,
the pre-planning of non-trivial spreadsheets, may be independent of the time
available for development. There was no significant difference in pre-planning, if

the development was rushed or not.

As 'time available' alone was not associated with a difference in pre-planning
practice, it was considered that the importance of the spreadsheet under
development might be. The fourth and final analysis in this series, repeated the
third analysis after removing all unimportant application, i.e. those with the
variable IMPORTAN = | i.e. cases 4, 20, 27, 44, 57, 94, 97 and 99. The developers
represented in this sample, where experienced and developed non-trivial, not
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unimportant spreadsheets. Their frequencies for pre-planning their spreadsheets in
regulated and unregulated environments are shown in Table 15.

Table 15: Spreadsheset survey, non-trivial, not unimportant
spreadshesets developed by experienced developers working
in an unregulated environment. Frequency of pre-planning on
paper for spreadshests when rushed or sufficient time avail-
able for development.

Not pre-planned Pre-planned Total

on paper on paper
Rushed development 5 5 10
Sufficlent time available 20 17 37
Tolal 25 22 47

A chi-square test for difference was performed.

H,. Experienced developers working in an unregulated environment
developing non-trivial, not unimportant spreadsheets, show no significant
difference in their rate of pre-planning their spreadsheets on paper when
their project is rushed or has sufficient time available.

i calculated = 0.052 ( ) critical = 3.842, & = 0.05, d.f. = 1) therefore H, could
not be rejected. The time available for development and the pre-planning of
non-trivial not unimportant spreadsheets in an unregulated environment may be

independent.

When considering non-trivial, not unimportant spreadsheets developed by
expericnced developers, working in an unregulated environment, there was no

significant difference in pre-planning if the development was rushed or not.

Interpretation

The first analysis showed that experienced developers were less inclined to pre-plan

therr spreadshects when working in an unrcgulated environment. The second
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analysis was restricted to non-trivial spreadsheets and still found experienced
developers less inclined to pre-plan their spreadsheets in an unregulated
environment. The third analysis was restricted to unregulated environments and
determined that whether there was sufficient time available or not, did not
significantly effect the rate of pre-planning spreadsheets. The fourth and final
analysis considered only important, non-simple spreadsheets developed by
experienced developers working in unrcgulated environments. It found that there
was no significant difference to the rate of pre-planning spreadsheets, whether the
development was rushed or not.

The rate of pre-planning spreadsheets prior to development by experienced
developers was shown to be independent of the spreadsheet complexity, importance
and development time available. The only factor demonstrated in these analysis
that had a significant influence on the pre-planning rate of experienced developers
was the presence of a regulated environment. This has considerable implications

for the control of spreadsheet development.

These four analyses validated the taxonomy under the 'usefulness’ criterion. They
demonstrated how all three parts of the taxonomy could be used to provide a
framework for the companson of spreadsheet development. The first analysis used
the Developer categories of the taxonomy to discard developers who had low
expertisc. The Environmental categories were used to differentiate between
spreadsheets developed in regulated or unregulated environments in all analyses.
The Spreadsheet categories were used to identify and discard simple or trivial
spreadsheets in the last three analyses and to discard unimportant spreadsheets in

analysis four.

A further major validation of this taxonomy as to its usefulness is planned for a
future project, extending the work of this study. This project is outlined in the final
chapter. A spreadsheet control model consisting of design and control mechanisms
will be formulated. The A.D.E. taxonomy together with the control model will be
used to suggest appropriate design criteria and control mechanisms for spreadsheet

applications,
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5.6. Conclusion

This chapter discussed the validation of the data collection instruments and the
A.D.E. taxonomy and its diagnostic key. The data-set was shown to be
non-homogeneous and the clusters were demonstrated to be valid. The
replicability, robustness and stability of the taxonomy were also validated. The
taxonomy was validated with respect to external and internal criteria. It was
compared to other taxonomies in the literature and to the researcher's a priori

expectations. Finally the usefulness of the taxonomy was demonstrated.
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CHAPTER 6: CONCLUSIONS,
RECOMMENDATIONS AND FUTURE
DIRECTIONS

6.1. Introduction

This chapter shows how this study has met the primary research goal of developing
a special purpose taxonomy of spreadsheet application development and how this
will lead to the achievement of the second primary research goal, i.e. improving the
management and control of spreadsheet development projects. This study's
findings are compared with those of other studies into end-user computing. Some
questions remain unanswered and future research avenues to find some answers are
suggested. The dissertation concludes by foreshadowing a future study to derive a
'distributed control model’ for the management of end-user developed spreadsheets.

6.2. Summary of the Study
ntext of thig st

Chapter 1 outlined the context of this study. Personal Computing is the fastest
growing sector of the computing industry. End-user computing can involve the
development of spreadsheets by non-professional programmers working outside the
traditional controls associated with application development within an L.T. depart-
ment. This study set out to develop a taxonomy of the spreadsheet development
process as a suitable taxonomy could not be identified in the literature. The A.D.E.
taxonomy was intended to be of sufficient scope to be useful in categorising
spreadsheet development projects, in order to suggest appropriate design and

control measures. -
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Study method

Chapter 3 described a survey of spreadsheet development projects. This was
conducted using a stratified but non-random sample chosen to represent the popula-
tion variability, and explicitly including smaller, rarer categories of spreadsheet
projects. The survey established measures of different attributes of the spreadsheet
development process. These attributes were chosen for their suitability of use in
developing a taxonomy that would be of relevance in the control of spreadsheet

development,

The spreadsheet development projects, represented in n dimensional space by the

values of their n attributes, were submitted to 150 cluster analyses with variable
input parameters. The A D.E. taxonomy of spreadsheet applications development
and its diagnostic key were developed from these runs. Chapter 5 described the
subsequent validation of this taxonomy.

Linmtations of the study

The limitations of this study have already been detailed in Section 3.9 and the
discussion on sample bias in Section 3.4.3. They are here briefly summarised for
the convenience of the reader.

The major limitation of the A.D.E. taxonomy, lies in its intended use. It is a special
purpose taxonomy that has been developed for use with a control model to suggest
application appropriate design and control measures.

Another limitation, is the non-probabilistic base of the development of the
taxonomy. As no complete frame of the spreadsheet project population was
available, the taxonomy was developed from a non-probability based sample. The
representativeness of the cases input to the cluster analysis has not been directly
validated however the clusters obtained were shown in Section 5.5.5 to agree with
those reported by other authors. Because of its basis in a non-probabilistic sample,
the A.D.E. taxonomy should not be generalised to the population of all spreadsheet
development projects without further confirmation using inferential statistical
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methods. The validation survey validated the use of the diagnostic key on a
restricted sample, and this requires extension to a random sample of spreadsheet
development projects.

Other limitations to this study's generalisability are provided by respondent bias,
due to the inclusion of volunteers in the sample, and their self-assessment of their

expertise and the importance of their work to their organisations.

These limitations do not lessen the usefulness of the taxonomy as a basis for future
rescarch, however they should be reconsidered whenever an attempt to generalise
the findings of this study is made.

6.3. Results of the Study

The study results were . tailed in Chapters 4 and 5. They are surnmarised here for
convenience prior to a discussion on their implications. There were five main areas

of results:
a) Sample statistics showing the variability of the sample are discussed in
sections 4.2.5 and 6.3.1.
b) The A.D.E. taxonomy is discussed in sections 4.4 and 6.3.3,

¢) Gender differences in spreadsheet developer expertise are discussed in
sections 4.7 and 6.4.4.

d) Differences in pre-designing spreadsheets on paper in controlled and
uncontrolled environuments were discussed in detail in section 5.5.7 when

taxonomic usefulness was validated.

e) Validation survey results described in section 5.4.2.
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6.3.1. Sample Statistics
Developer organisations

The developers in the sample were drawn from all three strata; 60% from Preston,
30% from Perth and 10% Interstate. Less than 5% of the developers developed
personal or recreational applications, 63.2% worked in the private sector and 32%
in the public sector. The industries represented were almost evenly divided into
four categories; mining, finance, education or computing, other.  Developers
tended to work for either small uni-departmental organisations (45%) or very large

organisations with many departments (42%).
Developer

Most (85%) of the developers were male. They were older than might have been
expected, with less than 10% under 25 and most (58%) over 35. The devcliopers
were well qualified with 71% having a degree and nearly half of these also having
post-graduate qualifications. Half the developers were members of professional
organisations e.g. Australian Computer Society or Australian Association of
Accountants, About half the sample classified themselves as employees rather than

management.

The developer's formal spreadsheet training was low. A higher than expected 52%
of the developers were self trained and a further 8% were trained by workmates
feaving only 40% of the sample who had received professional training in
spreadsheet development. Most of the developers had a comparatively low interest
in spreadsheets with only 11% belonging to a spreadsheet user-group and most
(60%) reading less than three articles a year about spreadsheets. However a definite

subset of about 20% were very interested in spreadsheets.
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Software

Most applications were DOS based and about 60% were developed using LOTUS
123 or a clone. 21% of the spreadsheet applications used Excel. Most spreadshects
were developed using stand-alone packages, although a few (15%) used integrated
packages.

ntal control

There was mini’ 1al regulatory control in the spreadsheet development environment.
11% of developers were aware of a spreadsheet development policy within their
organisation but only a third of them had a copy of this policy. Controls, if they
existed, were usually self-enforced and only one respondent reported LT.
departmental involvement. No respondent specified that a spreadsheet control
policy was enforced by an auditor. A few developers (8%) had access to libraries of
guality spreadsheets. A worrying 18% of spreadsheets had a rushed development,

which may have resulted in a lack of care and inclusion of user-defined controls.

Applications

In spite of the lack of control reported in the sample, most applications (92%) were
classified by their developers as of moderate or major importance. Nearly half the
spreadsheets created new corporate data and a further 27% modified existing shared
data. Only 17% of the spreadsheets produced information solely for the developer's
own use. The output of the reminder was passed on to others, even beyond the
developer's organisation in 29% of cases. The spreadsheet output remained in
circulation for greater than a month in half the sampled cases. Applications tended
to be run regularly (67%) with a further 16% being run occasionally after a long
gap. Most templates were developed to be self-run, however 10% were prepared
for data entry by a clerk, and a further 18% for running by another user.
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Spreadsheets varied considerably in size and complexity. The developer
categorised formulas as simple in less than half the sample. Logical 'if' functions,

links to other applications, graphs and macros were well represented.

Summary

The sample consisted largely of important spreadsheets developed in environments
where regulation was almost non-existent, by developers who had a 60% chance of
having had no formal spreadsheet training. Chapter 2 discussed reports of about a
30% error rate in spreadsheets. The need for controlling spreadsheet development is

apparent,

6.3.2. Comparison with other Studies

A survey restricted to spreadsheet development, could not be identified in the litera-
ture, however broader surveys of end-user computing have been conducted by

several researchers, and their results are comparable to the results of this study.

Rock nd Flannery's st -

Rockart and Flannery (1983), working at the Sloan School of Management at
M.LT., selected seven major organisations and interviewed 200 end-users and 50
LT. professionals who supported these end-users. Their sample was not random and
was not restricted to spreadsheet developers. Although their survey is now dated, a

comparison of some of their findings with that of the current study is of interest.

Table 16 compares the range of output of the spreadsheet applications of this study
with the end-user developed general applications surveyed by Rockart and
Flannery
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Table 18: Spreadshest Survey. Comparison of Application scope with
that reported by Rockart and Flannery

Rockart and Flannery This study
Beyond the organisation 30%
Multi-departmental 17% 22%
Single Department 52% 31%
Personal 31% 17%

The current study shows a trend away from purely personal applications towards
applications with a wider distribution, This is in line with the increase in popularity

of end-user computing over the last ten years.

Table 17: Spreadsheet Survey. Comparison of Primary Source of Data
with that reported by Rockart and Flannery

Rockart and Flannery This study
Electronic Transfer 36% 9%
Keyed in ex reports 34% 42%
Private data 17% 3%%
Other 13% 10%

Rockart and Flannery's study of end-user computing showed a much higher rate of
clectronic transfer of data than this study. More of the applications in this study
dealt with only private data. Rockart and Flannery's developers were those
identified as "heavy and or frequent users of time-sharing” (1983, p. 778) i.c.
probably working on mini computers or mainframes. Today's P.C. based
spreadsheet developers are less likely to be working with electronically downloaded
corporate data.
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TABLE 18: Spreadsheet Survey. Comparison of frequency of usa of
applications with that reported by Rockart and Flannery

Rockart and Flannery This study
One shot 6% 4%
Daily 6% 7%
Weekly 12% 11%
Monthly 10% 29%
As needed 66% 49%

The frequency of use of applications in this study shown in Table 18 was similar
to that reported by Rockart and Flannery.

Rockart and Flannery reported a use of graphics in only 10% of their applications.
The current study reports graphics used in 38% of applications. This increase
could have been expected. Graphics are¢ now easily accessible in modemn
spreadsheet packages, and the increased use of graphical user interfaces running on
readily available and by now comparatively inexpensive, supporting hardware has

popularised the use of graphics.

Rockart and Flannery categorised their end-users. Table 19 shows a comparison of
their end-user categorisations matched with categorics from the developer
dimension of the A.D.E. taxonomy,
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TABLE 19: Spreadsheet Survey. Comparison of developers with the
end-user categories reported by Rockart and Flannery

Rockart and Flannery's This Study's

End-users D dimension
Other 9% D5 9%
Command level End-users 16% D4 15%
end-user programmers 21% D1 +D2+ D3 65%
functional support personnel 38% C3 3%
end-user computing support persons 5% Cl+C2 3%
DP Programmers 11% In+12 5%

The current study did not explicitly differentiate between end-user programmers
and functional support personnel in the developer dimension, rather using the
application dimension to differentiate between their products.  If these two
categories are combined, Rockart and Flannery's 59% is not dissimilar to this
study's 08%. There were less professional 1.T. persons in the current sample (i.c.
5% as against 11%). This ~eems reasonable as Rockart and Flannery's sample was
not random and they had explicitiy targeted 1.T. professionals and end-user support

persons.

Rockart and Flannery noted structures and processes that were absent from the
seven large organisations where their survey was conducted. (1983, p 781)

® A strategy for end-user computing

¢ Development of end-user computing priorities

* Policy recommendations for top management

® Control methods for end-user computing
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Rockart and Flannery make several recommendations including the distribution of
technical support to departmental level. They considered that the control of end-
user computing should not reside with L.T. personnel but rather be distributed to
the functional line managers. 1.T. personnel still have 2 part to play in aiding line
management in deciding whether an application is suitable for end-user
development, suggesting softwzre and controls, and undertaking technical

consultancy when requested to do so.

Rockart and Flannery suggested that [.T. personnel should have input to the devel-
opment of an end-user computing environment. The establishment of standards and
controls, with motivational incentives for end-user compliance, should be the

responsibility of the L.T. professional.
Powell and Strickland's study of microcomputer security

Chartered Accountants Powell and Strickland, surveyed half the Forbes' 1987 list
of t>e 1,004 largest American public companies trying to assess data security in a
microcomputer environment. They received responses from 108 companies or 22%
of those canvassed. Among other issues, their survey canvassed controls over

application development. (Powell and Strickland, 1989, p. 22)

Powell and Strickland queried the existence of a company micro-computer security
awareness program:
The primary objective of a security awareness program is to keep
microcomputer users, who are often previously inexperienced in

computer applications, informed of the necessity to follow procedures
that will maintain the security of data. (1989, p. 21)

Less than half these large, successful companies had such a program. Among those
that did have a security awareness program, it was only documented in 69% of
cases. Powell and Strickland report that in 13% of the companies, the control
policy was not disseminated to the end-user.  Less than one quarter of the
companies provided a security education program for end-users. The awareness of

the end-users in this survey of security and control procedures may well have been
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cven lower than reported, as Powell and Strickland's respondents were not the
end-user developers themselves, but the chief financial officers of the chosen
companies, who presumably were responsible for the implementation of controls.

Powell and Strickland asked if controls were applied to application development:

Is the development of new major applications for microcomputers
controlled so as to ensure proper design, inclusion of control features and
prevention of duplication of effort by different individuals or
departments within the company? (1989, p. 23)

The results of Powell and Strickland survey of controls for major applications are
compared with the non-trivial applications of the current study in Table 20.

The current study idemtified a spreadsheet library in 9% of cases surveyed. It
queried end-users rather than their managers and found that a spreadshect
development and control policy existed in only 11% of cases, with one third of the
end-users having a documented copy. In one third of the cases, where there was a
spreadsheet development policy, it was enforced by the developer's line manager.
The 1. T. department was involved in only one case. No auditor involvement was

reported, i.e. the majority of the cases were controlled solely by their developer.

Table 20: Application development policy for non trivial applications:
Comparison of the results of the spreadsheet survey with Powell and
Strickland’s 1989 survey of microcomputer environments.

Poweil and Strickland  This study

Application control policy exists 34% 11%
Documented Control Policy exists 23% 3%
Control by IT department 16% 1%
Control by internal auditor 4% 0%
Application library exists 6% %

Powell and Strickland's rate of control was low, but still much higher than that
shown by this study. Powell and Strickland surveyed financial managers rather
than end-users. They restricted their sample to large, very successful companies,
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and important applications rather than the broader varety of companies and
applications covered by this study. While the current study’s figures are lower than
the figures reported by Powell and Stickland, the same trend to lack of regulation
is apparent, confirming Powell and Strickland's findings.

Like Rockart and Flannery, Powell and Strickland suggest control procedures for
microcomputer application development. They too suggest distributing control to
functional "business units”. They suggest that:

Because microcomputer users do not necessarily understand or appreciate
controls, they must be educated on the importance of security controls
and should be required to follow written control policies. (1989, p. 23)

The current study confirmed the results of the prior surveys of Rockart and
Flannery, and Powell and Strickland. The conclusions reached by both sets of
authors involved the distribution of the control of end-user computing away from a
centralised I.T. department to the functional area where the developer works.
Section 6.4.1 describes how a control model to achieve this might be developed,
using the A.D.E. taxonomy.

6.3.3. A D E Taxonomy

The purpose of the A.D.E. taxonomy is to categonise spreadsheet development
projects prior to suggesting application appropriate controls. Chapters 3 and 4
described the development of this taxonomy in three dimensions:

s A -the Application

¢ D - the Developer

¢ E - the development Environment

A detailed description of each category in the taxonomy can be found in section
4.4.1 and will not be repeated here. The survey sample showed considerable vari-
ability when described by the taxonomy. Table 21 below, shows the variation of the
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samplc when catcgorised in the application, developer and environment dimensions.
This variability is shown graphically in figures 4.24, 4.25 and 4.26 of chapter 4.

Table 21: Spreadsheet survey. Percentages of respondents in each
category of the A.D.E. taxonomy

Application M1 M2 M3 O1 02 O3 S1 S2 S3 S4 S5 S6

% g8 5 1 2 & 12 2 4 3 20 28 %

Developer Ci1 C2 C3 D1 D2 D3 D4 D5 1 12

% 1 2 3 7 8 51 14 9 3 2

Environment R1 R2 R3 U1 U2 U3

% 1 8 8 14 65 5§

The sample showed a broad variation in the type of applications developed. The
developer dimension was less varied with just over half the sample categorised as

D3 (knowledgeable). In the environment dimension, the sample exhibited an
extremely low rate of environmental regulation, with 8% categorised R2 (loose
control} and only 1% of the cases categorised as R/ (tight control). 65% of the
cases were categorised U2 (no control, adequate time) and a worrying 14% of

developers were categonsed U/ (no control, rushed job).

The validation of the taxonomy was discussed in chapter 5. The taxonomy was
validated with respect to construct, content and external and intermal criterion
referenced validity. It was validated on inter-judge agreement and by the sume rater
after a time lapse. It was also validated with respect to the secondary research goals
and uscfulness, The A.D.E. taxonomy was compared to other taxonomies reported
in the literature and all the categories of the A.D.E. taxonomy were confirmed by

other authors except the application category M3 representing complex models.
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Category M3 had only one member in the sample, but was retained as a separate
category in the taxonomy as it was so different from all other clusters. It easily
qualified under Dubes and Jain's (1979) definition of a valid cluster, as it was bom
at the first join of the dendrogram, and had a long lifetime, remaining isolated from
all other categories until the second last join of the dendrogram. However respon-
dents in the validation survey had problems with assigning projects to this category,
(see section 5.4.4) and clearly more work is required to establish metrics for asses-
sing the complexity of a spreadsheet application. This matter is discussed further in
section 6.4.3.

6.3.4. Lack of Environmental Control

The major findixg in the study was the low incidence of any form of environmental
control (11%). This was of concem, considering the significance of the applica-
tions developed and the fact that only 40% of the developers had received
professional spreadsheet training. With the likelihood of spreadsheet errors, clearly
some form of control of the spreadsheet development process is desirable.

Pre-designing applications on paper prior to implementation is an appropriate
control for some categones of spreadsheet development projects. The exercises to
validate the usefuiness of the taxonomy descnibed in section 5.5.7. had shown that
the only factor that encouraged experienced developers to pre-design significant
spres st *3 or1 paper prior to implementation, was the presence of environmental
regu'at on e existence of control procedures.

The studies reported by Rockart and Flannery, and Powell and Strickland had both
suggested the distribution of the control function to the functional work area of the
end-user developer. They had suggested that the responsibility for assuring such
controls are adhered to, be given to the functional line manager, rather than the I.T.
department. Clearly both the end-user and their manager will need guidance as to
suitable design features and controls to include in spreadsheet projects. )
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The growth of end user computing in organisations is inevitable and
mansgement cannot effectively prohibit its use. Indeed major
opportunitics may be lost if an antagonistic stance is adopled.
Conscquently management should seek to formulate policies for end
user computing that can be promulgated and enforced throughout their
organisation. (Weber, 1986, p. 159)

6.4. Recommendations for Future Research

The study, due to its predisposition to data exploration rather fl.an hypothesis test-

ing, has highlighted a considerable number of areas for further research,

6.4.1. Development of a Control Model

The necessity for a control model to assist in the management and control of
spreadsheet development projects has clearly been established in this dissertation.
The lack of environmental regulation, and the importance of the applications being
developed, highlights the need for a ‘protocol' that the developer can use to suggest
the appropriate design and control me.sures for their spreadsheet application. Thus
the responsibility for control should be transferred from the centralised 1.T. depani-

ment to the functional business area and the end-user developer.

Distribute or "download" -esponsibilities together with the distribution
of processing capability. It is fruitless to hold the information systems
department responsible for matters that are completely out of its control.
Each individual must be held accountable for what he or she is doing.
(Krull, 1986)

A study could be conducted to develop a model of suitable controls for developers
to include in their spreadsheets. This study would build upon the results of the
curtemt study. Suggested controls for microcomputer spreadsheet development
have already been coliected by reviewing the literature and were included in the
third section of the data collection questionnaire used in the current study (see

Appendix A).
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Iasues canvassed included:
a) Spreadsheet Design
b) Formula issues
¢) Input data control
d) Output data control
¢) Review and Testing
f) Documentation

g) Security Issues

Survey respondents recorded whick spreadsheet controls and design measures they
had used, and their opinion whether they were unnecessary, uscful or essential for
their particular type of spreadsheet. This data held in the CONTROLS database will

form the basis of the proposed control model.

The current study catcgorised survey respondents' spreadsheet projects using the
A.D.E. taxonomy. Romesburg's {1984, p. 54) method could be used to develop
the control model. The appropriateness of a specific control for a particular
category in the taxonomy will be hypothesised. €. g. three dimensional spreadsheets
(51. 52) require compilation to prevent accidental alteration, Contingeney tables,
using the data from the CONTROLS database, will be used to test the hypothesis.
This will establish if there is a statistically significant relation between the AD.E.
category and the qualitative variables representing the incluston of a control. Where
such a zignificant relation exists, the design and control criteria will becorne part of
the control model for that particular category within the A.D.E. taxonomy.

Not all cases in the CONTROLS data base will be suitable for use .n defining the
control model. e.g. the developer dimension of the A.D.E. taxonomy might be used
to exclude the opinions of novice developers. Certain categories of s:prcadsheet
projects are sparsely represented in the sample and an effort will be made to target
specific categories where more cases are required, and collect more data.
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The Control Model will not attempt to recommend rigorous control for all
spreadsheet applications. It will still allow end-vsers to be creative with their
personal computers. However certain categonics of spreadsheets do require control
and the model will identify relevant controls where appropniate.

The resulting control model will require to be refined. Interviews will be held with
both academic and industry based experts in appropriate disciplines, including end-
user computing, software quality assurance, risk management and security,
Spreadsheet experts and knowledgeatle users will be identified, and be asked to
categorise samples of their work within the A.D.E. Taxonomy. They will then be
shown the list of mode! recomumended spreadsheet controls, and be asked to validate
cach control's appropriate usage for their particular spreadsheet and to sugpest

other appropriate controls.

A profile of expert validity will be gathered for each category in the A.D.E.
Taxonomy of Spreadsheet Applications Development and will be packaged into a
Spreadsheet Development Control Model. This contro] model can be used with the
A.D.E. taxonomy by end-user developers and their line managers, to suggest
application appropriate spreadsheet control and design criteria.

This control model will allow the distribution of the control of end-user developed
spreadsheets away from a centralised 1.T. department to the functional business
units where the end-user developer works. It could be used by a functional line
manager, and is also appropriate for use by the developer i.e. distributing control 'to
the coalface’. This further validates the usefulness of the A_D.E. taxonomy and the
primary research goal of improving Australian spreadsheet development practice.
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6.4.2. Confirm A.D.E. Taxonom

The A.D.E. taxonomy requires further confirmation. This could be achieved by a
repeat study using either similar or new cluster analysis algorithms on a fresh data-
set. If the data set could be based on a random sample, inferential statistical
methods could be used to gencralise the taxonomy to the population of all
spreadsheet development projects.

Altematively, artificial Intelligence pattern recognition techniques either using a
ncural network or Michalski and Stepp’s (1983a) method of conceptual clustering
could be used to cluster either the original, or a new data-set.

The continued attempt to invalidate the A.D.E. taxonomy through falsification, i.e.

nding a case that cannot be fitted into a category, is also appropriate.

6.4.3. Spreadsheet Metrics

This study has highlighted the need for metrics to measure variables associated with
the spreadsheet development process. Some metrics, applicable to general software
application development have been reportcd in the literature, but they are often
unsuitable for use by end-user developers to evaluate their spreadsheet projects.

Further research to establish suitable met:ics is required.

I heet lexi

The identification of spreadsheet complexity and meftrics for measunng it, have
posed problems throughout this study. The te. n 'complex model' also caused diffi-
culty for end-users in the validation survey. Section 2.9.7 discussed definitions of
application complexity in the literature and defined spreadsheet complexity as used
in this study. This comprised design, formula, link and logical complexity. Section
3.5.6 expanded on this definition to produce super-variables that measured
complexity. Complexity of the user interface, was not included but is also worthy

of consideration. More work needs to be done in this area and end-users and
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computer professionals require metrics to assess the complexity of spreadsheet
applications.

Template Size

Measuring the size of a spreadsheet can be done in different ways. The file storage
size, the number of occupied cells, the product of rows, column and dimensions ete.
The problem is compounded as different spreadsheet products have different file
structures for storing spreadsheets. Some store only occupied cells, while others
store all cells, Macros and graphics are treated differently by different spreadsheet
products. Some products use data compression techniques. This study recognised
the problem and introduced an ordinal scale based on the ‘useful’ size of a
spreadsheet i.e. the number of cells containing data or formulas, ignoring cells that
were blank, contained labels or constants. A simple to use metric needs to be
developed to measure spreadsheet size.

spplication Criticali

The survey respondents reported the importance of the application to their
organisation subjectively by categorising it as 'unimportant' or of 'moderate’ or
'major’ importance. In arriving at this decision, they were asked to consider the
value of the decisions made using the spreadsheet and the ramifications to their
organisation should the spreadsheet contain errors. The distribution range of the
spreudsheet output and its creation or modification of corporate data were
considered scpamately. The number of times a template was used, who used it, who
entered data and the retention of the data were all considered.  Application
criticality needs further investigation and metrics are required to measure it,

Developer Expertise

Developers also subjectively cateporised their spreadsheet development expertise
using Shneiderman's (1980) terminology of ‘'movice', ’knowledgeable' or 'power
user’. Sections 6.4.4 and 4.7 identified possible problems for women with this
taaminology as some respondents reported they were uncomfortable categorising
themselves as a 'power user’ as they disliked the association of expertise with
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power.  Expertisc is a difficult feature to assess particularly for an end-user who
may have no overall understanding of the variation within the spreadsheet
developer population. Qualifications, training, experience, time taken Lo complete a
standard task, error rate etc. could be used W0 measure expertise. Further work to
develop a metric is required.

6.4.4. Hypotheses Generation

The exploratory data analysis nature of this study has lead to the generation of
hypotheses for testing in future studies, using inferential statistical methods.

The A.D.E. taxonomy divides spreadsheets into models and reports. An analysis of
the sample data in section 4.4.2 and Table 6 suggested that models were more likely
o be developed in an unregulated environment. This leads to a hypothesis:

H,: Spreadsheet models are no more likely to be developed in
unregulated, than regulated environments.

Section 5.5.7 established the usefuiness of the taxonomy in analysing the
pre-designing tendency of non-novice developers developing important
spreadsheets. Developers in this sample were more likely to preplan their
spreadsheets when developing in an unregulated environment. This leads to the
hypothesis:

Hy: There is no difference in the rate of preplanning spreadsheets on

paper for expert developers working in regulated or unregulated
environments.

This dissertation has assumed that the application of controls will reduce
spreasisheet emror rates. This assumption has not been tested, and will require
testing for each suggested design and control criteria, involving a large body of
work.

H,: There is no difference in the error rate of spreadsheets where control
‘n’ is applied or not applied. )

Gender incquity among spreadsheet developers was explored in section 4.7 and
Appendix E. Women in the sample reported a much lower expertise than men did.
Developer gender was independent of the status, qualification or training of the
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developer, the importance of the task, or the size of the organisation where the
developer worked. Women in the sample did not scem disadvantaged in their work
functions or be less prepared for performing their duties. Yet women still perceived
they had a low spreadsheet development expertise.  This matter is worthy of further
investigation using measures for expertise other than developer sclf-rating to test
the hypothesis:

H,: There is no difference in the spreadsheet development expertise of
women and men,

Appendix E discussed how men tended to design larger more complex spreadsheets.
This could be a measure of the expertise of the developer, with developers of higher
expertise, designing morc complex spreadsheets. An alternative interpretation is
possible, with the expert developers avoiding large and complex spreadsheets,
rather restricting their templates to smaller cohesive worksheets possibly linked to
other spreadsheets. Moskowitz attributes the following to Dale Christensen product
manager for Microsoft Multiplan:

Anyone who thinks they understand what is going on in a model bigger
than 100 by 100 cells is probably fooling themselves. (Moskowitz,
1987b, p.36)

Structured software development promotes the concept, that small 1s manageabie.

These considerations lead to a hypothesis worth testing:

H,: The complexity of a spreadsheet is not related to the expertise of its
developer.

If this hypothesis can be rejected, it would be interesting to determine whether more
expert spreadsheet developers tend to build larger or smaller spreadsheets, than less

expert developers.
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6.5. Implications of this study for Spreadsheet
Development Practice

This study has considerable implication for the management of spreadsheet
development practice. It has described current spreadsheet development practice.
It has established the vanability of spreadsheet development projects. It has
highlighted the serious situation of important spreadsheets being developed in
almost completely unregulated environments by developers who have a high
probability of not having undergone formal spreadsheet training. The validation
survey also highlighted the loneliness of the spreadsheet developer when it had
difficulty in finding a second person familiar enough with a spreadshect, to act as an
alternate rater. Another point of concern was the higher than expected 14% of
developers who reported that they did not have sufficient time available for the
development of their spreadsheet application.

Organisational spreadsheet contro! policies were in place in 11% of the respon-
dents' organisations but only 3% of developers had a documented copy of this
policy. If the policy was enforced, it was enforced either at the departmenial level
or by the developer. Only 1 developer out of 107 reported the involvement of the
I.T. department in validating their spreadsheet and none reported internal auditor

involvement.

Spreadsheet development would appear to be a lonely, uncontrolled activity with
few checks and balances applied. Clearly spreadsheet development policies are
required and to be effective, they should be designed to assist end-user control of

thetr own spreadsheet development projects.

This study has developed the first part of a tool to be used to solve these problems.
The A.D.E. taxonomy will allow the categonisation of spreadsheet projects by the
developer prior to implementation. The development of the second part of the tool
- a control model, has been foreshadowed. -
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This study should result in an improved awareness for those responsible for the
management of spreadsheet development.

6.6. Conclusion

The primary research goals of this study cstablished in Section 1.4.1 involved the
improvement of the planning and management of spreadshect development projects,
and the development of a special purpose taxonomy of spreadshect application
development, for use in controlling spreadsheet development. These goals have
been achieved with the development of the ADE. taxonomy and the
foreshadowing of its use in a control model.

The secondary resecarch goals of this study were established in three groups in
section 1.4.2. The first group of these involved the construction of a sampling
frame, exploratory data analysis and hypothesis generation, all of which have been
achieved. The second group involved finding clusters that were intuitive, well
structured and suitable for developing a taxonomy. These goals were also attained.
The third group of secondary research goals considered the validation of the
taxonomy and its diagnostic keys in terms of stability, robustness, replicability,
agreement with other taxonomies in the literature and with my own a prion
expectations.  The final goal involved demonstrating the usefulness of the
taxonomy which has been established both with the analysis of developer
pre-designing tendency and with the foreshadowed development of a control model.
These goals were also realised.

The study set out to implement a project to produce a product and satisfy research
goals. This has been achieved, but the study also produced more than originally
foreseen, highlighting areas of current spreadsheet development practice that are a
cause of concern and opening up avenues for future research and development.
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To conclude on a personal note, the work involved in preparing this dissertation has
increased my knowledge of the research process, particularly data collection,
multivariate statistics and clustering procedures. 1 have realised that the study of
structure within data has much in common with the Computer Science discipline of
Informatics particularly Data Modelling, which also secks to gain an understanding
of structure using techniques such as Entity Analysis (E.R. modelling) and data
normalisation. Both Data Analysis in the computer science frame of reference, and
Cluster Analysis when considered from a statistical point of view, seck to let the
data 'speak’ for itself and bring out its underlying structure. Both disciplines have

the same goal.

The final words of this dissertation are borrowed from Winston Churchill's My
carly life;

Thus I got into my bones the essential structure . . . which is a noble
thing.
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EDITH COWAN
UNIVERSITY

PERTH WESTERN AUSTRALIA
BUNBURY CAMPUS

Futet(san Drive. Bunbury
Weslern Aysirahs b330

lelephone (097} 450 222
21t Squunbet. 1991 Facsimile {097} 26 994

h Applications Survey.
A ressarch project funded by Edith Cowan University In Westem Australia

applications are developed in many siies all over Australla. Some are
subjacted o rigld design and implementation controls and others are doveloped in a
froa and sasy 'mi hoc' mannes. Some are the basls for major decision making.
Others handle purety private information of Little significance to anyone other than the
devaloper. The developers are just as varied in terms of employment, qualificalions
and spreadsheet experience.

Some spreadsheet spplications have rigomus controls and checks and balances built
in, whilat others have little or none. Soma obvioustly require rigid control. In other
cases controls seem entirely Inappropriate and a waste of time and effort to
implement and enforce.

What types of spreadsheets are being developed? ‘'Mho uses them? For what
purpogse? And whal about controls. How man- are used? In what kind of
Spreadshects? What types of controls are sppropriate” How does a developer
decide?

This praject seeks to provide some answers, I will show what (ypes of spplication
arp being developed iccally and the degree of standardisation and control they
contaln. Your opinion as a spreadsheet developer is sought. |Is there any need to
include particular design and control measares in your application? Of course, there
are no overall corect anawers. Each situation ls ditferent.

As a spreadsheet developer you wili be Interested in furthering our knowledge in this
area to give guidance to developers in the identification and Implementation of
relevant controls when thelr application really requires these.

A questionnaire is enclosed. Would you please complete it referencing any

spreadsheet application or template (small or targe) which you have developed and
wih which you are familiar. You will need computer access fo delermine aspects

such as spreadsheet size and storage. The survey form should take about twenty 10
thirty minutes to complete. Would you please retum i within two weeks in the reply
pald envelope enclosed. Extra torms are readily available on request.

Thank you for agreeing to help in this project. The donation of your valuable time Is
appreciated and will help provide some answers leading {o a better understanding ol
spreadsheet applications and their control requirements. Just a little of your time will
evemually be of benefit 10 many other spreadsheet developers and t hope you will
pick up a few new ideas (rom this survey that you can pint into good use.

Yours sincerely,

e LG

Jean Hall
Researcher
Department of Computer Studies



B EDITH COWAN
UNIVERSITY
N7 worom s SPREADSHEET SURVEY

This survey is in three parts. Please answer all the
questions with regard to a spreadsheet application or
template that YOU have developed and are familiar with.
You will need to have computer access to the spreadsheet
to answer part 2. The survey should take about 30 minutes
to complete.

Place a cross in one and only one answer box for each
question.

24  Does your tempiate display the run date?

Yes D Ho —> question 26

25  In which formai Is the run date displayed?

I:I DOAMYY
I:I YY/MM/DD
I:I DD MMM YY

Ot Nevembes 2146, 1991
Pease specity......

26  Does your template inciude the author's name?

DVesHo

Please return this survey in the reply-paid pre-addressed
envelope provided. For further information contact:

Mrs Jean Hall, Lecturer in Computer Studies
Edith Cowan University, Bunbury Campus
Robertson Drive, Bunbury W.A. 6230.
Telephone (097) 910222

Environmentally friendly: Printed on Australlan msde 100% Recycled paper .




Whatis the prime use of this spreadsheel? 3 Inwhich industry is the spreadsheet used?
D Communication / Explanation
D . D Agricultyre ¢ Forestry / Fishing
Reaport genoration D
Miineng / Refining
Classificat
D Manulactunng
B “What if" analysis
D D Blectricity / Gas / Waler
D Construction / Engineering
D Prediction / Forecasting
D Wholesale / Retall
I:I Other. D
Finance / Banking
[:l Business
In which sector is it used?
Public administration
D Public (Gavermnment) [:l Education
D Private [:l Computing
[:l Reacreation / Personal D Other
Spealy:.
How targe is the organisation whete this 7 Ave you aware of a spreadsheet development
spreadsheet is used? policy within the user erganisation for whom
you developed this spreadsheet?
D ingle perscn
Siagle pe [:l Yes D No ---> question 10
D Single Department
i R g Did you have a documented copy of this
[:l Maty Departments - One site palicy when you developed the spreadsheet?
D Many depanments - Many sites [:l
ves [
[:l Mulfinational es No
How important is this spreadsheet to the user 9 How is this palicy enforced?
arganisation?
Consider the value of decisions made using D Guieiines only - not enforced
this spreadsheet. Also consider the [:l e
ramilications to your organisation if the Depanmental responsibility
S{:‘rreadweet were to contain erfors or be D D _P. Departmental responsibility
wilhdrawn,
D Internal Auditar
[:l Unimportant [:l Other
[:l Moderale impartance SPRCIIY ..oiev it voeor e veiivenees i vesss s easevmenenesnenne:
D Major importance
10

Did you have encugh time availatie 10
develop this spreadsheet?

D Yos D Mo - arush pb

Doces the user organisalion keep a library of
sample templates and quality spreadsheels for

distripution?
L] ves [ no

THE USER ORGANISATION



1"

Plaase state your name and a contact address
and telaphone number. This information will not
be processad with the data nor published. [t will
be usad by the researcher solely for the purpose
of contacting you if necessary.

Name:

Address:

Telgphona:

Are you a member of a spreadsheet user group?

ves [dwo

17 Highest level of qualification?

L] soroa
[] rrace
L] opom
g E:::ge;uale

18 Do you hold a membership of a professional
body? eg CPA. MACS.

0 w
D.

Yes

ty

12

13

14

15

16

Gender?

D Male D Female

Age?

(] = [ sa
DSSMD

Spreadsheet Development Experience?

D Novice
D Knowiadgeable

D Power User

Training received in Spreadsheet Development.
Cross one box ondy.

: | D.P. Profassional

D D.P. Amateur frained by courses
| | D.P. Amateur trained by wotk-mates
D D.P. Amateur largely self taught

>45

How many books, newspapers of magazine
arfides about spreadsheets do yuu read?

DMD 3-8 D:—&‘yr

19 Your occupation when developing this
spreadsheet?

Manager / Administrator

Saientist / Enginear

Academic / Teacher

Accountant / Finance

Dala Processirg Professional

Tradesperson

Cierk

g

¥ OO0O00000

ity

20 Your employment siatus when daveloping
this spreadsheet?

Consultant

Executive

Section / Department Manager

Employee

Se¥f Employed

Unpaid Helper

Other

¢ 0000000

YOU, THE SPREADSHEET DEVELOPER




EDITH COWAN
UNIVERSITY

—_ SPREADSHEET SURVEY
PART 3 Design and Control Issues

The following questions seek your opinion as a developer on
including various design and control measures in your
spreadsheet. Different spreadsheets require a different selection
of these measures. There are no universally correct answers.

We wish to find out which control methods ygu think are
worthwhile for your type of spreadsheet. Reply for your
particutar template not spreadsheets in generaf.

The questions are in two parts:

1) Did you use a particular design feature in your spreadsheet?

2) How useful could the same design feature be in your

r particular circumstances?

A 'no’ reply to the first part of the question, does not prevent you
from picking ‘essential’ or ‘'useful’ for the second answer.

Your apinien

You Easential Usehad Uneacssssry  Leetackied

Ha
12 ,[f):ugrrogolt:::rx?spare fan beitin I?l |_I |_I I?l |_I |_I
e (U @ OO O

car?

v pommmayeesoowcr ] X0 X1 O O

It is important to answer these questions with

regard to your spreadsheet and circumstances

not spreadsheet applications in general.




PART 2. PLEASE CHECK YOUR SPREADSHEET

21

23

Please state the name of your spreadsheet
application (template) and any associated files.
This information will not be published. It will be
used by the researcher solely for the purpose
of identification if further communication with you
is necessary.

Spreadsheet Software used?

Version?

State any add on programs used eg Auditing,
note taking, text enhancement

Operating system used?

35

7

Does this spreadsheet use both absolte and
relative cell referencing?

DYes I:INO

Does this spreadsheet have split screens?

L] ves [

Does this spreadsheet have frozen horizontal
and / or vertical borders?

D Yes I:, No

24

25

26

27

28

Main template file storage size ?

Byles

Spreadsheet dimensions?
NO. OF ROWS ... e

No. of Columns .........ccceererinnnnne

| | 30 D 2D ---> question 29

No. of warksheels in 307

40

Does this spreadsheet have links for data transfer
to or from other spreadsheets? |

D Yes I:I No

Does this spreadsheet have links for data transfer
to or from its own or an external database?

I:I Yes I:I No

Does this spreadsheet use Windows 3
D.D.E. (Dynamic Data Exchange)?

D Yes D No

30

n

32

34

Please examine your spreadsheet and estimate
the percentage of cells occupied by each type
of content:

cansn st sos (I 1L JL_JL_]
0000
OO000
0000
OCa0d
00000

Data entry at runtime

Formula

Label

Blank cell

Other (macros elc)

41

42

43

Does this spreadsheet use graphics?

D Yes D No ---> question 43

How sophisticated are the graphics?

I:I Simple e.g. pie or bar
| | Intermediate e.g. XY
I:, Complex e.g. 3D, contour

Does this spreadsheet use macros?

I:I Yes [:I No- ---> next page

How complex are the macros?

D Simple
D Significant

D Extensive or Complex

THE SPREADSHEET




45 Is the spreadsheet design modular?

Dlves

46 Module arrangement

D No —>question 47

Diagonal e.g -
D Blocked eg e

47  Does the spreadsheet include ‘LOOKUP"
table functions?
L

L] ves

48 Does it include logical IF" functions?

(] ves

49 Does the spreadsheet include nested 'IF

functions?
‘:I Yes D No

50 How complex are the spreadsheet's
formulas?

L s
D Average
D Complex

D No -—> question 50

How far is the immediale output of the
spreadsheet nun distributed?

Self anly

Single department

Multi department
Beyond the user orgariisation

D000

How often is the spreadsheet run?

One shot model
Just a few times
Daily

Weekly

Monthly

Occasionally after long iniervals
e.g. end of financial year.

Frequently, whenever needed

0 00000

51 Wbo runs this spreadsheet?

D self only

D two or three others

EI many users

52 Who enters the data?

D Self only

D Data entry clerk who does not use
the spreadsheet output

D Thase who use the oulput.

53 Does this spreadsheet corlain only private
data used by yoursai(?

L] ves [ n

56

57

58

59

Does ihis spreadsheet input corporate data ?
i.e. data that belongs to the whole organisation
not just to the template user?

D Yes D No ---» question 59

Where does the corporate data come fram?

D electronic transfer
D keyed in from reports

[:l Other
Spedily

Does this spreadsheel mndify the corporate
data belore output?

L] ves [ o

Does this spreadsheel create new corporale
data?

D Yes D No
For how long is the spreadsheet output used?

D < 1 week
EI 1 week to a month
R

THE SPREADSHEET




61

86

67

69

70

71

72

RESIGN

Did you plan this spreadsheet on paper belore
implementing it with a sofiware package?

Does the spreadsheet have a separate
entry area where data is input at run time?

Does the spreadsheet have a separale area for

storing seidom changed parameters and
constants?

Does the spreadsheat have as .+ _ale area for
storing look-up tables?

Does the spreadsheet have a separate area for
storing macras?

Does the spreadsheet have separate areas for
output reports?

Does the spreadsheet have separate calcufation
or work areas?

Does the sprearisheet have a hearder module
containing author details?

Does the spreadsheet have a header module
or *help’ macro giving instructions for use?

Does the spreadsheet have » separate on-line
area where assumptions and for known imits
to the mode!'s validity are described?

Does the spreadsheet have a separate on-line
area where details of changes to the template
such as date revised and revisions made are
recorded?

Is an on-lina record kept of the Ale-names of
previous versions of this spreadsheet?

Your opinicn:
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FORMULAS

Diq you use paramatefised constants in
formulas? ie. use a reference to the cell where
the constani is stored rather than the numerical
value of the constant.
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Did you point out formulas rather
than type in cell addresses?

Did you use range names?

When specifying a range addition
e.g. with the SUM function did you
also include a blank row above and
/ or below the range to be summed?

Did you ensure that no formulas are
stored on the same screen as cells

requiring input?
Did you turn on cell protection on
cells containing formulas?

Did you consider rounding errors when
implementing your formulas?
Does your spreadsheet have

check totals reconciling in
two directions (cross footing)?

Ood o OOCCF

D00 0 OO0

D00 o ood

ooo g ood
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INPUT CONTROLS

Do your spreadsheet’'s data entry
screen areas resembie a paper form
familiar to the person responsible for
data entry?

Do your data entry screens have
cells requiring data entry arranged in
rows or columns pemmitting data
entry in one direction only?

Are cells requiring data entry
differentiated from other cells? e.g.
by colour or highlighting?

Did you build in range and / er
reasonableness checks on input
data cells?

Does your spreadsheet use batch
totals to check numeric data input? i.e.
the spreadsheet electronically totals
data entered. This is compared with

a batch total obtained by summing

the data from the input documents.

0 W L B O

O 0O 0 O 0OF

Your opinion:
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QUTPUT CONTROLS Your oplnion:
Yo [ Exmantinl Usabd Usssomgpeny — Ussiisokded
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checks on output colls?
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Your opinion:
BEVIEW AND TESTING Y Mo Escamtisl Usehd Unmecmgsey  Ussbacided
o emegamencrser (1 )OO O
design and documentation ?
Sl sisuivoaconrt | I N I I I O O I B I
that they understand what to do?
iyl e duerustoinnnti | I I I N T O
* mpgmesses (0000 O
% manually or with a cakoator, oo O
the test's expected resulis?
* pwmpeeee (00000 O
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results?
*00  Have you checked this spreadsheet D D D D

with a separate auditing package
of built in spreadsheet auditing
functions?

SPREADSHEET CONTROLS USED




You Ma Usnlecided
101 Has another spreadsheet developer D D D D D D
checked this template?
102  Has an internal auditor checked this [:l D D L__I
103 Has an extemal auditor checked this | | EI D D D D
spreadsheet? !
104  Was there a formal procedure of |:| D ! l
sign off before the spreadsheet D D D
was put into use?
HARDCOPY (PAPER) Your oplnion:
DOCUMENTATION
vié o e D i
105  Are the author details documented? D D D D |:| |___|
106 Is the design layout documented? D D rl‘ | I | | D
107  Is a printout kept of all formulas used? D |:| [:] D |:| D
108  Are any associated macros
s iy S48 L3 LIpEd B &8
109  Are assumptions made and/or known D |:I D D I:I l:l
limits to the spreadsheet's validity
documented?
110  Are instructions for spreadsheet use D D D D D D
included in the documentation?
111 Is there a written record of spreadsheet
versions detailing changes made to the [:] |:I D D D D
original template?
SECURITY Your opinlon:
Ves Mo { Usshs Un
112 s a backup copy of this spreadsheet D D D D D D
kept in the same office as the
computer?
113 Is abackup opy of this spreadsheet EI D D D D D
kept in another location?
114 Are normal access and distribution lists
115  Has this spreadsheet been compiled to D D

prevent unauthorised alteration?

THANK YOU FOR COMPLETING THE SURVEY




THE A.D.E. TAXONOMY OF SPREADSHEET
APPLICATION DEVELOPMENT

This taxonomy has been developed at the Edith Cowan University to categorise

spreadsheet development projects. Each spreadsheet development project can be cate-
gorised in three parts concerning:

¢ The APPLICATION that was developed
¢ The DEVELOPER who created the spreadsheet template or application

® The ENVIRONMENT in which the spreadsheet was developed

A key for each of these three parts is included. A complete categorisation of a
spreadsheet would involve three codes ( e.g. M3, C1, U3 ), the first for the Application,

a second for the Developer and the third for the Environment - the A.D.E. taxonomy.

Please choose any spreadsheet application or template that you have developed and
select the three codes. Then complete the form below. The spreadsheet chosen can be

large or small, simple or complex, important or not. Your help is appreciated.

Your Name Telephone
Contact
Spreadsheet Today's
Application Name Date
Application code Developer Environment
Code Code
A D E

Piease comment on any difficultles you had coding your spreadsheet.
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THE A.D.E. TAXONOMY

Is the spreadshest & very comp.ax
modal, " what f model”, optimlser
moded, @ report or something else?

THE APPLICATION

“what "

report or
other

Do other paople other than the
developer run this spreadsheet?
yes ho
Does a data entry 307
clerk enter the
data? o ™
yes no complex or Main purposa
simpla? graphical?
Important com-  gim- yos o
application? plox  pie
I complex? '
yos no
Tes no

M3M1 M2 02 O1 O3 S1 S2 S6 83 &4 S5

Complax Oplimdsar Unimpori et n n Graphic Non aD Genaral
Model Modal Data Entry complex  almpla complex
by Clerk
“What I Important Uzs. Carporate
mode) Data Entry Data Entry Data
by Clork Crestor



THE A.D.E. TAXONOMY

THE SPREADSHEET
DEVELOPER

yes

Did you actas a
Consultant when you
developed this
spreadsheet?

no

Did you actas a
Consultant when you
developed this
spreadsheet?

yas b yes no
Do spread- Do you have a Do you belong to a2
sheets comprise particular interest spreadsheet User
a major part of in spreadsheets? Group?
your work?
yes no yes no yes no
| Are you self
employed?
yes no
Are you a novice,
knowledgeable or
expert spread-
sheet developer?
C1 Cc2 12 11 C3 D1 D5 D4 D3 D2
I.T.Based Other |T.worker |T.worker Consultant User Sall Novice Knowledge- Lay
Expert I.T. interested  not very not based Group Employed able Expert
Spread- based  in Spread-  Interested inL.T. Mamber
sheet Consul- sheets in spread- industry
Consultant  tant sheetls
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is the spreadsh.eet for
personal or recrealional

use?

THE A.D.E. TAXONOMY

THE DEVELOPMENT
ENVIRONMENT

nol

Does your arganisation have a
formalised spreadsheet
development policy?

yes no
us3 R1 R2
Personal/  Tight Loose
Recreat- control control
ional

yes no
Is this policy enforced Does your organisation keep a
by auditors and/or IT library of spreadsheets for
dept? others to usa?

yes no

Was this spreadsheet
developed more quickly
than you would like?

yes no
R3 u1 u2
Spread- Rushed Adequate
sheet Job time

Library
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APPENDIX B

VARIABLES & CODE BOOKS
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Iable 22 Survey Code Book: Fields for SURVEY Database

Ques- Topic

tion

DBMS field

Code

Meaning

Identifier

Spreadsheet vse

Sector

Industry

Organisation size

LABELS

PURPOSE

SECTOR

INDUSTRY

ORGSIZE

nuineric

-1 B R —

gl -l R - R N W N —

W B ) B e

Unique identifier

Comnv Explain
Report
Classification
"What if"
Optimise
Predict’ Forecast
Other

Public
Private
Rec/Personal

Ag/ Forest/ Fish
Mining/Refinery
Manufacturing
Elec/ Gas/ Water
Construct/ Eng.
Wholesale/ Retail
Finance/ Banking
Business

Public Admin
Education
Computing
Other

Single person
Single dept
Depts one sile
Depts many sites
Multinational
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Ques- Topic DBMS field Code Meaning
tion
5 Spreadsheet IMPORTAN ] Unimportant
importance 2 Moderate imp
3l Major imp.
6  Sufficient Develop- ENUFTIME 0 No
ment time available 1 Yes
7 Organisational SDPOLICY 0 No
Spreadsheet Policy 1 Yes
8 Documented Policy SDDOCO 0 No
1 Yes
9 Policy Enforcement SDENFORC { Guidelines only
2 Deoartmental
3l DP Department
4 Internal Auditor
5 Other
10 Spruadsk~et Library LIBRARY 0 No
1 Yes
11 Use: Group USERGRP 0 No
membership 1 Yes
12 Gender GENDER 0 Female
1 Male
13  Age AGE 1 <25
2 25-34
3 3544
4 >45
14 Spreadsheet EXPERT 1 Novice
experience 2 Knowledgeable
k! Power User
15  Training TRAINING ! Professional
2 Courses
3 Work-mates
4  Sclf-taught



258

Ques- Toplc DBMES field Code Meaning
tion
16  Spreadsheet reading READ 1 < 3/yr
2 3-8/yr
3 >8/yr
17  Highest qualification QUALIFY 1 School
2 Trade
3 Diploma
4 Degree
5 Postgraduate
18  Professional PROFMEMB 0 No
Membership 1 Yes
PROFBDY?$ alpha
19 Occupation JOB 1 Manager/ Admin
2 Science/ Engineer
3 Academic/ Teacher
4 Accountant/Finance
5 DP Professional
6 Trade
7 Clerk
8 Other
20  Employment status  STATUS 1 Consultant
2 Executive
3 Section Manager
4 Employee
5 Self Employed
6 Unpaid Helper
7 Other
21 Spreadsheet Software PROGRAMS alpha
Used VERSIONS alpha
22 Add on Programs ADDONSS alpha
23 Operating System OSsS$ alpha
24  Sizein bytes SIZE numeric
25 No. of rows ROWS numeric
26 No. of columns COLUMNS numeric
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Ques- Topic DBMS fleld Code Meaning
tion
27  Dimensions DIMENSIO 0 2D
1 iD
28 no. of worksheets WSHELETS 1 2D
num>1 3D no. of sheets
29  %cells - Constant/ CELLCONS 1 <20%
Lookup 2 20-40%
3 40-60%
4 60-89%
5 >R0%
30 % cells - Data entered CELLDATA 1-5  as above
31 % cells - Formulas CELLFORM 1-5  as above
32 % cells - Labels CELLLABL 1-5  asabove
33 % cells - Blank CELLBLNK 1-5 asabove
34 % cells - Other CELLQTHR 1-5 asabove
35 Absolute / relative ABSREL 0 No
referencing 1 Yes
36  Split Screens SPLITSCRN 0 No
1 Yes
37 Borders BORDERS 0 No
| Yes
38  Links to spreadsheets LINKSS 0 No
1 Yes
39  Links to data bases LINKDB 0 No
1 Yes
40 Links to Windows LINKDDE 0 No
DDE 1 Yes
41  Graphics GRAHICS 0 No

Yes
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Ques- Topic DBMS flekd Code Meaning
tion
42  Graphic GRAPHSOP 1 Simple
sophistication 2 Intermediate
3 Complex
43  Macros MACROS 0 No
1 Yes
44  Macro complexity MACROCOM 1 Simple
2 Significant
3 Extensive/Complex
45  Modular Design MODULAR 0 No
1 Yes
46  Module arangement  MODARRAN 0 Diagonal
1 Blocked
47 LOOKUP functions LOOKUPS 0 No
] Yes
48  "IF" functions IFS 0 No
1 Yes
49  Nested "IF" functions NESTEDIF 0 No
] Yes
50  Formulas FORMCOMP 1 Simple
2 Average
3 Complex
51 Spreadsheetrunby RUNBY i Self only
2 2 or 3 others
3 Many users
52 Data entered by ENTERER | Self only
2 Clerk
3 Users
53  Private data only PRIVATE 0 No
1 Yes
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Ques- Topic DBMS field Code Meaning
tion
54  Spreadsheet OUTSCOPE 1 Self
distribution 2 Single dept.
3 Multi dept.
4 Ex organisation
55  Spreadsheet run HOWOFTEN 1 One shot model
schedule 2 Few times
3 Daily
4 Weekly
5 Monthly
6 Occasionally
7 Frequently
56  Corporate data input CORPDATA 0 No
1 Yes
57  Source of corporate  WHEREFRM 1 Electronic transfer
data 2 Keyed in ex reports
3 Other
58  Modifies corporate CDCHNG 0 No
data 1 Yes
5%  Creates corporate CDMODIFY 0 No
data 1 Yes
60  Output retention KEPT 1 < 1 week
2 1 - 4 weeks
3 > 4 weeks
Postcode POSTCODE$ alpha  Identifies stratum




Jable 23 Survey Code Book: Fields for CONTROLS Database
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Ques- Topic DBMS Field Code Meaning
tion
6la  Design and Control issues O6tA 0 Yes
1 WNo
61b  Designers Opinion Q61B 1 Essential
2 Useful
3  Unnecessary
4  Undecided
62-115a Asfor 6la Q62A-Q115A 0-1 Asabove
62-115b As for 61B Q62B-Q11SB 14 As above




Table 24: Variables used to develop the Taxonomy.

RD - raw data, BD - binary dichotomous data,
0D - ordinal data

Variable included in dataset;
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Varlable Scala Source Topic Code Meaning RD BD OD
LABELS nominal derived unique key 1-105 Y Y Y
PURPOSE oominal question | spreadsheet use 1-6 N N N
PCOMMS bd PURPOSE communication 0,1 Do, yes Y Y N
PREPORT bd PURPOSE report g1 no, yes Y Y N
PCLASS bd PURPOSE classification 0,1 0o, yes Y Y N
PWHATIF bd PURPOSE "What if" 0,1 0o, yes Y Y Y
POPTIM bd PURPOSE optimisation 0,1 Do, yes Y Y Y
PFORCST bd PURPOSE prediction / forecast 0,1 no, yes Y Y Y
PREST bd PCOMMS, non model 0,1 no, yes N N Y
PREPORT,
PCLASS
SECTOR nominal question 2 sector i-3 N N N
SPUBLIC bd SECTOR public 0,1 Do, yes Y Y Y
SPRIVT bd SECTOR Jivate 0,1 no, yes Y Y Y
SPERSN bd SECTOR personal 0,1 no, yes Y Y Y
INDUSTRY nominal question 3 Industry 1-12 N N N
IAG bd INDUSTRY agriculture/ forestry 0,1 Do, yes Y Y N
IMINE bd INDUSTRY mining 0,1 no, yes Y Y N
IMANUF bd INDUSTRY manufacturing 0,1 no, yes Y Y N
IELECT bd INDUSTRY electricity /gas/ 0,1 po,yes Y Y N
waler
ICONST bd INDUSTRY mmuionf 0,1 no, yes Y Y N
engineer
ISELL bd INDUSTRY wholesale/ retail 0,1 no, yes Y Y N
IFINCE bd INDUSTRY finance/ banking 0,1 Do, yes Y Y N
TBUSNS bd INDUSTRY business 0,1 no, yes Y Y N
IPUBAD bd INDUSTRY public administration 0,1 DO, YES Y Y N
1IEDUC bd INDUSTRY education 0,1 no, yes Y Y N
ICOMP bd INDUSTRY LT. 0,1 no, yes Y Y Y
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Varlable Scale Source Topic Code Meaning RD BD OD
IOTHR bd INDUSTRY other 0,1 0o, yes Y Y N
ORGSIZE nominal guestion 4 orpanisation size 1-5 Y N Y
0s1 bd ORGSIZE single person 0,1 0o, yes N Y N
082 bd ORGSIZE single dept. 0,1 oo,yes N Y N
083 bd ORGSIZE many depts one site 0,1 0o, yes N Y N
08§84 bd ORGSIZE multi sites 0,1 no, yés N Y N
0535 bd ORGSIZE multi national 0,1 no, yes N Y N
IMPORTAN  ordinal questicn 5 spr/sht importance 1-3 Y N Y
IMF1 bd IMPORTAN unimportant 0,1 no, yes N Y N
IMP2 bd IMPORTAN moderate 0,1 no, yes N Y N
IMP3 bd IMPORTAN major 0.1 no, yes N Y N
ENUFTIME bd question § enough time 0,1 Do, yes Y Y Y
SDPOLICY bd question 7 development policy 0,1 no, yes Y Y N
SDDOCO bd question 8§ policy document 0,7 no, yes Y Y N
SDPOLDC ordinal SDPOLICY, Jdeve’ opment policy l no policy N N Y
SDDOCO rater 2 no doco
3 doc policy
SDENFORC nominal Question 9 dev policy enforced 1-5 Y N N
*SDENFORC  nominal SDENFORC development policy 0 noteaforced N N Y
enforcement rater 1 self enforced
2 dept enforcad
3 other
SDENF0 bd *SDENFORC  not enforced 0,1 no, yes N Y N
SDENFI bd *SDENFORC  self enforced 0,1 no, yes N Y N
SDENF2 bd *SDENFORC  dept enforced 0,1 0o, yes N Y N
SDENF3 bd *SDENFORC  other enforced. 0,1 no, Yes N Y N
LIBRARY bd question 10 spreadzheet library 0,1 no, yes Y Y Y
XSDENVRN  ordinal LIBRARY, spreadshect develop-  1-5 Y N N
SDPOLICY, ment environment
SDDOCOand  general rater

SDENFORC
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Varlable Scale Source Tople Code Maaning RD BD OD
USERGRP bd question 11 user group 0,1 no, yes Y Y Y
GENDER bd question 12 gender g1 female,male ¥ Y Y
AGE ordinal question 13 age 1-4 Y N Y
AGEI1 bd AGE <25 0,1 no, yes N Y N
AGE2 bd AGE 25-34 0,1 o, yes N Y N
AGE3 bd AGE 35-4 0,1 no, yes N Y N
AGE4 bd AGE 45 + 0,1 0o, yes N Y N
EXPERT ordinal  question 14 sp/sht expertise 1-3 Y N Y
EXPERTI bd EXPERT novice 0,1 no, yes N Y N
EXPERT2 bd EXPERT knowledgeable 0,1 oo, yes N Y N
EXPERT3 bd EXPERT power user 0.1 no, yes N Y N
TRAINING nominal question 15 spr/sht training 1-4 Y N N
TRAINI bd TRAINING prof DP 0,1 ne, yes N Y N
TRAINZ bd TRAINING course 0,1 no, yes N Y N
TRAIN3 bd TRAINING workmates 0,1 no, yes N Y N
TRAINS bd TRAINING self 0,1 no, yes N Y N
XTRAIN bd TRAINING training rater 0 self N N Y
1 worlanates
course
prof DP
READ ordinal question 16 reads about spr/shts 1-3 Y N Y
READI bd READ <3 fyr 0,1 Ho, yes N Y N
READ? bd READ 3-8/yr 0,0 oo, yes N Y N
READ3 bd READ >Ry 0,1 Do, yes N Y N
QUALIFY ordinal question 17 highest qualification 1-5 Y N Y
QUALLI bd QUALIFY school 0,1 no, yes N Y N
QUAIL2 bd QUALIFY rade 0,1 no, yes N Y N
QUAL3 bd QUALIFY diploma 0,1 0o, yes N Y N
QUALA bd QUALIFY degree 0,1 no, yes N Y N
QUALS bd QUALIFY postgraduate 0,1 no, yes N Y N
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Variable Scale  Source Topic Code Meank.y RD BD OD
PROFMEMB  bd question 18 prof membership 0,1 Do, yes Y Y Y
PROFBODYS alpha  question I8 Professional Body N N N
XPROF ordinal QUALIFY, professionalism 1-5 Y N N
PROFMEMB  peneral rater
JOoB nominal question 19 occupation 1-8 Y N N
OMANAGR bd JOB manager 0,1 no, yes Y Y N
QOSCIENCE bd JOB scientist 0,1 no, yes Y Y N
OTEACH bd JOB academic / teacher g1 0o, yes Y Y N
OACCNT bd JOB accountant 0,1 no, yes Y Y N
oIt bd JOB DP Professional g1 no, yes Y Y Y
OTRADE bd JOB tradesperson g1 no, yes Y Y N
OCLERK bd JOB clerk 0t 0o, yes Y Y N
OOTHER bd JOB other g, no, yes Y Y N
STATUS nominal question 20 employment status -7 Y N N
STCONS bd STATUS consultant g1 no, yes Y Y Y
STEXEC bd STATUS executive a1 no, yes Y Y N
STDMAN bd STATUS dept manager g1 no, yes Y Y N
STEMP bd STATUS employee g1 no, yes Y Y N
STSELFEM bd STATUS self employed g1 0o, yes Y Y Y
STHELP bd STATUS unpaid helper a1 no, yes Y Y N
XSTATUS ordinal STATUS status rater 0 cons/selfl N N Y
employed

l unpaid helper

2 employee

3 dept manager

4 executive
PROGRAMS  alpha  question 21 software N N N
VERSIONS alpha  question 21 version N N N
ADDONSS alpha  question 22 addons N N N
0Sss alpha  question 23 operating system N N N
SIZE ratio question 24 gize in bytes N N N
ROWS ratio question 25 no of rows N N N
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Variable Scale Source Toplc Code Meaning RO BD QD
COLUMNS ratio question 26 00 of columns N N N
THREED bd question 27 3D 0,1 0o, yes Y Y N
WSHEETS ratio question 28 no of worksheets Y N N
THREED* ordinal THREED w/sht dimens rater 0 2D Y N Y

1 2-3 w/shts

2 4-10 wishts

3 >10 wishts
CELLLFORM ordinal question 29 % cells - formulas 1-5 N N N
CELLDATA ordinal  quesiion 30 % cells - data -5 N N N
CELLBLNK ordinal question 3] % cells - blank 1-5 N N N
CELLCONS ordinal question 32 % ceils - constants 1-5 N N N
CELLLABL ordinal question 33 % cells - labels 1-5 N N N
CELLOTHR ordinai question 34 % cells - other 1-5 N N N
XSIZE ordinal calculated Useful size 1-6 Y N Y

by sp/sht
X871 bd XSIZE XSIZE ----> 5000 a,1 no, yes N Y N
XSZ2 bd XSIZE XSI1ZE —> 10000 0, no, yes N Y N
XSZ3 bd XSIZE XSIZE —>100000 0,1 0o, yes N Y N
XSZ4 bd XSIZE XSIZE-—> 500000 0.1 no, yes N Y N
XS8Z5 bd XSIZE XSLZE —>2000000 0,1 Do, yes N Y N
ASZS6 bd XSIZE XSIZE > 2000000 0,1 RO, yes N Y N
ABSREL bd question 35 abs/rel referencing 0,1 Do, yes Y Y N
SPLITSCRN bd question 36 split screens 0,1 no, yes Y Y N
BORDERS question 37 borders 0,1 no, yes Y Y N
LINKSS bd question 38 links 10 sp/shts 0,1 0o, yes Y Y Y
LINKDB bd question 39 jinks to DBMS 0,1 0o, yes Y Y Y
LINKDDE bd question 40 DDE 0,1 Do, yes Y Y Y
LINKED ordinal LINKSS, /DB, link rater 0-3 N N Y
LINKDDE

XCOMPLEX  ordinal LINKED, complexity rater 0-8 Y N N

ABSREL,
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Variabla Scale Source Topic Code Maaning RD BD OD
SPLITSCRN
GRAPHICS bd question 41 graphics 0,1 0o, yes N N N
GRAPHSOP ordinal question 42 sophistication i-1 N N N
XGRAPH ordinal GRAPHICS,  graphics sophisti- 0 none Y N Y
GRAPHSOP cation rater 1 simple
2 intermediate
] complex
XGRAPHD bd XGRAPH no graphics 6,1 Do, yes N Y N
XGRAPHI bd XGRAPH simple graphics 0,1 no, yes N Y N
XGRAPH2 bd XGRAPH intermediate. 0.1  no,yes N Y N
graphics
XGRAPH3} bd XGRAPH complex graphics g,1 no, yes N Y N
MACROS bd question 43 macros 0.1 0o, yes N N N
MACROCOM ordinal question 44 sophistication 1-3 N N N
XMACRO ordinal MACROS, macro sophistication 0 none Y N Y
MACROCOM  rater H simple
2 intermediate
3 compiex
XMACROO bd XMACRO 0O MACros 0.1 no, yes N Y N
XMACROH bd XMACRO stmple macros 0,1 no, yes N Y N
XMACRO? bd XMACRO intesmediate macros 0,1 no, yes N ¥ N
XMACRO3 bd XMACRO complex macros 0,1 0o, yes N Y N
MODULAR bd question 45 madular 0,1 no, yes N N N
MODARRANG bd question 46 ammangement 0,1 diag/block N N N
MODARRANG nominal MODULAR, module type 0 nomodules Y N N
MODARRANG 1 blocked
2 diagonal
MODBLOC bd MODARRANG blocked modules o, 1 no, y&s N Y N
MODDIAG bd MODARRANG diagonal modules 0,1 yeg, no N Y N
LOOKUPS bd question 47 LOOKUP functions Q1 yes, 0o Y Y N
IFS bd question 48 IF function 01 yes, no Y Y N
NESTEDIF bd question 49 nested IF 0,1 yes, no Y Y N
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Varlabie Scale Source Toplc Code Meaning RD BD OD
XLOGIC ordinal IFS, NESTEDIF logical complexity 0-4 N N Y
» LOOKUPS general rater
FORMCOMF  ondinal question 5{ formula complexity 1-3 Y N Y
FORMCOMPFiI bd FORMCOMP  simple formulas 0.1 no, yes N Y N
FORMCOMF2 bd FORMCOMP  average formulas 0,1 0o, yes N Y N
FORMCOMP3 bd FORMCOMP  complex formulas 0,1 no, y&s N Y N
XFORMULA  ordinai FORMCOMP, pencral formula 1-7 Y N N
XLOGIC complexity
RUNBY ordinal  question 51 spreadsheet ran by 1-3 Y N Y
RUNBY1 bd RUNBY self 0,1 no, yes N Y N
RUNBY? bd RUNBY 2 - 3 others 0,1 Do, yes N Y N
RUNBY3 bd RUNBY many 0, no, yes N Y N
ENTERER nominal question 52 data entered by 1-3 N N N
ENTSELF bd ENTERER self 0,1 no, yes Y Y N
ENTCLRK hd ENTERER clerk 0,1 no, yes Y Y N
ENTUSER bd ENTERER user 0,1 no, yes Y Y N
ENTKNOW ordinal ENTERER enterer’s spreadsheet 1 user N N Y
knowledge 2 clerk
3 self
PRIVATE bd question 53 peivate data used 0,1 0o, yes Y Y Y
OUTSCOPE ordinal question 54 output range 1-4 N N Y
OUTSELF bd OUTSCOPE self only 0,1 no, yes Y Y N
OUTIDEP bd OUTSCOPE intra dept g1 no, yes Y Y N
OUTMDEP bd OUTSCOPE inter dept 0t no, yes Y Y N
OUTEXORG bd OUTSCOPE inter organisation 0 0o, yes Y Y N
HOWOFTEN npominal question 55 run frequency 1-7 N N N
XFREQ nominal HOWOFTEN  run frequency i once - Y N N
2 few
day / week /
frequently

4 month
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Variable Scala Sourca Topic Coda Meaning RD BD OD
5 occasional /
long gap
XORDFRE(Q  ordinal HOWOFTEN  frequency rater 1 oace N N Y
2 few/ long gap
1 month
4 day / week /
frequently
XFREQI hd XFREQ one shot model] 0,1 0K, Yes N Y N
XFREQ2 bd XFREQ) run few times 0,1 no, yes N Y N
XFREQ3 bd XFREQ frequent / regular 0,1 Bo, yes N Y N
XFREQ4 bd XFRE() monthly 0,1 BO, yes N Y N
XFREQS bd XFRE() occasional / gap 0,1 oo, yes N Y N
CORPDATA  bd question 56 input corporate data 0,1 Do, yes Y Y N
WHEREFROM nominal gquestion 57 where from 1-3 N N N
CDETRAN bd WHEREFROM electronic transfer 0,1 Do, yes Y Y N
CDRPTS bd WHEREFROM ex reporis 0,1 Bo, yes Y Y N
CDOTHR bd WHEREFROM other 0,1 no, yes Y Y N
CDCHNG bd question 58 corp data chanped 0,1 DO, yes N N N
CDCHNG* ordinal CORPDATA,  corp data rater 0 noCorpdata N N Y
CDCHNG 1 read oaly
chanped
XCDMOD bd CORPDAT, corp data changed ] Nene or Y Y N
unchanged
CDCHNG 1 CD changed
CDNEW bd question 59 new corp data 0,1 no, yes Y Y Y
KEPT ordinal  question 60 how long kept 0,1 Y N Y
KEPT] bd KEPT < i week 0,1 Bo, Yes N Y N
KEPT? bd KEPT < 1 month 0,1 no, yes N Y N
KEPT3 bd KEPT > | month 0,1 no, yes N Y N
POSTCODES alpha  derived posicode N N N
STRATUM nominal POSTCODES  sample stratum 1 Preston Y Y Y
2 Perth Y Y



27

Variable Scale Source Toplc Code Maaning RD BD OD

States



TAXONOMY SYSTAT RUN BINARY DICHOTOMOUS VARIABLES
DATE TIME NO:
IN FILE: STANDARDISED TRANSPOSED
“ORRELATED

OUT FILE: LOGFILE PRINTED
KMEANS NUMBER
JOIN ROWS COLUMNS  MATRIX
DISTANCE PCT GAMMA PEARSON  EUCLIDEAN
LINKAGE  SINGLE COMPLETE CENTROID  AVERAGE

MEDIAN WARD
ATTRIBUTES
LABELS IMP1 XMACRO0 CORPDATA _|QUALT
PCOMMS___[IMP2 XMACRO1 CDETRAN __ |QUAL2
PREPORT __|IMP3 XMACROZ CORPTS QUAL3
PCIASS ENUFTIME __ |[XMACRO3 COOTHR QUAL4
PWHATIF __|SDPOLICY MODBLOC XCDMOD QUALS
POPTIM SDDOCO MODDIAG CONEW PROFMEMB
PFORCST __|SDENFO LOOKUPS KEEP? OMANAGR
SPUBLIC___|SDENF? IFS KEEP2 OSCIENCE
SPRIVT SDENF2 NESTEDIF KEEP3 DTEACH
SPERSN SDENF3 FORMCOM] USERGRP___|OACCNT
IAG LIBRARY FORMCOM2 __ |GENDER oI
IMINE THREED FORMCOM3 __|AGE1 OCLERK
IMANUF X5Z1 RUNBY1 AGE 2 OOTHER
IELECT XSZ2 RUNBY2 AGE3 STEONS
ICONST XSZ3 RUNBY3 AGE4 STEXEC
ISELL =524 ENTSELF EXPERTA STOMAN
IFINCE XSZ5 ENTCLRK EXPEAT2 STEMP
IBUSNS XSZ6 ENTUSER EXPERT3 STSELF
IPUBAD ABSREL PRIVATE TRAINI STHELP
1lEDUC SPLITSCAN __ |OUTSELF TRAIN2
ICOMP BORDERS OUTIDEP TRAIN3
i0THR LINKSS QUTMDEP TRAING
051 LINKDB OUTEXORG __ |READ1
052 LINKDOE XFREQ1 READ2
053 XGRAPHO *XFREQ2 READ3
0S4 XGRAPHI1 XFREQ3
0S5 XGRAPH?2 XFREQ4

XGRAPH3 XFREQS

272

Eigure 7.1: Run recording sheet for Cluster Analysis of binary dichot-
omous variables.



TAXONOMY SYSTAT RUN ORDINAL VARIABLES

DATE TIME NO
IN FILE: STAMDARDISED TRANSPOSED
CORRELATED
OUT FILE: LOGFILE PRINTED
KMEANS NUMEBEF
JOIN ROWS COLMNE MATRIX
DISTANCE  PLCT GAMMA FESRSON EUCLIDEAN
LINKAGE SINGLE ~ COMPLETE  CCMTROI  AVERAGE
MEDIAN  WARD
ATTRIBUTES
PWHATIF LINKSS B \USERGRP
POPTIM LINKDB - 'GENDER
PFORCST LINKDDE lAGE
PREST XGRASPH _ EXPERT
SPUBLIC XMALCRO THAIN
SPRIVT XLOGIC READ
SPERSN FORMCOMF OUALIFY
ORGSIZE RUNEY FROFMEME
IMPORT&H ENTKNOW STaTUS
ENUFTIME PRIVATE ) “TSELFEMP
SDPOLDC OUTSCOPE STCONS
SDEN ORI XORDFRED ICOMP
LIBRARY CDCHNG T
THREED CONEW FLROUP
XSIZE KEPT 1

=B

Figure 7.2: Run recorder for cluster analysis of ordinal variables
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APPENDIX C

SURVEY DATA



TJable 25: Part of Spreadsheet SIZE.SSF showing the calculation of
‘useful size' and the variable XSIZE

CASE SIZE CELL- CELL- % USE- USEFUL XSIZE
IN FORM pATA FUL SIZE
BYTES CELLS
71 9668 2 4 100 9668 2
35 90,357 1 4 100 90,357 3
78 100,000 1 1 40 40,000 3
24 2,048 1 1 40 819 1
56 33,000 1 2 60 19,800 3
57 9,000 3 1 80 7.200 2
62 30,000 1 1 40 12,000 3
69 36,864 3 3 100 36,864 3
30 4,096 1 1 40 1,638 1
89 4,000 1 3 80 3,200 1
23 34,304 1 1 40 13,722 3
20 26,624 3 1 80 21,299 3
55 137,216 1 1 40 54,886 3
76 370,688 1 1 40 148,275 4
90 23,000 1 2 60 13,800 3
102 6,084 1 1 40 2434 1
21 6024 2 2 80 4819 1
58 800 1 2 60 480 1
54 32142 2 3 100 32,142 3
107 197,000 1 4 100 197,000 4
53 495,664 1 1 40 198,266 4
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Table 26: Spreadsheet survey: Template: SIZE.SSF showing the aver-
age number of bytes occupied per cell for each case.

CA PROGRAM VER- SIZE ROWS COLS WOR CELLS BYTES

SE SION KSHE / CELL
ETS

71 ABILITY 1.2 9,668 70 21 1 1470 6.58
35 ASEASYAS 4 80,357 254 32 1 8,128 11.12
78 COMPUSHEET CS+ 100,000 163 46 1 7498 13.34
24 ENABLE 2 2,048 30 60 1 1,800 1.14
56 ENABLE 2 33,000 148 22 1 3,256 10.14
57 ENABLE 2 9,000 50 13 1 650 13.85
62 ENABLE 214 30,000 26 20 1 520 57.69
69 ENABLE 2.14 36,864 107 16 1 1,712 2153
30 ENABLE 2.2 4,096 25 1 175 2341
89 ENABLE 3 4,000 25 1 25 17.78
23 ENABLE 3.57 34,304 82 32 1 2624 13.07
20 ENABLE OA 26,624 64 20 1 1,280 20.8
55 ENABLE 0A 137,216 57 23 6 7,866 17.44
76 ENABLE QA 370,688 692 59 3 122,484 3.03
90 EXCEL 23,000 33,584 7 1 235,088 0.1
102 EXCEL 6,084 49 5 1 245 2483
21 EXCEL 2 6,024 110 6 1 660 9.13
58 EXCEL 2 800 30 6 1 180 4.44
54 EXCEL 2.1 32,142 95 12 1 1,140 28.19
107 EXCEL 21 197,000 111 52 1 5712 34.13
53 EXCEL 2.2 495,664 a07 199 1 180,493 2.75
a6 EXCEL 2.2 52,300 17 10 1 1,770 2955
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CA PROGRAM VER- SIZE ROWS COLS WOR CELLS BYTES
SE SION KSHE ! CELL
ETS
95 EXCEL 22 333,000 1,404 62 1 87048 383
13 EXCEL 3 49,428 150 16 1 2400 206
94 EXCEL 3 100,000 300 29 1 B700 11.49
4 EXCEL 3 17.000 44 15 1 660 25.76
6  EXCEL 3 44,091 424 10 1 4240 104
10 EXCEL 3 200,000 48 28 8 10,752 186
19  EXCEL 3 5,343,956 57 6306 1 359,442 14.87
22 EXCEL 3 73,500 600 8 1 4,800 1531
40 EXCEL 3 61,000 145 48 1 6960 B.76
49 EXCEL 3 286,000 290 92 1 26680 10.72
51  EXCEL 3 39,774 87 18 1 1,566 254
84 EXCEL 3 24,000 64 11 7 4928  4.87
93 EXCEL 3 320,000 235 67 1 15745 20.32
100 EXCEL 3 100,000 500 15 1 7,500 13.33
103 EXCEL 3 5,000 30 10 1 300 16.67
63 LOTUS 57,439 178 52 1 9,256 6.21
70 LOTUS 80,000 200 35 b} 7,000 11.43
65 LOTUS 2 19,486 21 65 1 1,365 14.28
79 LOTUS 2 20,000 50 15 1 750  26.67
67 LOTUS 2 103,149 364 19 1 6916 14.91
75 LOTUS 2 23,000 100 8 1 BO0 2875
9  LOTUS 2.01 281,326 2477 12 1 20724 946
39 LOTUS 2.01 210,000 630 92 1 57960 362
46 LOTUS 2.01 220,000 200 132 1 27588 7.97
52 LOTUS 2.01 45,909 143 54 1 7.722 595
60 LOTUS 2.01 50,000 200 26 1 5200  9.62
64 LOTUS 2.01 18,867 70 23 1 1,610 11.72
86 LOTUS 2.01 90,159 450 22 1 9,900 9.1
68 LOTUS 2.01 184,547 640 59 1 37760  4.89
87 LOTUS 2.01 188,428 608 35 1 21280 885
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CA PROGRAM VER- SIZE ROWS COLS WOR CELLS BYTES
SE SION KSHE /1 CELL
ETS

8 LOTUS 2.1 46000 100 18 1 1,800 25.56
26 LOTUS 2.2 251084 109 24 1 2616 9598
27 LOTUS 2.2 24,790 63 7 1 441 5621
37 LOTUS 2.2 250,000 456 95 1 43320 577
47  LOTUS 22 321,985 1533 34 1 52122 618
73 LOTUS 2.2 20,637 85 18 1 1,530 13.49
81  LOTUS 2.2 40,000 250 80 1 20,000 2
14 LOTUS 3 30,000 204 6 1 1224 2451
17 LOTUS 3 72153 20 32 13 112320 642
15  LOTUS 3.1 200,000 400 20 12 96,000 208
25 LOTUS 3.1 450,000 60 16 5 4800 9375
38 LOTUS 3.1 8423177 116 52 52 313664  2.69
41 LOTUS 3.1 400,000 150 30 14 63,000 6.35
42 LOTUS 31 9,353 3 12 1 408 2292
43 LOTUS 3.1 4,200,000 4 500 14 8 504,000 B 33
44 LOTUS 3.1 art1. 770 153 22 15 50,490 7.36
50 LOTUS 3.1 242,000 2128 54 1 114912 2.1
74 LOTUS 3.1 87,926 470 67 5 157,450 056
96 LOTUS 3.1 19,916 a5 25 2 2250 885
98  LOTUS 3.1 160,000 150 27 7 2835 564
80 LOTUSWORKS 3.415 31 9 1 271¢  12.24
61 MSWORKS 2 15,000 26 1 1,300 11.54
11 MS WORKS  2.00A 5987 58 5 3 290 20.64
31 MSWORKS 200A 8,160 i5 31 1 465 17.55
87 MSWORKS 200A 670,000 26 138 1 3588 18673
101 MSWORKS 200A 3977 2 12 1 264 15.06
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CA PROGRAM VER- SIZE ROWS COLS WOR CELLS BYTES
SE SION KSHE / CELL
ETS
5  MULTIPLAN 3 14,600 50 8 1 00 365
a2 PRINTGRAPH BO,000 50 34 1 1,700 47.06
83 QUATTRO 240,000 1,200 12 1 14400 16.67
108 QUATTRO 98,762 140 30 1 4200 2351
81  QUATTRO 1 18,000 150 14 1 2100 857
2  QUATTRO 1 43,077 46 34 1 1,564 27.54
3 QUATTRO 1 436,000 799 99 1 79,101 5.51
18 QUATTRO 2 39,838 8,192 339 12777088  0.01
88 QUATTRO 2 18,505 43 54 1 2322 797
1 QUATTRO 3 25,402 72 20 1 1,440 1764
28 QUATTRO 3 20,000 200 8 1 1,800 125
92 QUATTRO 3 512,000 1,400 78 1 109,200 4.69
12 QUATTRO 3.01 115,630 133 24 1 3,192 3622
16 QUATTRO 301 498,000 1,398 17 1 23766 20.95
36 QUATTRO 3.01 11,904 41 14 1 574 2074
99 QUATTRO 3.01 68,909 238 34 1 8092  B.52
77  SUPERCALC 3 100,000 150 20 1 3,000 3333
72 SUPERCALC 3 70,000 80 30 4 9600 7.29
85 SUPERCALC 4 29 952 25 a1 1 775 3865
48 SUPERCALC VS5 291,000 437 65 1 28405 10.24
7  SYMPHONY 2 207,000 100 330 2 66000 3.14
33 SYMPHONY 2.1 324,969 400 25 1 10,000 325
32 SYMPHONY 2.2 53,999 33 52 1 1,716 3147
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CA PROGRAM VER- SIZE ROWS COLS WOR CELLS BYTES
SE SION KSHE f CELL
ETS
105 TWIN 20,000 50 46 1 2,300 8.7
104 TWIN 3 4,000 60 15 1 900  4.44
45  UNIPLEX 7 10,000 50 15 1 750 13.33
34  UNIPLEX V7 253,000 1,200 20 1 24,000 10.54
26  VP-PLANNER 44,000 50 50 1 2500 176
59  VP-PLANNER 21,000 78 19 9 1482 14.17




Table 27:

Frequencies of Values of variables in Binary Dichotomous data set

VARIABLE o 1 TOTAL
BPCOMMS 96 11 107
PREPORT 4B 59 107
PCLASS 103 4 107
PWHATIF 99 8 107
POPTIM 101 6 107
PFORCST B8 19 107
SPUBLIC 73 34 107
SPRIVT 39 68 107
SPERSN 102 5 107
IAG 94 13 107
IMINE 81 26 107
IMANUF 102 5 107
IELECT 103 4 107
ICONST 105 2 107
ISELL 106 1 107
IFINCE 99 8 107
IBUSNS 91 16 107
IPUBAD 99 8 107
1EDUC 94 13 107
ICOMP 100 7 107
IOTHR 103 4 107
051 85 22 107
052 79 28 107
053 93 14 107
os54 &9 3a 107
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VARIABLE O 1 TOTAL
0ss 102 5 107
IMP1 99 8 107
IMP2 50 57 107
IMP2 65 42 107
ENUFTIME 19 as 107
SDPOLICY 95 12 107
SDPOLICY 95 12 107
SDDOCO 103 4 107
SDENFO 107 o 107
ShENF1 98 9 107
SDENF2 103 4 107
SDENF3 106 1 107
LIBRARY 97 10 107
THREED 91 16 107
As21 97 10 107
XSZ2 97 10 107
Xsz2a 55 52 107
X524 76 31 107
XSZ5 105 2 107
X526 105 2 107
ABSREL 36 71 107
SPLITSCRN 80 27 107
BORDERS 54 53 107
LINKSS 68 a9 107
LINEDR 83 24 107
LINKDDE 99 8 107
XGRARFHO 42 65 107
XGRAPH1 90 17 107
XGRAPH2 91 16 107
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VARIABLE 0 1 TOTAL
XGRAPH3 98 9 107
XMACROO 49 58 107
XMACRO1 a7 20 107
XMACRO2 9Q 17 107
XMACRO3 95 12 107
MODBLOC 64 43 107
NODDIAG 93 14 107
LOOKUPS 77 3Q 107
Irs 56 51 107
NESTEDIF 77 10 107
FORMCON1 61 a6 107
FORMCOM2 60 47 107
FORMCOM3 91 14 107
RUNBY 1 33 74 107
RUNBY2 83 24 107
RUNBY ) 58 9 107
ENTSELF 1 76 107
ENTCLRK 96 11 107
ENTUSER 87 20 107
PRIVATE 12 35 107
OUTSEBLF 89 18 107
OUT1DEP 74 a3 107
OUTMDEP 83 24 107
OUTEXORG 75 az 107
XFREQ1 101 6 107
XFREQ2 95 12 107
XFRE3 66 a1 107
XFREQ4 76 31 107
AFREQS 90 17 .07
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VARIABLE 0 1 TOTAL
CORPDATA 42 &5 107
CDETRAN 97 10 147
CDETRAN 97 10 107
CDRPTS 62 45 107
CDOTHR 97 10 107
XCDMOD 77 30 107
CDNEW 54 53 107
KEEP1 B4 23 107
KEEP2 83 24 107
KEEP3 47 60 107
USERGRP 95 12 107
GENDER 16 91 107
AGE1 97 10 107
AGE2 72 a5 107
AGEJ 69 38 107
AGE4 83 24 107
EXPERT1 86 21 107
EXPERT2 36 71 107
EXPERT3 92 15 107
TRAIN1 86 21 107
TRAINZ 85 22 107
TRAINI 98 9 107
TRAING 52 55 107
READ]1 42 &5 107
READ2 a7 20 107
READ 3 85 22 107
QUAL1 92 15 107
QUAL2 103 4 107
QUALJ 95 12 107
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VARIABLE a 1 TOTAL
QUAL4 &4 41 107
QUALS 74 3a 107
PROFMEHB 56 51 107
OMANGR &0 27 107
OSCIENCE 78 29 107
OTEACH 95 12 107
OACCNT 83 24 107
QIT 98 9 107
OCLRK 105 2 107
OCTHER 103 4 107
STCONS 101 ] 107
STEXEC 98 9 107
STDHMAN 83 24 107
STEMP 54 53 107
STSELFP 96 11 107
STHELP 101 4 107
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APPENDIX D

OUTPUTS OF CLUSTER ANALYSES
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EXPERIMENTAL RUNS TO DETERMINE
SUITABLE PARAMETERS FOR USE IN

PRODUCTION RUNS.

Table 28 in this Appendix gives details of all the cluster analysis runs performed.
The first 84 runs were experimental in nature and were used to determine the most
suitable paramaters for the production runs from which the taxonomy was deve-

lopped.

Binary Dichotomous runs on mixed data

The seven runs in groups | to 7 analysed the binary dichotomous data-set with
mixed atuibutes (i.e. application, developer and environmental attributes). The
data-set was transposed and a correlation matrix was calculated using Jaccard's
cocfficient as a distance measure. The resulung matrix was input to the SYSTAT
JOIN algorithm. Single, complete, centroid, average and Ward's linkage methods
were experimented with. The data-set was too large to easily accommodate the
statistical procedures available within the SYSTAT software, so the number of
attributes used was decreased. Preference was given to those a prioni attributes
that were known prior to the development of the spreadsheet. Atmbutes measuring
developer personal charactenistics were removed. These runs demonstrated the soft-
ware limitations and the necessity for restricting the number of variables used when
clustering onc hundred and six cases. The ordinal data-set had less variables than
the binary dichotomous data-set and was used for the majority of the remaining
runs.

iperimeniation with clustering meth sing ordinal variables.

The thirty-six runs in groups 8 to 12 clustered the ordinal data-set cases using
developer attributes. Fifteen attributes were selected to measure the characteristics
of the spreadsheet developer, ¢.g. qualifications, spreadsheet training and expertise.
In group 8 runs, Euclidean distance was used both with average and Ward's linkage,
and the results were compared to a KMEANS partitioning with ten clusters.

KMEANS and JOIN using average linkage gave very similar results with only 13 out
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of 107 cases being placed in different clusters. The Pearson correlation coefficient
for these two results was 0.93 showing a high positive correlation. Ward's linkage
showed poorer agreement with the other two with a Pearson correlation coefficient
of .589 when correlated with KMEANS. 39 out of 107 cases were allocated to
different groups. Ward's linkage was considered unsuitable for further investiga-
tion.

Several clusters with more than three members were identified. One cluster
consisted only of female developers and another of Academics acting as consul-
tants. There were four groups with only one member. It was decided to continue
with the ordinal data-set comparing KMEANS and JOIN algorithms.

Groups 9 and 10 runs investigated the use of the Goodman-Kruskal Gamma
distance measure. This correlation measure was recommended for ordinal scales
(Wilkinson, 1990, p. 58). Well separated clusters were obtained but their meaning
was unclear and not so obvious as the clusters obtained using KMEANS and average
linkage JOIN. The group 10 runs compared the KMEANS output for 10 clusters
and JOIN for Gamma and Euclidean distance measures using average linkage on
ranked and unranked data-sets. The results did not provide easily interpretable
clusters.

The nineteen group 11 runs contrasted results received using Gamma, Kendall's
Tau-b, Spearman Rho and Guttman Mu2 correlation coefficients with results
obtained using the Euclidean distance coefficient. The attribute GENDER was
discarded as this variable had been responsible for the formation of a group of
female developers in previous runs. It was felt that a group based on gender would
be unhelpful in developing a taxonomy designed for the control of spreadsheet
development. The sector variables SPUBLIC and SPVRIVT (public and private
sector) were also discarded for the same reason however SPERSN signifying
personal or recreational development was retained.

Software constraints permitted the use of only ninety-nine cases when using
correlation coefficients and the first ninety-nine were initially selected. OQutput
wsing the Kendall Tau-b and Guttman Mu2 coefficients for ordinal data were
compared with output using Euclidean and Gamma distance measures, and
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KMEANS output for 7,8,9,10 and 11 clusters. Results showed a good match
between Euclidean join of 8 clusters and KMEANS using 7 clusters with 11
mismatches out off 99 cases. MU2, Tau and Spearman Rho distance coefficients

gave similar resuits to each other with 14 mismatches, however when they were

compared with Euclidean JOIN using zverage linkage there were 30 mismatches.

Gamma distance measures disagreed with all others and some of the dendrogram
had arms that did not join with the rest of the tree. It was decided to ignore Gamma
coefficients. The clusters obtained using the other ordinal coefficients were not
intuitive, so it was decided to discard them and continue the analysis using JOIN
with Euclidean distance and average linkage and KMEANS. These two methods
although based on different philosophics of clustering, one hierarchical and the
other partitioned, gave results which were similar and furthermore easily interpret-
able and therefor useful.

Group 12 runs discarded GENDER but included both SPERSN and ORGSIZE
reflecting the size of the organisation a developer worked for. Allowance was
made, in some runs, for developers who either worked in the computer industry
(ICOMP) or who classified themselves as computing professionals (QIT). All 107
variables remaining at this stage were included. Qutputs of JOIN, using average
linkage, and Euclidean distance were correlated with KMEANS for 6 and 7 clusters.
Pearson correlation coefficients were used to compare the outputs of the clustering
process. The JOIN had a .973 Pearson correlation with the KMEANS with 6 clusters
and a .969 Pearson correlation with the KMEANS 7 cluster solution. Experimentation
with clustering methods using binary dichotomous Vanables

Nine group 13 and 14 runs repeated the analysis used with group 12 runs now using
binary dichotomous vanables and distance coefficients - PCT, Jaccard's and Ander-
burg’s standardised S5. {(Wilkinson, 1990) Most of the resuits were not encouraging
and the software could not directly handle the larger data-sets required. This neces-
sitated separate creation of a correlation matrix. The run using Jaccard's coefficient

provided intuitive clusters:
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* 11 employees eithes computer professionals or working in the computer
industry. They had poor expertise but professional training, some worked in
the personal or recreational sector some were self employed

* 48 developers with high expertise, working in larger organisations. All well
qualified and trained often with professional qualifications.

» 16 developers with medium to low expertise. Younger or in smaller
organisations. High qualifications but not really interested in spreadsheets.

» 5 computer consultants not particularly interested in spreadsheets

= 15 young less well qualified developers with average to low expertise.

e 3 non I.T. based executives. Older well qualified people with a low interest
in spreadsheets.

* 7 non 1.T. based executives with a high interest in spreadsheets

« 2 spreadsheet gurus. Professional D.P. spreadsheet consultants.

xperimentation with distance m r ign lely for ordinal

To accommodate software constraints, a data-set containing only 99 cases was
prepared for use in the thirty nine runs for groups 15 - 17. Eight cases were
removed from the biggest clusters. The eight earliest joinings in the largest three
groups were identified on the dendrogram. One of cach pair was removed from the
data-set. Coefficients recomended for use with ordinal data were tried i.e. Mu2,
Rho, 1au and Gammu. (Wilkinson, 1990, p. 60) The analysis did not lead to intu-
itive cluster profiles and in some cases the tree dendrograms had arms that did not
connect with the rest of the tree. The results were considered unsuitable for devel-
oping a taxonomy and it was decided to restrict further analysis to Kmeans cluster-

ing (partitioned) and Euclidean distance with average linkage joining (hierarchical).



Table 28 Cluster analysis runs and parameters

Run Scale Awrib.R §

290

(Ra~ranked, S ~ Standadised, C = Comelated, T = Transposed)
C T Method No Distance Linkape

1 bd  mixed 83 y join Euclidean average

2 mixed n kmeans too big for software

3 mixed n kmeans too big for software

4 mixed o kmeans too big for software

5 bd  aprion 53 y join Euclidean average a prioni attributes

6 bd  apriori 83 y join Euclidean complete a priori attributes

7 bd  aprion 53 y join Euclidean VWards  a priori attributes

8a ord Dev y kmeans 10 including age and gender

8b ord Dev y join Euclidean average including age and pender

8¢ ord Dev y join Euclidean Wards  including age and gender

9 ord Dev join Gamma average including age and gender

10a ord Dev y kmeans [0

10b ord Dev join Gamma Average including age and gender

10c ord Dev y jown Euclidean average including apge and pender

lla ord Dev y join 8 Euclidean average no GENDER, SPUBLIC, SPRIVT
11b ord Dev y kmeans &

[tc ord Dev y kmeans 9

lid ord Dev y komeans 10

tle ord Dev y kmeans 11

[If ord Dev join Gamma average

llg ord Dev y Yy join Tau average

I1Th ord Dev y y join MuU2 average

1li ord Dev y vy joinEuclid. Gamma average

11j ord Dev Yy Yy y join Euclidean average

1lk ord Dev Yy Y joingamma Gamma average

111 ord Dev y Yy join SpRho average

Ilm ord Dev kmeans 7

lln ord Dev vy kmeans 8

ltlo ord Dev vy join Gamma average

lip ord Dev vy y join Tau average

1lq ord Dev vy y join Mu2 average

Ilr ord Dev y y join Gamma average

lis ord Dev vy y join Rho average

122 ord Dev y join Euclidean average +SPERSN+ORGSIZE no GENDER
12b ord Dev y kmeans 6 +SPERSN+ORGSIZE no GENDER
12¢c ord Dev y kmeans 7 +SPERSN+ORGSIZE no GENDER
12d ord Dev y join Euclidean average +SPERSN+ORGSIZE no GENDER
I12¢ ord Dev y kmeans 6 +SPERSN+ORGSILZE no GENDER
12f ord Dev y kmeans 7 +SPERSN+ORGSILZE no GENDER
12g ord Dev ¥y join Euclidean average +SPERSN+ORGSIZE no GENDER
IZh ord Dev y kmeans 6 +SPERSN+ORGSIZE no GENDER
i2i ord Dev y kmeans 7 +SPERSN+ORGSIZE no GENDER




Cluster Analysis Runs and Parameters
(R=ranked, S = Standadised, C = Corelated, T = Transposed)
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Run Scale Awib. R § C T Method No Distance Linkage

33 bd Dev join PCT average developer vanables
13 bd Dev join GAMMA average

13¢ bd Dev join Euclidean averape

13d bd Dev kmeans

i3e bd Dev kmneans

13f bd Dev kmeans

13z bd Dev Jjoin Jaccard averape

13 bd  Dev join Anderburg average

14 bd Dev join Jaccard average Developer variables
15a ord Dev join Gamma average developer viariables reduced data set
15b ord Dev join BEuclidean average

15¢c ord Dev ¥ y join Mu2 average

150 ord Dev vy y join Rho average

15¢ ord Dev vy Y join Tau average

15f ord Dev y loneans

15¢ ord Dev y lmeans

I5b ord Dev y loneans

155 ord Dev join Gamma average

15§ ord Dev join Mu2 average

15k ord Dev join Rho average

151 ord Dev join Tau average

ISm ord Dev join 53 Jaccarc average

15n ord Dev join 55 Andert average

l16a ord Dev y join Gamma average developer variables
16b od Dev ¥y join Gamma average

loc ord Dev join Euclidean average

17a ord Dev y join Euclidean average reduced developer data set
1Tb ord Dev y Imeans 6

17t ord Dev y loneans 7

17d ord Dev y loneans 8

172 ord Dev y kmeans 9

17f ord Dev ¥ kmeans 1

17g ord Dev join Gamma average
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Cluster Analysis Rung and Parameters
(R=ranked, S = Standadised, C = Correlated, T = Transposed)
Rin Scale Attrib. R S C T Method No Distance Linkage

I7h ord Dev vy join Gamma  average

17i ord Dev y join Gamma  average

177 od Dev vy vy join Camma average

17k ord Dev y join repeat &

171 ord Dev y join repeat ¢

17m ord Deyv y Jjoin repeat a

17n ord Dev y Join repeat ¢

170 ord Dev y malrix join

188 ord Dev y join Euclidean average weipht EXPERT x 2

18b ord Dev ¥ join Euclidean average weight EXPERT x 3

18c¢ ord Dev y join Euclidean average weight XTRAIN x 2

18d ord Dev y join Euclidean average weipht XTRAIN x 2, EXPERT x 2
18 ord Dev y join Euclidean average weight XTRAIN x 2, EXPERT x 3
18f ord Dev y kmeans 10 weipht EXPERT x 2

18g ord Dev y kmeans 10 weight EXPERT x 3

18h ord Dev y kmeans 10 weight EXPERT x 3, XTRAIN x 2
18i ord Dev y join Euclidean average wt EXPERTx3, XTRAINx2 MATREX
20a ord Dev y join Euclidean average no weighting

200 ord Dev y join Euclidean average weight EXPERT x 3

20c ord Dev y join Euclidean average weight EXPERT x 2

20d ord Dev y join Euclidean average wi EXPERTx3 XTRAINxO ICOMPx0
20¢ ord Dev y kmeans 12 wi EXPERTx3 XTRAINx0,JCOMPx0
20f ord Dev y kmeans 13 wi EXPERTx3 XTRAINx(,ICOMPx0
20g ord  Dev y kmeans 14 wt EXPERT x3 XTRAINx0,JCOMPx0
20h ord Dev y kmeans 11 wil EXPERTx3 XTRAINx0,ICOMPx0
20i ord Dev y kmeans 10 wt EXPERTx3, XTRAINx0,ICOMPx0
20j ord Dev y kmeans 9 wt EXPERTx3, XTRAINX0,JCOMPx0
20k ord Dev y kmeans 8 wt EXPERTx3, XTRAINx0,ICOMPx0
20 ord Dev y loneans 7 wt EXPERT=3 XTRAINx0,ICOMPx0
20m'ord Dev y join Euclidean average wt EXPERTx3 XTRAINx0,ICOMPx0
20m ord Dev y kmeans [8 wt EXPERTx3 XTRAINx0 ICOMPx0
200 ord Dev y kmeans 21 wt EXPERTX3 XTRAINx0,ICOMPx0
20p ord Dev y kmeans 1l wt EXPERTx3 . XTRAINx0,ICOMPx(
20g*ord Dev y kmeans 14 wi EXPERTx3, XTRAINx0,ICOMPx(
20r ord Dev y matrix join Euclidean average wi EXPERTx3 XTRAINx0,JCOMPx0

2la od ononDev y Jjoin Euclidean average SPERSN in
2lb ord oonDev y join Euclidean average SPERSN out
2lc ord oonDev y kmeans §
21d ord ononDev v kmeans 10
2le ord nonDev y kneans 13
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22a ord appl y join Euclidean average SPERSN in
22b ord  appl y Jjoin Euclidean average SPERSN out
22c ord appl ¥ kmeans 10 SPERSN out

23a ord appl ¥ join Euclidean average ENUFTTME out
23b ord appl y join Euclidean average ENUFTTME in
23¢ ord appl y join Euclidean average 22 a with no case 13
23d omd appl y join Euclidean average no PFORECAST
23e ord appl y join Euclidean average add LINKED no LINKSS/DB/DDE
23f ord appl ¥ join Euclidean average weight IMPORTAN x 3
23g ord appl y Jjoin Euclidean average weight SIZE x 3
23h ord appl Y kmeans 10
23i ord appl ¥y kmeans 15
23 ord  appl y kmeans 18
24a* ord appl Yy join Euclidean average 23e + ENTCLRK and ENTKNOW out
24b ord appl y join Euclidean average 24b + PFORECAST
24c ord  appl y join Euclidean average without cases 7,95 and 19
244 ord appl Yy kmeans 10 as for 24a
24¢ ord appl y kmeans 18 as for 24a
24f ord appl y kmeans 20 as for 24a
24g *ord  appl ¥y kmeans 14 as for 24a
24h ord appl ¥ kmeans 7 as for 24a
24i ord appl Y kmeans B8 as for 24a, no case 19
24j* ord  appl ¥ kmeans 9 as for 24a
24k ord appl y Jjoin Euclidean average as for 24a, cut to show 18 clusters
252 ord env y join Euclidean average eavironment variavles
25b ord eav y kmeans 4
25¢ ord env y kmeans 3§
25d ord  env Yy kmeans 6
25% ord env Y kmeans 7
25f* ord  eav Yy join Euclidean average + SPERSN
2%g*ord  env ¥y kmeans 7
25h ord env Yy kmeans 8
ord Y

25i
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Iable 29 Run 20q Kmeans analysis on ordinal Developer variablas

MHEANS, SUMMARY STATISTICS FOR 14 CLUSTGRS

VARIABLE BETWEEN S5 DF WITHIN S5 DF F-RATIO PROB
ORGSIZE 331.648 13 71.35: 92 3.337 0.000
USERGRF 76€.057 13 28.943 92 18.597 Q.000

EXPERT 96 .640 13 B.360 92 41.803 0.000
ETRAIN 20.290 1131 B4.710 92 }.695 0.075
READ 28.869 13 76.131 92 2.684 0.4003

QUALIFY 12.622 13 92.378 92 0.967 0.489

PROFME 1B 20.976 13 84.024 92 1.767 D. 060
XSTAVUS 51.427 13 53.573 92 6.793 0.000

STECLFEH 99.2031 13 5.797 92 121.109 0.000

STCONS 103.000 13 g.000 92 .
olT 95.438 13 9.562 92 70.636 0.000
WTEXPI 96.640 11 8.360 92 81.803 0.000
WTEKF2 96.640 13 B.380 92 a1.8013 0.000
CLUs N ER: 1 D3} Knowledgeable Developers
HMEMBERS STATISTICS
CASE DISTANCE | VARIABLE MIHIKUM MEAN HAX IHUH ST.DEV.

3 0.50 | ORGSIZE -1.40 0.3% 1.77 0.BE

4 Q.50 USERGIP -0.36 -0.136 -0.36 0.0C

3 0.65 | EXFERT 0.12 0.12 0.12 0.0C

-] 0.52 ¢ XTRAIN -0.87 0.12 1.56 1.0C

7 0.5t | READ -0.74 0.01 1.72 0.9¢€

A 0.78 ¢ QUALIFY -2.03 -0.17 Q.99 1.08

9 0.74 | PROFMEMB =1.013 -0.07 0.96 1.0c
10 0.72 XS5TATUS «0.19 0.28 1.89 0.6%
12 0.80 | STSELFEM -0. 32 -0.32 -0.32 Q.00
13 0.91 | STCONS -0.24 -0.24 -0.24 0.00
17 0.49 | oIT -4.730 -0.30 -0.30 g.ocC
18 0.59 | WTEXP L 0.12 0.12 0.12 0.0C

20 0.67 | WTEXP2 0.12 Q.12 .12 0.0C

29 a.49
31 0.73 1 80 0_bq |

32 0.2 !} al .43 |
34 0.59 | 82 a.as |

3] u.a7 az 0./7 |

19 0.72 | a4 0.52 1

42 0.45 | BS 0D.57 |

49 g.%0 | 86 0.63 |

48 0.43 &7 0.51 1

49 0.50 | :1:] 0.40

5t 0.96 | 91 0.78 |

54 0.66 | 92 0.80 |

5% 0.60 | 99 0.48 |

&0 0.78 | 95 n.se |

61 0.64 | 96 0.7l |

62 0.49 | 99 0.64 |

64 0.47 | 102 a.79 ¢

66 0.79 103 o.79 |

67 0.62 | 104 G.%4

68 0.61 | 107 0.73 )

71 .58 |

T4 a.7g8 i

CLUSTER NUMBER: 2 Cl Spreadsheet Ewpert and 1.T. Consultant {"Guru”}

HEMBERS STATISTICS

CASE DISTANCE | VARLABLE HINIMUM MEAN MAX 1HUM ST .DEV
25 Q.00 | ORGS1ZE 0.98 0.98 0.98 0.0
1 USERGRP 2.79 2.79 2.79 o.o

| EXPERT 1.86 1.86 1.86 Q.0

| XTRAIN 1.596 1.56 1.56 0.0

I READ 1.72 1.72 1.72° 0.0

1 QUALIFY 0.499 0.99 0.99 0.0

| PROFMEMB -1.03 -1 03 ~1.03 0.0

| KSTATUS -0.19 -0.19 -0.19 Q. Qs

{ STSELFEM «0.32 -0.32 -0,32 0.0t

| STCONS 1.00 4.06 4.06 a.o

1 oIT 3.27 31.27 3.27 0.0t

| WTEXP1 1.86 1.86 1.86 0.0¢

| WTEXP2 1.88 1.86 1.86 0.0t
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MEAN

-0.29
-0.15
-1.63
-0.17
-0.50

0.08
-0.37
-0.26
-0,32
-0.24
-0.30
-1.63
-1.63

MAX IMUH

0.98
2.79
-1.63
0.75
0.49
0.99
0.96
0.85
-0.32
-0.24
-0.30
-1,63
-1.63

ST.DEV

0.9.
a7
0.0(
0.7
0.4¢
0.9:
0.9¢
0.5¢
0.0
0.0(¢
0.0C
0.0¢
0.0C

not 1.T. Professionals

STATISTICS
MEAN

-1.00
-0.36
0.55
0.34
-0.44

MAX THMUM

-0.61
-0.36
.86
.96
.49
.59
.96
.19
.32
.06
.21
.B&

ST.DEY.

0.4¢
0.0(
0.7¢
1.2:
0,52
0.3¢
0.8¢
0.%C
0.0¢
0.0¢
1.5¢
0.7

CLUSTER NUMBER: 3 D4 Novice Developers
CASE DISTANCE | VARIABLE MINIMUM
1 0.50 ORGSIZE -1.40
2 0.56 | USERGRP -0.36
14 0.47 | EXPERT -1.63
21 0.32 | XTRAIN -0.87
22 0.38 | READ -0.74
24 0.50 | QUALIFY -2.03
57 0.51 | PROFMEMB -1.03
63 0.84 | XSTATUS -1.22
70 0.58 | STSELFEM -0.32
71 0.5 | STCONS -0.24
89 0.61 | OIT =0.30
90 0.45 | WTEXP1 -1.63
93 0D.61 | WTEXP2 -1.63
98 0.64 |
106 0.86 |
CLUSTER NUMBER 4 €3 Spreadsheet consultants ,
MEMBERS
CASE DISTANCE | VARIABLE MINIMUM
52 0.66 ORGSIZE -1.40
513 0.%2 USERGRP -0.136
59 0.%4 | EXPERT 0.12
76 0.90 XTRAIN -0.87
| READ -0.74
| QUALIFY 0.23
| PROFMEMB -1.03
case 51 later assigned | XSTATUS -2._26
to C2 | STSELFEM -D.32
| STCONS 4.06
{ orT -0.30
| WTEXP1 0. 12
I WTEXP2 0.12

i
OCOoOaS—~ 00
Lot
~

1
—— g D OD O 0D -

.86

0.7¢

CLUSTER NUMBER: 5 Nat
MEMBERS
CASE DISTANCE
11 0.57
45 0.57

case 11 later assigned
to D5 self employed.

case 45 later assigned
to 11 1T employes
interested in
spreadsheets

| VARIABLE

{  ORGS1ZE
|  USERGRP
i EXPERT
| XTRAIN
i READ
| QUALIFY
| PROFMEMB
{  XSTATUS
| STSELFEM
t STCONS
| oIT
! WTEXP]
I WTEXP2

. represented in the final

MINIMUM

-1.40
-0.36
0.12
1.56
-0.74
0.23
0.96
-2.26
-0.32
-0.24
3.27
0.12
0.12

taxonomy
STATISTICS
HEAN

-1.00
-0.36
0.12
1.56
~0.74
Q.61
0.96
-1.22
1.38
~0.24
3.27
0.12
0.12

HAXIMUM

-0.61
-0.36
0.12
1.56
-0.74
0.99
0.96
-0,1%9
3.o08
-0.24
3.27
0.12

ST.DEV

cocNocowoDODa

CLUSTER NUMBER: 6 _ Not represented in the Tazonomy

MEMBERS
CASE DISTANCE
97 0.00
combined with cluster
12. 11 1I. employees

interested in spread-
sheets

| VARIABLE

| ORGSIZE
| USERGRE
] EXPERT
| XTRAIN
| READ
| QUALIFY
| PROFMEMB
) XSTATUS
| STSELFEM
| STCONS
| o1lT
| WTEXP1
! WTEXP2

MINIMUM

0.19
-0.36
1.86
0.75
1.72
-0.52
-1.03
-0.19
-0.32
-0.24
3.27
1.86
1.86

STATISTICS
MEAN

0.1%
-0.36
1.86
0.75
1.72
-0.52
~1.03
-0.19
-0.32

MAX I MUM

0.19
-G.36
1.86 _
0.75
1.72
~0.52
-1.013
-0.19
-0.32
-0.24
3.27
1.86
1.85

ST.DEV

0.0
0.0¢
0.0¢
0.0C
0.

0.

0.00
0.00
0.00
0.00
0.00
0.00
G.00
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CLUSTER NUMBER: 7_D5 Self-employed
MEMBERS STATISTICS
CASE DISTANCE | VARIABLE M[NIHUH MEAN MAX T MUM ST JEV.
30 0.75 | ORGSILE 1 440 -1.05 U 0.139
46 .92 | USERGRP -0, 36 u.69 FwAL 1.48
6% 0.88 | EXPERT -1 G -n.4az7 a.ls 0.82
75 0.7 | ETRAIN -u. B¢ -0.69 0.7 0.9
17 0.%8 | REARD a.74 0.4, i, 0.77
18 0.61 } QUALIFY -1.21 Q.40 a.99 0.78
79 0.80 | FPROFHEMB -1 0.07 0.96 0.99
101 .93 | XSTATUS B -1.14 -0.49 1.03
105 0.7% | STSELFEM 1 0d 1.08 1.0A8 0.00
] STCONS -f.44 -0. 24 -0.24 o.00
{ OIT -0 -0. 130 -0. 30 a.00
) WTEXP1 -1.b1 -0.47 0.12 0.82
| WTEXP2 -1.614 -0.47 0.12 0.82
CLUSTER MUMBER: 8 D2 Lay Esxperis
HEMBERS STATISTICS
CASE DISTANCE | VARIABLE MINIMUM HEAN HAK T UM 5T.DEV
16 0.19 | ORGSIZE -1.40 -0.25 0.98 1.0t
23 u.b64 | USERGRP -0. 36 -0.36 -0.36 0.0{
33 0.85% | EXPERT 1.86 1 B6 1.86 0.
6 0.67 | XTRAIN -0.BY 0.30 1.56 1.0¢
1] 0.63 1 READ -0.74 0.49 1.72 1.1«
S0 0.83 1 QUALIFY -2.03 a.1% ¢.99 0.9t
55 0.41 i+ PROFMEMB -1.013 .74 0.96 0.8
S8 0.67 | KSTATUS -0.19 0.97 1.89 0.9
69 0.58 t+ STSELFEM -0.37 -0, 32 -0.32 Q.00
t STCONS -0.24 -0, 24 ~0.24 0.0¢
! orrT -0.130 -0, 130 -0.30 0.0
} WTEXY . 1.86 1.86 1.86 0.0¢
1 WTEXP2 I.R& 1.86 1.86 o.0(
CLUSTER NUMBER: 9 Hat repregsented in the tazonomy
MEMHEERS STATISTICS
CASE DISTANCE | VARIABLE MINIMUM MEAN MAX ITHUM ST.DEV.
a7 o.oc0 | DRGSITIE .19 o.19 0.19 0.0C
} USERGRP 2.79 .79 2.79 0.0C
later assigned to DI | EXPERT 0.12 0.12 0.12 0.0C
user-group member i XTRATN -0.87 -0.87 -0.87 0.0cC
1 READ 1.72 1.72 1.72 0.0C
} QUALIFY -2.03 -2.013 -2.03 C.00
I PROFMEMB -1.03 -1.03 -1.03 0.0C
t XSTATUS -1.22 -1.22 -1.22 0.00
| STSELFEM -0.32 -0.32 -0.32 0.00
1 STCONS -0.24 -0.24 -0,249 0.00
| o1t -0.130 -0.10 ~0.30 0.00
( WTEEP] 0.12 0.12 0.12 0.0¢0
| WTEXP2 Q.12 D.12 0.12 g.or
CLYSTER WUMBER: 10 Dl User group pembers
HEMBERS STATISTICS
CASE DISTANCE | VARIABLE MINIMUM MEAN HMas THUH ST.DEVY.
19 0.60 | ORG512F -3.40 -0.41 0.98 0.686
26 0.30 USERGRYP 2.79 2.79 2.79 0.00
27 0.64 | EXPERT 0.12 0.12 0.12 0.00
38 8,55 XTRATN -0.87 -0.26 1.56 . £.05
| READ -0.74 0.80 1.72 1.02
) QUALIFY -0.52 0.05 0.21 0.33
| PROFMEMB 0.96 0.96 0,96 0.00
| XSTATUS -0.19 0.59 1.89 0.86
| STSELFEM -0,32 -0,32 -0,32 0.00
1 STCONS -0.24 -0.24 -0.24 0.00
1 T -0.30 -0.30 -0.30 0.00
1 WTEXP1 0.12 0.12 012 0.00
(

WTEXP2 0.12 0.12 n.1z 8,00



CLUSTER KUMBER:

11 €2 _I.T. consulitants - not spregdshegt experts

5T.

sT.

5T

DEV

0.0t
0.
0.0t
0.0¢
0.0t
0.0¢
0. 01
0.0
0.0(
0.0
o.0¢
0.0¢
0.0

Do oo oD0000D00DO
[=]
[=]

.DEV.

(=l = = Jn i ]

HMEMHERS STATISTICS
CASE DISTANCE | YARLABLE HININUM MEAM BLAX I MUM
100 0.00 ORGSIZE -0.61 -0.61 -0.61
! USERGRP ~0.36 ~-0.36 -0_36
| EXPERT -1.63 -1_6&3 -1.63
| XTRAIN -0.87 -0.87 -0.87
| READ -0.74 0. 74 -0.74
| QUALIFY 0.23 0.23 0.23
| PROFHMEMB -1.03 -1.03 -1.03
| XSTATUS -1.22 122 -1.22
| STSELFEM -0.32 -0.32 -0. %2
| STCONS 4. 06 4._06 4 16
| oIT 1.27 1.27 iz
| WTEXP] -1.63 -1.63 “l.b.o
b WTEXP2 -1.63 -1.63 -1.61
CLUSTER NUMBER: 12 ii I1.T. employees non consultanks, jpnterested in
spreadsheets
MEMBERS STATISTICS
CASE DISTANCE | VAR1ABLE MINIMUM MEAN HMAX [MUM
12 0.00 ORGS1LE 0.98 0.96 0.98
| USERGRP -0.36 -0.36 -0.1316
| EXFPERT 0.12 0.12 0.12
| XTRAIN -0.87 -0.87 -0.87
| READ 0.49 0.49 0.49
I DUALIFY 0.9% 0.9%9 0.99
| PROFHMEMBE g 96 0.96 0.96
| XSTATUS 0.85 o.85 0.85
1 STSELFEM -0.32 -0.32 -0.32
| STCONS -0.24 -0_21 -0.24
| orT 3.27 3.27 3. 27
| WTEXP1 0.12 0.32 0.12
1 WTEXPZ 0.12 o.12 0.12
CLUSTER NUMBER: 13 Hot represented in _the taxgnomy
HMEMEERS STATISTICS
CASE DISTARCE | VARIABLE MINIMUM HEAN MAX 1MLUM
a3 0.135 | ORGS) 1E 1.77 1.7%7 1.7
47 0.1% | USERGRF 2.78 .19 2.79
| EXPERT 1.86 1 Bo 1.86
Both cases ware | XTRAIN -0.R7 ~0.87 -0_R7
transfered to Dl user- | READ 1.72 1.72 P72
group members | QUALEFY -0.5%2 0.23 0,99
1 PROFMEMB -1.01 -0.04 0.96
1 Y.STATUS 0. B3 0.849 0.585
t STSELFEM -0,32 -0.32 -0.32
I STCONS «0.24 -0.24 -0.24
| oIT -0.30 -0.30 -0.10
| WTEXP} 1.86 1.86 1.06
I WTEXP2 1.86 1._46 L.86

LUSTER NUMBER: 14 12
HEMDERS
CASE HSTANCE |
28 0.39
40 0,39

VARIABLE

ORGSIZE
USERGRFP
EXPERT
XTRAIN
READ
QUALIFY
PROFMEMB
XSTATUS
STEELFEM
STCONS
OIT
WTEXI]
WTERP2

-T. employees disinterested in_spreadshects

STATISTICS

MIKIMUM MERN MAX TMUM
-1.40 -0.21 0.98
-0.36 -0.3s6 -0.36
-1.8) -1.63 -1.63
-0.R7 -0.87 -0.87,
-0.74 -0.74 -0.74
-1.27 -0.52 0.23
-1.03 -1.03 -1.03
-0.1% -0.19 -0.19
-0.32 -0.32 -0.32
-0.24 -0.24 -0.24
1.27 1.27 1,27
-1.63 -1.61 ~1.61
-1.63 -1.63 -1.63

ST.
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Figure 7.5
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Table 30 Run 24j Kmeans analysis on ordinal Application variables

SUMMARY STATISTICS FOR 9 CLUSTERS

VARIABLE BETWEEN SS
PWHATIF 105.000
POPTIM 105.000
IMPORTAN 28.145
THREED 45.489
XSIZE 40.105
LINKED 32.878
XGRAPH 30.858
XMACRO 58.335
XLOGIC 3g.910
FORMCOMP 39.966
RUNBY 44.026
PRIVATE 15.136
OUTSCOPE 21.924
XORDFREQ 15.539
CDCHNGE 28.797
CDHEW 28.351
KEPT 11.380
ENTCLRK 41.341

CLUSTER NUMBER: i

DF WITHIN S8

DoNCORDDHDDTEDODDE®

0.000

0.000
76.855
59.511
64.895
72.122
74.142
46.665
66.090
65.034
60.974
89.864
B83.076
89.461
76.203
76.649
93.620
63.659

§5 - Mon 3D, General

F-RATICG

4.440
9.268

e e B LD R DD s WU N )

.493
.527
.046

54 - Non 3D, Corporate data creators

ST.DEV.

0.0
0.0C
0.9¢

ST.DEV.

0.00
0.00
0.0C

52 ID. simple
MEMBERS STATISTICS

CASE DISTANCE | VARIABLE MINIMUM MEAN MAXIMUM
1 0.831 | PWHATIF -0.28 -0.28 -0.28
2 0.62 | POPTIM -0.24 -0.24 -0.24
3 0.78 | [1MPORTAN -2.16 -0.24 1.13
4 0.78 | THREED -0.18 -0.16 2.28
5 0.89% | XSIZE -2.10 ~0.49 0.89
[ 06.94 | LINKED -0.80 -0.45 1.65
8 090 | XGRAPH -0.70 -0.14 2.34
9 0.81 | XMACRO ~0.78 -0.63 1.12
11 0.98 | XLOGIC ~C.88 -0.53 1.84
12 0.64 | FORMCOMP -1.01 -0.59 0.46
14 0.62 | RUNBY -0.60 =0.51 1.00
23 0.83 | PRIVATE -0.70 0.12 1.42
24 0.76 | OUTSCOPE -1.52 -0.18 1.26
2B 0.94 | XORDFREQ -2.21 =0.14 1.09
30 0.77 | CDCHNGE ~1.08 -0.30 1.38
31 0.82 | CDNEW -0.98 -0.12 1.01
32 0.75 | KEPT -1.64 0.01 0.81
34 0.69 | ENTCLRK -C.34 -0.34 -0.34
35 0.77 |
40 0.79 | 74 0.77 |
42 0.62 | 75 0.6% |
45 2.76 | 76 0.79 |
51 0.84 | 77 0.80 )
55 0.95 | 79 0.62 |
56 0.77 | BO 0.82 |
57 0.65 | 12 0.50 1
58 0.89 | 89 0.74 |
59 0.60 | 90 0.64 |
64 0.80 91 0.56 |
65 0.831 ¢ 96 0.79
67 6.72 1 58 1.01 1
69 0.76 | 101 0.77 |
70 0.4%9 | 102 0.77 |
73 0.74 | 104 0.88 |
CLUSTER NUMBER: 2 Ml ~ Models, very complex

MEMBERS STATISTICS

CASE DISTANCE | VARIABLE MINIMUM MEAN MAX IMUM

7 06.00 | PWHATIF -0.28 -0.28 -0.28
i POPTIM 4.06 4.06 4.06
| IMPORTAN -0.51 -0.51 -0.51
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THREED
XSIZE
LINKED
XGRAFPH
XMACRO
XLOGIC
FORMCOMP
RUNBY
PRIVATE
QUTSCOPE
XORDFREQ
CDCHNGE
CDNEW
KEPT
ENTCLRK

OEOQMNE~N~O00
o
-

4

L
oo
-
el

-0.24

0.95 0.95
0.89 0.89
-0_80 -0.80
1.33 1.33
2.08 2.08
1.84 1.84
1.92 1.92
2.60 2.690
-0.70 -0,70
0.33 .33
1.09 1.09
0.15 0,15
-0.98 -0.98
-0.42 -0.42
-0.34 -0.34

MEMBERS

CASE DISTANCE
10 1.07
16 0.68
ig 1.00
20 0.88
25 0,98
27 0.58
29 0.94
37 0.73
39 0.65
41 1.03
43 1.00
416 0.92
47 0.82
48 0.64
19 1.01
50 0,76
52 2.70
53 0.78
60 0.91
63 0.80
66 0.90
68 0.67
72 0.90
a1 Q.81

CLUSTER NUMBER: 4 M2

MEMBERS
CASE DISTANCE
21 0.78
61 0.95
71 0.77
94 0.90
105 0.52

Data entry by

VARIABLE

PWHATIF
POPTIM
IMPORTAN
T'HREED
XSIZE
LINKED
XGRAFH
XMACRO
KLOGIC
FORMCOMP
RUNBY
PRIVATE
OUTSCOPE
XORDFREQ
CDCHNGE
CDNEW
KEPT
ENTCLRK

B3
a4
B7
97
23

user, Important spreadsheets
Data entry by data-entry clerk, Important
Non 30, large and complex

MINIMUM

-0.28
-0.24
-0.51
-0.38
-0.10
-0.80
-0.70
~Q.78
-0.80
-1.21
-0.60
-0.70
152
=111
-1.08
-0.98
-1.64
-0.34

Optimiser models

VARIABLE

PWHATIF
POPTIM
IMFORTAN
THREED
KSIZE
LINKED
XGRAPH
XMACRO
XLOGIC
FORMCOMP
RUNBY
PRIVATE
DUTSCOPE
XORDFREQ
CDCHNGE
CDNEW
KEPT

MINIMUM

-0.28

4.06
-2.16
-0.38
-2.10
-0.B0
-0.70
-0.78
-0.88
-1.01
-0.60
-0.70
-1.52
-2.21
-1.08
-0.98
-1.64
-0.34

ek =E-R=0=]

STATISTICS
MEAN MAX 1MUM

-0.28 -0.28
-0.24 -0.24
0.74 1.13
0.17 1.61
0.5% 2.88
0.55 2.88
-0.14 2.34
0.96 2.08
0.78 1.84
0.71 1.92
0.72 2.60
-0.48 1.42
Q.68 1.26
0.137 1.09
Q.74 1.38
0.67 1.01
0.10 g.481
Q.45 2.92
a6 |
87 |
831
78 |
1|
STATISTICS

MEAN MAXIMUM

-0.28 -0.28
4.06 4.06
-0.18 1.113
-0,38 -0.38
-0,50 0.89
-0.31 1.65
-0.09 1.33
-0.78 -0.78
-0.32 1.84
0.46 1.92
-0.28 1.00
0.57 1.42
-0.59 6.33
-0.89 1.09
-0.34 1.38
-0.18 i.01
-1.1% -0.42
-0.34 -0.34

ST.DEV.

0.0C
0.00
0.70
1.13
0.66
0.93
0,90
1.00
0.87
0.95
1.20
0.64
0.7E
0.78
0.6¢%
0.7%
Q.82
1.40

3,



CLUSTER NUMBER: 5

MEMBERS
CASE DISTANCE
17 0.55
18 0.78
44 0.69

case 44 to 52

51 - 3D complex

VARIABLE

PWHATIF
POPTIM
IMPORTAN
THREED
XSIZE
LINKED
XGRAFH
EMACRO
XLOGIC
FORMCOMP
RUNBY
PRIVATE
OUTSCOPE
XORDFREQ
CDCHNGE
CDNEW
KEPT
ENTCLRK

HMINIHMUM

-0.28
-0.24
-0.51

3.6l

0.89
-0.80
-0.70

0.17
~0.20
~-1.01
-0.60
-0.70
~1.52
~0.01
-1.08
-0.98
-1_64
-0.34

reresented in the taxonomy

VARIABLE

PFWHATIF
POPTIM
IMPORTAN
THREED
KS1ZE
LINKED
XGRAPH
XMACRO
XLOGIC
FORMCOMP
RUNBY
PRIVATE
OUTSCOPE
XORDFREQ
CDCHNGE
CDNEW
KEPT
ENTCLRK

M1NIMUM

-0.
=0,
-2,
-0,
~0.
-0.80
-0.70

0.17
-0.88
-1.01

1.00
-0.70
-1.52

1.09

1.38
.98
-0.42

2.92

28
24
16
3B
10

ST.

COoOoOQOO~00D0O0ODO oSS

CLUSTER NWUMBER: [} HOt
HMEMBERS

CASE DISTANCE |

95 0.50 1

106 0.50 |

|

Case 95 to Ol |

case 106 to 02 ]

|

I

b

|

|

|

|

I

|

|

|

{

{

CLUSTER NUMBER: 7 Ml -

HMEMBERS

CASE DISTANCE |
13 Q.72
a3 0.68
346 0.78
54 Q.78
62 0.84
8z Q.92
86 0.54
103 0.82

VARIABLE

PWHATIF
FOPTIM
IMPORTAN
THREED
XSIZE
LINKED
XGRAPH
XHACRO
XLOGIC
FORMCOMP
RUNBY
PRIVATE
OUTSCOPE
XORDFREQ
CDCHRGE
CDNEW
KEPT

models

MINIMUM

3.48
=0.24
~0.51
~0.38
«~1.10
-0_BO
-0.70
-.78
-u_B8
~-1.01
-0.60
-0.70
-1_52
-2_21
-1.08
-0.98
-1.64
-0.34

STATISTICS
MEAN MAX =Lt
-0.28 -0.28
-0.24 -0.24
a.59 .13
3.61 3.61
.56 1.89
0.43 1.65
-0.36 0.3
0.81 1.12
0.48 1.1&
-0.03 0.46
-0.60 -0.60
0.71 1.42
-0.99 0.33
-0.01 -0.01
-0.67 0.15
-0.98 -0.98
-0.42 0.B1
0.7% 2.92

STATISTICS
MEAN MAXIMUM
-0.28 -0.28
-0.24 -0.24
-1.34 -0.51
-0.38 -0.38
0.39 0.89
-0.18 0.43
-0.70 -0.7g
0.65 .12
-0.%4 -0.20
-0.28 0.46
1.80 2.60
.36 1.42
-1.06 -0.59
1.09 1.09
1.38 1.38
-0 98 -0.98
0.20 0.81
2.92 2.92

STATISTICS
MEAN MAX IMUM
3.48 3.48
«0.24 -0.24
-0.10 1.13
-0.38 -0.138
-0.23 0.89
-0.34 1.65
-0.32 1.33
-0.19 1.12
Q.40 1.B4
0.46 1.92
-0.20 1.00
-0.17 1,42
-0_36 1.26
-0.56 1.09
-0.31 1.38
¢.02 1.01
-0.26 0.81
-0.34 -0.34

ST.

Qe Q=OOoOR=DQ0ODO0 00O
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CLUSTER NUMBER: a8

Q1 - Data entry by clerk, unimportant spreadsheets

VARLABLE

PWHATIF
POPTIM
IMPORTAN
THREED
XSIZE
LINKED
XGRAPH
KMACRCG
XLOGIc
FORMCGMP
RUNBY
PRIVATE
QUTSCOPE
XORDFREQ
CDCHNGE
CDNEMW
KEPT
ENTCLRF

HINITMUH

-0.
-0,
-0,
-0.
:1:

0.

2.
-0.
-0.
.01

2

-1
i

-0.

a.
-0,
W15
.01
LAt
.92

== ]

28
24
3]
38

43
34
78
ag

[oJ1]
70
13
01

STATISTICS

HMEAN

-0,
-0.
-0
-0.
.88
0.
2.
.78

2

-0

-0.
-1.
.00
L0
x|
.01
1%
.01
.81
.92

1 I
BQ = D 00—

28
24
5]
3B

43
34

a8
01

MAX THMUM

MNMO=O0O

0.
0.
0.
a.
2.
g.
2.
0.
0.
1.
.00
0.
.33
.01
W15
01
.B1
.92

1

28
24
51
Kl
a8
43
34
78
88
0l

70

HMEMBERS
CASE DISTANCE
19 0.00
CLUSTER NUMHER: 9
MEMBERS
CASE DISTANCE
22 0.74
26 0.55
78 0.47
85 0.7¢
92 0.78
93 0.64
100 0.78
107 0.B2

56 - SpeciLalised graphical

VARIABLE

PWHATIF
POFTIM
IMPORTAN
THREED
X51ZE
L.INKED
KGRAFH
XMACRO
XLOGIC
FORMCOMP
RUNBY
FRIVATE
OUTSCOPE
XORDFREQ
CDCHHGE
CONEW
KEPT
ENTCLRRK

MINTHUM

-0,
-0.
-2.
-0,
-0.
-0.
.33

1

-0,
-0.
.01
~0.
T

-1

-0

-0.
-2,
.08
.98
Lhd

-1
-0
-1

-0.

28
24
16
s
10
a0

78
58

[14]

59
21

34

spreadsheets

STATISTICS

MEAN

-0

-0,
=0,
-0.
.39
W19
.58
.41
.06
.27
.20
62
.29
.26
A6
.94
.11
V34

SO0 0Q ——0

o
SoOo0

.28

24
72
38

HAX [HMUM

G.
0.
a.
0.
0.

28
24
51
18
89

2.88

OO0 — e O = b

.34
.12
.B4
.46
.00
.42
.26
.09
.38
.98
A1
.34

ST.

DEV.,

W6
-1
.45
.8c

-
.00

SO0~ O0~,00000—00D00

Nl
.ar
.52
.t
_50
.0s
g

-2C

-

.00
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runl5! Cluster Analysis of Environsantal Variables
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Table 31 Run 25g Kmeans analysis on ordinal Environmental variables

SUMMARY STATISTICS FOR
VARIABLE BETWEEN 55
SPERSH 105.000
ENUFT1ME 96.920
SDPOLDC BA. 385
SDENFORC 92,267
LIBRARY 105.000
CLUSTER NUMBER: 1 v
MEMBERS
CRSE DISTANCE |
1 0.00 )
2 0.00
4 0.00 |
5 0.00
6 0.00 |
a 0.00
9 0.00 |
12 0.00
11 0.00
1& 0.00 |
17 0.00 |
14 0.00
22 0.00 |
25 0.00
26 0.00 |
27 0.00 |
29 0.00 |
30 0.00 |
i1 0.00 |
32 0.00 |
33 0.00 |
34 0.00
35 0.00 |
36 0.00 |
18 0.00
1% 0.00 )
40 0.00 |
a2 0.00
44 0.00
45 0.00 |
46 0.00 |
18 a.00 |
1% 0.00 |
50 a.00 |
51 0.00 |
54 0.00 |
55 0.00 |

2 - Uncontrolled development

7 CLUSTERS

DF WITHIN §5 DF

YARLABLE

SPERSN
ENUFTIME
SDPOLDC
SDENFORC
LIBRARY

56
58
%9
&0
61
61
1]
67
68
69
77
79
BO
gl
B2
B4
;[
89
90
91
91
94
95
96
97
9A
LoD
HU
102
104
104
107

0.000 99
B.0B0 99
16.615 99
12.731 99
0.000 99

MINTHUH

-0.22
0.47
-0.32
-0. 11
-0.30

F-RATIO

STATISTICS

QAGCoOoC0oROGeAd0A0a0aDaADoIoDOoODODDO

197.922
d7.774
119,567

MEAN

-0.22

D.a7
-0.32
-0.31
-0.30

.00
.00
.00
.00
.Qg
.00
.00
.00
_00
.00
.00
.00
.00
.00
.00
.00
.00
ils)
.00
.00
.00
.00
.00
.00
.00
.00
.on
.00
.00
.00
.00
.00

FPROB

0.000
0.000
0.000

MAX I MUM ST.DEV.

«Q.22

0.47
-0.32
-0.31
-0.30

0.0¢
0900
0.0¢
0.0C
0.0¢

jos



R2

Loose control

VARIABLE

SPEREN
ENUFTIME
SDPOLDC
SDENFORC
L1HRARY

HINIMUH

-0.22
0.47
1.93
1.62
0.30

ST.

309

DEV.

0.0C
0.0cC
1.0¢
0. %€

U3 Personal or recreational development

VARIABLE

SPERSN
ENUFTIME
SDPOLDC
SDENFORC
LIORARY

MINIMUH

4.47
-2,13
-0.32
-0.31
-0.130

ST.

CLUSTER NUMBER: 2
MEMBERS
CASE DISTANCE
20 0.76
a7 0.57
43 0.57
57 0.57
73 0.76
76 0,57
83 0.76
a5 0.57
CLUSTER NUMBER: 3
MEMBERS
CASE DISTANCE
14 0.46
24 0.46
65 0.70
71 0.46
79 0.70
CLUSTER NUMBER: L]
MEMBERS
CASE DISTANCE
72 0.00

1

R1 - Tight

VARIABLE

SPERSH
ENUFTIME
SDPOLDC
SDENFORC
LIBRARY

control

HINIMUM

-0.22
-2.13
q.17
5.47
3.27

STATISTICS
MEAN HAX JHUH
-0.22 -0.22
0.47 0.47
2.77 q.17
2.58 3.55
-0.30 ~-0. 30

STATISTICS
HMEAN MAX FHMUM
4.47 4.47
-0.57 0.47
-0.32 -0.12
-0.31 -0.31
-0.30 -0.130

STATISTICS
MEAN MAX [MUM
-0.22 -0.22
-2.13 -2.13
4.17 4.17
5.47% 5.47
1.27 3.27

ST.



VARIABLE

SPERSN
ENUFTIME
SDPOLDC
SDENFORC
LIBRARY

HMINIHUM

-0.22
Q.47
-0.32
-0, 31
3. 27

F1 - Spreadsheet library available

310

5T .DEV

[=R=N ol - N

.01
R
-0

.8
.01

Not in the

VARIABLE

SPERSN
ENUFTIME
SOPOLDC
SDENFORC
LIBRARY

5T,

CLUSTER NUMBER: 5
MEMBERS
CASE DISTANRCE
11 0.38
23 0.94
41 Q.38
64 0.38
78 0.94
92 0.38
10% 0.38
CLUSTER NUMBER: 6
HMEMBERS
CASE DISTANCE
19 Q.00
included with R3
CLUSTER NUMBER: 7
MEMBERS
CASE DISTANCE
k] 0.00
¥ 0.990
10 0.00
21 0.00
28 0.900
47 0.00
52 0.00
53 ¢.00
62 0.400
70 0,00
T4 .00
B7 0.00
88 0.00
99 0.00
103 0.00

- Rushed

VARIABLE

SPERSN
ENUFTIME
SDPOLDC
SDENFORC
LIBRARY

development

MINIMUM

-0.22
-2.13
-0.32
-0.31
-0.30

STATISTICS
HMEAN MAX IMUM
-0.22 -Q.22
0.47 0.47
0.32 1.93
0.24 1.62
3.27 3.27

STATISTICS
MEARR MAX 1MUH
-0.22 ~0.22
~2.13 -2.13
-0.32 -0.32
-0.31 -0.31
3.27 3.27

STATISTICS
MEAN MAK 1HUM
-0.22 -0.22
-2.13 -2.13
-0.32 -0.32
-0.31 -0.31
-0.30 -0.30

ST.

DEV

(=N wlu o N ol

.of
ALl
O
. Q¢
N
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APPENDIX E

GENDER BASED ANALYSES
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CHI SQUARE TESTS ON DEVELOPER
GENDER

Gender and Measures of Status and Training

Table 32

Spreadsheet Survey. Developer gender and employment status

unpaid employee consultant, total
helper executive or
self employed
women 2 9 5 16
men 3 50 37 90
total 5 59 42 106

The frequencies in table 32 were used to test the hypothesis:

H,: There is no difference in the employment status of women and
men spreadsheet developers.

x* calculated was 2.755 { x* critical = 5.99147, o = .05, 2 d.f)), so H, could not be

rejected.  There is no association between developer gender and employment

status,



i

Table 33
Spreadsheet Survey. Developer gender and employer organisation size.

gingle one many many total
person dept depts sites
one site
women 3 5 3 5 16
men 19 23 1 37 90
total 22 28 14 37 106

The frequencies in table 33 were used to test the hypothesis:

H,: There is no difference in the size of the organisations where men
and women spreadsheet developers are employed.

¥ calculated was 0.975 ( x* critical = 7.84173, « = .05, 3 4.f), so H, could not be
rejected. There is no association between developer gender and size of the orga-

nisation for which a developer works.

Table 34

Spreadshest Survey. Developer gender and qualification.

other degree post grad total
women 3 6 7 16
men 28 37 s 90

total 3 43 32 106
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The frequencies in table 34 were used to test the hypothesis:

: There is no difference in the qualifications of women and men
spreadsheet developers.

X’ calculated was 1.901 ( 3’ critical = 5.99147, a = .05, 2 d.f.), so H, could not be
rejected.  There is no association between gender and the educational qualifica-
tions of spreadsheet developers.

Table 35

Spreadsheet Survey. Developer gender and training.

self trained by attended prof. DP totai
trained work-mates acourse person

women B 2 3 3 16
men 47 7 18 18 90
total 55 9 21 21 106

The frequencies in table 35 were used to test the hypothesis:

Hy: There is no difference in the training of women and men
spreadsheet developers.

X’ calculated was 0.391 ( x* critical = 7.81473, a = .05, 3 d.f.), so H, could not be
rejected. There is no association hetween the gender and the training of spreadsheet

developers.
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Gender and Task Importance

Table 36

Spreadsheet Survey. Developer gender and spreadsheet imporiance.

unimportant moderate major total
importance importance

women 2 9 5 16
men 6 48 36 90
total 8 57 4] 106

The frequencies in table 36 were tised to test the hypothesis:

H,: There is no difference in the importance of spreadsiieets developed
by woumen or by men.

»* calculated was 0.903 ( x? critical = 5.99147, a = .05, 2 d.f.), so H, could not be
rejected.  There is no association between developer gender and the importance of
a spreadsheet,

Table 37

Spreadsheet Survey. Developer gender and range of spreadsheet
distribution

seif onedept many ex total
depts organisation

women 2 6 2 6 16
men 16 27 22 25 90

total 18 33 24 31 106
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The frequencies in table 37 were used to test the hypothesis:

H,: There is no difference in the range of distribution of spreadsheets
developed by men or women.

X’ calculated was 1.763 ( x* critical =7.81473, « = .05,3 d.f.), s0 H, could not be
rejected. Theie i1s no association between developer gender and the range of
distribution of a spreadshect

Table 38

Spreadsheet Survey. Developer gender and the development of
spreadsheets which create corporate data.

does not create  creates corporate  total

corporate data data
women 8 8 16
total 54 52 106

The frequencies in table 38 were used to test the hypothesis:

H;: There is na difference in the frequency of creating corporate data
in spreadsheets developed by womuen or by men.

X calculated was 0.007( x* critical = 3.84146, o = .05 1 d.f), so H, could not be
rejected. There is no association between the gender of a spreadsheet developer and
the frequency of developuig spreadsheets where new corporate data is created.
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Table 39

Spreadsheet Survey: Developer gender and the creation of
spreadsheets which update corporate data

no corporate read only update total

data allowed
women 5 5 6 16
men 37 30 23 90
total 42 35 29 106

The frequencies in table 39 were used to test the hypothesis:

H,: There is no difference in the frequency of changing corporate data
in spreadsheets developed by women or by men.

1’ calculated was 1.060 ( »’ critical = 5.99147, « = .05, 2 d.f), so H, could not be
rejected. There is no association between the gender of the developer and the
frequency of developing spreadsheets which alter corporate data.

nder an readsheet Technical lexi

T 40

Spreadsheet Survey: Developer gender and spreadsheet link complexity

no links links to other links to other total

spreadsheets objects
women 1 3 2 16
men 47 26 17 90

total 58 29 19 106
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The frequencies in table 40 were used to test the hypothesis:

: There is no difference in the link complexity of spreadsheets
developed by women or men.

x* calculated was 1.498 ( x* critical = 5.99147, a = .05, 2 d.f.), so H, could not be
rejected. There is no association between developer gender and spreadsheet link
complexity.

Table 41

Spreadsheet Survey. Developer gender and the use of graphics

none  simple intermediate complex total

women 13 2 0 1 16
men 52 15 16 7 90
total 65 17 16 8 106

The frequencies in table 41 were used to test the hypothesis:

H,: There is no difference in the frequency with which graphics are
used in spreadsheets developed by women or by men.

X calculated was 4.254 ( ¢ critical = 7.81473, a = .05, 3 d.f)), s0 H, could not be
rejected. There is no association between gender and the frequency with which
graphics are used in spreadsheets.
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Table 42

Spreadsheet Survey. Developer gender and the use of macros

no macros simple macros complex total

macros
women 10 4 2 16
men 48 16 26 90
total 58 20 28 106

The frequencies in table 42 were used to test the hypothesis:

H,: There is no difference in the frequency with which macros are used
in spreadsheets developed by women or by men.

x* calculated was 1.966 ( x* critical = 5.99147, a = .05, 2 d.f.), so H, could not be
rejected. There is no association between developer gender and use of macros in
spreadsheets.

Table 4

Spreadsheet Survey. Developer gender and spreadsheet size

XSIZE=1 XSIZE=2 XSIZE=3 XSIZE>3 total

men 6 6 45 33 90

total 10 10 51 35 106
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The frequencies in tab!z 43 were used to test the hypothesis:

H,: There is no difference in the size of spreadshects developed by
women or by men.

x” calculated was 12.524 ( x* critical =7.81473, a = .05, 3 d.f), so H, was rejected.
There is an association between gender and spreadsheet size. Men tend to develop
larger spreadsheets than women do.

Table 44

Spreadsheet Survey. Developer gender and spreadsheet logical
complexity

xlogic =0  xlogic =1 xlogic=2 total

men 39 10 41 90
total 50 13 43 106

The frequencies in table 44 were used to test the hypothesis:

H, There is no difference in the logical complexity of spreadsheets
developed by women or by men.

¥ calculated was 6.166 ( x* critical = 5.99147, a = .05, 2 d.f.), so H, was rejected.
There is an association between gender and logical complexity of spreadsheets with
men designing more complex spreadsheets.
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Table 45

Spreadsheet Survey. Developer gender and spreadsheet formula
complaxity

simple formula complex formula total

women 11 5 16
men 35 55 90
total 46 60 106

The frequencies in table 45 were used to test the hypothesis:

Hy: There is no difference in the complexity of the formulas in
spreadsheets developed by women or men.

x* calculated was 4.931 ( x* critical = 3.84146, a = .05 ,1 d.f.), so H, was rejected.
There is an association between developer gender and formula complexity with men

using more complex formulas in spreadsheets.
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APPENDIX F

AUSTRALIAN CENSUS STATISTICS



323

Table 468. Preston and Australian workforce employment category
staistics from 1986 census.

Unpaid Employer Sef  Unem- Notln Wageor Total

helper Employed ployed Work-  ggjany
force

Bunbury 83 605 172 1,062 7,433 1775 17,730
Capel 43 178 314 133 oM 1,152 2,720
Caollie 24 108 135 353 2,790 3,207 6,617
Dardanup 19 157 268 138 1,039 1,359 2,990
Donny- 52 176 390 214 898 870 2,600
brook

Harvey 93 322 520 359 2,783 2,976 7,053
Preston 324 1,546 2399 2,259 15,843 17,339 39,710

Augtralia 60,690 400,159 651,234 663,148 4,788,648 5401432 11,965,311
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Jable 47. Preston and Australian workforce educational staistics from
1986 census.

Degree Diploma Trade Other  Not Not Total

qualified stated

Bunbury 496 537 2,039 [,906 1,191 1,559 17,728
Capel 112 120 309 289 1,696 200 2,726
Collie 147 160 804 706 4,267 532 6.62
Dardanup 58 88 370 339 1,910 217 2,982
Donny- 66 91 227 291 1,737 190 2,602
brook

Harvey 202 215 794 722 4,604 603 7,140
Preston 1,08] 1,211 4,543 4,253 25,405 3,301 39,794

Australia 603,449 419,652 1,172,694 1414329 7,200,776 1,154,411 11965311
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APPENDIX G

SOFTWARE USED
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SOFTWARE USED IN THE
PREPARATION OF THIS THESIS

The working environment for this thesis used consisted of an IBM PS/2 SX running
DOS 3.3 and Microsoft WINDOWS 3.0 and Hewlett Packard Laserjet III and
Cannon Bubble jet "Squirt™ printers.

® The thesis document was prepared using Lotus Samna Ami Professional
version 2.0 with font enhancement provided by Adobe Systems's Inc.

Adobe Type Manager

¢ The graphs were prepared using Samna Ami Pro., SYSTAT Inc.'s
SYGRAPH and Microsoft EXCEL for Windows

¢ Other graphics prepared using Microsoft Windows Paintbrush, Microsoft
Powerpoint for Windows and Samna Ami Pro.

¢ Data collection instruments prepared using Microsoft Word for Windows.

¢ Data storage, validation and transformations using Enable Software Inc.'s
ENABLE OA, database, SQL and spreadshect modules and Microsoft Excel
for Windows.

® Statistical analyses using SYSTAT Inc.'s SYSTAT.

* Literature abstracts managed using Enable Software Inc.'s ENABLE OA

database and word processing modules.
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