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IT Extended Abstract

The possibilities of using spread spectrum techniques in indeor radiowave communication
have gained a lot of research interest. International communications regulation bodies like the
Institute of Electrical and Electronic Engineers (IEEE) and the International
Telecommunication Union (ITU) have established recommendation committees and set aside
radio spectrum bands for these anticipated developments [1,2]. Many low speed
communication networks using spread spectrum techniques have been successfully developed
recently [3,4). Developments in the higher speed and asynchronous spread spectrum
transmission networks are still to follow [5]. The lag in development progress in these type of
systems 1s partly due to the difficulties in testing and simulating designs for asynchronous
high speed spread spectrum systems. Many communication design packages requires time
synchronisation rather than be event driven. For those few testbed models that exist, they tend
to cater for a specific implementation rather than be generic enough to cross evaluate different

spread spectrum implementations [6,7].

This thesis presents an original work in the area of designing and implementing a simulation
testbed for modelling a high speed spread specirum Asynchronous Transfer Mode (ATM)
Local Area Network (LAN). The spread spectrum technique used in this LAN model is Direct
Sequence Code Division Multiple Access (DS-CDMA). The simulation model includes at
least a physical [ayer of such a LAN, embedded into the COSSAP! simulation environment,
and has been fully tested. All the newly developed building blocks are comprised of standard

blocks from the COSSAP libraries or compatible user-built primitive blocks (only where it is

1. Communication System Simulation and Analysis Package (Ver6.7) by Synopsys.

10



absolutely necessary), and are flexible enough to allow the modification of simulation or
model parameters; such as the number of signal channels, modulation method used, different

spreading code sequences and so on. All these changes can be made with minimal effort.

Another significant contribution made in this thesis is the extended research into evaluating
the Bit Error Rate (BER) performance of different spread spectrum CDMA coding schemes
for an indoor microwave ATM LAN [8]. Different spread spectrum CDMA coding schemes
are compared for their transmission error rate in Additive White Gaussian Noise (AWGN)
channel with varying transmitted signal power and at different channel Signal to Noise Ratio
(SNR) levels. Since a wireless microwave channel is very prone to transmission errors, a
major contribution of the simulation testbed developed in this thesis is its use in the finding of
an optimal physical layer transmission scheme with the best Bit Error Rate (BER)

performance in an indoor environment,

The layout of this thesis 15 as follows:

« Chapter 1 begins this thesis by presenting the thecretical foundation used in the
development of the simulation model of the DS-CDMA indoor microwave ATM LAN. All
the system components pertincnt to the development of the simulation model are
discussed. Lengthy discussion into the orthogonal CDMA coding scheme initially
investigated is also given. Finally a preliminary overall system layout architecture is
proposed.

+ Chapter 2 gives an introduction to the software simulation environment used - COSSAP.
The use and constraints of COSSAP are illustrated and explained within the context of

using it to develop the stmulation model of a DS-CDMA indoor microwave ATM LAN.




Chapter 3 introduces the developed simulation model of DS-CDMA indoor microwave
ATM LAN. Each functional block of the developed model is highlighted and explained.
All COSSAP models developed are also included in the Appendixes.

Chapter 4 looks at the important use of the simulation model in evaluating the BER
performance between different CDMA coding schemes.

Chapter 5 concludes the thesis with significant areas for further research based on the

work presented in this thesis.

12



1 Introduction to Spread Spectrum Communication

1.1 Introduction

This chapter gives the theoretical backzround for an understanding, within the context of the
simulation, of multiple access spread spectrum communication, especially the DS-CDMA.
Included are: aspects of its generation, limitations and advantages. An overview of the
properties of both the Pseudorandom Noise (PN) and the CDMA multiplexing codes, such as
low correlation code sequences and orthogonal functions are presented with an introduction to
a specific orthogonal code series - the Rademacher-Walsh functions. Some characteristics of a
microwave channel, a brief description of ATM systems, and possible channel modulation
techniques are also discussed. Finally, this chapter is concluded with a preliminary proposal

for an overall system architecture.

1.2 Direct Sequence - Code Division Multiple Access

1.2,1 Spread Spectrum

CDMA is a form of spread spectrum communication. A definition of spread spectrum

communication is as follows [10]:

“Spread spectrum is a mean of transmission in which the signal occupies a bandwidth in
excess of the minimum necessary to send the information; the band spread is accomplished by
means of a code which is independent of the data, and & synchronised reception with the code

at the receiver 1s used for despreading and subsequent data recovery.”

13



The basis for spread spectrum technology is also illustrated I . E. Shannon in the form of

channel capacity [11] given for the additive white Gaussian noise channel:

C = Blogz(l +§,) ¢

where C - channel capacity in bits per second (bps),
B - bandwidth in Hertz,
N - noise power,
S - signal power.
Letting C to be the desired system information rate and changing the bases of the logarithmic

function, we arrive at

e

= 1.44311( [+ %) (2)

S S
and, for small NS N <0.1 (asitis to be in an anti-jam system), one can use only the first

term of a In( 1+ %) serial expansion [11]:

EETCNCEONEES
[” 1+R -f_\!_2 N +3 N “4 N vea ‘-1<N’A l

Therefore, formula (2) simplifies to:

14



C_ 1S
3= 1.44 N (3)
From formula (3) we find
N B B
5 = L44G=F @
Hence,
NC
st 6)]

And because the information-error rate, R,, is inversely proportional to the channel capacity,

C:

R,*¢ ©)

Thus from formula (5), for any given si gnal-to-noise ratio,

Be @

With formula (6) and (7), we obtain




R, =4 (8)

Thus we see that for any given signal-to-noise ratio we can lower the information-eiror rate by

increasing the bandwidth used to transfer the information,

1.2.2 Direct Sequence

DS is the method where the spectrum is spread by a fast, pseudorandomly generated sequence
(ie. a large number of coded bits called c/ips), which causes phase transitions in the carrier
containing the data [10]. Other methods of spectrum spreading are “frequency hopping”, in
which the carrier is caused to shift frequency in a pseudorandom or fixed manner, and “time

hopping”, where bursts of signals are initiated at pseudorandom times.

Example 1:

For example, if an information bit rate R = 2 Mbps (minimum transmission bit rate for the
proposed ATM LAN) is used, it needs an information bandwidth B = 2 MHz. If each bit of 2
Mbps is coded by 40 chips, then the chip rate is 80 Mbps, which needs a DS bandwidth

B = 80 MHz (the allocated bandwidth for microwave LANs). The bandwidth is thus
spreading from 2 MHz to 80 MHz. The spectrum spreading in DS is measured by the

processing gain (PG) in dB [11}

B, ©)
PG = 10log—Z
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The PG in this example is therefore equal to 16.02 dB.

Processing gain is very important gs it has a strong influence on system error and interference

performance. In fact, from formula (9) it foliows that

107 Z (10}

where

P, - system’s probability of error; (P, R,)
In Example 1, with a PG = 16.02 dB, the jamming power (interference} is effectively
suppressed by 16.02 dB, This means with a PG = 16.02 dB, our DS spread spectrum system
can tolerate a 16.02 dB greater jammer power than a similar system without direct sequence

spectrum spreading, at the same level of error probability [12].

1.2,3 Code Division Multiple Access

Frequency Division Multiple Access (FDMA) systems allocate a different narrowband
frequency slot to each different access signal. Time Division Multiple Access (TDMA)
systems separate different multiple access signals by transmitting each signal at different time
slots. Different access signals in different time slots are kept apart from one another using
guard time gaps. Unlike FDMA or TDMA, CDMA systems use low correlation codes to
separate one signal from another. Hence with CDMA, all signals share the same wideband

channel. The difference between CDMA, FDMA and TDMA is illustrated in Figure 1.
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Figure 1: Illustration of different multiple-access spread spectrum system [13].

1.3 Pseudorandom Noise generation

To spread a narrowband signal to a wideband spectrum, we multiply a binary PN sequence
with this narrowband signai- For this purpose, the required PN sequence is defined to be a
maximum-length linear recurring sequence of modulo-2 (i.e. a binary sequence). For a binary
sequence, the following properties are associated with randomness [14]:

* A balance of 1 and 0 terms. (More precisely, the disparity [14] is not to exceed 1.

P

Y (a,-05)

n=1

only by one.)

Thus <05 i.e. for a PN binary sequence the numbers of the PN code differs
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» Two sequences of consecutive-like elements of length # for each sequence of
consecutive-like elements of length n+/. Precisely, in every period, half the sequences
have length one, one-fourth have length two, one-eighth have length three, etc., as long as
the number of sequences so indicated exceeds 1. Moreover, due to the previous
observation, the total number of sequences of 1°s equals the total number of sequences of
0’s, because the sequences of these two types alternates,

* Has a two-level auto-correlation function, C () . Explicitly,

p
P = 0
C = =
pC(®) Eanﬂan { K O<t<p (1)

n=1

Therefore, {a,} is a PN binary sequence if and only if it is a binary sequence which satisfies

a linear recurrence {4]:

fl

a, = | Y Ca,_ |modulo2 (12)

P

and has a period p = 27 - 1. The n is referred to as a degree of the PN sequence {a,} [14].

It is shown [14] that such a PN binary sequence can be generated using shift registers with

feedback, as shown in Figure 2.
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Figure 2: PN binary sequence generation using shift registers with feedback. (n = 1)

1.4 Constraints and limitations of DS-CDMA.

Because the implementation of CDMA uses lov’ correlation codes to separate different signals

transmitted in the same channel, the limitations to the multiple-access are:

* The number of low cross-correlation code sequence used. The maximum number of
simultaneous users of the same wideband channel in CDMA is limited by the maximum
available low correlation code sequence used in the system.

» The jamming margin of the channel. Jamming margin, /M, in its strictest terms, is the
ability of a receiver to provide a useable receiver outpur when an undesired signal is

present [11]. Jamming margin in a direct sequence system is expressed as
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JM = PG - (NS + internal noise) (13)

our

where PG - Process Gain (refer formula 9)

internal noise - internal processing losses at the receiver

~N__ - signal-to-noise ratio after processing by the receiver

out

where,

S
N

= ‘S—' X PG (14)
Nr’n

ottt

S : : .
where N signal-to-noise ratio received at the receiver
in

and in decibels,

S

S
N~ m+PG (135)

ol

Assuming an ideal receiver, with no internal noise, with formula (13), one can derive the

CDMA capability in terms of the number of users possible in a particular application [11].

Example 2:

For example [11], given a system with a 1.25 MHz spread spectrum bandwidth and a data rate

of 9.6 Kbps, with required output signal-to-noise ratio of 6.0 dB, and no internal losses,

jamming margin would be
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JM = 101 (M) 6.0 = 15.1dB
= Olog{ 965103/ ~ %0 = 1>
and the maximum number of users would be
15.1
10" = 3235

if and only if the signal power arriving at the receiver from every user is precisely the same as

the signal power arriving at that receiver from every other user [11].

This can only be achieved by [111]

« Precisely controlling the transmitted power from every user, so that ali signal power
arriving at a given receiver is equal.

» Controlling the distance of all users so that their arriving signal power at a given receiver is
equal.

» Some combination of the above.

» Last but not least, the channel capacity as illustrated in Shannon’s formula (1) for channel
capacity, clearly shows a channel capacity limitation for all transmission techniques,
including the DS-CDMA as well. From formula (5), we can see that for a fixed
signal-to-noise ratio and a bounded bandwidth channel (even with the wideband channel
there is still a finite boundary), the channel capacity for error-free transmission is also
fixed. Hence, any increase in number of users beyond the maximum supported by the

channel capacity, C, would increase the probability of transmission errors.
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1.5 Advantages of using DS-CDMA.

DS-CDMA is selected for the following reasons:

fading of the spread spectrum channel would enly result in small loss in the recovered

signal spectra power (Fignre 3), With digital communication, as long as this

recovered power spectrum is above a required threshold, no data is lost.
Furthermore, any intentional jamming of the signal would have to spread its
jamming signal power across the possible wideband frequency, thus greatly reducing
the effectiveness of such a jamming, In the application of an indoor microwave LAN,
channel fading or unintentional jamming usually occurs selectively, hence spread
spectrum is a definite choice for transmission channel modulation under such
conditions,

Selective addressing capability. It is possible to recover a specific narrowband spectrum
from & spresd spectrum with noise. The ‘noise’ could be other spectrum spread signals.
Hence, as long as different signals are spread with different low correlation functions, each
signal could be specifically recovered from the spread spectrum by despreading each
signal with its known CDMA low correlation function.

Support for multiple access via the use of low correlational spreading sequences. Even

though more than one access is spread over the same spectrum at any particular instance,
the low cross correlational properties of the low correiation CDMA functions, e.g. like the
Rademacher-Walsh series of orthogonal functions, ensure low inter channel interference,
Low density power spectra for signal hiding, As the energy spectrum of the transmitted
signal is spread over a wide frequency, it 3s possible for the transmitted signal to be hidden

by much stronger channel noise. This deters possible “unauthorised” scanning of the
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transmitted signal. Furthermore, by modulating the transmitted signal with a
preudorandom sequence, the signal is not only spread out but it is also ‘scrambled’ by the
spreading PN sequence, Thus inherently, CDMA, like other spread spectrum technique,
provides a ‘secure’ channel for transmission. This ‘security’ is usually not adequate as the
entire spreading sequence (the spreading sequence together with the low correlation
CDMA multiplexing code) of a system is finite in length. Because of this finite length, it
can be ‘cracked’. Usually data encryption is also used in channels requiring better security
from unauthorised users.

No equaliser needed. When the transmission rate is much higher than 10 kbps in FDMA

and TDMA an equaliser is needed to reduce the intersymbol interference caused by time
delay spread. However, in CDMA normally only a correlator is needed at the receiver end,
to recover the desired signal from the spread spectrum signal. The correlator is usually
simpler to implement than the equaliser [15].

No guard time in CDMA. Guard time is required in TDMA between time slots. Guard

time does occupy the time periods of certain bits, These wasted bits could be used to
improve quality performance in TDMA. In CDMA guard time does not exist [15].

Less fading, Less fading is observed in wideband signal propagation in a multipath radio
environment, It is more advantageous to use a wideband signal i urban areas and for
indoor applications than in suburban areas [15]. Hence, CDMA is a natural spread
spectrum waveform suitable for microcell and in building because it is susceptible to noise
and interferences [12].

No hard hand-off. Since every cell uses the same CDMA wideband channel, the only
difference is the unique low correlation CDMA sequence allocated to each of the mobile

terminal. Thus, there 1s no hand-off from one frequency to another as it moves from one




cell to another. However a change of assigned low correlation CDMA code would occurs
as the mobile terminal moves from one cell to the next one. This is called a soft hand-off
[11].

On a LAN, each station is typically only transmitting a portion of the time. Hence, the
CDMA capacity is expressed in terms of the number of active stations at any one given
time, not the number of total stations. CDMA is advantageous for this type of network
because it requires no synchronisation of the multiple communication sessions occurring
at any given time. It also naturally takes advantage of the low duty cycle of transmission of
the stations [12].
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Figure 3: Illustrations of spread spectrum modulation and demodulation, taking into account the
effects of channel noise [13].
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Previous are only but a few advantages of using DS-CDMA for a wireless ATM LAN,

1.6 Low Correlation Functions

When a receiver uses matched filter detection - correlator, the output of the detector is the
correlation function of the local reference signal and the desired signal. When several
communicators are using the same channel without phase coherence, then it is destrable that

the cross correlation functions to have small absolute values.

While in practice, signal defined for continuous time are needed for asynchronous
communication systems, the application of a sampling theorem reduces the signal design
problem to one of selecting sets of vectors { (ar . .az) v=l,...M} whose components a: are

complex numbers with

= 1 (16)

Thus here lies the great importance of the cross-correlation function; it is realised that by

forming the cross-correlation function among a set of M vectors of length £ and norm 1,

¢ = lim 7 E ara{r {an
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a decision can be made whether the desired signal of the form a:’ is also available in the form
a‘;, which is the function of the received signal. This is the case when ¢, #0.In fact, a

maximum value of ¢, , max|c, | results, corresponds to the phase shift of a: against a:_

v’
A subset of low correlational functions which exhibits ideal cross-correlation characteristics is

the subset of orthogonal functions.

Another possible choice of correlation functions is the Gold codes having good

autocorrelation properties to ease code acquisition.

1.6.1 Orthogonal functions

Aseries @, (1) where (n=0,1,2,....) is said to be orthogonal over the interval 022 T if

T
K JA=m

{tl)n (O, (dt =] ot (18)
if K=1, then @, (¢) is said to be an orthonormal function. Hence, if we transmit the product
of, a signal 5 (1), and an orthonormal function ® , (1) . we can recover the signal component
s (1) , at the receiver side by multiplying the received signal with the same orthonormal
function, @ () , followed by an integration of this product over the fundamental period of
D, (1) . As observed in formula (18), any other transmissions {i.e. other transmitted signals,
like the product of 5 (r) and @, (1) , where n # m), when multiplied with ® (1) and

integrated from 0 to T would give a result equal to zero. Thus, with the use of orthogonal

functions, multiple transmitted signals in a wideband channel can be selectively received.
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1.6.2 Rademacher-Walsh functions

Rademacher functions constitute a set of incomplete but orthogonal functions [17].
Rademacher functions can be represented by a series of square-waves having unit mark-space

ratio,

R(n,t) = sgn{ sin(2"nt) } 19

The first function, R (Q, ) , is equal to 1 for the entire finite interval 0 €1 < T. Tiie next and
subsequent functions are square-waves having odd symmetry. The incompleteness of the
series can be demonstrated if we consider the summation of a number of Rademacher
functions. This composite waveform will also have odd symmetry about the centre. However,
similar, even symmetry functions required for completeness cannot be developed [17].
Rademacher functions have two arguments » and ¢ such that R (#, 1) has 2"~! periods of
square-wave over a normalised time base 0 < ¢ < 1. The amplitudes of the functions are +1

and -1. Figure 4 shows a set of Rademacher functions.
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Figure 4: A set of Rademacher Functions,

They can be derived from sinusoidal functions which have identical zero crossing positions
and may be obtained from a sinusoidal waveform of appropriate frequency by amplification

followed by hard limiting [17].

Another set of orthonormal functions are Walsh functions. The Walsh functions form an

ordered set of rectangular waveform taking only amplitude values +1 and -1. Unlike
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Rademacher functions, the Walsh rectangular waveform do not have unit mark-space ratio.
They are defined over a limited time interval, 7, known as the time-base, which requires to be
known if quantitative values are to be assigned to a function. Like the sine-cosine functions,
two arguments are required for complete definition, a time instant, ¢, (usually normalised to
the time-base as %) and an ordering number, n, related to frequency via sequency - a way

which is later described. The function is denoted as:

wal(n, 1) (20)

and for the most purposes & set of such functions is ordered in ascending value of the number
of zero crossings (sequency) found within the time-base [17]. The motivation behind the use
of orthogonal Walsh functions follows from the fact that the product of two Walsh functions

yields another Walsh function [18];

wal (h,0)wal (£, 0) = wal(r,0) 21

Further expansion of formula (21) leads to the following

wal (h, 8) wal(k,80) = wal(h DL, 0) (22)

given when /1 and £ are represented as binary numbers,
From formula (22) we can see that the product of two Walsh function can be achieved by
modulo-2 adding each of the respective two Walsh function arguments (where & and / are

written as binary numbers and are added according to the rules
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01 =100 =100 =101 =0 (nocarry)). As Walsh functions are orthogonal,

the product of two Walsh terms
N-1
E wal (m,Hwal(n,1) = {N = (23)
5 0 HEM
=

Hence, to extract a signal from a binary-Walsh orthogonal encoded signal, we just have to
XOR that signal with its knowr. Walsh function, All other Walsh function encoded signals

which did not use that particular Walsh function would just return a zero.

A complete set of Walsh functions in natural order {dyadic order, Paley order) can be obtained
from selected Rademacher function products [17]. This is the most used method of deriving
Walsh functions in hardware generators because Rademacher functions can be generated using
binary counters. Such a Walsh function generator was described by Harmuth [18].
Rademacher-Walsh (RW) functions have been shown to give optimal [19] short-range (i.e.
indoor) CDMA codes in the sense that they offer the least sensitivity to time base error due to
propagation delay differences. Unfortunately, they do not have a good power spectrum density
(PSD). One way of improving the PSD is by spreading the RW functions with a long PN code
sequence (this is done by DS spreading PN sequence), while suffering the drawback of

increasing the sensitivity to time base error [19].
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1.6.3 Generation of orthogonal Rademacher-Walsh functions.

A Walsh function generator having minimum orthogonality error is described by Besslich
[20]. A detailed explanation of the logic working of such a generator is shown in [20]. It is
suffice to point out here that this generator functions as a sequential network and uses
Rademacher functions to derive the complete set of orthogonal Walsh functions. This method
[20] has a minimised error in orthogonality as any differences in time alignment would be due
to the tolerances in the switching time of flip-flops, which sets the practical limit of

orthogonality.
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Figure 5: Diagram of generator using NAND gates and JK fip-flops [20].
The generator illustrated in Figure 5 can be implemented in COSSAP as long as it is possible

tc simulate the operation of a JK flip-flop in COSSAP.




A JK flip-flop can be replaced by a well known master-slave configuration of logic gates

given in Figure 6.

— = -

Clock {>0

Input gatcs Master Flip-1lop  “Fronsition Gates  Slave Flip-flop

Figure 6: Master-slave equivalent circuit [20}.

Such logic gates can be easily simulated with system blocks within the COSSAP environment.

Unfortunately, such a generator requires the synchronisation between transmitter and receiver.
Alas, our ATM LAN operates in an asynchronous manner, hence a more suitable method of

Walsh function generation has to be found,

Another approach is to ‘hard-wire’ each of the orthogonal Walsh functions to a specific
periodic pulse generator. This way, the generation of Walsh functions in both the transmitter
and receiver are independent from one another, achieving the asynchronous result as desired.
Furthermore, if changes need to be made (i.e. addition of orthogonal functions to increase
number of user access}, the changes could be easily achieved by just changing the periodic
wave generated by the system’s periodic pulse generator.l By ‘hard-wiring’ the Walsh

functions into the system, one also achieve another system requirement - the ability to change



the available access channel in the simulation model. An illustration of orthogonal Walsh

functions achievable with a 16 bits periodic pulse is given in Figure 7 and 8.
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Figure 7: Orthogonal Walsh functions representation in waveform and equivalent bits,

1. The length of the perdodic pulse determines the number of available orthogonal Rademacher-Walsh functions,
i.e. a 16 bits periodic pulse provides 16 orthogonal Rademacher-Walsh functions. Hence, to increase the number
of orthogonal Rademacher-Walsh functions in a system, we need to increase the length of the periodic pulse
generated, thus increasing the number of periodic pulse geacrator vsed.
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Figure 8: Orthogonal Walsh function representations. (Continue Irom Figure 7).

1.7 Indoor Microwave Channel Characteristics

As the transmission channel uses the microwave radio spectrum, a brief description of the

basic characteristics of such a channel is helpful in designing a possible system topology.



Microwave signals are easily blocked by metal sheets, hence for the indoor local area network,
the coverage of one base station cell on one floor would not interfere with the coverage sector
on the next floor due to the high microwave attenuation by the steel structure of modern

buildings [21].

Two dominant effects of microwave propagation are attenuation and delay [12]. The
attenuation effect is due to, among other factors, the spreading of radiation. Attenuation due to
this spreading varies so slowly with frequency that it can be safely considered virtually fixed
within the signal bandwidth. Other possible attenuation could be due to environment factors,

Le. rain attenuation, mechanical factors, i.e. antenna mispointing and multipath fading.

As the purpose of this thesis is to simulate an indoor wireless microwave ATM LAN in
COSSAP, the detailed explanation of the channel characteristics of microwave transmission is

beyond the scope of this work.

From this thesis’s point of view the most important fact of the indoor microwave channel
properties is the frequency selective nature of the fading. Therefore, wideband signal fading is
not as severe as narrowband signal fading because wideband signal takes advantage of the

natural frequency diversity over its signals [15].

Multipath fading is the effect of two or more ray paths of the electromagnetic waves travelling
from the transmitter to the receiver. This can be caused by inhomogeneous in the atmosphere

or reflection of radic waves off obstacles, such as walls and furniture [15]. Unlike rain
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attenuation (unlikely for indoor environment), which also varies with frequency, multipath
fading can result in a large frequency-dependent attenuation within the narrow signal
bandwidth. This phenomenon is known as selective fading. The mechanism for multipath

fading is shown in Figure 9.

S

Transmitter Receiver

Figure 9: Illustration of two ray paths between a transmitter and a receiver resulting in different
propagation delays [15].

The worst scenario would be when Path 1 totally cancels out Path 2 as the receiver will

perceive only the sum of the signals.

Indoor multipath fading for transmission path with line-of-sight has the characteristics of a
Rician fading channel. Rician fading occurs if the central limit theorem can be applied for the
accumulations of in-phase components and quadrature components of cach reflections. This
occurs if the number of reflections is large and none of the reflections substantially dominates

the joint refiected power [22].

Multipath fading can be mitigated using diversity technique, in which two or more
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independent channels are somehow combined [15].

1.8 ATM Systems

In ATM systems, all information to be transferred is packed into fixed-size slots called celis.
These cells have a 48 octet information field and a 5 octet header. Whereas the information
field is available for the user, the header field carries information that pertains to the ATM

functionality itself, mainly the identification of cells by means of a label.

ATM allows the definition and recognition of individual communications by virtue of the label
field inside each ATM cell header; in this respect, ATM resembles conventional packet
transfer modes. Like packet switching techniques, ATM can provide a communication with a

bit rate that is individually tailored to the actual need, including time-variant bit rate.

For our purpose, the ATM system uses a minimum bit rate of 2 Mbps.

1.9 Channel Modulation Techniques

Due to the multipath fading and signal attenuation experienced by a wireless microwave
channel, most of the amplitude modulation schemes could not be used. Furthermore, the
multiple access nature of a spread spectrum system also made the use of frequency modulation
undesirable. Hence, even though a muitipath fading channel inherently displays a certain
degree of phase distortion in proportion to the degree of deep channel fading, phase

modulation schemes still present an attractive collection of possible channel modulation
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techniques.

A family of phase modulation constellations with a simple geometry is based on phase-shift
keying, sometimes combined with amplitude modulation. These channel modulation
techniques - belonging to the family of M-ary Phase Shift Keying (MPSK) - are found to be
effective when used in wireless multipath fading channels [12]. IEEE’s 802.11 Committce
even recommended the use of Binary Phase Shift Keying (BPSK) for wideband channels with
a data rate up to 1 Mbps. Any data rate beyond that and up to 2 Mbps, channel modulation

using Quadrature Phase Shift Keying (QPSK) is recommended [1].

1.9.1 Phase Shift Keying

In BPSK the phase of a carrier is switched between two values according to two possible
messages m; and my. The two phases are usually separated by n radians. BPSK corresponds

to the two possible transmitter waveforms

§1() =-Acos (wyt +8), 0s:<T), m is sent

S 1) = { (24)
ek ( S,(1) = +Acos (o +0y), 0<r<T, m, is sent

The transmitted signal is therefore equivalent to a double sideband suppressed-carrier
amplitude-modulated waveform where the information signal is a digital waveform with polar

format [12].
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Consider two BPSK systems, one using a carrier sin (o,f +8,) and the other using

cos (gt + &) . By combining these two into a single equivalent system, we form a mean of
doubling the rate at which the data bits are transmitted over the same channel on the same
carrier. The resulting system is cailed Quadrature Phase Shift Keying (QPSK). The equivalent

transmitted signal is the sum of the two separate waveforms

Sopsk (D) = tAcos (wy +0g) + (24) sin (g +0;), 0<:<T, (25)

The factor £4 of the cos (ozor + 80) term represents the data from one source, whereas the
*A on sin (wyr+ 0,) represents data from the second source. In each case the upper sign
goes with a binary 0, and the lower sign corresponds to a 1. It is readily shown that formula

(25) can be written as

Sopsk (1) = J2Acos (o, +8,+6,) 26)

n 3n
where 0, can have values iz , and £~ according to the messages. The possible amplitudes

and phases (8,) of SQPSK (1) are shown as points in Figure 10.
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Figure 10: QPSK signal constellations (permitted values of the complex envelope),

Diagrams like in Figure 10 are called signal constellations.

1.9.2 Differential Phase Shift Keying

Most of the signal constellations used in modulation are seriously disadvantaged by the fact
that they are rotationally invariant for some angles of rotation, typically multiples of 0.5y . If
the constellation is rotated, the receiver would not be able to distinguish it from a valid
constellation, unless the receiver knows the actual transmitted data symbols, which it does not.
This problem can be solved by using differential encoding, in which the information is
encoded by the change in the constellation position between symbols rather than absolute

position [12].




Differential encoding is especially valuable in channels with rapid fading, such as mobile

microwave channel. It is common practice to use Phase Shift Keying (PSK) modulation for

such channels, which makes the detection of data symbols based on the angle and not the

fluctuating amplitude of the received signal. During deep amplitude fades, phase of such a

channel can also vary rapidly. To counter this effect, the phase variation can be mitigated by

using PSK with differential encoding and differential detection. This would, however, lower

the noise tmmunity of the channel. This combination of PSK, differential encoding and

different detection is called differential phase shift keying.

The generation of binary DPSK signals is illustrated in Figure 11,
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Figure 11: DPSK signal generation [14],

vt
where vyper (1) = —%lAcos (wyf) = TAcos (wy)
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Table 1: The bit streams b'{f) represents the message to be transmitted® [23],

a. b(t) is an auxiliary bit stream
penerated for DPSK transmission. The
relative phases of the carrier in each
bit interval are also indicated

The binary encoded message to be transmitted is represented by the binary sequence b’(t) as
shown in Table 1. An auxiliary binary sequence, b(t), is generated. This auxiliary sequence has
one more digit than b’(t). This leading digit is arbitrary, and is taken as 1 in Table 1.
Succeeding digits in b(t) are determined on the basis of the rule that when b’(t) is a 1 in some
bit interval, b(t) in that interval does not change from its value in the preceding interval. Else
when b’(t) is 0, b(t) does change. For instance, since the first digit in b’(t) is 1, there is no
change in the first two digits of b(t). On the same token, as the second digit in b’(t) is 0. There

is a change between the second and third digits in b(t) [23].

Figure 10 shows how such an encoded binary sequence could be generated. The logic circuit
has two inputs, the bit stream b’(t) and the bit stream b(t) delayed by time T allocated to a

single bit, that is, b(t-T). The logic circuit performs the logical operations illustrated in Table
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bty  [b(t-T) |Output b(f)
0 Q 1
0 1 0
1 0 0
1 1 1

Table 2: Logical operation of logic circuit.

From Table 2, we can see that the logic circuit does indeed outputs b(t) from b’(t) and b(t-T).
Furthermore, we can see that the logic circuit is no more than just performing as an inverse

XOR gate.

Corresponding to the bit stream b(t), s waveform v(t) is generated where, say, v(t) = +V for
b(t) = 1 and v(t) = -V for b(t) = 0. This waveform is applied as a modulating signal to a
balanced modulator to which is applied, as well, a carrier Acos (@) . The modulator output
is then a carrier which changes phase when b(t) changes. A change in b(t) would resultin a

180? phase change in the carrier output [23].

To recover the b’(t} bit stream from the DPSX signal, a detector like the one shown in Figure

12 is used.
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Figure 12: DPSK detector.
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where T = —

o)
and

v (1)
Vppsk (1) = —V—Acos (coor) .

hence

v{H vi{t-T)

A3
TAms(mor)( v Acos(mﬂ{r—}"}))=v(.')v(t—?)m[cosmn?Wcoszwohg

The product of vppgx(tivppsk(t-T) is exactly b'(t) and a low-pass filter may separate this

signal waveform from the double-frequency carrier term in the ri ght-hand side of the above

equation. This separation should be adequate to allow a determination, in each bit interval, of

whether a 1 or a 0 was transmitted. In order to obtain a large signal output, T should be

selected so that cos W, T = *1. Thus, the carrier frequency 0.5 wqn should be selected so that

the bit duration is an integral number of half cycles in duration [23].

In comparison, DPSK has an advantage over PSK as it requires a less complicated circuitry.

But it has a higher error rate, as in DPSK a bit determination is made on the basis of signal

received in two successive bit intervals, noise in one bit interval may cause error to two bit
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determinants. As a matter of fact, DPSK has a tendency for error to happen in pairs [24].

1.10 Proposed System Topology and Overview

The preliminary system specifications are as follow:

The model must be able to support the transmission of ATM traffic (initially at a static
transmission rate of 2Mbps but would be able to support a dynamic transmission rate if
required later on).

The model must be able to accommodate maximum number of mobile terminals with a
minimum probability of error. Initially the simulation would be just on raw ATM packets,
but later on, an Error Correction Coding would be included. Error detection and correction
capability must be sufficient enough to support the asynchronous transmission of ATM
packets.

The maximum tolerated probability of error must be of magnitude of 10~7 or less.

The wideband channel is set at 80 MHz,

Each base stationfcell has a coverage area of 20 metres in radius.

The effective signal-to-noise ratio received at the receiving antenna must be at least 20 dB
and a maximum tolerable signal power loss due to transmission path attenuation is not

more than 5%.

As the area covered by the base station is 71 X 20° = 1256.64 metres square, only one base

station is necessary to cover an entire floor of a typical office building. Hence, a system

topology would be as in Figure 13,
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Figure 13: Overall system topology.

There would be two separate channels, one for the transmission from the mobile terminals to
the base station (up-link) and the other would be for the transmission from the base station to
the mobile terminals (down-link).

Not all of the available low corr=lation functions (in this case orthogonal Rademacher-Walsh
functions) would be allocated for regular transmission access. A fix amount would be reserved

for use in control channels, i.e. wal(0, 8) could be used for the pilot channel, as in Figure 14,

wal((}) w%}(())

oo # Pilot signal
M%@—D Transmission channel ‘—B'@—B?—b

PN Sequence & Chaunel Modulation

PN Sequence & Channel Modulation
TRANSMITTER RECEIVER

Figure 14: Pilot channel
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For the regular access channel, a possible configuration would be as in Figure 15.

PN W(a) W) PN

Y v Yy v
S(t) 4>®—>®-> Transmission channel .._>® _"'CD > S(0)

TRANSMITTER RECEIVER

Wi(a) = assigned Walsh function
S(t) = Transmitted signal
PN = Pseudorandom Noise (together with Channel Modulation)

Figure 15: Access chanpels.
Initially, we would like to simulate a system with 16 low correlation DS-CDMA access

channels, using a bipolar binary version of the 16-bits Rademacher-Walsh functions.

49



2 Overview of Communication System Simulation and Analysis
Package

2.1 Introduction

In this chapter, basic principles in the use of COSSAP as a design and simulation tool are
presented. Programming and debugging methods used in the development of the DS-CDMA
transmission network model are also given and software constraints of the system are
highlighted. Finally, a brief description of the hardware platform for the system is given, The
issues dealt with in this chapter are only those pertinent to the design and development of the

DS-CDMA indoor microwave ATM LAN physical layer simulation model.

2.2 Communication System Simulfation and Analysis Package

COSSAP is an advanced, integrated Computer Aided Engineering environment for designing,

simulating, and implementing Digital Signal Processing (DSP) and communication systems.

COSSAP mainly interacts with a user via Graphical User Interface. Individual COSSAP

modules includes [25]:

* A block diagram editor (the CONFIGURATOR) to define parameterised hierarchical
models and parameterised simulation runs. This is the first module used by the user.

* A Stream Driven Simulator (SDS) engine. This module is used after models were defined
but before generating any code.

* A Hardware Description Language (HDL) Code Generator (VGC) to generate code for a

design created using the CONFIGURATOR and simulated in the SDS.
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* A DSP Code Generator (DGC) to generate code for a design created using the
CONFIGURATOR and simulated in the SDS.

* A link to Very Large Scale Integration synthesis tools (AHDL Simulation Interface).

The SDS not only simulates a system, but also includes tools to display and analyse simulation
results both during and after a simulation:

* An utility to display data while a simulation is running (xsdsint utility).

= A report generator that displays text about the simulation (REPORT utility).

» A graphical analyser that depicts the simulation results (CHART utility),

= An utility to generate C code for a model from generic C code (coins utility).

The VCG, DCG and the VHDL Simulation Interface tools help to convert any hierarchical

block diagram into actual hardware.

2.3 Building models in COSSAP

To fully modularise a design in COSSAP’s design environment, it is advisable to group
functional blocks into medular blocks. Two types of models can be constructed in COSSAP -
hierarchical and primitive. All user constructed models should be stored within user defined
libraries (this is usually under the 3COSSAP_USER_D subdirectory in the user’s work space).
Step by step guidance in setting up an user’s library space is given in the COSSAP
documentation [26, 27].

Hierarchical models are constructed from existent functional blocks in the COSSAP libraries,
Example of such construction is vividly illustrated in the user documentation - the COSSAP

User’s Guided Tour [25].
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Primitive models building involves manually generating model description file for each of the
primitive models constructed. ANSI C is used in the coding of the primitive function, together
with the COSSAP system calls. Usually these system calls handles all input/output and
memory management routines. FORTRAN77 can also be used in coding of these primitive
models. A step by step guide in building of a primitive model is also given in the user
documentation [26, 27]. This is accompanied by a simple example, illustrated both in ANSI C

and FORTRAN77 implementations,

2.4 Errors and debugging COSSAP programs

Usually syntax and mismatched data type error messages are very descriptive and given either
at simulation or compilation time. Another type of error which is not so descriptive is the

SyStem error.

This 1s usually caused by design overflows due to the system’s constraints. For these obscure
errors usually all the user would see is the message, “Error in simulation xxx.” Unlike syntax
or mismatched type errors, this error does not halt the compilation and execution of the
simulation program. Only void output data sets are given as aresult of such errors. Hence, it is
a very good practice to check all simulation for such errors before performing a long
parameterised simulation. System constraints are well documented in the software manuals

[25] and are summarised in the next section.

The REPORT utility of the system would also display all system parameters for a simulation

run. This includes indications of errors in any functional blocks and the types of error. It is an
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useful tool for pinning down an ‘unknown’ error in any simulation runs. Another debugging
tool, which is available only to user-built primitive models, is the single stepping debugging
mode, To have this facility, the user-built primitive model’s code have to be compiled with the
debug mode switched on. To execute a program in debug mode, the command line utility xsds
has to be used while starting the simulation [25). The simulation result can be traced using the

xsdsint utility. Further explanation on this is given in the user documentation [25].

2.5 System constraints of COSSAP

The following tables list the system constraints of the COSSAP.

Stream Driven Simulator

total number of input datasets (no. of defined datasets)*(no. of it. + 1) < 150

total number of output datasets (no. of defined datasets)*(no. of it. + 1) < 10002

max size of scratch pad (IH,RH) | 1000*512 REALs/INTEGERs (4 Bytes)
max size of scratch pad (DH,CH) ; 1000*512 DOUBLE/COMPLEX (8 Bytes)

Table 3: Constraints of COSSAP SDS

a. The total number of output datasets is dependent on the number of iterations. For example if you
run only one iteration, the maximum number of output datasets that you can use must be less

than or equal to 500:
(500)* (1 +1) < 1000
COSSAP model libraries
total number of system and user libraries 64

Table 4: Constraints of COSSAP model libraries
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COSSAP model libraries

. . —— e e

_max nu_;nber ;t:-modefclasses T

128

total number of models in all libraries (no
limit for one library)

3072

Table 4: Constraints of COSSAP model libraries

COSSAP .mdef file

max number of parameters in one model 128
max number of input ports 400
max number of output ports 400
max number of lines in mdef file 800

Table 5: Constraints of COSSAP .mdef file

CONFIGURATOR Tool

max number of exit masks 10
max number of models in one exit mask 50
max number of pictures 5
max rumber of models in one config level 400
max number of signals in one config level 400
may, number of edges of one signal 256
raax length of filenames 132

Tahle 6: Constraints of COSSAP CONFIGURATOR Tool

CHART Tool

max number of graphs in one chart

12

Table 7: Constraints of COSSAP CHART Tool

54




CHART Tool

max number of displayed graph elements 8192

Table 7: Constraints of COSSAP CHART Tool

REPORT Tool

max number of models ¢+eluated for report | 4000

Table 8: Consiraints of COSSAP REPORT Tool

2.6 Hardware Platform

The hardware platform uvsed in the design, development and simulation of the DS-CDMA
indoor microwave ATM LAN COSSAP model is a Sun SPARC LX workstation with 64
Mbytes of RAM, running Solaris 3.3. The COSSAP system is installed to ran in a stand-alone

maode,
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3 COSSAP Implementation of a DS-CDMA transmission network

3.1 Introduction

In this chapter, the design and development of a DS-CDMA indoor microwave ATM LAN
simulation model implemented in COSSAP software environment is presented. Each
functional component in the simulation model is implemented as a modular functional block
in the COSSAP environment. Some system components may have other interchangeable
functional blocks for different system modelling parameters and these additional blocks are
also presented. In addition, the simulation method used to evaluate the system BER

performance of the DS-CDMA indoor microwave ATM LAN model is given.

3.2 System Model

The initial system specifications iur the required ATM WLAN being modelled are listed in

Table 9.

Data Rate (Mbps) 2

Mobility Stationary/Mobile
Range {(m) 20

Frequency 2.4-248 GHz
Wideband Bandwidth 80 MHz

Table 9: Initial system specifications for ATM WLAN




Bit Error Rate

1077 or better

Signal to Noise Ratio (dBm)

-20

Table 9: Initial system specifications for ATM WL AN
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Figure 16: A simplified block diagram of the simulated system

The passband model of the system in Figure 16 was simulated and analysed in COSSAP on a

Sun SPARC LX. The simulated system can accommodate up to 2 maximum of 16 user access

channels. Actual number of simultaneous user channels which can be simulated at one time 1s

limited only by the system constraints of COSSAP and the CDMA code set used. For the ini-

tial system, a 16-bits Rademacher-Walsh orthogonal code set is used, hence the maximum

number of user access channels is limited to 16.
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3.2.1 Transmitter Modelling

As indicated in Figure 16, unlike popular practice, PN spreading and CDMA multiplexing of
an user access channel is separated and the latter is performed only after channel modulation
to ensure proper user access channel isolation within the single wideband transmission chan-
nel. The separation of PN spreading and CDMA multiplexing, which also further spread the
transmitted data, allows for the control of the spreading ratio. This is done by varying the
spreading ratio of the PN sequence of the user data signal, thus allowing the user to use
CDMA code set of different lengths. Nevertheless, in the initial model, the CDMA code must
be equal to or less than 40 bits in length for the proposed ATM WLAN to ensure a wideband

transmission channel of 80 MHz or less. Thus, the transmitted signal, 5(1) is expressed as [28]:

o

sty = P, Y (C;D+JC, D) g (1 ~iT) @n
f=-m
where P, - Average transmitted power

C; - In-phase channel multiplexing codes

D; - In-phase spread data symbols

gr{T) - Square-root Nyquist pulse-shape with roll-off ¢ = 0.4

A block diagram representation of a transmitter channel is given in Figure 17,
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Figure 17: A block diagram transmitter channel representation

Overall Transmitter Design
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Figure 18: Initial transmitter design in COSSAP

Figure 18 shows the COSSAP functional block diagram of a transmitter. Each functional
block is as follows:
1. PPGENR is a cyclic real signal generator which repetitively generates real type
data bits from a user defined input dataset. For this model, bipolar real signal of
a finite length is used for data source. (Refer Appendix A).
2. Barker_spis a hierarchical block which spreads the user data by a spreading
ratio §B_Hold, Initially, the TEEE 802.11 recommended 11-bits Barker

sequence is used [1], but this can be easily changed to accommodate the use of
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other possible pseudorandom spreading sequences. The $8 Hold variable
determines the exact number of bits of the spreading sequence which is multi-
plied with each user data symbol and thus spreading it by such a ratio. Of
course, this also determines the chip rate of the spreading sequence in relative
to the user data rate. (Refer Appendix B).

Channel modulation is initially performed using QPSK with Trellis Coded
Modulation (TCM). This initial choice is in accordance with the recommenda-
tion of IEEE 802.11 committee [1] with regard to channel modulation scheme
proposed for channel with data rate between 1 Mbps to 2 Mbps. Other possible
channel modulation blocks such as BPSK with and without TCM were also
constructed. Evaluation of different channel modulation schemes is reduced to
just merely substituting one modulation scheme block with another and simu-
late the new system model. (Refer Appendix C).

Walsh_Mux_QC consists of two individual CDMA multiplexer blocks -
Walsh_Mux. This is because one block is used on the real part of the transmit-
ted signal, while the other is for the complex component of the same signal.
With the initial design, 16-bits Rademacher-Walsh orthogonal sequences [5]
were used as the CDMA code set. Of course, other code set such as Gold codes
or Kasami code set can be used by merely substituting the input datasets to the
CDMA multiplexer block with these low correlation codesets. In the initial sys-
tem model, the ratio of further data spreading is determined by the variable
$Walsh_Num_Bits of the CDMA multiplexer block. As the initial choice of

CDMA code set is the 16-bits Rademacher-Walsh orthogonal codes, thus




$Walsh_Num_Bits = 16. (Refer ALpendix D).
5. RCRFQC shepe the data symbol pulses by a 0.5 Nyquist root raised cosine fil-

ter with a roll-off of 40%. (Refer Appendix A).

3.2.2 Channel Modelling

For an indoor microwave WLAN, the usual channels of interest are those of multipath fading,
such as Rayleigh and Rician fading channels. Nonetheless, initial test are done in additive
white Gaussian noise channel (AWGN). Within COSSAP’s library of channel model blocks,
all three channels are available. (Refer Appendix E). Of course for ‘realistic’ system model-
ling, some empirical channel propagation and noise measurement have to be gathered. This is
to ensure that the parameters governing each channel model are set to their respective ‘real’

values.

By selecting a different signal power for each user in a modelled system, the effect of interfer-
ences between near-far transmitting users can also be simulated, For instance, a Rician fading
channel with the possibility for signal power control (via the variable $Signal Power in the
AWGNQC block) is given in Figure 19. Such a fading channel modelled in COSSAP is ade-
quate to simulate the mobile environment of a WLAN - allowing for a minimum moving

velocity of 6 km/h (just about the speed of human walking).
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Yigure 19: Rician fading channel with signal power control
The influence of noise and other user access channels within the transmission channel is mod-
elled as linearly additive. Such modelling is possible with the use of complex si gnal arithmetic
addition blocks available within the COSSAP libraries. In the event of more user chamnnels
than the available adders can handle individually, cascade of adders is possible in COSSAP as

the accumulative law is observed by these adders. (Refer Appendix F).

3.2.3 Receiver Modelling

For the initial design, a coherent detection is assumed. The received signal, r{1} is therefore of

the form [28]:

N -

rt) = E ,\/}T‘ E (C;"D;+jC D) gr (1-iT) +w (1) (28)

=1 i = -0

where N - Number of active users
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w(t) - Noise, including the interference from other user channels

This leads to a block diagram channel receiver depicted in the Figure 20,

(1) — g r(e) input h(t)
> Giter - D

ansfer

function

w(t) C PN

Figure 20: A block diagram representation of a receiver channel with noise

Overall Beceiver Design
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Figure 21: Initial receiver design in COSSAP

Figure 21 shows the COSSAP implementation of the channel receiver. In this initial receiver
design the following COSSAP functional blocks have been used:
1.  RCRFQC filter block is configured identically to the same block at the trans-
mitter end (matched filter detection).
2. Walsh_DMux_QC filters the desired signal from all transmitted signals. This is
possible due to the orthogonal nature of the CDMA codes used, where fora T

length orthogonal code set Cf¢) with (i = 0,1,2,....,n), the following is satisfied:

63



T

K;i=j
J'C‘C- di= { f j (29)
" ) 0;i#

Hence the CDMA demultiplexer is constructed with an integrator, among other

blocks. This is clearly illustrated in Figure 22.

Walsh Demultiplexer

Output
$¥alsh_Num_Bits:1

Imtegrate the input over g period of §¥elsh Num Bits long
ntegrabor
T 1:1 Welshl fanction generator {$Walsh_NUm _Bits long)
- - Weloh_Gan

l Input

Figure 22: COSSAP block of Walsh_DMux

3. Channel demodulation block QPSK_V also included Viterbi soft-decoding. As
before, channel demodulation schemes have also been developed into hierar-
chical COSSAP blocks.

4. Data ‘despreading’ is once again performed using the same 11-bits Barker
sequence with decimation.

5.  DMPNR operates as a received data sink and produces output datasets which
can be displayed as graphs with the COSSAP CHART utility. (In some cases
this sink can be replaced by a signal comparator and a BER counter), (Refer

Appendix A for such a BER Counter).




3.3 Functional blocks used in the design and development of the COSSAP
simulation model of DS-CDMA indoor microwave ATM LAN

All blocks have been built as hierarchical functional models. Two reasons behind the choice of

using hierarchical models are:

* As much as possible, primitive blocks from the COSSAP libraries are used as these
primitive models have been thoroughly tested. Furthermore, almost all extensive blocks
can be constructed from the available primitive blocks.

* Construction of higher level functional blocks allows program modularity to be achieved,

hence making parameter changes in resultant simuiation model simple and transparent to

the user,

Functional hierarchical models built so far are:

* PN spectrum spreading and despreading blocks (Appendix B}

- Barker sequence spreading and des preading for real signals.

* Transmission channe! modulator and demodulator blocks (Appendix C)
- QPSK modulator and demodulator with the use of TCM and Viterbi soft decoding,
- DQPSK modulator and demodulater with the use of TCM and Viterbi soft decoding,

- BPSK medulator and demodulator with the use of TCM and Viterbi soft decoding.
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- DBPSK modulator and demodulator with the use of TCM and Viterbi soft decoding,.

* CDMA multiplexer and demultiplexer blocks (Appendix D)

- Walsh sequence code multiplexer and demultiplexer for real signals.

- Walsh sequence code multiplexer and demultiplexer for complex signals.

* Arithmetic signals adder blocks (Appendix F)

- Arithmetic adder for 9 complex signals.

- Arithmetic adder for 16 complex signals.

3.3.1 PN spectrum spreading and despreading blocks

In the DS-CDMA indoor microwave ATM LAN model, a 11-bits Barker sequence is used as

the PN code. The 11-bits Barker sequence used is:

1,-1,1,1,-1,1 1, 1,-1,-1,-1

This is in accordance with the recommendation made by the IEEE 802.11 committee [1].
Nonetheless, other PN sequences could be implemented just by changing the input dataset of

the PN spreading and despreading functional blocks. The ratio of spreading can be adjusted by




altering the holding ratio of the PN spreading block and the sampling ratio of the PN

despreading block.

3.3.1.1 Barker sequence spreading and despreading for real signals

The Barker sequence spreading and despreading functional block consisted of two models, a

modulator (spread) and a demodulator (despread).

In the modulator, the input signal is passed through an ideal holding (HOLDR) block for &
user-defined spreading ratio ($B_Hold). This spread signal is then multiplied with the
pseudorandom 11-bits Barker sequence, to achieve a desired DS spread spectrum wideband

signal,

In the demodulator, the reversed operation is performed. Firstly the input signal is again
multiplied with the same pseudorandom 11-bits Barker sequence. This is to recover the spread
signal component from the wideband spread signal. Next, this signal is sampled at the same
ratio as it was held earlier in the Barker spreading block. The sampler used is an ideal
sampling block (SRDR). Both the Barker sequence spreading and despreading COSSAP

functional blocks are depicted in Appendix B.

3.3.2 Transmission channel modulator and demodulator Hocks

For transmission channel modulation, the IEEE $02.11 committee [1] has recommended the

use of BPSK for transmission of with data rate up to 1 Mbps and QPSX for transmission with
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data rate up to 2 Mbps. Tiaus, in the considered COSSAP simulation model of the DS-CDMA
indoor microwave ATM LAN, functional blocks catering for both transmission channel

modulation technique were developed.

To test these recommended channel modulation schemes with their respective ‘differential’

counterpart, equivalent DQPSK and DBPSK COSSAP models were also built.

3.3.2.1 QPSK with Trellis Coded Modulation and Viterbi solt decoding

These QPSK channel modulation and demodulation functional blocks use the TCM in the
modulator and the Viterbi soft decoding at the demodulator,
As TCM requires fixed parameters in channel encoding, this functional block is fixed to

support only QPSK. The Trellis state diagram is given in Figure 23,




STATE i TRANSITION STATE i + 1

(Information word, Code word)

0,0)

sit

— - Si+11
—
§'2~ S

Si3

gig Si+14

(L,1)

(Information word, Code word)

Figure 23: Trellis state diagram for QPSK

The left side of Figure 23 shows four possible encoder states with two possible state
transitions from each state, that is, one information bit (two possible values). Each transition is

labelled with the information word that causes this transition and the code word that is output.

The right side of Figure 23 shows the state that the encoder reaches after the corresponding
transition. For instance, in state 1 with information word I(= 1), the code word 2(= 10) is

transmitted; after transition, the new state is state 3.

Because the Trellis encoder and Viterbi decoder models aim at TCM and coding schemes,

code words are not transmitted directly. Instead, they are mapped onto complex channel

69



symbols (modulation), which are transmitted (so are also the expected input of the decoder).

The QPSK constellation mapping used is given in Figure 24,

Imaginary Axis (Q)

. 6 Real Axis (I)

Figure 24: QPSK constellation mapping
The parameter file for the TCM and Viterbi soft decoding used in this functional block is
given in Appendix C, together with the relevant COSSAP models for this channel modulation

scheme.

3.3.2.2 DQPSK with Trellis Coded Modulation and Viterbi soft decoding

The COSSAP models for DQPSK are exactly similar to those for QPSK, except for the fact
that in the DQPSK COSSAP models, a Differential Phase Shift Keying
Modulator/Demodulator is used instead of an absolute M-ary Phase Shift Keying

Modulator/Demodulator,
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The parameter file for the TCM and Viterbi soft decoding used in this functional block is also

given in Appendix C.

3.3.2,3 BPSK with Trellis Coded Modulation and Viterbi soft decoding

This functional block uses BPSK in conjunction with TCM at the transmission channel
modulator and Viterbi soft decoding at the transmission channel demodulator. This means the
Trellis state diagram has only 2 states instead of 4 as in the QPSK model. This Trellis state

diagram is given in Figure 25.

STATE i TRANSITION  STATE i+l

(Information word, Code word)

Sil (O.O) Si+11

Si2 Si+[2

(1,1)

(Information word, Code word)

Figure 25: Trellis state diagram for BPSK

The left side of Figure 25 shows two possible encoder states with two possible state transitions
from each state, that is, one information bit (two possible values). Each transition is labelled

with the information word that causes this transition and the code word that is output.
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The right side of Figure 25 shows the state that the encoder reaches after the corresponding
transition. For instance, in state 1 with information word O(= 0), the code word 1(= 1) is

transmitted; after transition, the new state is state 2.

As before, because the Trellis encoder and Viterbi decoder models aim at TCM and coding
schemes, code words are not transmitted directly. Instead, they are mapped onto complex
channel symbols (modulation), which are transmitted (so are also the expected input of the

decoder). The BPSK constellation mapping is different as well, as seen in Figure 26.

Imaginary Axis (Q)

Real Axis (I)

Figure 26;: BPSK constellation mapping
The parameter file and COSSAP models for the BPSK channel modulation with Trellis

encoding and Viterbi soft-decoding is also included in Appendix C,

3.3.2.4 DBPSK with Trellis Coded Modulation and Viterbi soft decoding

The COSSAP models for DBPSK are exactly similar to those for BPSK, except again for the
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fact that in the DBPSK COSSAP models, a Differential Phase Shift Keying
Modulator/Demodulator is used instead of an absolute M-ary Phase Shift Keying

Modulator/Demodulator.

Please refer Appendix C for the parameter file of this COSSAP model.

3.3.3 CDMA multiplexer and demultiplexer blocks

Initially, only orthogonal 16-bits Rademacher-Walsh multiplexer and demultiplexer models
were constructed. Nonetheless, these modular functional blocks can be used with other
CDMA multiplexing codes such as the 7-bits Gold codes. The only changes required for these
blocks to accommodate other CDMA code sets are changes to the input dataset and changes to
the holding and integration ratio (§Walsh_Num_Bits). Hence the following operation Walsh
sequence multiplexing and demultiplexing blocks also applies to the 7-bits Gold codes. Only
in the case of the 7-bits Gold codes, a ratio of 7:7 is used instead of 76/ as with the 16-bits

Rademacher-Walsh orthogonal sequences.

3.3.3.1 Walsh sequence code multiplexer and demultiplexer

As indicated in Chapter 1, we are using low correlation sequences such as the
Rademacher-Walsh orthogonal sequences to multiplex the access channels in our DS-CDMA

system. This multiplexing also involves a spreading of the input signal. This spreading ratio is
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determined by the length of the CDMA low correlation sequences used.

The Walsh sequence multiplexer operates in a similar manner as the Barker sequence
modulator. The difference between these two functional blocks lies in the Walsh sequence
demultiplexer block. In the Walsh demultiplexer, the input signal is first multiplied with the
expected Walsh sequence for the receiver, then the result is integrated over the length of the
Walsh sequence used. No ideal sampling is required, unlike in the Barker sequence
demodulator. The Walsh sequence CDMA code set used are the 16-bits Rademacher-Walsh

sequences given in Chapter 1.

In the case of Gold codes, the same functional block is used but the orthogonal Walsh CDMA
code set is replaced by the low correlation Gold code set. Furthermore, the ratio of
holding/integration (§Walsh_Nim_Bits) is also changed to the bit length of the Gold code set

used. The agq..'~d Gold code set is a 7-bits Gold code set.

From the developed system model, CDMA multiplexer and demultiplexer blocks for complex
signals were needed. These functional bleck are constructed by combining two hierarchical
blocks, namely two Walsh sequence multiplexers or demultiplexers. This can be achieved
because the imaginary signal has the same data type as & real signal, which is a floating point

number representation.

COSSAP models of the aforementioned CDMA multiplexer and demultiplexer are depinted in

Appendix D.

74



3.3.4 Arithmetic signals adder blocks

The COSSAP libraries only have arithmetic signals adders (for integer, real and complex
signals) that add up to 4 input signals. As the preliminary simulation model supports up to 16
multiple access channels, a 16 input signals adder is required for complex signals. This adder
is constructed by summing the output of four 4 complex signals adders into the input of
another 4 input complex signals adder. Also, as the 7-bits Gold code set can support up to a
maximum of 9 simultaneous users, a 9 complex signals adder is also developed. This 9
complex signals adder is constructed by adding 3 complex signals adders into another 3

complex signals adder.

The COSSAP models of these complex signals adders are given in Appendix F.

3.4 Simulation technique for system BER evaluation

To evaluate the system’s BER the standard Monte Carlo simulation method is used. This is
because non-linearities within the considered DS-CDMA indoor microwave ATM LAN model
made other more efficient simulaﬁon technique such as Importance Sampling unsuitable [29].
Thus the number of samples required for each simulation run is at least the reciprocal of the

BER need to be observed. Indeed, for a system such as the investigated DS-CDMA indoor
micre wave ATM LAN model in this thesis, with BER requirement of at least 107 or lower,

sample sizes of 107 or higher have to be gathered. Furthermore, Blum and Rosenblatt have

shown in {30] that the number of samples per simulation run required to estimate a system’s
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true BER using standard Monte Carlo simulation method is given by

1
N>—5— (30)
eP
€
where N is the minimum number of samples required, P, is the aciual system BER and ¢ is

the normalised error given by

standard deviation of 2,
e = - P 3D

¢

Hence, for the testbed developed, in order to obtain a reasonable estimate of the true system
BER at least 10 sets of independently random samples have to be gathered for each simulated
system performance eveluation. The COSSAP model used to register the system BER is given

in Appendix E.
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4 Performance evaluation of different CDMA code sequences

4.1 Introduction

With CDMA, multiple user access is implemented utilizing user specific low correlation or
orthogonal CDMA code multiplexing.

In traditional DS-CDMA systems, usually the PN sequence is also a part of the CDMA multi-
plexing code sequence [33]. In this thesis, the approach of separating the code-set for the PN
sequence and the CDMA multiplexing code sequences has been used to provide a mean of

spreading ratio control for CDMA code-set of different length.

This chapter presents a comparative evatuation of the system BER between a DS-CDMA Sys-
tem using traditional low correlation coding such as Gold codes and a DS-CDMA system

using orthogonal coding such as Rademacher-Walsh orthogonal sequences.
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4.2 Simulation System Design

Multipath Channel

CHANNEL

|User[ﬂl— »C D4 P - ‘@4—
Iru kS

Figure 27: Block diagram of simulated DS-CDMA system

In Figure 27, a block diagram defining the DS-CDMA simulation model used to simulate the

forward link of both the low correlation coded DS-CDMA system and the orthogonal coded

DS-CDMA system. The binary information sequence of user £ (k=0,1,...K-1) is
given by bk[-] = ...bk[—ll bk[(ﬂ. bk[l], ..»  where the samples bk[i] = +1 are
defined at time instants i7, and where 7, denotes the bit duration. The sequence b [:I 1

first interpolated by a spreading factor of L in the manner

bk[g-]; nmodL=0

0, otherwise

d, r£|=

which is defined at time instants  #7, where T, denotes the chip duration and 7, = LT _.

Here and hereafter, i and 7 denote the bit and the c/hip numbers, respectively, and refer to the




defined time instants. The interpolated information sequence  d,[. | of user % is then multi-

plied with a common spreading code, PN U (the 11-bits Barker sequence is used in this
model [1]) then this wideband information signal is modulated via a QPSK modulation with
TCM, producing a stream of wideband transmission symbols, m, [:I . Finally, this wideband
transmission symbol 1s further interpolated by a factor of C, giving the already wideband

transmission a further spread. The resultant signal, ¢, I:I , is then multiplied with the user
specific CDMA code  a, [] in order to form the transmitted sequence ¢ [:I ! The output
sequence y|:| of the noiseless multipath channel® & H is distorted by an additive white

Gaussian noise sequence z[] with zero mean and variance Ny/2 (N, is the one-sided

noise spectra density). The received sequence r, [] is first filtered by a channel matched fil-

ter  4*[.]3, then multiplied with the user specific code a, [, | and after that, integrated over

the duration of C bits. Note that selective channel multiplexing using CDMA code sequences

in this system is performed at the transmitting and receiving ends of both the transmitter and

receiver to increase the robustness of the DS-CDMA system to other system interferences (i.e.

1. Note that the separation of PN spreading and CDMA code spreading allows for a control of the final
spread ratio of the signal. Usually the CDMA code spread is fixed to the period length of the CDM A
code, thus for a fixed transmission bandwidth, the ratio of spreading by the PN sequence bas to be
adjusted accordingly.

2. Inthis chapter only the additive white Gaussian noise channel is evaluated, Current work is being
carried out to evaluate systermn performance in muijtipath channels such as the Rayleigh fading chan-
nel and the Rician fading chaonel.

3. Only in simulation with multipath channels as indicated in Footnote 2.
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noise and other access channels). After selective demultiplexing, the received signal is further

demodulated using a QPSK demodulator with Viterbi soft decoding. The output signal, [, ]
is multiplied with the general spreading sequence PN I:] and sampled every L-th chip in

order to get by H as an estimated of b, [] )

In this chapter, the pulse shaping X I:] is chosen as a rectangular function of length L chips

and unit amplitude,

4.2.1 Simulating varying distance transmitter

To simulate the effects of varying distance of transmitter from the receiver, each transmitter in

* the simulated DS-CDMA model transmits at a signal power of

k
Signal Power = Noise Power X lommmW

For the evaluation of BER performance, this chapt. only looks at the worst case scenario,

which is the BER observed at access channel &k = 0. (Refer Figure 30 for the COSSAP layout

of the simulation model.)
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4.3 CDMA coding

Traditional CDMA systems uses low correlational code sequences such as Gold codes and
Kasami codes for CDMA code multiplexing [31,33]. In recent developments, such as in Qual-
comm’s proposed CDMA cellular system [34], orthogonal coding is used for CDMA code
multiplexing. This chapter presents a performance evaluation of both systems in terms of BER

for the worst case channel in a forward-link network configuration.

4.3.1 Optimum Gold code set

For the purpose of this chapter, an optimum set of Gold code sequences as proposed in [31]
has been selected. Dertvation of the preferred pairs maximum-length sequences which make
up this code set can be found in [31].

The Gold set used is 7-bits in length and can accommodates up to 9 users. Each user and their

specific CDMA 7-bits Gold code is listed in Table 10.

User, k 7-bits Gold code sequence
0 1-1111-1-1
1 11-11-1-11
2 S1i1-11-11
3 S h-11-1-1-1
4 11-1-111-1
5 1-1-1-1-1-11

Table 10: User specific CDMA 7-bits Gold code set
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User, k . 7-bits Gold code sequence

6 -1-11-1-11-1
7 o 1111-111
8 -1-1-11111

Table 10: User specific CDMA 7-bits Gold code set

Cross correlation between 7 bits Gold code sequence set

el
/
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®
/

o
o
/

i
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/

o
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Cross correlation between each Gold code sequence

7 bits Gold code sequence 7 bits Gold code sequence

Figure 28: Cross-correlation of the 7-bits Gold code sequences

Figure 28 shows the cross-correlation of the 7-bits Gold code sequences. As indicated in Table
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11, the cross-correlation between each of the 7-bits Gold code sequence and another is £0.1.

1 2 3 4

0 1 1 -1 A -1 -1 1
1 1 1 -1 A -1 -1 1
2 -1 -1 1 -1 1 I -1
3 1 1 -1 1 -1 -1 A
4 -1 -1 1 -1 1 1 -1
5 -.1 -1 1 -1 1 1 -1
6 1 \ -1 1 -1 -1 !

Table 11: Cross-correlation between the Gold code sequences

4.3.2 Rademacher-Walsh orthogonal code sequences

As for the orthogonal CDMA code set, an optimum orthogonal 16-bits Rademacher-Walsh

code set as proposed in Chapter 1 s used.

Even though this optimal orthogonal code set can support up to 16 simultaneous users, only 9

code sequences out of the total 16 are used in the simulation model. This is to ensure an equiv-

“"alent comparability between the two evaluated systems. Each user and their respective orthog-

onal 16-bits Rademacher-Walsh code sequence are listed in Table 12.
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User k 16-bits Rademacher-Walsh sequence

0 111111111111111

1 -1-1-1-1-1-1-1-111111111
2 -1-1-1-111111111-1-1-1-1
3 r111-1-1-1-11111-1-1-1-1
4 11-1-1-1-11111-1-1-1-111
5 -1-11111-1-111-1-1-1-111
6 -1-111-1-11111-1-111-1-1
{i 11-1-111-1-111-1-111-1-1
8 t1-1-111-1-111-1-111-1-11

Table 12: User specific CDMA orthogonal 16-bits Rademacher-Walsh code set

Cross correlation between 16 bits orthogonal Rademacher_Walsh code sequence set

=y
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o
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Cross correlation between each Rademacher_Walsh code sequence

0 o
Rademacher_Walsh code Rademacher_Walsh code

Figure 29: Cross-correlation of the 16-bits orthogonal Rademacher-Walsh code sequences
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Figure 29 shows the cross-correlation of all 16 orthogonal 16-bits Rademacher-Walsh code

sequences. Frony Table 13, the orthogonal nature of the 16-bits Rademacher-Walsh code

sequences is observed in the O cross-correlation between each 16-bits Rademacher-Walsh

sequence with another.

k|0 1)2]|3|4 |5 (|67 |89 |10)1112{13[14]15
0 ;1 O {0 {O ;0 |0 O |O |O |O }|O |0 |O |O |O (O
1 (o0 |1 (O |O |O (O |O {0 |0 (O (O 0 (O [0 |0 ;0
2 (0 O |! |O O |O |O |O (O |O ;0 |O (O (O |O |O
3 |J]o |6 |O |1 (O |O (O (O |O (O |O |O O (0 (0 O
4 [0 (O |0 O {1 10 10 (0 {0 {0 ;0 j0 jO0 ;0 |0 (O
5 |0 (O |O /O (O |1 |O {0 |O 10 |O |O (O {0 O |O
6 {0 |10 (0O |O |O ;O |1 |O (O |O (0O [0 [O (O (O {0
7 10 |0 |O (O O |O |O 1 (O |O |O |O ;0 |O (O |O
8 (¢ {O |0 (O |O |O [O (O (1 'O (O fO0O {0 {0 {0 10
9 (0 (O (O |O O |O |O (O (O 1 (O |0 40 JO (O |O
(6 (0 (O }O |O |0 (O }O |0 |6 |2 O [O |O |O (O
1mio o (0 {0 0o ¢ |0 |0 |0 |0 O I |O (O (O ;O
12 |0 |0 (O {0 |O |O (O [O O {0 1O (O |2 [O {O IO
3|0 |0 /0 |O (O (O |O |O (O [0 (O |O |0 |1 |JO |O
4 (0 |O (O [O (O JO {0 0 (O (O (O (O {O |O (1 |O
150 {0 {0 {0 {0 {0 }0 0 }J0 {0 (0 0 10 |0 |O |1

Table 13: Cross-correlation between the 16-bits Rademacher-Walsh code sequences
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4.4 Simulation method

BER of the simulation model is evaluated in the COSSAP environment. Estimate of the BER

is derived using Monte Carlo simulation method for a sample size of 107 samples for each

SNR. At least 10 errors is registered for each Monte Carlo BER estimation, The COSSAP

simulation model used is given in Figure 30.

9 channels testbed network used to test RW and Gold CDMA codes
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Figure 30: COSSAP model of 9 channels DS-CDMA system simulation
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4.5 Simulation results

DBEF{ vs SNR for a worst case in a 9 users DS-CDMA channel using 7-bits Gold codes

10

Bit Error Rate (error/sample)

0 2 4 6 8 10 12 14 16 18 20
Signal-to-Noise Ratio (dB)

Figure 31: BER of the DS-CDMA system using 7-bits Gold code sequences

Figure 31 presents the BER performance of the DS-CDMA system utilizing low correlational
7-bits Gold code sequences. The SNR of interest for our DS-CDMA indoor microwave ATM

LAN is from O to 20 dB.
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BER of Worst Channel in Varying Power Simulation - Walsh Ra demacher Codes

.70 a i

10° g

BER (error/sample)

: 1 | 1
0 2 4 6 8 10 12 14 16 18 20
SNR (dB)

Figure 32: BER of DS-CDMA system using the 16-bits Rademacher-Walsh sequences

Figure 32 presents the BER performance of the same DS-CDMA system utilizing the 16-bits

orthogonal Rademacher-Walsh sequences.

From these preliminary results, it can be said that orthogonal codes do have a performance
advantage over low correlation code-sets such as the 7-bits Gold codes. On the other hand, the
number of low correlation codes in a set is not fixed at the bit length of the code sequence

used, while with orthogonal sequences such as the Walsh-Rademacher codes, the number of

code sequences is fixed at the bit length of the sequence being used.
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Hence, the low correlation 7-bits Gold code set can accommodate TGota + 2 number of
simultaneous users, but the orthogonal code set can only support Tpy simultaneous users.
Where Tg,4 = bits length of Gold code; Tgy = bits length of the Rademacher-Walsh
orthogonal code. Where the orthogonal codes gained in system efficiency it lost in system

throughput in comparison to low correlation Gold codes.
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5 Conclusion

This thesis has presented a novel design for a simulation model of DS-CDMA indoor
microwave ATM LAN. The developed simulation model is implemented in COSSAP and is
highly modular and fiexible to parameter changes. Therefore it may be used in the
performance evaluation of different physical Iayer components for such a network. An

example of such a contribution is given in Chapter 4.

Currently the model developed in this thesis is being used by the ‘Wireless ATM Hub Design’
team within the Cooperative Research Centre for Broadband Telecommunication and

Networking in their design work for a wireless ATM hub.

The work done in this thesis is original and has been accepted for publication at national and

international conferences [9, 36, 37].

Items for further research originating from the work done in this thesis are as follow:
= Performance evaluation of different physical layer components of DS-CDMA indoor
microwave ATM LAN, This includes evaluation of different:
* PN spreading sequences
*  QOther CDMA coding schemes
» Different channel modelling and performance of system in these channels
* Power control
« Different channel modulation schemes

*  Error Correction Coding
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*  Evaluation of hybrid spread spectrum systems

Increase simulation efficiency for a large scale simulation using statistical and

mathematical modelling techniques.
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Appendix A: Source, Sink and Matched Filter functional blocks

Following are the configuration files and COSSAP models for the Real Signal Source
Generator (PPGENR), BER Counter and 0.5 Raised-Cosine Roll-off Matched Filter
(rerfge).
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A.1 Real Signal Source Generator (PPGENR)

At Ao et e de e e ok dee ke e e ek sy Sodeiede ke ek dek e dede e ke e de i Ao e et ek i ek e e i i e ek

SYSTEN CONFIGURATION

el e e e S de o ol e e e ek 30 e s ey e e e o sk e e ol e ke el e ok o s e e el o e e e e e e

layout name  : unknown

usar name : Alfred Tan &t python

installation id :204

current date  : 09-cct-95 13:23

creationdate :urknran

used fibraries : 0.0.0 ${COSSAP_MODELS}/mod63/mod63.mdb

number of models : 1

assignment file : undefined

BLOCK :
model name  :ppgenr
model id :0.0.0.12

saquence number : 4

INPUT_DATASETS :

1 PATTERN

dataset id : Inputt

file type - implicit

file format : COSSAP_BINARY

filename ; $COSSAP_USER_GC\inputi txt

OUTPUT_PORTS :

1(R)OUTPUTT oo SIG_0003

output_rate : default

SELECTED IMPLEMENTATION :

implamentation................... = DEFAULT_IMPLEMENTATION

Table 14: Configuration file for COSSAP model ppgenr
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Real Signal Source

PPGENR

Real output

Figure 33: COSSAP model (ppgenr)

# 16 (R)
0
0
)
0
0
1
0
1
1 ]
1
0
0
1
1
1
1
# 1 (R)

Table ¥5: A sample of input data file for ppgenr
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A.2 BER Counter

dr ke fa el el de ke e e ek e e ol s ek el e e el e e e e e dodedede e el dde dede ek e e ek o ik de e ek e ek

SYSTEM CONFIGURATION

dedrdrdedrdr ki Aok ek ik ekt de ek il ol i o e i drde el dr e et deaie et b ks ik g dokekeodeir e e de e detie ke

layout name  : BER Counter

user name : Alfred Tan at python

inciallation id : 204

cumrent date  : 09-oct-95 13:24

creafion date  : unknown

used librasies : 0.0.0 ${COSSAP_MODELS}/mod63/mod63. mdb

0.0.2 ${COSSAP_MODELS}/dsp/dsp.mdb

number of models : 2

assignment file : undsfined

BLOCK :
model name  : countp
model id :0.0.0.237

sequence number : 5

PARAMETERS :

1 () MAX_NUM_ONES................. undefined
2 (1) MAX_NUM_ITEMS................ undefined
3 (R)X_VALUE..........coun........ undefined

OUTPUT_DATASETS :

1 COUNTS

dataset id :

chart type :LINE

plot format : RATE

filetype :implicit

file format : COSSAP_BINARY

filenamea : (disabled)

INPUT_PORTS :

Tahle 16: Configuration file for the COSSAP model of BER Counter




1{l)IN_BIN..................... cONNected to : SIG_0003

scheduling - self-scheduled

SELECTED IMPLEMENTATION ;

implementation.................. = DEFAULT_IMPLEMENTATION
BLOCK :

model name : cmpne

modal id 10,0232

sequence number ;4

INPUT_PORTS :

1 (R} Input1........................ connected to : SIG_0004
scheduling : self-scheduled

2 (R) Input2........................ connected to : SiG_0005
scheduling : self-scheduled

OUTPUT_PORTS :

1 (I) Output........................ connected to : SIG_0003

output_rate : default

SELECTED IMPLEMENTATION :

implementation.................. = DEFAULT_IMPLEMENTATION

Table 16: Configuration file for the COSSAP model of BER Counter
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BER Counter

Signal from transmitter source

BER COUNTER COMPARE_NOT_EQUAL

Signal from receiver sink

Figare 34: COSSAP model of the BER couitter
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A.3 0.5 Raised-Cosine Roll-off Matched Filter (rcrfgc)

Vet e e At e e e s fe el dele el e e de e sk o e et el ke e dededeoke e deiededr e seoiedeok dek e e it ik driedoiedr e de e rdedek e ke

SYSTEM CONFIGURATION

i dre el A Al i G et de e e i e ek e i e ok e et ik ek ke i R R A e e i e e e

iayout name  :rerige

uSar name : Alfred Tan at python

installation id : 204

curent date  : 10-o0ct-95 13:47

creation data  : unknown

used libraries : 0.0.0 ${COSSAP_MODELS})mod63/mod63.mdb

number of modeis : 1

assignment file : undefined

BLOCK :

model name s rerfqe

model id :0.0.0.158

sequence number : 4

PARAMETERS :

1 (R) SAMPLING_TIME................. 1.0

2 (R) CUTOFF_FREQUENGCY_3DB.......... 0.4

Table 17: Configuration file for COSSAP model rerfge
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3 (R) ROLLOFF.........onn= 05

4(R)GAIN oo 1.0

5 (I) FFT_LENGTH.................... 2048

6 (R} ATTENUATION_ISI............... 0.0

7 {(R) ATTENUATION_NCD............... 0.0

INPUT_PORTS :

1(R) IN_REAL ...................... connected to : SIG_0003
scheduling : self-scheduled

2 (R) N_IMAG....................... connected to : SIG_0004

scheduling : self-scheduled

OUTPUT_PORTS :

1 {R) OUT_REAL...................... connected to : SIG_0005
output_rate : default
2 (R)OUT_IMAG...................... connected to : SK5_0006

output_rate :default

SELECTED IMPLEMENTATION :

implementation................. = DEFAULT_IMPLE MENTATION

Table 17: Configuration file for COSSAP model rerfgc

Matched Filter with 0.5 Cosine Roll-off
Input Real Input Imagicary
RCRFQC
v Output Heal Cutput Imaginary

Figure 35: COSSAP model (rerfge)
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Appendix B: Pseudorandom Noise spreading and despreading
functional blocks

Following are the configuration files and COSSAP madels for the 11-bits Barker Sequence
Spreading Functional Block (Barker sp) and the 11-bits Barker Sequerce Despreading
Functionat Block (Barker dsp).

B.1 11-bits Barker Sequence Spreading Functional Block (Barker_sp)

e e e e g e et e £k e dr i e i A S i e e o e e e e itk ek sk ok e dee e ek ek de ded e ok dede e i e e e e e ded e

MODEL CONFIGURATION

et e e dodrde e e dedook ok 4 e e e e e dod de et drde ok Ak et e et ek e e e e e e e ek e e e e e de e e i e e

MODEL NAME :
Barker_sp

PARAMETERS :

(1) $8_Hold
used in block HOLDR (4) :
HOLD_FACTOR.............. = $B_Hold

INPUT_PORTS :
(R) $INPUT_REAL

QUTPUT_PORTS :
(R) $OUTPUT_REAL
Table 18: Configuration file for COSSAP model Barker_sp
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Barker Sequence Spreading

Input
1:3B_Holad
Hold Joput for 1{ times
HOLDR
l Barlrer function gemerator (11 bits long)
. Barker_tGon

i Output

Figure 36: COSSAP model (Barker_sp)
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B.2 11-bits Barker Sequence Despreading Functional Block (Barker_dsp)

v 0 e e e e e W ke e o S ol e e e de Ao o e b e A e de e ek de e e ok ek e e et o b i deoky el el o de ke o dede e e ek

MODEIL CONFIGURATION

et e e v e o e e e 3ok e ke 2 vk S e el bt e e e e e e e e e o e e e e e e e e e dr e e e drde e e de e ok de o dedeairdede vk e de sy e e

MODEL NAME :
Barker_dsp

PARAMETERS :

(1) $B_Hold1
used in block SRDR (7) :
DECIMATION_FACTOR........ = $B_Hold1

INPUT_PORTS -
(R) $INPUT_REAL

OUTPUT_PORTS :
(R) $OUTPUT_REAL
Table 19: Configuration file for COSSAP model Barker_dsp
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Barker Sequehce Despreading

Output

T $B_Hold: 1

SROR Saraple Input every 1l bits
f 1:1 Barler function generator {11 bits long)
. Barksi_Gon

1

# -1 (R)
Table 20: 11-bits Barker sequence input data file
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Appendix C: Transmission channel modulator and demodulator
blocks

Following are the configuration files and COSSAP models for:

= the BPSK Modulator (BPSK T),

» the BPSK Demodulator (BPSK V),

» the DBPSK Modulator (DBPSK T),

= the DBPSK Demodulator (DBPSK V),
» the QPSK Modulator (QPSK 7),

» the QPSK Demodulator (QPSK V),

» the DQPSK Modulator (DQPSK T)

» the DQPSK bemodulator (DQPSK V)

All the transmission channel modulation models have TCM and all the transmission channel

demodulation models use Viterbi soft decoding. The Trellis/Viterbi encoding/decoding file for
each of the functional model is also presented.

C.1 BPSK Modu!ator (BPSK_T)

dedede e e e Bk o e e S e e e e sl e e ey A e e R ek e At e e i ek i e e kb e

MODEL CONFIGURATION

e dede it 30 e dp Skt g e el et deo e el e d i e s e s de Wk g der A e e e e e el e e et de Sl dedr e e dear ey

MODEL NAME :
BPSK_T

INPUT_PORTS :
(R) $INPUT_REAL

OUTPUT_PORTS :
(R) $OUTPUT_REAL
(R) SOUTPUT_IMAG

Table 21: Configuration file for COSSAP model BPSK_T
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EPEK modulator with Trellis encoding

Real input
Convert hipolar binary
CMPGES to unipolar
Trellis encoding
TRELL1
BPSK modulater
MPSIH

Renl outputl,

EL Imaginary output

Figure 3§: COSSAP model (BPSK_T)
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C.2 BPSK Demodulator (BPSK_V)

e dedek iy it sk e e e e e e e e e e dedr e o ek 1 e e e de sk A Sl o ke ek ek dededr ek ik ek e

MODEL CONFIGURATION

e el e e vy iy s e e ok el e sk ol o e v e ek o ey ok e e o o el Sl e iy ke ek e e el ok el kel ek ek o e

MODEL NAME :

BPSK_V

PARAMETERS :

() $SURVIVOR_DEPTH

used in block VITRB1 (4) :

SURVIWVOR_DEPTH........... = $SURVIVOR_DEPTH

INPUT_PORTS :

(R) $INPUT_REAL

(R) $INPUT_IMAG

OUTPUT _PORTS -

(R) $OUTPUT_REAL

Table 22: Configuration file for COSSAP model BPSK_V
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Viterbi
Real output T BPSK demodulator with Viterbl decoding
Converting unipoler binary
THRESHOLD back to bipolar
:
MizR Integer 2 Renl
WTRA1 Viterbi soft decoding
Real inputlll rllmaginary input

Figure 39: COSSAP model (BPSK_V)
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‘NUMBER_OF _STATES

2

MAXIMUM_#_OF _PARALLEL_BRANCHES P

i

‘NUMBER_OF_BRANCHES_JOINING_AT_ONE_STATE

2

NUMBER_M_OF_CHANNEL_SYMBOLS

2

SELECT_MODULATION_(MPSK=0_QAM=1)

0

WITH_DIFFERENTIAL_CODING_(YES=1_NO=0)

0

“TRELL!S_TABLE_(STATE,CHANNEL _SYMBOL)"

i 1 0
1 2 1
2 1 1
2 2 0

.
.COMPONENT TABLE_FOR_CHANNEL_SYMBOLS

Table 23: Trellis/Viterbi encoding/decading parameter file for COSSAP model BPSK_T & BPSK_V
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C.3 DBPSK Modulator (DBPSK_T)

e dedel ik dedek drir e e s e de fodrir e dede ek ol idedeiede it e dede i i el iR i e Rk R e ek R i ek i ek

MODEL CONFIGURATION

fe i e dr i e e e de e ok e i Bk A e de Wl A ik ke g e el ek ko ekl i i e i e e e el

MODEL NAME :
DBPSK_T

INPUT_PORTS :
(R) $INPUT_REAL

QUTPUT_PORTS :
(R) $OUTPUT_REAL
(R) SOUTPUT_IMAG
Tabte 24: Configuration file for COSSAP model DBPSK_T

]
DH ulat 111
Real tnput Tl PSK modulator with Trellls encoding

Convert bjpolar binary

CUPGES to unipolar
Trellis encoding

TRELL1
DBPSK modulator

MPSKM

Real output ‘L LL Imnginary output

Figure 40: COSSAP model (DBPSK_T)
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C.4 DBPSK Demodulator (DBPSK_V)

wiedrke bRk ek i A R A R i e Rk ek ek kb Ak R Rk kN ek ik

MODEL CONFIGURATION

de e i de e dode e Aokl dedr e dedede sl ek ek ik e ke ek ek bk e e e ek bk e b Al i e b e i ki e

MODEL NAME :
DBPSK_V

PARAMETERS :

() $SURVIVOR_DEPTH
used in block VITRB1 (4) :
SURVIVOR_DEPTH........... = $SURVIVOR_DEPTH

INPUT_PORTS :
(R) $INPUT_REAL
(R) $INPUT_IMAG

OUTPUT_PORTS
(R) SOUTPUT_REAL

Table 25; Configuration file for COSSAP model DBPSK_V

Real output T DBP3K demodulator with Viterbi decoding

Converting unipolar binary
THRESHOLD back to bipolar |
|
[
j
i
MIZR Integer 2 Real |
|

)
VITRA1 Yiterbi soft decoding
!
Real input Imaginery input

Figure 41: COSSAP mode! (DBPSK_V)
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NUMBER_OF_STATES

2

‘MAXIMUM_# OF_PARALLEL_BRANCHES_P

1

NUMBER_OF_BRANCHES_JOINING_AT_ONE_STATE

2

'NUMBER_M_OF_CHANNEL_SYMBOLS

2

SELECT_MODULATION_(MPSK=0_QAM=1)

0

.WITH_DIFFERENTIAL_CODING_(YES=1_NO=0)

1

* TRELLIS_TABLE_(STATE,CHANNEL_SYMBOLY"

(R Y T

0

1

-kt P =

1

RO == -

2 0

.COMPONENT _TABLE_FOR_CHANNEL_SYMBOLS

| ST | !

0 1

1 -1 0

.END

Tabie 26: TreHis/Viterbi encoding/decuding parameter file for COSSAP model DBPSK_T & DBPSK_V
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C.5 QPSK Modulator (QPSK_T)

Fdrieir e fodh e A R A ik ok e el e ol Ak ik ik ek i A i ek el e AR il e ek Wk

MODEL CONFIGURATION

i i i deoh dede et b dededek e et dedede R e ik i Ak b i el e e rieieiek bl dedeir b feicfeoiriek ek o e s

MODEL NAME :

QPSK_T

INPUT_PORTS :

(R) $INPUT_REAL

OUTPUT_PORTS :

(R) SOUTPUT_REAL

(R) SOUTPUT_IMAG

Table 27: Configuration file for COSSAP model OPSK_T

QPSK modulater with Trellis encoding

Real input T
Convert bhipolar binary
CHAGES to unipolnr
TRELLY Trellis encoding

Renal output l l Imaginary sutput

Figure 42: COSSAP model (QFSK_T)

— QPSK modulatsr (no differentisl coding)




C.6 QPSK Demodulator (ZPSK_V)

el e ARt e e A e e e sk o ek i s B ek e e e o e e e dek e e e e el ek dededk el i e dei e ek

MODEL CONFIGURATION

L2 L t s e s D R s T P L e R R T s L L It T e L]

MODEL NAME -
QPSK_V

PARAMETERS :
() $SURVIVOR_DEFTH
used in block VITRB1 (4) :
SURVIVOR_DEPTH........... = $SURVIVOR_DEPTH

INPUT_PORTS :
(R} $INPUT_REAL
(R) $INPUT_IMAG

QUTPUT_PORTS :
(R) $OUTPUT_REAL
Table 28: Configuraticu file for COSSAP model QPSK_V

QPSK demodulater with Viterbi decoding
Reel outputT

Convert unipolar binary :
THRESHOLD back to bipolar i
MI2R Integer 2 Real conversion Ii
|
vITRA1 Viterbi soft decoing [
J
|
Real i.nputL llmaginary input J
[ S

Figure 43: COSSAF model (GPSK_V)



.NUMBER_OF_STATES

4

MAXIMUM_#_OF _PARALLEL_BRANCHES_P

1

NUMBER_OF_BRANCHES_JOINING_AT_ONE_STATE

2

NUMBER_M_OF_CHANNEL_SYMBOLS

4

SELECT_MODULATION_(MPSK=0_QAM=1)

0

.WITH_DIFFERENTIAL_CODING_(YES=1_NO=0)

0

- TRELLIS_TABLE_(STATE,CHANNEL_SYMBOL)"

NS S O TN Y

1 0

PO i | i Ca] =
Wl -l Sl AN

i@ IO =

4 1

.COMPONENT_TABLE_FOR_CHANNEL_SYMBOLS

e R

] 1 0

1 0 1

2 -1 0

3 0 -1
.END

Table 29: Trellis/Viterbi encoding/decoding parameter file for COSSAP model QPSK_T & QPSK_V
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C.7 DQPSK Modulator (DQPSK_T)

LEL IR LR RS TS L R R gt D L D P AT AT PR T g L PR L TR R

MODEL CONFIGURATION

EAR 2Rt I At Tt b g DR T A L b F R T et d LR P g T

MODEL NAME -
DQPSK_T

INPUT_PORTS :
(R) SINPUT_REAL

QUTPUT_PORTS :
(R) SOUTPUT_REAL
(R} $OUTPUT_IMAG
Table 30: Configuration file for COSSAP model DQPSK_T

Real input
DQPSK modulator with Trellis encoding j
Converting bipolar bisary CUP 8
to unipolar
1
Trellls encoding
TRELL1
QPSK muodulator WPSK
Resl output TTM output

Figure 44: COSSAP model (DQPSK_T)



C.8 DQPSK Demodulator (DOPSK_V)

e itdedrvk e def drie e e dedr i e iR el drdekedeiedeo deded ek e drieicie i de e ek e ek ek e i edek dodede e e el e e e ik il

MODEL CONFIGURATION

st fedrdr e diede e i A deiede e e e o o e e B e e i sk e e e e e 2 e kel e e e Iedeiedei ek

MODEL NAME :

DQPSK_V

PARAMETERS .

(h $SURVIVOR_DEPTH

used in block VITRB1 (4) :

SURVIVOR_DEPTH........... = $SURVIVOR_DEPTH

INPUT_PORTS

(R) $INPUT_REAL

(R} $INPUT_IMAG

OUTPUT_PORTS :

(R) $OUTPUT_REAL

Table 31: Configuration file for COSSAP model DGPSK_V

DQFSK demodulator with Viterbi decoding

Real output T

Figure 45: COSSAP model (DQPSK_V)

Converting unipolar binary
THRESHOLD to bipolar binary
[ MzZR Converting integer to real
VITRO1 Viterbl soft decoding
Resl input l l Imaginary input

signal
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.NUMBER_OF _STATES

4

MAXIMUM_#_OF_PARALLEL_BRANCHES_P

1

NUMBER_OF BRANCHES_JOINING_AT_ONE_STATE

2

.NUMBER_M_OF CHANNEL_SYMBOLS

4

SELECT_MODULATION_(MPSK=0_QAM=1)

0

'WITH_DIFFERENTIAL_CODING_(YES<=1_NO=0)

1

* TRELLIS_TABLE_(STATE,CHANNEL_SYMBOL)"

RS NS T S

1 1 0
i 3 2
2 1 2
2 3 0
3 2 1
3 4 3
4 2 3
4 4 1

.COMPONENT_TABLE_FOR_CHANNEL_SYMBOLS

0 1 0
1 ] 1
2 -1 0
3 0 -1

Table 32: Trellis/Viterbi encoding/decoding parameter file for COSSAP model DQPSK_T & DQPSK_V
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Appendix D: CDMA multiplexer and demultiplexer blocks

Following are the configuration files and COSSAP models for the 16-bits
Rademacher-Walsh Orthogonal Sequence Multiplexer Functional Block (Waish Mux)
and the 16-bits Rademacher-Waish Orthogonal Sequence Demulfiplexer Functional
Block (Walsi_DMux). Their respective complex signals counterpart is also illustrated.

D.1 16-bits Rademacher-Walsh Orthogonal Sequence Multiplexer
Functional Block (Walsh_AMMux)

Sk dbrdhhhie b bk drddh bbb bbbl gk dd bbbk bk b kdkrd et b dhhiibiresdi

MODEL CONFIGURATION

e dede i dede e e Aok e Aol i e e e el e i e e e deodr o e e ot e i e b e e e ek e e e e e e i il el e e e

MODEL NAME :
Waish_Mux

PARAMETERS :

(I} $Walsh_Num_Bits
used in block HOLDR (4) :
HOLD_FACTOR.............. = $Walsh_Num_Bits

INPGT_PORTS :
(R) $INPUT_REAL

OUTPUT_PORYS :
(R) $OUTPUT_REAL

INPUT_DATASETS :
$walsh
used in block Walsh_Gen {005)
’- dataset name : PATTERN
dataset number : 1

Table 33: Configuration file for COSSAP model Waish_Mux




Walsh Multiplexer

Input
1:§Walah_Num_Bite
Hold Input for Walah Num_Bite times

| 11 Walah function generator (Walsh Num Fits loag)

=

———e e ]

Figure 46: COSSAP model (Walsh_Muyx)




D.1.1 16-bits Rademacher-Walsh Orthogonal Sequence Multiplexer Functional Block
(Walsh_Mux_QC) - Complex Signals

o e dedede it e dede e e Sede vl ded e dede AR vl e e ek deiese i deied e dodr ded e i e ds e e e de el e de e dedede ek drdede dede deded ek ke

MODEL CONFIGURATION

e e e et e s e et o 0 e e o e A O el e e Il et e il 30 e e e e ke g ek et e o e dri e e e de e et e de e i

MODEL NAME
Walsh_Mux_QGC

PARAMETERS :
(f) $wWalsh_Num_Bits
used in block Walsh_Mux (6) :

Walsh_Num_Bits........... = §v/alsh_Num_Bits

used in block Walsh_Mux (5) :

Walsh_Num_Bits........... = $Walsh_Num_Bits
INPUT_PORTS :

(R) $INPUT_REAL
(R) $INPUT_IMAG

OUTPUT_PORTS :
(R) SOUTPUT_REAL
(R) SOUTPUT_IMAG

INPUT_DATASETS :
$Walsh

used in block Walsh_Mux (005)
dataset name : Walsh
dataset number : 1

used in block Walsh_Mux (006)
dataset name : Walsh
dataset number : { _J

Table 34: Configuration file for COSSAP model Walsh_Mux_QC
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Walsh Multiplexer for Complex Signal

Real input

Imaginary input

Walsh_Mus

Walsh_Mux

Real output

Imaginary output

Figure 47: COSSAP model (Walsh_Mux_QC)
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D.2 16-bits Rademacher-Walsh Orthogonal Sequence Demultiplexer
Functional Block (Walsh_DMux)

W dededede v ey e e ek e e et e e b i e e e e e e e o e e e e ki e e ek deoe e ek e e e e ek S ek e ke

MODEL CONFIGURATION

e et e et e e ek e e e e e de s e sk e et dese e el e e dedr el e o Jede e o e e et ik b e e ok dedede e e e e ek e

MODEL NAME :
Walsh_DMux

PARAMETERS :

(1) $Waish_Num_Bits
used in block Integrator (7) :
NumberOfitems............ = $Walsh_Num_Bits

INPUT_PORTS :
(R) $INPUT_REAL

OUTPUT_PORTS :
(R) $OUTPUT_REAL

INPUT_DATASETS :
$Walsh
used in block Walsh_Gen (005)
dataset name ; PATTERN
dataset number : 1

Table 35: Configuration file for COSSAP model Walsh_DMunx
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Walsh Demultiplexer

{utput
¥alak Hom Bits:)
Intograts the input over a peried of *Walsh_Hum Fits long
Inkagrolor
1 t:1 Walahi fumotion generator (§¥alzh NUm Bits long)
. Wah Cen

Figure 48: COSSAP model (Walsh_DMux)

126



D.2.1 16-bits Rademacher-Walsh Orthogonal Sequence Demultiplexer Functional Block
(Walsh_DMux_QC) - Complex Signals

ek Ao drde ke Aok il i o e o i e e e e g A i e ek A e e i ek ek e ik el b ek Wk bk &

MODEL CONFIGURATION

etk e deie i e e il e o el e Bk e e de e e e i Rl e de ok e e e ek kb ek b ek ik o

MODEL NAME :
Walsh_DMux_QC

PARAMETERS :
{l) $walsh_Num_Bits
used in block Walsh_DMux (5) :

Walsh_Num_Bits........... = $Walsh_Num_Bils

used in block Walsh_DMux (4}

Walsh_Num_Bits........... = $Walsh_Num_Bits
INPUT_PORTS ;

(R) $INPUT_REAL
(R) $INPUT_IMAG

OUTPUT_PORTS :
(R) $OUTPUT_REAL
(R) SOUTPUT_IMAG

INPUT_DATASETS :
$Walsh_d

used in block Walsh_DMux (004)
dataset name : Walsh
dataset number : 1

used in block Walsh_DMux (005)
dataset name : Walsh
dataset number : 1

Table 36: Configuration file for COSSAP model Walsh_DMux_QC
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Walsh Demultiplexer for Complex Signal

Imaginary input

Real input
Walsh_DMux Walsh_DMux
Real output Ir=aginary output

Figure 49: COSSAP model (Walsh_DMux_QC)
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# 16 (R)

-t | —h | ek | ek | ek ] oemk | omed | ek

-1
# -1{R)
Table 37: Sample of 16-bits Radenmacher-Walsh sequence input data file
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Appendix E: Channel Modelling

Following are the configuration files and COSSAP models for the Additive White Gaussian
Noise (AWGNQC), Rayleigh Distribution Multipath Fading (M_RAYLEIGH) and Rician
Distribution Multipath Fading (RICE) channels. All these channel models are from the

COSSAP system libraries and each supports the use of complex signals.

E.l1 Additive White G aussian Noise (AWGNQC) Channel

AR drde el Aok ke Al e i e R e B e i R e e ek e i e Sl ke ek e kel

block: awgnge BLOCK CONFIGURATION

b i P Fa BT A BT A e da al s s 2 s A bt Tl PSR EE R L b Ll gt el d

user id : 0 (SYNOPSYS)

BLOCK :

model name T awgnae

model id 1153

LIBRARY : |
name : mod63.mdb

directory  : ${COSSAP_MODELS}/mod63 T
type : database

installation id : 0 (all machines at Synopsys DSP Tools, Aachen) ‘{

library id : 0

Tahte 3§: Configuration file for COSSAP model AWGNQGC




sequenca number : 4

PARAMETERS :

1(R)SNR..coeevercvreeerr.. $SNR

2 (R) SIGNAL_POWER.................. $Signal_Power
3 (R) FACTOR.......c..eceoc.... 1.0

4 (1) SIGNAL_POWER_KNOWM............ 1

5 (1) RANDOM_SEED................... 24091971
INPUT_PORTS :

1{R) IN_REAL...................... not connected i
2 (R) IN_IMAG....................... not connected
OUTPUT_PORTS :

1 (R) QUT_REAL...................... not connacted

2 (R) OUT_IMAG..................... not connected
SELECTED IMPLEMENTATION :

implementation type.............. = DEFAULT_IMPLEMENTATION

Table 38: Configuration file for COSSAP model AWGNQC

Figure 50: COSSAP model (AWGNQC)

Additive White Gaussian Noise Complex Signal Channel
Input real [nput imaginavy
AWGHOC
Oulput real Qutput imaginary

\
|
|
|

IR



E.2 Rayleigh Distribution Muitipath Fading (M_RAYLEIGH) Channel

LAt 2 u g T L A daa a T a L b B R T L P e 2 TR Pl ]

MODEL CONFIGURATION

ek dededrd e deedodede drirde st drdede dede de e o s drdedvde sk e deok tede i e dr s ek e edeon e deie dede e sedeidek dedede il dedeiedr

MODEL NAME :
M_RAYLEIGH

PARAMETERS :
(1) SVELOCITY_KM_H
used in bloct: LININT (8) :

INTERPOLATION_RATIO..... =
INT(2928/REALGVELOCITY_KM H)}+0.5)

(R) $POWER_DB
used in block MCVCSM (15} .
SCALAR_REAL.............. = 10"*(}POWER_DB/20)
(1) $SEED
used in block WGNQC (4) :
RANDOM_SEED.............. = $SEED

INPUT_PORTS :
(R) $IN_REAL
(R) $IN_IMAG

OUTPUT_PORTS :
(R) $OUT_REAL
{R} $OUT_IMAG
Table 39: Configuration file for COSSAP model M_RAYLEIGH
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Figure 51: COSSAP medel (M_RAYLEIGH)
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E.3 Rician Distribution Multipath Fading (RICE) Channel

Tedededrd dedrdede et bk ded e dof dedew Ao ik deoke ok dedeoed e b i ik de ek e e ik ki i Rk ek kA e ik ke

MODEL CONFIGURATION

e de de ekl e el e e e O S de e e i el A o e s e e dededeodole e deelr i R e ol ek i o At e il e el dekodede e e

MODEL NAME :
RICE

PARAMETERS :
(1} $YELOCITY_KM_H
used in block FDEVC (13) :

LAMBDA................... = SVELOGITY_KM_H‘5.38125E-7
used in block M_RAYLEIGH (5) :
VELOCITY KM _H............ = 3VELOCITY_KM_H

(R) $TIME_U_SEC
used in block DELAYR (6) :

DELAY.....o............ = INT(10"$TIME_U_SEC)

{1) $SEED
used in block M_RAYLEIGH (5) -
SEED........o........... = $SEED

INPUT_PORTS :

(R) $IN_REAL

(R) $IN_IMAG

OUTPUT_PORTS :
(R) $OUT_REAL
(R) SOUT_IMAG

Table 40: Configuration file for COSSAP model RICE
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RICE FDEVC SUMR

_ m- SRR _j U PAYLEGH SuLR |

Figure 52: COSSAP model (RICE)
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Appendix I: Arithmetic signals adder blocks

Following are the configuration files and COSSAP models for the Arithmetic Adder for 9
Complex Signals (ADD9 QC) and the Arithmetic Adder for 16 Complex Signals
(ADDI16_QC).

F.1 Arithmetic Adder for 9 Complex Signals (ADD9_QC)

Al el e A e v AR R e ot e e e i e e e deiedol ok ek A e i dedekod de e i i e ek o ek e

MODEL CONFIGURATION

dede et e e et e dedr e e e el dedefedo i el dede de el e el O A e e e e de i e e ek ek o e e e i ek e e e ek

MODEL NAME:
ADD9_QC

INPUT_PORTS:
(R) $INPUT_REAL1
(R) $INPUT_IMAGT

Table 41: Configuration file for COSSAP model ADDS_OC
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(R) $INPUT_REAL2

(R) SINPUT_IMAG2

(R) SINPUT_REAL3

(R) SINPUT_MAG3

(R) $INPUT_REAL4

(R} $INPUT_IMAG4

(R) SINPUT_REALS

(R) $INPUT_IMAGS

(R) $INPUT_REAL6

(R) $INPUT_IMAGS

(R) SINPUT_REAL7

(R) $INPUT_IMAG?

(R) INPUT_REALS

(R) $INPUT_IMAGS

(R) $INPUT_REAL9

(R) $INPUT_IMAGS

OUTPUT_PORTS:

(R) SOUTPUT_REAL

(R) SOUTPUT_IMAG

Table 41: Configuration file for COSSAP model ADD9_(QC

8 COMPLEX SIGNALS ADDER

LT

]
|
ADDI_GC ADD3_GC r ADD3.OC ] ‘
|
|

) ~
' ,I L | ADD30C. J ' :
|

|| 1
¥ |
ADDS_QC r

Figure 53; COSSAP niodel (ADDY_QC)



F.2 Arithmetic Adder for 16 Complex Signals (ADD16_0QC)

Sedririre de dede gt ol dr iRkl et s e de e 3 Bk o e o e e S e e R e i e e T A e e e e S e i e ekl

MODEL CONFIGURATION

e e dede e e o e e % e e sk i Rk ek A A Al e kR e R R il ke e ek ke ek

MODEL NAME:

ADD16_QC

INPUT_PORTS:

(R) $INPUT_REALT

(R) $INPUT_IMAG1

(R) $INPUT_REAL2

(R) SINPUT_IMAG2

(R) $INPUT_REAL3

(R) $INPUT_IMAG3

(R) $INPUT_REAL4

{R) SINPUT_IMAG4

(R) $SINPUT_REALS

(R) $INPUT_IMAGS

(R) $INPUT_REAL6

{A) 3INPUT_IMAG6

(R) $INPUT_REAL?

(R} $INPUT_IMAG?

{R) $INPUT_REALS

(R) $INPUT_IMAGS

Table 42: Configuration file for COSSAP model ADDI6_QC
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(R) SINPUT_REALS

(R) $INPUT_IMAGO

(R) SINPUT_REAL10

(R) $INPUT_IMAG10

(R) SINPUT_REALT{

(R) $INPUT_IMAGT1

(R) $INPUT_REAL12

(R) SINPUT_IMAG12

(R) $INPUT_REAL13

(R) $INPUT_IMAG13

(R) $INPUT_REAL14

(R) $INPUT_IMAG14

(R) $INPUT_REAL 15

(R) $INPUT_IMAG1S

(R) $INPUT_REAL16

(R) $INPUT_IMAG16

OUTPUT_PORTS:

(Ry SOUTPUT REAL

(R) SOUTPUT_IMAG

Table 42: Cenfiguration file for COSSAP model ADDI6_QC

ADD16_QC

—

ADa_ac

Figure 54: COSSAP model (ADD16_0C)
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