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Abstract 

The tremendous expansion of telecommunication services in the past decade, in part due 

to the growth of the Internet, has made the development of high-bandwidth optical net

works a focus of research interest. The implementation of Dense-Wavelength Division 

Multiplexing (DWDM) optical fiber transmission systems has the potential to meet this 

demand. However, crucial components of D\VDM networks - add/drop multiplexers, fil

ters, gain equalizers as well as interconnects between optical channels - are currently not 

implemented as dynamically reconfigurable devices. Electronic cross-connects, the tradi

tional solution to the reconfigurable optical networks, are increasingly not feasible due to 

the rapidly increasing bandwidth of the optical channels. Thus, optically transparent, dy

namically reconfigurable DWDM components are important for alleviating the bottleneck 

in telecommunication systems of the future. 

In this study, we develop a promising class of Opto-VLSI based devices, including a 

dynamic multi-function WDM processor, combining the functions of optical filter, channel 

equalizer and add-drop multiplexer, as well as a reconfigurable optical power splitter. We 

review the technological options for all-optical WDM components, and compare their ad

vantages and disadvantages. We develop a model for designing Opto-VLSI based WDM 

devices, and demonstrate experimentally the Opto-VLSI multi-function WDM device. Fi

nally, we discuss the feasibility of Opto-VLSI WDM components in meeting the stringent 

requirements of the optical communications industry. 
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Chapter 1 

Introduction 

1.1 Background to the Study 

The dawn of the modern "information age" can be traced to the tremendous scientific and 

technological discoveries of the first half of the twentieth century, leading to the develop

ment of electronic devices. In turn, in the second half of that century, the capacity of 

these integrated circuits was constantly improved, both in the speed and density of the 

transistors, allowing the development of systems such as the computers that greatly en

hanced our ability to process information. The rate of these improvements is popularly 

dubbed "Moore's Law", after Gordon Moore, onetime CEO of Intel Corp., who predicted in 

1965 that the density of integrated circuits will double every year [6, 7]. As can be seen in 

Fig. 1.1, however, it has been argued that improvements in the speed of transistors is likely 

to taper off in the near future, due to fundamental physical limits of carrier mobility and 

quantum effects as well as difficulties with lithographic processing at ever smaller transistor 

sizes. Further, as speed of transistors increases, the crosstalk between adjacent transistors 

tends to increase, thereby complicating the design of Ultra-Large Scale Integrated circuits. 

In parallel to the growth of electronic systems, optical transmission systems, utilizing 

fiber optic transmission lines and laser transmitters, have been increasing their capacity at 

an even greater rate. Figure 1.2 shows the increase in capacity of optical fibers in time. It is 

therefore natural to expect that the combination of the advantages of each technology (i.e. 

electronic and optical) will further enhance the performance of systems. Indeed, the field 

of opto-electronics, which mainly attempts to exploit the high bandwidth optical systems 

and the ease of control in electronic systems, to synthesize systems with better performance 

1 
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Figure 1.1: Projected trend in microprocessor clock frequency (from IBM Journal of Re
search and Development, vol. 44, no. 3 (2000)) 

than purely electronic or optical systems. This study in particular, will deal with the use 

of Opto-VLSI technology, integrating the electronic processing capacity of silicon VLSI 

systems with optical modulating devices for application in optical communication systems. 

1.2 Introduction to WDM Optical Networks 

Wavelength Division Multiplexing (WDM) is defined a communication system whereby 

many data channels modulate different carrier wavelengths and the modulated carriers are 

multiplexed into one waveguide (fiber) for transmission. Figure 1.3 shows a point to point 

transmission system with many wavelength channels being utilized. The optical fiber has 

very large bandwidth. Using a single carrier frequency, it is not possible to fully exploit 

this bandwidth, since a very high bit rate modulation technology would be required (> 10 

Tb/s), which is not available. Therefore, the bandwidth is efficiently utilized by using a 

large number of concurrent carriers, which are separated by at least twice the modulation 

frequency, in order not to overlap. 

Another advantage of using multiple wavelength channels over a single one, is the ease 

in managing a multinode network where the wavelength channels can be separated using 

optical equipment and allow for wavelength based addressing or dividing different types 
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of traffic or handling different protocols simultaneously in different wavelength channels. 

Figure 1.4 shows different types of WDM network topologies, which are used in varying 

types of networks. For example, metropolitan networks tend to have ring topologies, where 

each node is a telecommunication station or data center. Optical access networks, on the 

other hand, tend to use the same optical wavelength channel split among different users 

through time division multiplexing, since the bandwidth requirement of each user would 

be relatively small. 

The past decade has witnessed a great increase in the demand for higher capacity 

telecommunication networks, in part due to the explosion of the Internet and the prolifer

ation of other wide area data networks. To meet this demand, considerable research has 

been conducted to determine the maximum capacity limits of optical fibers. Point-to-point 

data links with terabit per second capacity have already been demonstrated. Further, sig

nificant growth is possible before theoretical limits are encountered [8, 9]. Therefore, the 

bottleneck is expected in the switching fabrics at the communication nodes. Current 

switching systems utilizing the hybrid Optical-Electrical-Optical (OEO) technology, are 

not able to handle the high bit rate per channel required by the demand for high-speed 
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National Backbone 

Figure 1.4: Typical WDM Network showing metro, access and longhaul circuits 

networks. Therefore, the only feasible switching approach will have to employ optically 

transparent paths. In this context, this study aims to contribute to the development of 

optically transparent communication switches using Opto-VLSI technology. 

Except for isolated point-to-point communication links, all multi-line networks by defi

nition contain "nodes", where two or more fiber lines meet. At these nodes, a "cross-connect" 

connects channels from one port to another. There are two basic types of cross-connects: 

Hybrid switching: The optically encoded data stream in an optical fiber is converted 

into electronic data by means of a photo-detector, and then an electronic cross-connection 

circuit is used to switch between electronic data streams, and :finally, the electronic signals 

are converted back into the optical domain, to be launched into the output fiber [10]. This 

approach is also referred to as Optical-Electrical-Optical (OEO) switching. 

All-optical Switching: The data channels are switched in the optical domain. Since 

the actual light beams from the input ports are directed (or steered) into output ports, this 

approach is also called "optically-transparent" switching lll] . Such systems are oblivious 

to the particular characteristics of the signal itself, and so are transparent to the bit-rate 

of the light signal and the particular transmission protocols used. 
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Both of the above switching approaches have inherent strengths, which make them 

suitable for differing requirements in an optical network. Generally, it is fair to expect 

that the hybrid approach would be suitable for low bit rate communication links, owing 

to the convenience of using VLSI circuits as switching fabrics. However, as was shown in 

Fig. 1.1, as the bandwidth of optical networks increases, electronic switches prove to be less 

feasible, and optically transparent switches become more attractive [10]. A comparison of 

the advantages and disadvantages of the two approaches is shown in Table 1.1. 

Hybrid Switch 

Advantages 

• Well developed VLSI plat
form 

• Noise free (electrical) signal 
regeneration 

• Packet switching possible 

• Low cross-talk possible 

All-optical Switch • Bit-rate transparent 

• Transport protocol trans
parent 

Disadvantages 

• Limited bandwidth ( due to 
increased cross-talk at high 
clock frequencies) 

• Not bit-rate transparent 

• Not transparent to trans
port protocol 

• Noisy optical amplification 

• Only wavelength channels 
switched 

• Unproved technology 

Table 1.1: Comparison of hybrid and all-optical switching 

As shown in Fig. 1.2, wavelength division multiplexing (WDM) allows independent 

signals to be sent on the same fiber using different wavelength for each signal. These 

so-called "lambda-channels" greatly increase the fiber capacity. At the network node, the 

fiber signals are de-multiplexed into the individual channels, and then switched to the 

output ports. 
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1.3 Need for Reconfigurable WDM Networks 

If WDM components used are reconfigurable, the network becomes more efficient by flexibly 

delivering just the requisite bandwidth to the data services provided, and incorporating 

fault tolerance for high quality of service (12, 13]. The nature of the flexibility of a network 

determines its ability to reconfigure, and hence the efficiency with which it can utilize its 

inherent bandwidth (14]. Figure 1.5 shows three different levels of network reconfigurability. 

In Fig. 1.5a, which corresponds to the first generation of optical networks, has dynamic 

data services, however, the optical network in the physical layer is completely static and 

cannot be reconfigured. This severely limits the bandwidth that can be utilized by a real 

network. Figure 1.5b shows the current technological state, where in addition to the data 

services, a digital physical layer is available, which is reconfigurable. This physical layer 

usually consists of digital switches, in setups such as the hybrid 0-E-O switches mentioned 

in the previous section. However, the WDM layer itself remains optically static. The future 

dynamic system is shown in Fig. 1.5c, where all the layers of the communication system 

are fully reconfigurable, allowing for efficient use of the network's bandwidth. Therefore, at 

the optical light path reconfigurable network components have a great potential in future 

networks. 

1.4 Contributions of this Thesis 

This thesis deals with a novel class of WDM components, specifically a novel multifunc

tion WDM device. Utilizing the technological strength of optical and VLSI systems, we 

synthesize a device able to accomplish multiple WDM functions. Specifically, the main 

contributions of this thesis are: 

• Proposed a Multifunction Opto-VLSI based WDM device, that can accomplish four 

dynamic network tasks simultaneously: optical tunable filtering, optical power equal

ization, add drop multiplexing and optical port switching. 

• Proposed alternative architectures for the Opto-VLSI based WDM multifunction 

device, that is scalable as the number of channels required grows. 

• Analyzed the behavior of the Multifunction WDM devices geometrically. 
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• Conducted analysis on the insertion loss, bandwidth characteristics and crosstalk 

performance of the WDM multifunction device. 

• Devised algorithms for Hologram generation using arbitrary number of phases opti

mized for crosstalk and efficiency. 

• Experimentally verified model for hologram generation. 

• Experimentally demonstrated the functions of the Opto-VLSI multifunction device. 

• Devised a method for determining the phase characteristics of the Opto-VLSI pro

cessor. 

1.5 Organization of the dissertation 

The remaining chapters of the thesis are arranged as follows. Chapter 2 reviews the cur

rent WDM component technologies, including filters, demultiplexers, switches, add/drop 

multiplexers, as well as the technologies used for spatial modulation of light. 

Chapter 3 introduces the multifunction WMD device, and determines the geometrical 

parameters of the device from its specifications. Further, a procedure for determining all 

the parameters of the device is proposed. An alternative architecture for the multifunction 

device is also analyzed that is able to meet scalability requirements of ( dense) WDM 

systems. 

In chapter 4, the propagation of optical fields is used to determine the parameters 

affecting the insertion loss of the multifunction processor. A method for the determination 

of the filter response is presented. Further, the dependence of crosstalk performance on 

architectural features is discussed. 

Chapter 5 introduces two algorithms that are used in the generation of holograms. 

The computer generated holograms are experimentally verified and the efficacy of the 

methods used compared. Further, the usefulness of the two algorithms for the WDM 

device is discussed. 

Chapter 6 devises a method for characterizing the Opto-VLSI processor and reports 

on the experimental demonstration of the functions of the multifunction processor. Fur

ther, a demonstration of the notch filtering function of the alternative architecture of the 

multifunction device is reported. 
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Finally, in Chapter 7 the feasibility of the multifunction processor in WDM networks 

is considered, and future work is proposed. 



Chapter 2 

Literature Review 

In this chapter, we review current state-of-the-art WDM technologies, and compare them 

with the ideal characteristics for the devices. We also present current state of Opto-VLSI 

spatial light modulation (SLM) approaches and technologies, and some existing WDM 

architectures utilizing SLM devices. 

2.1 Review of WDM technologies 

We will first review the existing technological options for certain key components of WDM 

networks, including optical filters, EDFA gain equalizers, add/drop multiplexers, and op

tical interconnects. WDM equipment should ideally display the following characteristics: 

Low insertion loss: The optical power loss of the component from input fiber(s) 

to output fiber(s) should be minimal. The more lossy the components, the more optical 

amplifiers will be required, which in turn increases cost and system bit error rate [15]. 

Polarization independent loss: The insertion loss should also not depend on the 

polarization state of the input signals. This is because, typically, the polarization state in 

a fiber is random, leading to output power levels varying with time [16]. This results in 

increased bit error rate in the communication system. The maximum variation in loss due 

to polarization is known as Polarization dependent loss (PDL), given usually in dB. 

Temperature dependence: The key wavelength and loss characteristics of a WDM 

device must be independent of temperature. The temperature coefficient measures the 

amount of wavelength shift per unit change in temperature (15]. 

11 
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2.1.1 Optical filters 

12 

Optical filters are used in WDM systems for at least two major tasks. They can act to 

demultiplex WDM signals by blocking all but a selected channel in a WDM terminal, and 

inversely can multiplex selected channels at the same terminal. Further, filters can be used 

in wavelength crossconnects and add/ drop multiplexers. 

In addition to the characteristics of WDM devices noted above, the key characteristics 

of an ideal WDM filter are: 

Flat passbands: The passband of a WDM filter must be flat, so that within the 

passband, the output power level does not change with small changes in laser wavelength 

[17]. Wavelength of semiconductor lasers tends to change with time due to various physical 

mechanisms [18]. 

Sharp passband skirt: Outside of the passband, the outside of the channel passband 

should be sharp, in order to minimize crosstalk from adjacent channels [19]. This is mea

sured in the crosstalk isolation, which is the ratio of the peak power to the power passed 

from adjacent channels. 

2.1.1.1 Fixed Optical Filters 

The most important fixed optical filters are the Fabry-Perot etalons, the Fiber Bragg 

gratings and the dielectric thin film gratings. 

Fabry Perot Etalon: An etalon is formed by two semi-reflective surfaces, with a short 

cavity between them. An incident beam travels through the first surface and through the 

cavity onto the second surface. The reflected beam is then partially also reflected by 

the first surface. This creates an infinite impulse response filter, allowing transmission 

through the etalon when the total path traveled within the cavity is a multiple of the 

optical wavelength, or when the cavity length is m>../2, where m is a typically large in

teger [20]. Therefore by choosing a suitable cavity length, a filter can be constructed. 

However, since the transmission condition will also be satisfied by other wavelengths, the 

filter cannot function over a wide wavelength range. The bandpass width can be controlled 

by the reflectivity of the two surfaces, with higher reflectivities leading to narrower filter 

bandwidth [21]. 

Fiber Bragg gratings: Fiber-Bragg gratings (FBGs) are constructed by creating 

small periodic index variations along the length of a fiber, typically with a period d that 
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satisfies the Bragg condition >, = 2d/n, where n is a typically small integer. This causes 

the fiber to selectively reflect a single wavelength while passing through all other wave

lengths. FBGs are the most popular forms of optical filters, mainly because they can be 

manufactured easily to produce filter with sharp skirts and flat passbands [22-24]. 

Dielectric thin film (DTF) gratings: Thin film gratings are made by depositing 

films of alternating high index of refraction and low index of refraction onto a transparent 

substrate, such as glass [25]. The thickness of each layer is chosen to be a quarter wave 

optical thickness (of the desired filter's center wavelength). Thus, at the desired wavelength 

the waves interfere constructively, while other nearby wavelengths interfere destructively. 

The choice the two indices of refraction determine the reflectivity as well as the Q-factor 

of the filter. The main characteristics of a DTF filters are low band-pass loss ( <0.3 dB), 

good channel spacing (>10 nm) and low interchannel cross-talk ( <-28 dB) [26]. 

2.1.1.2 Tunable Optical Filters 

Tunability in optical filters allows for the reconfigurable selection of WDM channels. This ... 

leads to better flexibility in fiber-optic capacity management. Some important character

istics of such filters are wide tuning range, arbitrarily shaped response and fast tuning 

speed [27]. Below we review some of the mechanisms used to tune the above mentioned 

fixed filters: 

Piezoelectric cavity: When a Fabry-Perot filter's cavity is changed, the correspond

ing wavelength is modified. This can be accomplished by applying a voltage to a piezo

electric material on the surface of the cavity, thereby changing the cavity length. As we 

noted above, the filter's wavelength is directly related to the cavity length. These filters 

can achieve wide tuning ranges and narrow filter bandwidths [15]. However, the bandpass 

skirt is not sharp, which means that the wavelength channels must be separated further 

apart. This makes the piezoelectric cavity tunable filters unsuitable for DWD1VI (Dense 

Wavelength Division Multiplexing) Systems [27, 28]. 

Ferroelectic Liquid Crystal Cavity: In this scheme, the Fabry-Perot etalon is filled 

with an anisotropic liquid crystal. When a voltage is applied, the index of refraction in 

the cavity is changed, which changes the effective cavity length, and hence the wavelength 

of filter [29]. 

Stressed/Heated fiber-Bragg gratings: Fiber-Bragg gratings can be made tunable 
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by mechanically stretching them or applying heat to them, and thus physically changing 

the period of the grating. According to the Bragg condition mentioned above, the center 

wavelength of the fiber will change accordingly [30, 31]. 

Acousto-Optic filter: Acousto-optic filters use, similar to the fiber Bragg gratings, 

the Bragg condition to set the filter's center wavelength. An acousto-optic material is a 

material whose index of refraction changes when a surface acoustic wave is applied to it. 

By adjusting the frequency of the applied RF acoustic wave, a standing wave of high and 

low index of refraction is created which acts as a filter analogous to an FBG. To change 

the center wavelength, one changes the frequency of the RF signal, and hence the period 

of the periodic standing wave on the Material. Lithium Niobate is typically used as the 

acousto-optic material [32]. 

Mach-Zender interferometers: A Mach-Zender interferometer is constructed by 

splitting the incoming optical beam into two beams, and then recombining them after they 

have traveled unequal paths [33, 34]. When the path difference is >../2, the two split beams 

interfere destructively, while the beams interfere constructively if the path difference is 

a multiple of A. The path difference can be controlled by applying heat to portion of 

one of the paths, thereby lengthening the path, or by applying mechanical compression or 

stretching. However, if high speed is desired, the path difference can be created by inserting 

a wavelength dependent Lithium-Niobate material in one path, whose index of refraction 

can be controlled by an applied voltage, thereby also changing the path difference. 

Semiconductor grating assisted vertical couplers: These filters consist of two 

slab waveguides ( usually in the InP-InGaAsP material system) that are stacked in close 

proximity. The cladding of one layer has a periodic index variation in the guiding direc

tion. The coupling between the two waveguides is dependent on the period of the grating, 

and couples only a selected wavelength. Therefore, when an electrical current is passed 

through the grating structure, its optical index of refraction changes, and thus the coupled 

wavelength is changed. This structure is easily integrated with distributed feedback lasers, 

since they utilize a similar grating structure [35]. 

MEMS cantilevers: Another tunable filtering solution consists of Fabry-Perot inter

ferometers that are constructed from a micro-electro mechanical systems. In its simplest 

form, a cantilever is constructed on top of a reflective surface in Silicon. The cavity length 

determines the center frequency of the filter. When the cantilever is moved through a 
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capacitive actuator, the center frequency of the filter can be tuned [36, 37]. 

Some typical values for key functional parameters of various optical filtering technolo

gies are shown in Table 2.1 [27,33,35-37]. The data was compiled from the references to the 

technologies given above. In general, we may conclude that if a large number of channels 

(>100) are required, Fabry-Perot filters and Acousto-optic filters are used. However, if 

speed is required the electrooptic and semi-conductor filters are more appropriate. Further 

if low loss is a critical parameter, then semiconductor filters are more suitable. 

Table 2.1: Comparison of filtering technologies 

Filter Technology Insertion Crosstalk Tuning 
type loss isolation speed 

Fixed Fabry-Perot 3-5 dB 30dB N/A 
Fixed FBG <0.1 dB >25dB N/A 
Fixed DTF <0.3 dB > 28 dB N/A 

Tunable Piezoelectric FP <5dB 30 dB 1 ms 
Tunable InP coupler gain possi- 30 dB 10 ns 

ble 
Tunable FLC-FP 3dB 30 dB > 100 µs 
Tunable Stressed/Heated FBG >0.1 dB 22 dB > 2 µs 
Tunable AOTF 5 dB 20 dB 10 µs 
Tunable MZI 1 dB 22 dB <1 µs 
Tunable MEMS 1-2 dB 30 dB 1-10 ms 

2.1.2 Optical Multiplexers/Demultiplexers 

When a WDM fiber is coupled into an Optical demultiplexer, the individual channels are 

separated and coupled into different fibers. Similarly, a multiplexer takes many inputs, each 

containing a WDM channel signal, and with low insertion loss, adds them into the output 

fiber. There are two major approaches to optical demultiplexing: free-space gratings, and 

arrayed waveguide gratings. 

Free-space gratings: When a WDM signal, containing many wavelengths is shone 

on a diffraction grating, each channel is diffracted in a different direction. The gratings 

are usually blazed to impart most of the power in the first diffraction order. For a blazed 

first order beam, the grating equation will be of the form [38): 
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>- = d (sin a+ sin/3) (2.1) 

where ,\ is the wavelength, a is the angle of incidence, /3 is the diffracted angle, and d is 

the period of the grating. As can be seen from the equation, the angle of diffraction is 

directly dependent on the wavelength .\. If fiber collimators and couplers are placed at the 

path of the different wavelengths, a grating demultiplexer is realized. 

Arrayed Waveguide Gratings (AWGs): These are interferometic devices con

sisting of two cavities and an array of waveguides between them [39-45]. First a beam 

containing WDM signals is launched into the first cavity. This beam is coupled into the 

array of waveguides linking it to the second cavity. The length of the waveguides are all 

different, and each beam arriving in the second cavity has a different group delay. Since 

this group delay is dependent on wavelength, the light coupled out of the second cavity 

will be at different positions in the output from the second cavity. Hence by placing the 

output fibers are different points in the second cavity, a demultiplexer is realized. Some 

of the drawbacks of AWGs are their high polarization dependence and their temperature 

sensitivity. However, AWGs exhibit a flat spectral response around their center frequency. 

They typically have 3 dB of insertion loss and better than 35 dB of crosstalk isolation [26]. 

In order to make demultiplexers smaller and have better crosstalk isolation, a new king 

of dispersive element, named "Super-prisms" have been made out of photonic crystals. 

These devices are capable of high spectral dispersion (some 500 times that of typical 

blazed gratings) [46]. Therefore, these devices could potentially allow much denser WDM 

channels. Optical multiplexers can be realized by the same methods mentioned above, by 

simply reversing the input are the single output, and the outputs as the multiple wavelength 

inputs. 

2.1.3 Optical Channel Equalization 

It is desirable that the channels in a WDM fiber be all equalized, since a large inequal

ity in optical power between adjacent channels degrades the bit error rate (BER) of the 

weaker signals, at the photoreceivers. However, some optical components, most notably 

the Erbium doped fiber amplifiers (EDFAs), introduce a variation in the power levels of 

the wavelength channels. Another source of power level difference is when the channels are 

multiplexed from different WDM signal paths, which could have traveled different optical 
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lengths. A channel equalizer, thus, is a component that equalizes the optical power of the 

channels in a WDM fiber. It has been shown that if the power profile of channel equalizes 

can be adjusted dynamically, better quality-of-service (QoS) [18], better flexibility in fiber 

optic transmission management can be realized. For dynamic channel equalization, in ad

dition to the demultiplexers and multiplexers, variable attenuators are needed to control 

the power profile of the stronger signals. Optical channel equalization architectures are of 

two kinds: 

Optical Profile equalizers: In this architecture the WDM signal is demultiplexed 

into wavelength ranges (coarser than the individual channels) covering the wavelengths in 

the WDM signal, and attenuating each filter as needed and then multiplexing the signals. 

This is able to effectively create a transmission profile that can effectively equalize the 

gain profiles of EDFAs. However, channel-by-channel equalization is not possible since 

the number of filters is less than the number of channels. Such equalizers have been 

demonstrated using liquid crystal variable attenuators [47], integrated SiON waveguides 

[48, 49], Acousto-optic filters [50, 51] and micro-electomechanical mirrors [52]. 

Channel-by-channel equalizers: In this setup, the WDM signal is demultiplexed 

into its constituent channel wavelengths. Some channels are then individually attenuated 

to equalize them with the power of the lower power channels, and all the signals are 

subsequently multiplexed into the output WDM fiber. The advantage of this architecture 

is the equalization is done on the channel level, and hence, the output signal will always 

be equalized. Theoretically, the optical profile equalizers will be able to perform channel

by-channel equalization. However, the insertion loss of demultiplexers and the cost of 

integrating an attenuator for each channel is prohibitive, especially when large number of 

channels are required, as in DWDM systems [53]. 

2.1.4 Optically-transparent crossconnects and splitters 

For reasons explained in the introduction - pertaining to the extremely high demand for 

feasible and practical optical networks - the whole field of optical switching technology has 

attracted an intense and broad attention. Due to the great challenges involved in imple

menting systems which can meet the stringent telecommunication standards, researchers 

in this field have tended to cast their nets wide - proposing extremely varied and novel 

approaches, both in design architectures and material systems. However, two broad classes 
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Figure 2.1: (a) Mach-Zender Interferometer, (b) directional coupler (adapted from Saleh 
and Teich [l]). 

of architectures have emerged with consistently more promise: guided wave and free-space 

systems, each approach having inherent strengths and limitations. 

2.1.4.1 Guided Wave Systems 

Guided wave switch systems keep the incoming light beam optically confined, just as it is in 

the fiber. We may categorize the systems in terms of the switching principles applied and 

the material systems used. In this section, we will look at the three main material systems 

used - Lithium Niobate, InGaAsP, and planar silica. For re-configurable interconnect, 

the switching principles may be categorized into two types: Mach-Zender Interferometers 

(MZis) and directional couplers. 

Mach-Zender Interferometers Switch: In an MZI, the incoming light beam is split 

into two equal-energy (-3 dB) optical paths. The optical path length of the two beams 

is varied externally before they recombine. Depending on the optical path difference, the 

output beam will either be on or off. 

Directional Couplers: In this structure, two waveguides are brought close together 

so that the two guided waves are coupled. Depending on the length of the wave-guides, the 

beam will hop from one side of the wave-guide to another. This switching depends on the 

propagation constant of the mode traveling in each wave-guide. Therefore, by externally 

controlling the propagation constant, the output port can be selected. Figure 2.1 shows 

the layout of directional couplers and MZis. 

The switch can be constructed, either using the directional coupler alone, or a combi

nation of directional couplers and MZI devices [2]. The 1 x 2 or 2 x 2 switches constructed 
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Figure 2.2: Multiple stage N x N switch constructed from 2 x 2 switches (from [2]). 

from these devices can be scaled to an N x N switch by cascading them into N stages as 

shown in Fig. 2.2. 

Of the many different types of materials systems in which these wave-guide switches 

can be implemented, we will briefly discuss the most prominent in the literature: 

Lithium Niobate: This material is used as a wave-guide because its refractive index 

changes when an electric field is applied across it (via the Pockels electro-optic effect [2]), 

allowing the possibility of creating directional couplers and MZis. Once the field is applied, 

the change in refractive index is very fast. Therefore, the limit on the switching speed is 

mainly associated with the speed of producing the electric field, i.e. the lumped capacitance 

of the electronic circuit. The change in refractive index is small, therefore for sufficient 

modulation, a large voltage or a long wave-guide are needed [33]. The high switching 

speeds possible make it an attractive candidate for optically transparent packet switching 

applications. 

Indium Gallium Arsenide Phosphide (InGaAsP): In the InGasAsP material sys

tem, the modulators can be integrated with a host of other electronic and opto-electronic 
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circuit elements, including lasers, photo-detectors, optical amplifiers and field-effect tran

sistors. ( [51, 54, 55]). This material system also exhibits a fast electro-optic response to 

applied voltage. However, the crystal is anisotropic, hence it is difficult for the device to 

be polarization-insensitive. Further, it exhibits high optical absorption in the waveguide 

at telecommunication wavelengths [56]. 

Silica and Polymer waveguides: Both of these materials are suitable for integration 

with silicon VLSI circuits. Further, both materials utilize thermo-optic effects, i.e. they 

use heat to change the index of refraction in a wave-guide. Typically, a conducting film is 

deposited on the wave-guide, which will heat the wave-guide when current is passed through 

it. As can be expected, such systems have lower switching speeds (>1 ms) ( [2], [57]). 

Electro-capillary or "bubble" switches: This is a class of switches not utilizing 

the directional coupler or the MZI, but rather, a bubble at the junction of two waveguides 

which can be moved by surface tension or "electro-capillary" effect, which in turn is effected 

by a thermal source ( [58], [59]). 

In conclusion, wave-guide switches have the advantage of elegant design and easy inte

gration with the telecommunication fibers. However, since the basic switch device is 2 x 2, 

if larger N x N switches are desired, N stages of switches will have to be cascaded in 

series. This introduces insertion losses and cross-talk, which limit the scalability of the 

architecture. 

2.1.4.2 Micro-electro mechanical (MEMS) Free-space Systems 

Free-space optical switching systems take advantage of the non-interference of optical sig

nals to switch large numbers of optical signals in a single stage, which is not possible in 

guided wave switches. The two main mechanisms to re-configurable beam steering in this 

class of devices are holographic diffraction and mechanical steering. 

For mechanical beam steering devices, attention seems to concentrate on mirrors using 

micro-electro mechanical systems (MEMS), where arrays of micro-mirrors are constructed 

on silicon substrate. Some examples of research in micro-mechanical systems is given in 

the references ( [60], [61], [62], [4], [3]). Typically, there are two architectures in MEMS 

switches: 

Matrix Switches: This approach uses N 2 mirrors arranged in a matrix to switch N 

inputs to N outputs. The mirrors are arranged in such a way that only one of N mirrors 
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Figure 2.3: Matrix type free-space MEMS switch (from [3]). 

on the path of the beam is active, the rest are folded out of the beam's way. Since the 

mirrors need to be only in two distinct positions - reflecting the beam or out of the way -

the mirrors are sometime referred to as "digital mirrors,,. 

Beam-Steering Switches: In this approach, two sets of mirrors are used to switch 

between the input and output ports. The first mirror receives its corresponding beam, 

and routes it to a mirror corresponding to the selected output port. The output mirror 

then re-deflects the beam normal to the selected output port. In this approach only 2N 

mirrors are used in an N x N switch. However, the mirrors must be able to switch in many 

different directions, i.e. in an analog manner. 

Figure 2.3 and 2.4 show the matrix and beam steering approaches in MEMS switches. 

The former has advantages in that the accuracy of the mirrors can be set as there is 

only one direction for reflecting the beam. However, for larger scale switches, the latter 

approach is feasible, since an N x N switch would require only 2N mirrors. In general, 

the most significant drawbacks of mechanical switching systems seem to be the difficulty 

in bulk manufacturing large array of mirrors, and the need for adaptive compensation to 

counteract environmental vibrations and the unavoidable mechanical wear. 
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The second type of free-space optical signal processing that is currently a topic of active 

interest (as well as the focus of this study) is diffractive phase modulation, where an 

optical signal is redirected using phase holograms recorded on "smart-pixel" spatial light 

modulators. Several material systems have been proposed for use in such systems, including 

a few III-V semiconductors (such as InGaAs/ InP) and liquid crystal on silicon systems 

(LCoS) [63]. The advantage of using direct-gap semiconductors is the ease with which 

active optical components, such as lasers and optical amplifiers, can be incorporated into 

the smart pixels, thus allowing the possibility of signal boosting at the switching stage. 

The disadvantage of such materials, of course, is t he cost and difficulty involved in large 

scale manufacture. Some recent work using III-V systems are detailed in the references 

( [64], [651, [66], [5]) . 

The LCoS material system appears to be practical as well as easy to integrate with 

silicon electronic circuits. The typical layout of a holographic switch is shown in Fig. 2.5. 

One major shortcoming of the layout shown in Fig. 2.5 is that the single switching 

plane (SLM) can deliver the beams to the intended ports, however, except for one port, 
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cannot ensure that the beam will arrive at the port normally (head-on). This angular tilt 

introduces severe optical loss in launching the beam at the output port. Therefore, in 

this study, we will also consider a "two SLM" system, analogous to the MEMS switch in 

Fig. 2.4, so that the beam will always arrive at the output port, in a normal direction. 

2.1.4.4 Comparison of Optical Switch Approaches 

In Table 2.2, the advantages and disadvantages of the various approaches to optical switch

ing described in the sections above are summarized. 

2.1.5 Add-drop Multiplexing 

Optical Add/Drop multiplexers (OADM) are fundamental devices for the operation of 

multi-node optical WDM networks. They function basically by extracting a specific set 

of wavelength channels from one or more WDM fibers (called Drop channels), or insert 

channel into WDM fibers (called Add channel) at a WDM node. Passive OADMs (P

OADMs) have a fixed add and drop channels while reconfigurable OADMS (R-OADMs) 

can dynamically select the drop port without physically altering the device's configuration. 

As mentioned in the Introduction to the dissertation, the dynamic nature of future 

WDM networks requires the use of R-OADMs rather than passive OADMs. R-OADMs 

allow for better provisioning of network bandwidth, smoother integration of dynamic net

work services. There are two main architectures for add/drop multiplexers: 

Switching OADMs: This structure consists of a multiplexer, an optical switch, and 

a demultiplexer. The the input WDM fiber is demultiplexed into its constituent channels, 
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Table 2.2: Comparison of optical switch technologies 

Lithium Niobate 

InGaAsP 

Silica/Poly 

Thermo-capillary (bub
ble switch) 
Matrix MEMS 

Beam-steering MEMS 

Holographic Opto-VLSI 
processor (1 processor) 
Holographic Opto-VLSI 
processors (2 proces
sors) 

Advantages 

High-speed switching 

Monolithic integration 
with opto-electronic de
vices; High-speed switch
ing 
Easy integration with Sili
con circuits 
Possible integration with 
silicon circuits 
Digital mirrors ( easier tol
erances) 
Better scalability ( 2N mir
rors) 

Non-mechanical steering 

Non-mechanical steering, 
lower insertion loss 

Disadvantages 

Difficult integration with 
electro-optic circuits 
Polarization dependent; 
High absorption wave
guide 

Slow thermo-optic switch
ing 
Slow thermo-mechanical 
switching 
Unsealable at high port 
count (N2 mirrors) 
Difficult to control "ana
log" mirrors, need for 
adaptive control 
Angle of launch loss at out
put fibers 
Doubled diffraction loss as 
1 SLM system 
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and each channel is either switched into the drop port, or coupled into the output multi

plexer [67, 68). An add port is also included in the switch, to allow for inserting a channel 

into the output multiplexer. Generally, if there are m channels in the output port, and n 

number of Add/Drop ports, the switch size must be (m + n) x (m + n). 

Filter OADMs: In this structure, a 3-port circulator is used with a reflective filter 

to realize the drop port. Therefore, the input WDM signal enters the first port of the 

circulator and exits on the second port, and is coupled to the filter. All the channels except 

the dropped channel pass through the filter and exit onto the WDM output. However, the 

dropped channel is reflected back from the filter into the second circulator port, and exits 

out of the third circulator port, which is the "Drop" port. Adding a channel is done in the 

opposite manner, with the WDM signal first passing through the filter uninterrupted (since 

it does not yet contained the channel to be added). Then it enters through the first port 

of the second circulator, and exits out of the second port, which is the WDM output. The 

wavelength channel to be added is launched into the third circulator port, and exits out of 

the first port. However, the filter reflects the signal back into to circulator, and the added 

channel appears in the WDM output port. Typically, the filters used for P-OADMs are 

fiber Bragg gratings (FBGs) [69). For R-OADMs, acousto-optic filters [70), or thermally 

tunable FBGs [71, 72) have been reported in the literature. 

The large switches required for the Switching type OADMs make them expensive and 

cumbersome. However, they allow for relatively easy reconfiguration of the network. The 

filter type OADMs are practical for P-OADMs, however, the large insertion losses of 

acousto-optic filters and high cross-talk make R-OADM difficult in the architecture. 

2.2 Technology for Spatial Modulation of Light 

The complex waveform of a beam traveling in a certain direction completely describes the 

propagation properties of an optical beam. Therefore, the aim of a spatial light modulator 

(SLM) is to control the wavefront traveling in a particular direction so that the behavior 

of the beam can be controlled. Often, however, it is sufficient to control either the phase 

or amplitude of the wavefront, since it is difficult to simultaneously control the complex 

amplitude of the wavefront. In optical systems, since it is generally desirable to preserve as 

much optical power as possible in a WDM signal, the control of the phase is the preferred 

means of controlling the behavior of light. 

1 
i 
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The spatial light modulator is typically arranged into an array of square pixels, with 

each pixel independently manipulated to control the region of wavefront impinging on it. 

SLMs can be addressed in many different ways, electrically, for modulation materials that 

respond to the electric field or current; or optically, for modulating materials that respond 

to an optical field. Furthermore, depending on the optical properties of the modulating 

material, it may be possible for the SLM to work transmissively, that is, the output wave

front passes through the SLM, or reflectively, when the wavefront is reflected by the SLM. 

In this section, we briefly review some current technologies that are used in the spatial 

modulation of the optical wavefront. 

2.2.1 The Stanford Vector Matrix Multiplier 

An important precursor of holographic beam steering is the so-called Stanford Vector 

Matrix Multiplier (SVMM) [73], which is a series of light valves arranged usually on a plane. 

Each light valve controls a beam of light transmitted through it, and consists of a material 

whose anisotropy is electrically controlled ( eg. liquid crystals) sandwiched between two 

polarizers oriented orthogonally to each other. Thus when an electrical field is applied to. 

the anisotropic material, the transmittance of the material changes, and the beam passing 

through it variably attenuated. The main optical communications application proposed 

for the SVMM is optical switching (74, 75]. In such architectures, for optical switching with 

M inputs and N outputs, each input is fanned out to N light valves on the SVMM, and M 

light valves (one from each input) is fanned into each output port. Thus by blocking all 

the valves except the light valves that route the input beams to the desired output ports, 

an optical switch is realized. The main shortcoming of this architecture is that the fan out 

required for each input beam quickly dissipates most of the input power, thus making the 

design unscaleable. 

2.2.2 Self Electro-optic Effect Device (SEED) Modulators 

The pixel cell of an Self electro-optic Effect Device (SEED) modulator usually consists 

of a semiconductor multiple quantum well (MQW) p-i-n structure. The MQW exhibits 

an optical property, called the quantum confined Stark effect (QCSE) [76], which is able 

to alter its index of refraction and absorption spectra by electrically changing the p-i-n 

bias voltage, or optically ''biasing'' the MQW through shining a control beam. When the 
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SEED is controlled optically, it is referred to as a symmetric-SEED (S-SEED), since both 

its inputs and outputs are optical [77-79). Typically, SEEDs are fabricated using InP

InGaAsP semiconductor material system. The main draw-back of SEEDs is the difficulty 

of integrating them with large scale integrated electronic circuits [80, 81). 

2.2.3 Magneto-optic modulators 

Modulation of the optical wavefront magnetically is accomplished through the Faraday 

effect. When a magnetic field is applied to a magneto-optic material, its anisotropic prop

erties change, and so, the polarization of a beam passing through the material is altered. 

By placing suitably oriented polarizer/ analyzer pair on either end of the material, it is 

possible to modulate the amplitude of optical field. Most of the magneto-optic materials 

in use are based on yttrium iron garnets. The control magnetic field is usually generated 

by winding a conductor around the garnet. Therefore, it is impractical to build large pixel 

arrays of magneto-optic modulators [82, 83). 

2.2.4 Deformable mirror devices (DMDs) 

Deformable mirror devices consist of a single reflective membrane that is deformed by an 

array of actuators below the membrane [84, 85). These actuators can be controlled elec

trically, as in the case of piezoelectric actuators, or optically, through the use of materials 

that exhibit high optO:mechanical effect. 

Also in this class are the micromirror array devices that individually control the tilt of 

arrays of micromirrors (mentioned in Section 2.1.4.2). Although these devices don't modify 

the wavefront of an incoming beam uniformly across a pixel, they can alter the amplitude 

of the pixel by applying a linear phase retardation across each pixel. 

2.2.5 Liquid crystal based Opto-VLSI processors 

The core technology utilized in this thesis for the dynamic manipulation of the optical 

wavefront is · the free-space Opto-VLSI processor ( OVP), which consists of an array of 

liquid crystal (LC) cells, with a VLSI backplane [86, 87). Liquid crystals are generally 

birefringent, where the optical axes of the two indices of refraction are controlled by an 

electric field across the LC cell. Therefore, by applying voltage across the LC cell, the 

index of refraction in the direction perpendicular to the plane of the cell can be altered [88). 
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Figure 2.6 shows the structure of a typical LC cell. There are two general types of liquid 

crystals: 

Ferro-electric liquid crystals (FLCs): These are chemically described as chiral 

smectic C (Sc*) liquid crystals. They have only two stable birefringent orientations, and 

so allow for only two levels of optical phase modulation, thereby limiting the ability of 

the SLM to fully control the direction of the optical wavefront. However, these two states 

can be switched at relatively high speed ( <1 µs), and so are desirable for OVPs where the 

speed of reconfiguration is required [89, 90]. 

Nematic liquid crystals (NLCs): Nematic liquid crystals typically respond to an 

applied field by changing the direction of the liquid crystal orientation, thereby allowing for 

continuous control of the phase retardation by a pixel. However, they respond relatively 

slowly (>10 ms) to the applied voltage, and so are useful when the speed of the SLM is 

not important [88]. 

The OVP can function both as a transmissive and reflective SLM. In the transmissive 

structure, both electrodes for the generation of the electric field across the LC cell are 

transparent to the working wavelength. The transparent electrode most often used is 

Indium-Tin Oxide (ITO), which is a well understood material, and is used in liquid crystal 

displays. For reflective OVPs, only one electrode is transmissive. The second electrode is 

made of highly reflective aluminum. The reflective SLM is more preferable since it allows 

for easy integration of the VLSI backplane below the reflective electrode. 

The LC cells are addressed electronically, through use of row/ column data addressing 

of random access memories (RAM). Figure 2.7 shows a typical layout and a cell design 

of an 8-phase OVP. When an address decoder line is active, the data decoder "loads" the 

three bit data describing the strength of the electric field onto the memory element of the 

cell, for all the cells in the row activated by the address decoder. Then at each cell, the a 

digital to analog converter is able to load the desired voltage onto the aluminum reflective 

electrode. The ITO is usually not pixellated and is kept at ground voltage. 

The fabrication of OVPs is feasible in high-volume, since they require only standard 

VLSI processing technology for the silicon backplane and driving circuitry, as well as 

the reflective electrode. Similarly, the liquid crystal layers and ITO are assembled using 

the mature LC display process. Therefore OVPs are expected to be cost-effective when 

manufactured in significant quantities. 
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One of the key drawbacks of liquid crystal based OVPs is the sensitivity of the phase 

retardation of the LC ceJJ to the optical polarization of the wavefront. This has in the 

past restricted the use of LC SLMs to cases when the polarization state of the input beam 

is stable. However, the addition of a quarter wave plate between the LC cell and the 

reflective electrode renders the LC cell polarization insensitive, and this has recently be 

demonstrated in the literature. 

From Eq. (2.1), we can deduce that the maximum steering angle of an OVP is given 

by 

,\ 
Omax = 2d (2.2) 

where dis the pixel size, and,\ is the wavelength. For example, an OVP having a pixel 

size of 5 µm can steer a 1550 nm laser beam by a maximum angle of around 8 degrees . 

The maximum diffraction efficiency of an OVP depends on the number of discrete phase 

levels that can be accommodated. 

The theoretical maximum diffraction efficiency is given by [12] 
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(2.3) 

where n = gM + 1 is the diffraction order ( n = I is the desired order), M is the 

number of phase level , and g is an integer. 

Thus an OVP with binary phas levels can have a maximum diffraction efficiency of 

40.5%, while a eight phase levels allow for efficiency up to 94%. 

2.3 Conclusions 

In this chapter we have reviewed the various technology options for implementation of 

WDM networks, and attempted to provide a quali tative comparison of their suitability 

to various requirements of telecommunication systems. Further, we reviewed the basic 

approaches in u e today for beam steering holography. In the next chapter we present the 

proposed Opto-VLSI multifunction WDM device. 



Chapter 3 

Design of Opto-VLSI Multifunction 

WDM Device 

The device proposed in this thesis is an Opto-VLSI based multifunction WDM Device, 

that would be able to perform several WDM network functions. This single component, 

we will show, can perform the functions of a dynamic optical gain equalizer and variable 

attenuator, tunable optical filter, a reconfigurable add/drop multiplexer and a 1 x 2 switch. 

We will also consider the multicasting capability of the OVP allowing for the function of 

channel monitoring, WDM channel multicasting for WDM network broadcasting services. 

3.1 Description of Multifunction processor 

The structure of the WDM multifunction Opto-VLSI Device (WDM-MD) is shown in 

Fig. 3.1. The WDM optical signal (WDMJN) passes through an optical circulator and is 

collimated into a unguided Gaussian beam. The grating then disperses the beam, transmit

ting each wavelength channel in a different direction. The wavelength channels all arrive 

at different part of the OVP. Each area on which a beam arrives is steered independently. 

If the channel is intended to be passed on to the output (W D Mour), then the OVP steers 

the channel back exactly to retrace its path back to the grating, and then be coupled back 

into the collimator. The circulator then directs the beam to the W DMour port. The OVP 

can attenuate the signal reflected back, by decreasing the size of the hologram, by decreas

ing the diffraction efficiency of the returned beam, or by changing slightly the steering 

angle. This therefore allows the functions of variable attenuation and channel-by-channel 

31 
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gain equalization. Further, by placing holograms only in positions corresponding to the 

wavelengths of the filter's passband, and having no holograms at positions corresponding 

to the filters stopband, the function of a tunable filter is realized. 

The second collimator is placed in a position, such that the beams dispersed by the 

grating, will have Arn channel coincide with AIA channel at the surface of the OVP, and 

likewise ANB channel coincide with ANA channel at the OVP. Thus by suitably choosing a 

beam steering direction, the added channel will be steered to the output port W D Mour. 

The drop channel essentially follows the same path in the opposite direction. 

In a slightly different layout, as shown in Fig. 3.2, a single grating is used instead of two 

gratings. However, the two collimators must arrive at the grating at differing incidence 

angles. This can be accomplished by arranging the collimators at a converging angle 

between them, or placing a prism wedge in front of the second collimator. This layout 

will be considered in this chapter, since it will be the one most readily demonstrated 

experimentally. However, the analysis can easily be extended to the first layout. 

In the following sections, we will look at the geometrical design of the functions in the 

multi-function processor. 

3.2 Number of Channels 

First we consider for one port, the number of channels that can be accommodated in the 

OVP, as shown in Fig. 3.3. Assuming that the angles are small, the beam size on the OVP 

is the same as the Gausian beam waist. Since the Gaussian beam arriving at the OVP 

extends to infinity, we need to consider the effect of the finite size of the hologram on the 

truncation of the beam. Tan et. al. [5] show that if the ratio of the hologram width to the 

beam radius, 1 2: 3.06, the truncation power loss, and diffractive losses would be minimal 

( at least 20 dB or less). 

Therefore, the maximum number of channels possible on the processor is: 

N < DovP 
- 3.06w 

where w is the Gaussian beam radius, and DovP is the width of the OVP. 

(3.1) 
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Figure 3. 3: Determination of number of channels 

3.3 Alignment of the OVP 

Typically, the maximum steering angle of the OVP is limited, since the pixel size cannot 

be made arbitrarily small due to technological limitations. Therefore, careful alignment 

of the OVP is needed to utilize the available steering capability of the OVP. This can be 

accomplished by noting that the OVP can steer both in the +a and the -a directions. 

Therefore, by choosing the steering range of the OVP to span from -8max to +8max we 

can utilize the maximum steering possible. 

If the center wavelength of the device Ac = .>.i ~.>.N is designed to arrive at a normal 

incidence to the OVP, the maximum steering is required for A1 and AN, such that the 

maximum beam steering (as defined in Section 2.2.5) is not exceeded: 

(3.2) 

Therefore, from knowledge of 8max of the OVP and Dov p the length of the OVP, 

we can determine h, the maximum possible distance from the center of the OVP to the 

grating, that will allow both A1 and AN to be steered by the OVP. From simple geometry 
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of Fig. 3.4, we can see that the angle between A1 and AN at the grating is: 

A , -1 (AN , /3 ) . -1 (Al . /3 ) ua = ON - 01 = sm dg - sm A - sm dg - sm A 

where d9 is the pitch of the grating. If ON is small, we can approximate !::..a by: 

A AN - >..1 ua~---
dg 
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(3.3) 

(3.4) 

Therefore, for the OVP to be able to steer a beam in its incident direction, we have to 

satisfy the following inequality, by controlling d9 and f3A: 

sin-1 ( ~; - sin/3A) - sin-1 ( ~; - sinf3A) ~ Bmax (3.5) 

If ON is small, this reduces to: 

AN - >..1 < (} 
d - max 

g 
(3.6) 

At the best condition, the left-hand side of Eq. (3.5) would equal Bmax, thereby utilizing 

the full steering capability of the OVP. In such a condition, the normal distance from the 

center of the OVP to the grating, h will be: 

h = DovP ~ 2d9DovP 

tan! (sin-1 ( t - sin/3A) - sin-1 ( t - sin/3A)) AN - >..1 
(3.7) 

For this layout, we can determine the steering required to send the beam back exactly 

along its incidence angle. This steering angle is denoted as 88 • Since we have set that >..c 

should arrive normal to the OVP, the steering angle for each channel 88 i should be: 

(3.8) 

3.4 Inter-channel wavelength spacing 

The minimum inter-channel spacing can be determined from o the inter-channel dispersion 

angle at the grating, as shown in Fig. 3.3. We define >..1 and >..2 as being separated by the 

smallest possible channel wavelength separation, !::..>.min= i>..1 - >..21, From the geometric 

structure, we can see that: 
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From Fig. 3.3 we can deduce: 

and 

3.06w + X 
tann:1 = h 

X 
tann:2 = h 
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(3.9) 

(3.10) 

(3.11) 

We can then get the minimum channel wavelength separation, by using the grating equation 

(Eq. 2.1): 

A\ . ~ d 3.06W 
L..l.Amm ~ g h 

where h is the normal distance from the OVP to the grating. 

(3.12) 
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3.5 Layout of the two collimator system 

38 

Up to this point, we have considered only the alignment of the system with the first 

collimator "A". In this section we consider the geometry when the second collimator "B" is 

included. 

As explained in Section 3.1, for each wavelength, the beam from collimators "A" and 

"B" will need to meet at the OVP. From observing Fig. 3.2 carefully, we see that the 

orientation of the second collimator can be completely described by the distance between 

the beams "A" and "B" at the grating (which we define as Di), and the angle between the 

two collimators, which we define as 0 AB. 

We can determine from geometry, that the angle between the two beams A and B from 

the collimators, is eAB = f3A - f3B, The constraint on the second collimator to be oriented 

correctly is that all its wavelengths arrive on the OVP, at exactly the position that they 

arrive from collimator "A". Specifically, we can set the first and last wavelength channels 

(>.1 and AN) from the second collimator to arrive at the same position on the OVP as the 

same wavelength channels from the first collimator. For the normal distance of the meeting 

point from the grating position, this would require that: 

(3.13) 

and 

(3.14) 

where hiA and hiB are the normal distance from the grating plane to the beam's intersection 

with the OVP plane for the ith channel from collimator "A" and from collimator "B", 

respectively. Likewise, for the displacement on the plane of the grating from the point 

where beam "B" is incident, the requirement will be: 

(3.15) 

and 

(3.16) 
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where D2Ai and Dwi are the displacements for wavelength channel i, on the grating plane 

from the point of incidence of the beam ''B", at the OVP plane for the beam originating 

from "A" and from "B", respectively. Generally, for a beam for wavelength channel i, we 

can from trigonometric relations determine that: 

h·- D1 ,-
tan OAi - tan OBi 

(3.17) 

and 

D2i = D1 tan a Bi 

tan OAi - tan OBi 
(3.18) 

As was mentioned in Section 3.1, the beam for the ith channel arriving at the OVP 

from collimator "A" will have to be steered to collimator "B". For this scenario, the steering 

required will not be (}Bo but rather the steering required from "A" to "B" ( or vice versa), 

denoted by e:i, which from geometry considerations can be shown to be: 

(J I (J • -1 ( Ai . (3 ) . -1 ( Ai . ((3 8 )) Bi = si + sm dg - sm A - sm dg - sm A - AB (3.19) 

From Eq. (3.19), we can determine that the maximum steering is required for A1 and 

the minimum steering is required for AN, Therefore, combining Eqs. (3.3), (3.8) and (3.19) 

we get: 

(J • _ 1 (AN . .(3 ) . -1 (Al . ((3 e )) 
max = sm dg - sm A - sm dg - sm A - AB (3.20) 

In order to minimize the steering angle required, it is clear we need to minimize 8AB· 

In order to determine the effect of 8AB on the other parameter (D1) that has effect on 

the orientation and position of collimator "B", we formulate, again based on geometrical 

consideration, a relation for the distance D1: 

Di= DovpsinaA1 (tanaA1 - tanaBi) 
2 sin (!:ia/2) tan aA1 

where aBl is of course given by: 

OB1 = sin-l ( ~; - sin (f3A - 8AB)) 

(3.21) 

(3.22) 

From Eq. (3.21) we can see that as 8AB decreases, D1 also decreases, to the point 

where, if 8AB = 0, then D1 = 0. However, this is impossible, since collimators "A" and "B" 



Chapter 3. Design of Opto-VLSI Multifunction WDM Device 40 

cannot occupy the same space. Therefore, the minimum angle e AB will be determined by 

the minimum distance possible between the centers of the collimators. This will generally 

be determined by the size of beam from the collimators and the distance of the collimators 

from the grating. Assuming that the collimators will be brought close to the grating, then 

D1 will have to be approximately equal to the chosen beam diameter for the system. We 

will further study the effects of beam diameter in Chapter 4. 

3.6 Area of the Multifunction Device 

In this section, we will consider the area of the multifunction processor. Achieving smaller 

"footprint" (smaller area) for a WDM device is an important design consideration for a few 

reasons: 

• Can be accommodated in existing telecommunication device holders: "racks" 

• Allows for easier integration with other WDM devices 

• Can be designed more accurately to have mechanical integrity and temperature in

sensi ti vi ty 

Therefore, we will consider the geometric parameters that affect the size of the WDM 

Multifunction Device (WDM-MD). First we define the minimum area of the WDM-MD, 

R as the four sided area defined by the two lengths Dov p and D 1 . Of course, this does 

not include the two collimators. However, we justify this by noting that the collimators 

can come arbitrarily close to the minimum area defined, and so do not contribute to the 

minimum area possible. From simple geometry, the area R is therefore: 

(3.23) 

where his defined in Eq. (3.7). Inserting Eqs. (3.7) and (3.17) in Eq. (3.23), we get: 

Figure 3.5 shows the variation in area for various values of D 1 , the separation between 

the beams from the collimators at the grating, as a function of the maximum steering 
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Figure 3.5: Area occupied by multifunction device as a function of D1 and Omax 

angle Omax· This calculation was made for Dovp = 25 cm, A1 = 1530 nm and AN= 1580 

nm, the beam radius w = 0.25 mm and number of channels N = 100. As the maximum 

steering angle increases, and varying the grating period, d9 , so that all the wavelengths 

between A1 and AN fall within the OVP. 

In conclusion, the area of the WDM-MD is a strong function of the orientation of the 

two collimators, as determined by Di, and the maximum steering capacity of the OVP. 

Therefore, if we increase the OVP's maximum steering angle (by decreasing the pixel pitch), 

the area of the device can be decreased. Further, decreasing D1 decreases the area of the 

mulfunction processor. However, as was noted earlier, the value of D1 cannot be less than 

that necessary to keep the two collimators separate. This in turn will be dependent on the 

size of the beam, which is discussed in Chapter 4. 
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3. 7 Procedures for Designing WDM-MD devices 

In this section, we describe a possible design procedures for realizing the multifunction 

device described and analyzed in the preceding sections. 

1. Identify specifications of the multifunction device: the number of channels, N, as well 

as their wavelengths A1, A2 · · · AN, in which the multifunction device will operate. 

2. Identify technological constraints: the steering capability of the OVP, Omax may be 

limited. Further, the period of the grating d9 may also be inflexible, if acquired 

off-the shelf. 

3. Identify the beam width desired, w. Typically, w 2'.: 0.25 mm in order that the 

beam remain collimated and efficiently couple back into the collimators. If the path 

traveled by the beam is long (> 100 mm) the minimum value of w would need to 

also increase (as described in Chapter 4). 

4. Calculate the required DovP and channel beam width such that Eq. (3.1) is satisfied. 

5. Select values for d9 and f3A such that Eq. ( 3.5) is satisfied. If off-the-shelf gratings 

are used, the f3A would be the only free variable. Calculate ~a using Eq. (3.3). 

6. Calculate h using Eq. (3.7). 

7. Select the minimum value for D1. This will be limited by how close the collimators 

can be to each other. Assuming the collimators are brought the closest possible to 

the grating without block the diffracted beam from the grating, the minimum value 

for D1 will be: D1 2'.: w. 

8. Choose a value for 8AB, such that Eq. (3.21) is satisfied. This ensures that the 

minimum area is taken by the multifunction device, since 8 AB and D1 are directly 

related. 

9. Check that Eq. (3.20) is satisfied. If the right hand side of the equation is more than 

Omax, go back to Step 5 and decrease d9 or increase f3A such that ~a is decreased. 

If the right hand side of Eq. (3.20) is less than 95% of Omax, also go back to Step 5 

and increase d9 or decrease /3 A such that ~a is increased. 

10. Calculate the area !R the area required for the device. 



Chapter 3. Design of Opto-VLSI Multifunction WDM Device 43 

The above procedure is easily automated by programming into the computer. Using 

the procedure, a device is designed to work in the range 1530 nm to 1580 nm including 

100 WDM channels, using an OVP with a commercially feasible pixel pitch of 7.4µm, 

corresponding to a Omax = 6°. The results are listed in Table 3.1. 

Specifications 
N 100 

-'1 1530 nm 
AN 1580 nm 
Omax 50 

Calculated values 
w 0.25 mm 
Dovp 25.00 mm 
dg 0.476µm (2100 lines/mm) 
D1 1.4 mm 

II Area I 41 cm2 II 

Table 3.1: Calculated geometrical parameters of the multifunction processor for a set of 
specifications 

3.8 Alternate design of multifunction device 

One shortcoming of the WDM-MD design so far considered is that as we increase the 

desired number of channels and the wavelength range of the device, the steering angle 

needed also increases. This can severely limit the scalability of the device for dense-WDM 

(DWDM) systems. Therefore, we propose an alternative design of the Opto-VLSI based 

WDM Multifunction device (WDM-MD-A) is shown in Fig. 3.6. 

3.8.1 Description of alternate design 

In this design, the W D M 1 N signal passes, as before, through the circulator and is colli

mated by the collimator at "A". The beam is incident on the center of the first lens (L1). 

Therefore, the lens does not deflect the direction of th~ beam, however, it modifies the 

wavefront's radius of curvature. The beam then passes through a transmissive grating and 

is dispersed into its constituent wavelength channels. A second lens (L2)is placed at a 

distance from the grating. The distance of the second lens from the intersection of beam 

"A" with the grating is set to be equal to its focal length (h2). The optical axis of the 
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second lens is set to coincide with the optical axis of the first lens. The incident angle of 

the beam "A" on the lens £ 1 is chosen such that the the center wavelength channel from 

"A" is dispersed by the grating to be exactly along the optical axis. We denote this center 

wavelength, as usual, by Ac, and is defined as: 

(3.25) 

where A1, A2 ···AN, are the N wavelength channels in the WDM system. From ray optics 

we conclude that all the wavelength channels will be incident on the OVP exactly normally. 

Therefore, the the OVP does not steer the channels. All the wavelength channels will return 

to the W DMouT port, retracing their paths in reverse. Therefore, this would function as 

filter, because the OVP can stop each channel by steering it in another direction. Further, 

considering the ability of the OVP to reflect the beam only partially, by either steering 

the beam back partially, or steering the beam slightly to decrease the coupling efficiency, 

the function of variable attenuation is realized, thereby allowing the device to work as a 

wavelength equalizer. 

The second collimator ("B') is placed parallel to collimator ("A"), and so impinges on 

the first lens (£1) off its optical axis. It is then deflected by the lens toward the optical 

axis of £1 and £2. Therefore, by choosing the focal length L1 appropriately, the dispersed 

wavelength channel beams from collimator "B" also arrives at exactly the same points in 

the OVP. The angle at which they arrive at the OVP will no longer be normal. However, 

all channels from collimator "B" arrive at the OVP at identical incidence angles. Therefore, 

if a channel is to be added, the corresponding position at the OVP will steer it to return 

in the normal direction. 

Another advantage of this design is that, as the collimators are parallel to each other, 

there can possibly be a many port device, by adding additional parallel collimators. All 

beams of the same wavelength channel from all collimators would arrive at the same spot 

in the OVP, but arrive at different angles of incidence ( with collimator "A" as a special case 

having an angle of incidence of zero). Therefore, the functions of add/drop multiplexing 

is realized, since any channel from "A" can be steered to be or return to "A", and likewise 

for collimator "B" and any additional collimators. Further, the inclusion of additional 

collimators would allow a multiport cross-connect to be realized using a single grating and 

a collimator array. 



Chapter 3. Design of Opto-VLSI Multifunction WDM Device 

0 
(.) 

C\J 
en 
C 
Q)-------,£....+ 

.....J 

en 
C 
Q) 

.....J 

©1f.:: 

. . . 

"'C 
en C 
·x co 
co ~ 
co ~ C\J 
.o Q) en 
._. .....J C 
Oo. _ Q) 

0 .....J 

Figure 3.6: Alternate design of multifunction device 
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3.8.2 Geometry of alternate design 

46 

As noted in Section 3.8.1, the angle of incidence of the beam from collimator "A" on the 

optical axis of L1 and L2, denoted by /3, remains unchanged by £ 1. The value of /3 is 

chosen such that the center beam Ac is diffracted in the direction of the optical axis of the 

L1 and L2. Therefore: 

. -1 Ac PA= sm d 
g 

(3.26) 

where, as usual, d9 is the grating period. Assuming that Dov p, the width of the OVP is 

fixed, we can determine the angle at which the beams will be diffracted by the grating for 

a range of wavelengths A1 to AN: 

. -1 Ac - Ai 
O'.Ai = sin 

dg 
(3.27) 

Therefore, the acute angle between the diffracted A1 and AN channels, b.o: will be: 

A . -1 AN - Ac . -1 Ac - A 1 
uo: = sm + sm 

dg dg 

if the angles 0:1 and O'.N are small, we can again approximate b.o: by: 

" AN - Al 
Ll.O'. ~ ---

dg 

(3.28) 

(3.29) 

Therefore, from the knowledge of Dov p we can determine the required focal length of 

the lens L2, denoted by !£2: 

DovP 
h 2 = 2 tan (b.o:/2) (3.30) 

In order to determine the focal length of the lens L1, we use the vector representation 

of beams in geometrical optics, where the beam is described by its declination gradient 

direction from the optical axis and its displacement from the optical axis. Therefore, we 

can describe the "ray" from collimator "B" incident on the lens L1 as: 

(3.31) 

where dAB is the displacement from the optical axis of the incident beam from "B" on £ 1. 

Since the collimators parallel, the angle at which the ray from collimator "B" is incident 
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on L1, is the same as the incidence angle from collimator "A", {3. The units of f3 has been 

changed from radians to gradient, through multiplying by a factor of 4/1r. This is because, 

at large incidence angles, the approximation sin (J = (J does not hold, and thus we convert 

the angle to gradient. The superscript of the the ray vector R simply describes the position 

of the ray, Ll - denoting that it is arriving at 11, and the subscript "B" notes that the 

beam originates from collimator "B". 

In order to describe the beam after passing through £1, we multiply R~1- by the 

lens matrix, as described by the ABCD matrix formulation [1]. We use the thin lens 

approximation, where the lens is assumed to change the direction, but not the position of 

the ray passing through it. The ray vector after passing through the lens is: 

R~1 + = [ 1 - /~1 ] [ ~ ] [ ~ - ~ ] 
0 1 dAB dAB 

(3.32) 

Therefore, the beam from collimator "B" will be incident on the grating at the angle 

/3- 1rdAB/4f£I. Therefore, the diffracted beams from collimator "B" will be: 

. -1 [Ai . (/3 1rdAB)] Cl'.iB=sm --sm ---
d9 4/LI 

(3.33) 

Therefore, since the center wavelength Ac impinges at the center of the OVP, we can 

determine the required focal length !LI from the following implicit equation. 

I 7rdAB 

LI = 4 [/3 - sin-I (~ - 1 ) ] 

g Ji+(J;.;)2 

(3.34) 

Similar to the original multifunction device, the area of the minimum area of the 

alternate design is simply the region between the lens/grating and the lens/OVP planes, 

since we can bring the collimators arbitrarily close to the lens/ grating plane. We can 

express the area of the alternate device, ~' as: 

' 1 
~ = 2 [h2 (DovP + dAB)] (3.35) 

The above expression for ~' is simple: The area depends directly on the distance 

between the grating plane and the OVP, as well as the distance between the two collimators 

and the width of the OVP. The width of the OVP directly determines the number of 

channels that can be independently utilized by the device (as per Eq. ( 3.1)), and the value 
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of dAB would, in any case, be made small compared to Dov p if the collimators are close to 

each other. Therefore, the only free variable available to minimize R' is the parameter f L2· 

From Eq. (3.30), we determine that we can reduce f L2 by increasing .6.o:, which in turn is 

increased by decreasing d9 . Therefore, there is a significant scope in reducing the size of 

the device by using more dispersive gratings. A practical performance limit for decreasing 

the size, of course, is aberrations introduced as f L2 is made small, while the diameter of 

L2 must necessarily be kept at Dov p, thereby creating more aberration. 

Therefore in order to design the alternate multifunction processor layout, we can use 

the following procedure: 

1. Identify the desired characteristics of the multifunction device as well as the inflexible 

device parameters. Examples for the former are the wavelength range A1 - AN, 

and number of channels. Some of the inflexible device parameters could be the 

technological limitations on the steering capability of the OVP, as well as the width 

of the OVP, Dovp. In any case, the number of channels possible is determined using 

Eq. (3.1), and is directly dependent on Dov? and the width of the beams from the 

collimators. 

2. Choose suitable values of d9 and h2, such that Eqs. (3.28) and (3.30) are satisfied. 

If there is no technological constraint on d9 (for example, if it is possible to writing 

gratings on the substrate), then proceed to the next step. 

3. Select a value for dAB such that the space between the two collimators is minimized, 

as there is no advantage to having a larger device. In terms of the distance between 

the centers of the two collimators DAB, the value of dAB is simply: 

dAB = DAB 
cos/3 

(3.36) 

4. Calculate the value of h1 using Eq. (3.34). If the value of d9 was not set in Step 2, 

choose suitable values of h1 and h2 based on focal lengths of easily available bulk 

lenses, such that Eqs. (3.30) and (3.34) are both satisfied. The area of the device 

will then be as given in Eq. (3.35). 

Using a similar specification to that given in Section 3.7, we can determine the charac

teristics of the alternate design. Therefore, for Al = 1530 nm, AN = 1580 nm and N = 100. 
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As explained earlier, the actual steering capability of the OVP is not important, and so 

we only set the size of the OVP, Dov p = 25 mm. For these values, in order to obtain a 

device area R = 40 cm2 (roughly the area of the original multifunction device designed) 

we can set dAB = 0.5 mm, ~a = 4.47°, h2 = 32 cm and d9 = 0.65µm. As can be seen 

from the procedure, this alternative design gives the designer more flexibility in decreasing 

the size of the device without compromising the specifications, since, irrespective of Bmax, 

by simply increasing ~a it will be possible to decrease the size of the device. 

3.9 Advantages of the multifunction structures 

We have thus far described geometrically the operation and some of the constraints on 

the two multifunction WDM device designs. Before proceeding to analyze more deeply 

the WDM multifunction device in the next chapters, we pause here to review some of the 

salient features of these two multifunction WDM device structures proposed, in comparison 

with other existing WDM reconfigurable components. 

Channel Reconfiguration: Since the OVP is simply an array of pixels, there is no 

physical boundary between the adjacent channels. The channels are defined by the steering 

hologram displayed on the area that the beam falls 011. Therefore, it is possible, without 

physically changing any parameter of the device, to change the position of the channels -

so long as the new channels are within the wavelength range of the device. This capability 

of the multifunction processor is important, since the \VDM device may be required to 

adhere to different channel wavelength standards depending on the network it is used in. 

This is not possible in other Free-space WDM devices, such as MEMS components, since 

the position of the mirrors must necessarily be fixed. 

Multicasting Capability: Another unique capability of the multifunction WDM 

device is its ability to multicast a wavelength channel to more than one port. Multicasting 

devices can have a dramatic effect on the efficiency of networks, since a considerable portion 

of data services, especially multimedia services, have multiple destinations. Another use of 

multicasting would be in access networks, where a single wavelength channel can be shared 

between many communications customers. Finally, multicasting can be used to monitor 

data traffic congestion and troubleshoot dead links. 

Integrated Variable Channel Attenuation: Another advantage of the multifunc

tion device is its ability to dynamically attenuate the power of a wavelength channel, by 
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either decreasing the proportion of the beam's area that is steered, or by steering the beam 

slightly off its intended path, thereby decreasing the wavelength channel's coupling into 

the collimators. The attenuation can be controlled finely, since each pixel of the beam 

steering hologram can either be part of the hologram or not. Further, the OVP's steering 

angle can be controlled finely using computer generated holograms (see Chapter 5). Other 

WDM reconfigurable devices, such as Bragg-gratings and AWG based multiplexers, need 

to integrate a separate device for variable attenuation, in order to realize dynamic channel 

equalization. Likewise, MEMS WDM devices, although able to steer the beam slightly 

to couple less power into the collimator, do not exhibit a fine attenuation resolution cite

memsvariablecoupling. 

Scalability: Although the scalability of the first multifunction design is limited by 

the ever increasing steering capability required of the OVP (see Eq. (3.5)), the alternative 

design proposed does not suffer from this shortcoming. Therefore, in the alternative design, 

while the number of channels and the size of the OVP, Dov p increase, no increase in Omax 

is needed. 

Mechanical Integrity: Since the multifunction processor, unlike MEMS WDM de

vices, has no moving parts, it is potentially more durable. It is more stable since its solidity 

does not make it sensitive to mechanical vibrations. Again, since it has no moving parts, 

it can easily be integrated in a optical substrate, thereby protecting it from environmental 

contamination, similar to AWGs and other waveguided components. 

3.10 Conclusions 

We have in this chapter introduced the functioning of the WDM Multifunction processor, 

its geometrical properties, and related design parameters. We have also proposed a second 

alternative design using OVPs, which addresses some of the shortcomings of the first design. 

We presented a procedural approach to designing a WDM-MD devices, and compared some 

of their strengths with the strengths of competing approaches to WDM devices. 

In Chapter 4, we will analyze the propagation properties of the WDM device using 

more accurate scalar diffraction based models, rather than the simple first approximation 

geometrical optics "rays" considered in this chapter. Next, we will devote Chapter 5 to 

algorithms for creating efficient "hologram" patterns for beam steering and multicasting 

applications. Finally, in Chapter 6, we experimentally demonstrate the operation of the 
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WDM multifunction devices. 
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Chapter 4 

Analysis of Beams Diffracted from 

OVP 

In this chapter, we review the relevant optical relations used to analyze the behavior of an 

optical beam and proceed to use them for analysis of the insertion loss of the system through 

investigation of the coupling loss of the output collimators, as well as study of parameters 

affecting the filter response of the multifunction device and the crosstalk isolation between 

adjacent wavelength channels. 

4.1 Theoretical Basis 

This study will use the scalar diffraction theory to model the optical systems, and quantify 

the error introduced by the simplifications made. The Rayleigh-Sommerfeld diffraction 

formula allows us to calculate the diffracted wave at any point U (Po) from knowledge of 

the field at all points in the aperture :E: 

1 /1 eJkro1 U (Po) = ~ U (P1) -- cos (ii, ro1) ds 
JA E ro1 

(4.1) 

where the various symbols are described in Fig. 4.1. The derivation of Eq. (4.1) is shown 

in Appendix B. In this section we will provide the theoretical framework for analysis of 

the holographic beam-steering network, which is the scalar diffraction theory, and use it 

for analyzing coupling efficiency and cross-talk analysis between the collimator ports of the 

WDM multifunction device. 
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X 

Figure 4.1: General layout for scalar diffraction analysis 

4.1.1 Fresnel Integral 

We can make a useful approximation of Eq. (4.1) by looking at Fig. 4.1. From the above 

figure, we can evaluate: 

and 

cos (n, f'cn) = cos (8) = _!__ 
ro1 

ro1 = J z 2 + (x - 0 2 + (y - r,) 2 

(4.2) 

(4.3) 

approximating by using the first two terms of the binomial expansion, JfTI = 1 + !b
!b2 + · · · we get 

r01 '"z ( 1+ ~ (": e)' + ~ ( Y: ~ )') ( 4.4) 

and finally we get the Fresnel diffraction integral 

eikz J r . k ( 2 2) 
U (x, y) = j)..z }L, U (~, r,) e32z (x-€) +(y-17 ) d~dr, (4.5) 

This approximation, if we express it simply as saying that the third term of the binomial 

expansion }b2 , is much less than the first two terms, needs to satisfy [91]: 

(4.6) 



Chapter 4. Analysis of Beams Diffracted from OVP 

4.1.2 Fraunhofer Diffraction Formula 

For very large values of z, if the following inequality is satisfied, 

k ({2 + r,2) 
Z » max 

2 

then we can make the followl.ng further approximation: 
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(4.7) 

(4.8) 

Therefore, we can make further simplify Eq.(4.5) into the following relation, known as 

the Fraunhofer diffraction formula: 

(4,9) 

It can be seen that the above Fraunhofer formula has the added advantage of being 

in the form of a scaled Fourier transform relation. None the less, both the Fresnel and 

Fraunhofer relations require a considerable level of mathematical complexity. 

4.1.3 Simplification using Operator Algebra 

In order to simplify the evaluation of multi-component optical systems, we adopt the use of 

an operator algebra notation, where we use four operators that can describe the Fresnel and 

Fraunhofer regimes, as well as lenses. The relationship between the operators is described 

in Goodman [91). The operators themselves in one-dimension (for simplicity) are shown 

below: 

Q[c] {U(x)} = exp (j;cx2) U(x) (4.10) 

v[b] {U(x)} = b112U(bx) (4.11) 

CX) 

F{U(x)}= j U(x)exp(-j21rfx)dx (4.12) 
-CX) 

CX) 

R[d] {U(x)} = ~ j U(x1) exp (j 2kd(x2 - x1)2) dx1 (4.13) 
-CX) 
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As can be seen from Eq. (4.5), R[d] is the Fresnel integral in one dimension, i.e. free

space propagation by a distanced. The quadratic phase operator Q[c] can be thought of as 

transmission through a thin lens, where the operator parameter c = -} for a converging 

lens of focal length f. The Fourier transform F and the scaling operator 11 can then be 

combined with the quadratic phase factor Q to yield a relation for R: 

R[d] = Q [1] v [A1d] FQ [1] (4.14) 

4.1.4 Gaussian Beam Propagation 

In this section, we will review the basic relations for the propagation of a Gaussian beam. 

A paraxial beam is one that has no field component along its propagating direction, and 

varies slowly along the other two directions. A 1-D solution of the paraxial Helmholtz 

equation traveling in the z direction is of the form (1): 

U(x) = A0 w~:) exp (-w:;z)) exp (jkz + jk 2;~z) -j{(z)) (4.15) 

where 

[ 2] 1/2 
w(z) = w0 1 + (:

0
) (4.16) 

R(z) = z [1 + (~)2] (4.17) 

{(z) = tan-1 ..:. 
Zo 

(4.18) 

(4.19) 

The term w is termed the width of the beam and describes the distance from the center 

of the beam that the beam's intensity decreases to 1/ e2• The waist w0 is the smallest width 

that the beam displays when propagating in isotropic medium. The Gaussian beam can 

also be described more easily using three "rays". A "central" ray that points in the direction 

of the propagation of the beam, as well as two "divergence" rays diverging from the center 

ray at the waist. The divergence angle of the two rays from the central ray is given by: 
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() -~ o-
1r2wo 

( 4.20) 

At points that are distant from the waist, the two divergent rays describe the width of 

the beam in either direction. 

4. 2 Beam Coupling into Collimator 

In this section we will study various aspects of the WDM multifunction processor that 

have effect on the insertion loss of the device. First we will review the model that we will 

use to study the coupling efficiency into the collimators. In Section 4.2.2 we will study the 

effect of the number of pixels in the hologram on the coupling efficiency of the diffracted 

beam. Then in Section 4.2.3, we will study the effect of the beam offset from the axis of 

the collimators. 

4.2.1 Coupling into the Fiber Propagating Mode 

In this section, we calculate the coupling of offset and tilted gaussian beams into single 

mode fibers. The coupling ratio of a field distribution into any mode of a waveguide is 

determined from the so-called "overlap integral": 

'r/o = J f~oo IU (x, y)J2 dxdy J f~oo IUo (x, y)l 2 dxdy 
(4.21) 

where U (x, y) is the field distribution incident on the fiber, and U0 (x, y) is the description 

of the propagating mode in the fiber. 

An analytical evaluation of the above relation is usually not feasible. Therefore, we use 

the analytical approximation of Eq. (4.21) developed by Marcuse [92]. 

If step index fiber waveguide, of core radius a, core index n1 and cladding index n2 

would have a single mode propagating Gaussian beam of waist radius w0 of: 

[ 1.619 2.879] 
W 0 = a 0.65 + y1.5 + °"'v6 (4.22) 

The normalized frequency, V, is given by the relation: 

(4.23) 
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where k = 271' / >. and a is the radius of the core of the fiber. It is possible to simplify 

Eq. (4.21), to a maximum error of a few percentage points, the power transmittance from 

a Gaussian beam that is tilted and offset, into a single mode fiber. 

For a Gaussian beam that is offset but propagating parallel to the axis of the fiber, the 

power transmission coefficient, Taff, is [92]: 

2 2d2 WaW -~ Taff= e wa+w 
w~+w2 

(4.24) 

where w is the waist of the incident Gaussian beam, and d is the distance of the center of 

the incident Gaussian beam from the center of the fiber. 

For a Gaussian beam that is incident exactly on the center of the fiber core, but tilted 

from the axis of the fiber core, the transmission coefficient, Ttilt will be: 

2waW - (2(n~wwo2)t1~)2 
Ttilt = e wa+w 

w~+w2 
(4.25) 

where (}tilt is the tilt angle between the optical axes of the fiber and the Gaussian beam. 

Therefore, in general, the coupling efficiency for a beam that is tilted and offset with 

respect to the core of the optical fiber, T/a,8, will be given as follows: 

T/a,8 = Taj J setTtilt (4.26) 

As a curious consequence of the linearity of the system, it is possible to show that 

Eq. (4.21) can be computed from a description of the Gaussian beam at an earlier point and 

the back-propagation of the coupling (single) Gaussian mode to the same point, provided 

that all optical systems encountered are linear. 

4.2.2 Effect of Number of Pixels 

An important consideration in the analysis of the beam steering efficiency is the question: 

how many pixels are needed for each beam? In this section, we develop a method to 

determine the effect of the number of pixels on the coupling efficiency of the diffracted 

beam. 

Consider the transmittance of a pixel. As indicated in Chapter 2, the pixel has a 

reflective/transmissive area, surrounded by a border that isolates it from its neighbors. 

For simplicity, considering one-dimension of a square pixel, it may be described as: 

-· ----
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{ 
1 -1/2 ~ X ~ 1/2 

p(x) = 
0 elsewhere 

( 4.27) 

Therefore, the a pixel at a position x = x0 with a length or width of a would be described 

by a "pixel function" p ( x~x9 ). Therefore, the one dimensional pixel array, with M pixels, 

would be described by: 

p(x) = j; p ( X -.xm) JOm ( 4.28) 

where x1, x2 · · · Xm · · · XM are the positions of the M pixels, and ¢1 ···<PM are the phase 

retardation of the pixels. Since the beam incident on the OVP has a Gaussian profile, 

and not a uniform field distribution, we define a Gaussian beam profile incident on the the 

pixel array p(x): 

(4.29) 

where w is the radius of the Gaussian beam, and 9ovp is its intensity at the center of the 

beam. We choose, in Eq. (4.29), a Gaussian beam at its waist to reduce the complexity of 

the analysis by discarding the transverse phase factor. This is a reasonable choice, since the 

OVP is halfway along the optical path from the input collimator to the output collimator. 

In any case, the resulting beams will be close to Gaussian beams (as we will find at the 

end of this section), and thus, no generality is lost with this choice. 

Therefore, the optical field distribution transmitted from the OVP, U0 has the profile: 

Uo = p(x)g(x) ( 4.30) 

In order to determine the diffraction from Uovp, we compute its Fourier transform, Aovp: 

Aovp(u) = F{U0 vp(x)} = P(u) ® G(u) (4.31) 

where G(u) is the Fourier transform of the Gaussian beam profile, and is given by: 

(4.32) 

and the Fourier transform of the pixel array function p( x) is given by: 
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M 
P(u) = asinc(au) L e-21rjxmu+J</im (4.33) 

m=O 

Finally, the Fourier transform of the field distribution can be expressed as: 

Aoop ( u) = ag00p w.,fii [ ( sine( au) i;, e-2"Jxm u+; <Im) ® e-•'w'u'] (4.34) 

Next, in order to compute the diffraction efficiency, we use Parceval's identity on 

Eq. (4.21). Parceval's identity states that for any two functions U0 (x) and Uovp(x), and 

their Fourier transforms A0 (u) and Aovp(u), we can write: 

1-: U0 (x)U;vp(x)dx = 2~ 1-: A0 (u)A~p(u)du (4.35) 

where* indicates the complex conjugate. Therefore, we can write Eq. (4.21) as: 

T/pix = f~oo IA0 (u)l 2 du f~oo IAovp ( u)l 2 du 
(4.36) 

The results of Eq. ( 4.36) can be numerically computed to give the effect of the number 

of pixels on the coupling efficiency of the diffracted beam. For example, we determine 

that for the maximum steering in the first diffraction order, we require a hologram pattern 

that has the largest spatial frequency, i.e, a pattern in two phase levels O, 71', 0, 71' • • •• The 

effect of the number of pixels on the coupling efficiency for such a pattern is computed and 

shown in Fig. 4.2. The parameters used for this calculation were a = 30µm, a pixel pitch 

of 40µm, and a Gaussian beam of beam radius of w = 250µm. As expected, increasing the 

number of pixels increases the coupling efficiency of the beam. For this particular case, 

increasing the number of pixels beyond 20 seems to have no advantage. 

One can get a sense of the effect of the number of pixels from a careful observation of 

Eq. (4.34). We can observe that the summation term will, depending on the distribution 

of the phase of the pixel, tend to a series of peaks or 8-functions as the number of pixels 

increase. Therefore, for a sufficiently large number of pixels, it is possible to approximate 

the sine function as being constant across each peak [93]. Therefore, the whole equation 

will be a series of Gaussian beams at the positions of the summation peaks. However, as 

the number of pixels decreases, the convolution will "distort" these Gaussian beams, and 

thereby decrease the coupling efficiency as seen in Fig. 4.3. 
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Figure 4.3: The Fourier transform of the propagating mode and of the field distribution 
for different number of pixels, Aovp 

We note in this regard that the removal of the transverse parabolic phase factor in 

Eq. (4.29) does not change the findings above. The effect of the phase factor on beam 

propagation would simply be to broaden the individual beams much as a lens would. 

4.2.3 Optimization of loss due to offsets from Collimator axes 

In Section 3.5 we set the position and orientation of the OVP and the second collimator 

"B", such that: 

• Central beam from collimator >-c falls normally on the center of the OVP. 

• The distance h, of the OVP from the grating is set such that the channels use all 

space in the OVP (per Eq. (3.7)). 

• The diffracted channel-beams from collimator "B" are set such that >-1 and/or .AN 
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Figure 4.4: Discrepancy between SLM plane and meeting point of collimators A and B 

arrive at exactly the same position on the OVP as the beam from collimator "A". 

However, the above relations do not constrain the wavelength channels Ai, for 1 < 

i < N from collimator "B" do not necessary arrive at exactly the same position as the 

corresponding channels from collimator "A". In fact, this is impossible if the OVP surface 

is planar. Therefore, there will be a small discrepancy between the point at which beams 

"A" and "B" arrive at the OVP plane, as shown in Fig. 4.4. This can be analyzed from 

the analysis of the relationship between D2 and h. If we describe the distances D2 and 

h in terms of trigonometric functions of the angles ai and /3i, we would get the following 

relations for the positions as given in Eqs. (3.17) and (3.18). In order to simplify the 

analysis, we describe the OVP plane as a line that passes through the two points where A1 

from collimators "A" and "B" and AN from the same two collimators meet. Mathematically, 

we can write: 

( 4.37) 
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where we have defined the co-ordinates x and y to originate on the point where beam from 

collimator "B" is incident on the grating. The positive direction of xis perpendicular to the 

grating plane and toward the OVP, i.e., along the direction of hi, The positive direction of 

y is collinear with the grating plane, away from the length D1, i.e., along the direction of 

D2i, Again, the values of h1, hN, D21, and D2N are as defined in Eqs. (3.17) and (3.18). 

Similarly, we can describe the beam from collimator "A" diffracted by the grating, in 

the ith direction, as: 

(4.38) 

Further, the ith channel diffracted from the grating which originated from collimator "B" 

can be described by the line: 

(4.39) 

Now, using Eq. (4.37) and (4.38), we can calculate for the ith channel, the point at 

which the beam from collimator "A" intersects the OVP line. Using plane geometry, we 

get the y coordinate of the intersection point, which we designate YAO: 

(4.40) 

In a similar fashion, combining Eqs. (4.37) and (4.39), we calculate the point at which 

the beam from collimator "B" intersects the OVP plane. For the y coordinate of the 

intersection for the channel i, we get: 

D2i (D2Nh1 - D21hN) 
YBO = ------'-------~-

D2i (h1 - hN) + hi (D2N - D21) 
(4.41) 

The distance between these two points projected on the grating plane and denoted by 

t::.y will. therefore be: 

t::.y = IYAo - YBol ( 4.42) 

Assuming that the beams from "A" and "B" fall close enough on the OVP plane to 

be steered by the same hologram, the beam traveling from "A" to "B" will be parallel 

with the beam traveling from "B" (the line described by Eq. (4.39)). Similarly, the beam 

traveling from "B" to "A" will be parallel to the line described by Eq. (4.38). Therefore, 
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the displaced beams will arrive at their intended collimators, parallel to the axis of the 

collimator. However, they will be displaced by: 

(4.43) 

and 

(4.44) 

where t:l.yA is the displacement of the beam from "B" from the axis of collimator "A" and 

t:l.yB is the displacement of the beam from "A" from the axis of collimator "B". 

Using the relations for coupling efficiency described in Section 4.2.1, we get: 

.0.112 

rJA = e-7 (4.45) 

and 

.0.112 

'T/B = e-~ (4.46) 

Figure 4.5 shows the calculated offset from collimator "A" for all wavelength A1 to AN, 

for the geometry set in Table 3.1. Of course, at the two extremities there will be no offset, 

since the design set these two points to coincide. Further, for this example, since Omax is 

small, there will be little effect on the coupling efficiency on the collimator, as given in 

Eqs. (4.45) and (4.46). However, as the value of d9 is decreased, thus making the grating 

more dispersive, and the value of ll.a: greater, the offset will decrease. Further, as the angle 

between the two collimators 8 AB is increased, the offset increases. 

4.3 Filter bandwidth 

In this section, we will determine the filter response of the WDM Multifunction device. 

Without loss of generality, we assume that the OVP hologram dedicated to the steering of 

the wavelength channel in question, Ai, is equal to the waist of the Gaussian beam incident 

on it, 2w. Therefore, in the filter mode of the multifunction device, an incident beam 

is steered back to its incident direction, and any radiation reflected within the hologram 

is coupled (ideally) back into the collimator. However, as the wavelength of the incident 
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beam changes to Ai + .6.A, the amount of power coupled back into the collimator decreases 

for two reasons: 

1. The grating will steer the beam Ai + .6.A away from the center of the hologram, 

thereby decreasing the portion of the beam that falls on the hologram, leading to 

less optical field that is reflected by the hologram. 

2. The incident angle of Ai+ .6.A on the OVP will be different from the steering angle 

of the hologram. Therefore, the beam will arrive at the collimator not normally, but 

with a tilt and offset. 

Mathematically describing the above two wavelength effects will allow us to model the 

filter response of the device. First, we calculate the fraction of optical power falling within 

the hologram, 7Jfrac· If the beam Ai + .6.A arrives on the OVP at a distance .6.x away from 

the center of the hologram, then 7Jfrac will be: 

W+A- .,2 J2 4->-'i -=7d 
~-Axe w x 

7Jfrac = 2 .,2 

Joo e--:;;;'Idx 
-00 

(4.47) 

where w is the beam radius of the Gaussian beam, which is the same as the half-length of 

the hologram. The evaluation of Eq. (4.47) is easily facilitated by use of the error function, 

erf: 

7Jfrac = ~ [erf ( w ~.6.x) + erf ( w: .6.x)] (4.48) 

where the error function, whose numerical evaluation is convenient, is defined as: 

erf(x) = ~ fox e-t2 dt 

The displacement from the center of the hologram .6.x, is of course a function of the 

wavelength. From the geometry of Fig. 3.4, .6.x is given by the relation: 

(4.49) 

where his as given in Eq. (3.7) and steering angles (}si is as given in Eq. (3.8). The last 

term, (}s:xi+l!>.>. is given by: 
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n [ . -1 (A1 + AN . (3 ) . -1 (Ai+ ~A . (3 )] 
us>.i+a.>. = sm 2d9 - sm A - sm dg - sm A (4.50) 

Similar to the analysis in Section 4.2.3, we can also from geometry determine the offset 

and tilt at the collimator "A" from a beam with wavelength Ai + ~A. The tilt of the beam 

at the collimator, 'IV tilt can be shown to be: 

(4.51) 

where ~a is as defined in Eq. (3.3). The offset at Collimator "A" from the Ai+ ~A beam 

can likewise be shown to be: 

D 01 fset = 8 cos f3A + (DA - 8 sin f3A) sin '¥tilt (4.52) 

where 8 is the offset of the diffracted beam on the grating, and is given by the following 

relation: 

( 4.53) 

Therefore, the coupling into the collimator "A" as a function of wavelength due to the 

fraction of the incident power reflected by the hologram, as well as the tilt and offset of 

the beam at the collimator can be combined using Eqs. (4.24), (4.25), (4.47), (4.51) and 

(4.52). The final coupling dependence on wavelength, 'f/filter: 

(4.54) 

Again using the specifications in Table 3.1, we can compute the filter response of a 

typical wavelength. Figure 4.6 shows the response of the filter for three different Gaussian 

beam width, for Ai = 1555 nm and DA = lOOµm. Therefore, we can choose the bandwidth 

of the filter by changing the Gaussian beam width. The bandwidth of the filter can be 

computed numerically from Eq. (4.54), by finding the bandwidth(2~A) that decreases 

'f/filter to half its maximum value. 
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Figure 4.6: Filter response for three different Gaussian beam widths for a center wavelength 
of 1555 nm 

4.4 Crosstalk Analysis 

One shortcoming of diffractive optical systems is the non-ideal dispersion of the optical 

fields in directions not intended by the device. This tends to increase the cross-talk of 

the device, and thus degrade its performance. In this section, we attempt to quantify the 

implication of the architecture of the Opto-VLSI devices on crosstalk performance. Of 

course, the cross-talk performance of a device is ultimately dependent on the particular 

holograms loaded on the OVP. However, certain features of the device can have a significant 

effect on the performance of the device. Specifically, we note that if a two stage steering is 

available, for a generalized switching architecture, the crosstalk isolation performance can 

improve markedly. The multifunction WDM device may be considered a two-stage device 

category, since, it has two "steering" stages, with the first one being the OVP itself, and 

the second one the grating, which disperses the beams in differing directions, depending on 

their wavelength. However, the second "stage", which is the grating, does not have a fully 

controllable steering, and so it will not have the same flexibility of a true two stage device. 

However, the device described in Section 2.1.4.3, falls in the category of a one stage device, 

since the steering is available only at only one stage. 

First we will consider a generalized beam switching system utilizing two steering stages, 

and show that, for a symmetric system, the analysis reduces to two stages of beam steering 
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separated by a distance, which is determined by the optical system between the two OVPs. 

Then, we will compare for an unintended diffracted beam (i.e. a beam that leads to 

crosstalk), its coupling path, for both the generalized one stage switch and the two stage 

switch. 

4.4.1 General structures of a two stage device 

Using the operator algebra described in Section 4.1.3, we now analyze the output of a 

beam steering scheme, including two lenses, as shown in Fig. 4. 7, where one OVP steers 

the beam away from the normal, and a second OVP, encoded with a complex conjugate of 

the first, reverses the steering to the normal direction, at a lateral offset. 

One can assume that the light at the first switch will be Gaussian, and can be completely 

described by the beam waist w1 and the phase curvature R1. Therefore, the question that 

remains is the nature of the propagation of the beam from the first to the second OVP. We 

can see from the analysis in the previous section that the propagation of the beam across 

free space can be computed using the Fresnel integral, while the phase curvature due to 

the two lenses can be expressed by the operator Q [-J] . The total system S will then be: 

S = R [dl Q [-}] R [2fl Q [-J] R [d] 

= R [d - fl R [fl Q [-}] R [fl R [fl Q [-}] R [fl R [d - fl 

= R [d - fl v [ ff J ~v [ l, J ~R [d - fl 

= R [d - fl V [fl] V [ ,\fl ~~R [d - fl 

=v[-llR[2(d-f)l 

= R [2 (f - d)l 

(4.55) 

This result implies that the system between two OVPs with two lenses, is equivalent 

to a free space propagation by a distance of 2 (f - d). The relationship between the two 

SLMs then can be simplified as shown in Fig. 4.8. 

To analyze the system shown in Fig. 4.8, we use a normalized Gaussian beam as input 

1 ( x2) G1(x) = . r- exp - 2 
Wl y7r W1 

(4.56) 

Further, let the hologram on the first switching stage be denoted by H 1. We can then 

express the field arriving at the second stage as U2-
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2(f-d) x' 

Figure 4.8: Simplified diagram describing beam steering between two SLMs 

U2- = R [d'] {G1H1} 

= Q [cir] 11 [tcr] ~Q [cir] { G1Hi} (4.57) 

= Q [f,] 11 [~] {~ {Q [f,] Gi} ® ~{H1}} 

Since the hologram function Hi routes the signal to a single port, the Opto-VLSI 

encoding can have to be in the form of a stepped blaze grating [94]. The form of the 

Fourier transform of a stepped grating is, as can be deduced from the results of Appendix 

A: 

00 

~ {H1} = I: en exp (j¢n) 8 (x - Xn) (4.58) 
n=-oo 

If we assume that the separation between various orders of the hologram replay pat

tern is larger than the diameter of the Gaussian beam with non-negligible field [5], i.e. 

(xn - Xn-1) > 3.06wi, we can write: 

U2- = Q [~,] 11 [A~,] { ~Q [~,] {Gi(x')}} (4.59) 

Noting that the operators will not make a distinction between x and x' ( due to linearity 

of the system), we arrive at the conclusion that 

U2-n = en exp (j¢n) Q [~,] II [A~'] ~Q [~,] { G1 (x')} = R [ d'J { G1 (x')} (4.60) 

This implies that the Gaussian beam will progress, in the direction of each of the 

diffracted orders, following its natural divergence. Since the beam steering requirement 
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Figure 4.9: Showing the desired Gaussian beam arrangement 

is to reproduce at the second hologram a Gaussian beam as close to the input beam as 

possible, phase curvature at the first hologram should be chosen in such a way that the 

waist of the beam should be at the middle between the two processors, as shown in Fig. 4.9. 

Since the waist can be at the center of the system only for one set of inputs and outputs, 

an intermediate value can be chosen for such architecture. 

4.4.2 Coupling from Undesired Diffraction Orders 

We have analyzed so far the propagation of the desired beam. However, other (undesired) 

beams are also diffracted. We are interested to know the maximum cross-talk we can 

expect from these beams. Therefore, we calculate the maximum cross-talk in the various 

diffracted orders, assuming that these beams themselves travel undisturbed. Since we are 

interested in the maximum cross-talk, we will assume that the unintended beam travels 

undisturbed to the collimator, although the actual cross-talk of the real beam will be less. 

One question we need to test is the difference between the two-hologram beam steering 

system and the single hologram beam steering system, as far as the cross-talk isolation 

provided. These two architectures are represented schematically in Figs. 4.10 and 4.11. 

For a system containing one steering stage, the output ports need to be brought very 

close together, in order to minimize the variation in coupling efficiency ( due to the variation 

in fiber launch angle). The system with one stage is shown in Fig. 4.10. The crosstalk 

from the unintended beam will be simply an unintended beam that is coupled normally 

onto a port. Therefore, the crosstalk is totally dependent on the ability of the hologram 

to reduce the power of the unintended beam to low levels. 

In a two hologram system, since the second set of holograms will be the complex 
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conjugate of the first set of holograms, resulting in beams that are launched normal to the 

output fibers. In such a setup, the very sensitivity of the output fibers to launch angle, 

allows for a greatly enhanced cross-talk isolation. 

One approach two effectively evaluating the inter-channel cross-talk may be to compare 

the optical power in output port (Pout) against the worst-case scenario of power coupled 

unintentionally into another output port (Pwc), We denote the cross-talk isolation as Ci 

in dB: 

C ( Pout) 
i = lOlog Pwc (4.61) 

We first decouple the two transverse dimensions, since the circular symmetry of the fiber 

implies that the crosstalk figure for a one dimensional beam steering is always worse than 

the two dimensional case. The entire system is shown in Fig. 4.12. The physical distance 

between the two steering stages is 2(!11 + d11) while the equivalent optical path length is 

2(!11 - d11), with a total inversion of the array. Therefore, for holograms h1, h2, · · · , h6 at 

the first stage, the possible deflection angles ( in gradient) would be: 

Bmn = a(m-n) 
2(1Jz - d11) 

(4.62) 
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intended beam 

Figure 4.12: Beam coupled into unintended hologram and corresponding fiber 

where m is the input port number (1 to 6), n is the output port number (1 to 6). From 

this relation, the possible values of Bmn are: 

5a 2a 3a a a 

f ' ( d ) ' ' ( ) '0, fl - d11 2 f fl - fl f fl - d11 2 f fl - d11 
a a 3a 2a 5a 

2(!11 - d11)' f fl - d11' 2(!11 - d11)' f fl - d11' 2(!11 - d11) 
(4.63) 

The deflection angles at the second stage will be the negative of the values for the 

first stage (in effect, the same list as above). The scenario for worst case of cross-talk will 

occur when the optical signal arrives at an unintended hologram at the first stage and gets 

coupled into the port corresponding to that hologram (Fig. 4.12). 

In this scenario, a beam (m,.n), from port m to port n, through holograms Hm (at the 

first steering stage) and H n ( at the second steering stage), also diffracts light to neighboring 

holograms Hn±l · A direct coupling into fibers n ± 1 will never take place. This is because, 

if Hn steers the beam by Bmn, then Hn±l cannot have the value of m(n± 1), since it would 

be steering a beam from a port other than m. Therefore, the worst case will correspond to 

a combination of beam steering by the first and second steering stages with the smallest 

value of angular difference, i.e: 

(4.64) 

The system from the second stage to the fiber at the unintended port may be repre

sented as shown in Fig. 4.13. 

The lateral offset x and launch angle of the unintended beam may be shown to be: 
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Figure 4.13: Lateral offset and launch angle for unintended beam 

() afml 
X = f ml e = 2(f Jl - dti) (4.65) 

and 

() _ () ( 1 dml) _ ( a ) (1 dmz) 
l - e - fml - 2(!Jl - dti) - fml ( 4.66) 

The decrease in coupling efficiency due to the lateral offset x and the launch angle ()1 

may be deduced from the splicing analysis of Marcuse [92], as mentioned in Section 4.2.1: 

7Jx = exp - 2 = exp - ml 2 [ x2] [ a2 f2 l 
w 4w2 U1i - d1i) 

( 4.67) 

and 

% = exp [ (,m;:•)'] = exp hA' ~;;,~:!,)' (1- ~:)'] (4.68) 

where again w ~ r ( 0.65 + ~~Ji + 2~A9), n2 is the index of the fiber cladding, >. is the 

optical wavelength, r is the fiber core radius and V is the normalized fiber frequency ("V

number"). The total cross-talk isolation (in dB) can then be calculated from the following 

relation: 

Ci= lOlog (7Jx7Je1) (4.69) 

Using Eq. (4.69), we can compare the difference in crosstalk isolation for systems uti

lizing one and two stage steering. Since, as we have said earlier, the one stage system offers 

no isolation to an unintended beam that is incident normally on the output fiber, the q in 

Eq. ( 4.69) actually describes the crosstalk isolation improvement in a two stages steering 
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system. Therefore, a two stage system always has greater crosstalk isolation over a single 

stage system, and the improvement is quantified through evaluation of Ci . 

In conclusion, the multifunction processor "steers" a beam twice, first by the OVP 

and secondly by the grating, before it is coupled into the output collimator. Therefore, 

an unintended diffracted beam by the first stage (OVP), does not directly couple into 

the collimator, but is offset and tilted by the grating, thereby giving an added crosstalk 

isolation (given by Eq. ( 4.69)) over that. offered by the hologram pattern. 

4.5 Conclusions 

In this chapter, we have studied the theoretical basis of the propagation of the diffracted 

beams, and used the relations developed to study two systemic causes of insertion loss in 

the multifunction device: namely, the offset at the collimator "A" from beams between 

.X1 and AN sent from collimator "B", as well as the effect of the number of pixels in the 

hologram on the collimator coupling efficiency. We conclude that the coupling loss from 

the offset can be effectively minimized by judiciously choosing smaller angles between the 

two collimators (SAB), Likewise, when the number of pixels in a hologram is above~ 20, 

there is no further advantage in increasing the number of pixels. 

Next, the filter response of the multifunction device was analyzed, and two parameters 

that affect the filter bandwidth were identified; namely, the width of the Gaussian beam 

and the distance DA between the collimator(s) and the grating. 

Finally, the effect of the two stage steering nature of the multifunction processor was 

compared to a typical one stage system, and its superior cross-talk isolation performance 

was demonstrated. However, it is important to note the actual cross-talk isolation of a 

device is dependent on the crosstalk isolation that the holographic pattern on the OVP. 

Section 4.4 showed that in addition to the crosstalk isolation of the hologram pattern, the 

system structure provides additional crosstalk isolation. In the next chapter, we will study 

generation of the holograms that allow for beam steering and will identify the algorithms 

for computer generated holograms and their relative performance in reducing crosstalk. 



Chapter 5 

Computer Generated Hologram for 

Opto-VLSI WDM Components 

OVPs offer promising technological platform for implementing reconfigurable Wavelength 

Division Multiplexing (WDM) networks. By driving an OVP with a computer generated 

hologram (CGH), dynamic optical beam steering and/or multicasting can be achieved. In 

this chapter we develop and compare CGH algorithms based on simulated annealing and 

projection methods, for optimum beam steering aµd multicasting applications. Experimen

tal results show that simulated annealing can generate accurate output targets with low 

crosstalk but requires a long computation time for large-scale multicasting. The projection 

method is more computationally efficient in generating multicasting holograms, however, 

it is susceptible to higher crosstalk. 

5.1 Introduction 

Opto-VLSI technology for optical signal devices for WDM network components has received 

considerable attention (53,95). In particular, diffractive, non-mechanical optical processing 

for optical filters, gain equalizers, and add-drop multiplexers have been demonstrated (53, 

95-98). All such systems rely on an OVP to control spatially the optical phase retardation 

of the beam, thus providing a reconfigurable beam steering and/ or multicasting capabilities. 

For efficient beam processing, fast algorithms for hologram generation are required, which 

provide variable diffraction efficiency and low crosstalk. These requirements have received 

sustained attention [99]. Generally, the problem of generating CGHs is to calculate the 
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phase distribution, h(x, y), in the hologram plane, for a target diffracted intensity pattern 

T(u, v), given by 

T(u, v) = j f h(x, y)e21rj(ux+vy)dxdy (5.1) 
. leh 

where eh is the aperture of the hologram and h(x, y) is pixellated with finite phase levels, 

and unity amplitude. 

Several methods have been identified for use in the generation of holograms, includ

ing projection onto convex sets (100, 101], Gerchberg-Saxton and Gerchberg-Papoulis al

gorithms (102-105], generalized projection algorithms [106-112], parallel projection algo

rithms [113], iterative fourier transforms [114], phase encoding [115], simulated anneal

ing [116], and genetic algorithms [117]. In this chapter, we study the feasibility of two 

algorithms, namely the generalized projections and simulated annealing algorithms, for 

the generation of holograms that realize single- and multiple-spot diffracted intensity pat

tern targets. Further, we demonstrate a computer-controlled testing and measurement 

setup for OVP programming and output beam monitoring. 

Results show that accurate output targets with low cross-talk can be generated using 

the simulated annealing method, whereas for a diffracted intensity pattern target the pro

jection method results in high crosstalk levels. However, the projection method is found 

to be relatively more computationally efficient than the simulated annealing method, es

pecially for a multicasting diffraction target of large spot number. 

5.2 Estimation of Maximum Diffraction efficiency 

Using the methods of scalar diffraction described in Chapter 4, we consider the diffrac

tion efficiency expected from a beam steering hologram. First we give a brief intuitive 

introduction to the notion of beam steering and then discuss two estimates for theoretical 

maximum efficiency. 

5.2.1 Beam Steering 

The ideal hologram profile for beam steering applications can be found by analyzing the 

simple wave propagation equation: 
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Figure 5.1: Similarity between prism and blazed grating 

U = e!(k·r-wt) (5.2) 

The direction of the beam is determined by k, the propagation constant, and f' is the 

position vector. If the wavefront encounters a phase retardation linearly varying across a 

plane, eUii.·r), the new wavefront will be of the form e!(k'·r-wt), travelling in the direction 

k' = k + a. Therefore, the beam direction can be changed without distorting the beam 

itself, if a hologram provides a linearly varying phase term. Next, if we "wrap" the phase 

back to zero whenever it reaches 21r (without any change to the system - since phase of 

0 and 21r are equivalent), we would get a linearly varying phase from O to 21r, i.e. a 

blazed grating. Figure 5.1 shows the relationship between a prism (linearly varying phase 

function) and a blazed grating. 

However, the OVP is unable to reproduce the prism or the blazed grating. This is 

because the phase encoding in OVPs is quantized in the number of phase levels as well 

as pixellated. Therefore, an approximation to the blazed grating is made in the OVP, as 

shown in Fig. 5.2. This approximation was first proposed by Dammann [94], and such 

gratings are generally known as "Dammann blaze gratings'. 

Beside modeling the optical switch as shown in Fig. 5.2, an important theoretical 

limitation of the hologram will be its diffraction efficiency. The calculation of efficiency 

for a Dammann grating has been included in Appendix A. If we disregard the specific 
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Figure 5.2: Dammann Blaze grating 

arrangement of the spatial light modulator, there still is a theoretical limit of the diffraction 

efficiency possible [118], simply based on the fourier transform of the desired signal shape, 

f(x): 

- IJ F(u)dul2 
rJ - J l-f(u)l2 du 

(5.3) 

The derivation of the above relation is described in Appendix B. For the case of a delta 

function f(x) = 8(x - x0 ), the Fourier transform will be such that F(u) = exp(j21rux0 ). 

This will result in r, = 100%. However, for any other function (i.e. IF(u)I < 1 for some 

values of u), it is impossible for a diffractive phase element to give a 100% (theoretical) 

efficiency. 

5.3 Generation of CGHs 

CGHs may essentially be divided into two broad categories: those that iteratively project 

onto constrained sets in order to converge onto a realizable solution, and those changing a 

single pixel or a group of pixels of an existing candidate solution to get closer to the target. 

In this section, we will consider one algorithm from each class, namely the generalized 

projection onto constrained sets and simulated annealing. 

5.3.1 CGH by Simulated Annealing 

The simulated annealing algorithm for hologram generation first defines a cost function 

as a measure of the distance between the diffracted field pattern of the target T and the 
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field pattern of the current candidate hologram. The target generally does not define the 

entire diffraction field, but rather a small subset of the diffracted field which is of interest. 

The algorithm, as formulated by Dames, et. al ( [116]) starts from an initial random 

hologram pattern, h(x, y) and computes the resulting diffraction field. Since the angular 

components of a wavefront are described by its fourier transform, the diffracted beam can 

be represented by a fourier transform [91]. For a pixellated hologram, h(m, n) , which 

represents the complex transmittance of each pixel (m, n), the diffracted beam H(k, l) is 

described by: 

H(k, l) = DFT(h(m, n)) (5.4) 

where (k, l) represents the coordinates in the output plane. Since the target intensity 

T(k, l) is only defined at a few spots in the diffraction field, we then reduce the set H(k, l) 

to a smaller set Hr containing only the coordinates where the target spots are defined. 

From this, we compute the cost function, which is a measure of the discrepancy between 

the target and the diffraction field of the hologram. One expression for the cost C is: 

C = L (T(k,l)-1Hr(k,l)l 2)2 (5.5) 

Next, a pixel or group of pixels are randomly changed (subject to the constraint on the 

phase levels). Then the cost function is calculated again. However, the entire diffraction 

field H(k, l) need not be recalculated, since it will be possible to compute b..Hr arising 

from the change in a single pixel b..hm,n: 

b..Hr = D..hm,ne-2pij(km+ln)/N (5.6) 

This results in a change in cost, which similarly can be computed by Eq. (5.5). If 

the cost decreases ( that is b..C is negative), the pixel change( s) are accepted. If the cost 

increases, the pixels are accepted with a probability of et::..C/T, where Tis the "'tempera

ture"', which is gradually reduced as the number of iterations increases. The decrease in 

temperature can be expressed as: 

(5.7) 

where T0 and Te are parameters that determine the starting value and rate of decrease of 

the temperature, i is the current iteration number, and J is the total number of desired 
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Figure 5.3: Flow Chart of Simulated Annealing Algorithm. 

iterations. The end of the algorithm can be set at a certain number of iterations, or when 

the cost has been reduced to a determined level, or alternatively, when the temperature 

has been reduced to a certain value. Figure 5.3 shows the flow chart for the simulated 

annealing algorithm. 

5.3.2 Projection onto Constrained set s 

Following the procedure outlined by Stark, et. al [107], a hologram can be designed by iter

atively projecting onto two constrained sets. The initial hologram h0 (x, y) is optimized by 

interactively projecting onto two sets CQP and Cop, which represent the phase quantiza

tion constraint on the hologram, and a constraint to set the target magnitude, respectively. 

Each consecutive hologram is obtained by serially projecting onto the sets as follows. 

(5.8) 

where Pep and PQP are the operators that project onto Cop and CQP, respectively. 

Usually, these two sets are defined as [107]: 

Cop= {h(x, y) - H(u, v): JH(u, v)J = T(u, v)} (5.9) 



Chapter 5. Computer Generated Hologram for Opto-VLSI WDM Components 83 

and 

START: 
randomh 

calculate: 
H=DFT(h) 

END 

calculate: 
h=DFT-1(H) 

AfllJIYCa-
1o H 

Figure 5.4: Flow Chart of Generalized Projections Algorithm. 

CQP = { h(x, y) : h(x, y) = 2;k} (5.10) 

where Q is the number of phase levels, k E {O, 1, .. Q - 1} is an integer defined by the 

following relation: 

I 21rk I . I 27rn I 0 - arg(h) = mm Q - arg(h) Vn E {O, 1, ... Q -1} (5.11) 

Since the two constrained sets Ccp and CQP are not convex, the convergence of the 

projections is not automatically assured. However, if th.ere are only two projections per 

iteration (as is the case here), then it can be shown that the iterations will converge [106] . 

A flow chart depicting the generalized projection algorithm is shown in Fig. 5.4. 

5.4 Computer Simulations 

The two CGH algorithms described in the previous section were utilized in producing single 

peaks as well as multiple peaks in the diffraction field. The following parameters were used: 
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Figure 5.5: Simulation results for a target of a single peak. 

1. Hologram h, with 12 x 128 pixels , each of which can have 4 equally spaced phases 

(0, 1r /2, 1r, 31r /2) for both algorithms. 

2. Number of iterations lsA = 10N2 log2 N 2 = 2,293 760 for th simulated annealing 

algorithm, and lap = 10 for the generalized projection algorithm. 

Figure 5.5 and 5.6 typical imulation results, showing the d ired targ t and the results 

for the two algorithms under consideration. 

5 .4.1 Effect of the number of peaks 

One interesting comparison of the generalized projection algorithm and the imulated an

nealing algorithm is their ff ctiveness as the numb r of de ired target peak increases. 

The simulation was carried out for the imple case of a plane wave incident on a phase 

hologram. The effectiveness of the hologram can be measured by the diffraction efficiency 

77, whi h can be defin d as: 
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Figure 5.6: Simulation results for a 4-peak target. 
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II Hr(u, v)dudvl 2 

TJ = 2 II H(u, v)dudvl 
(5.12) 

Figure 5.7 shows the efficiency of the two algorithms as a function of the number of 

computational operations. For the purposes of the simulation, we define the evaluation of 

the field resulting from a single pixel on a single output position as a "'unit"' operation. 

Therefore, Eq. (5.6) is considered one operation. 

The results of Fig. 5.7 indicate that for a small number of target peaks ( <8), the sim

ulated annealing algorithm is more efficient, while the generalized projection algorithm's 

relative performance improves with increasing number of peaks. This can be readily appre

ciated from considering the differing target definitions in these two particular algorithms. 

While the simulated annealing algorithm defines only the peak positions in the target vec

tor T(m,n) corresponding to Hr(m,n), the projection algorithm defines the target over 

the entire diffraction field (setting to zero all positions where there is no peak). There

fore, the number of peaks has no effect on the generalized projections algorithm, while the 

number of operations required for simulated annealing algorithm increase as the number of 

peaks increases. Assuming both algorithms converge monotonously, then the efficiency of 

the generalized projections algorithm should relatively improve, as indeed is seen in simu

lation results. At this point, it is important to note the computational difference between 

the two algorithms. Each iteration of the projection operation requires two discrete fourier 

transforms, which, if we use the FFT optimization, requires 2N log2 N operations, where 

N x N is the number of pixels of the hologram. The simulated annealing algorithm how

ever, performs only 1 such operation, since each iteration simply changes the weights to 

the target position through changing the transmittance of a pixel (Eq. (5.6)). Therefore, in 

terms of the computational length, the number of iterations in the generalized projection 

algorithm, lap, and the simulated annealing algorithm, IsA are related as follows: 

IsA lap 
=----

Npeaks 2N log2 N 
(5.13) 

where Npeaks is the number of peaks in the target. This relation, of course, does not give us 

the real speed of the algorithm as simulated in the computer: the highly optimized linear 

programming libraries, such as as LAPACK make the prediction of the actual computa

tional speed based on the number of operations performed nearly impossible. In fact, we 

find that for the same number of operations, the generalized projections algorithm executes 
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Figure 5. 7: Efficiency as a function of the number of computational operations for various 
number of desired target peaks. 
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significantly faster. Therefore, the number of computational operations useful simply in 

providing a figure of merit for comparing the relative efficiency of the two algorithms. 

5.5 Experimental Results 

An experimental system was devised using a computer controlled testing of the diffraction 

from a spatial light modulator (SLM). The system is shown in Fig. 5.8. A computer was 

used to control the holographic pattern displayed on a 128 x 128 pixel nematic Liquid 

Crystal SLM, manufactured by Boulder Non-Linear Inc. The computer was also used to 

control a 1550 nm wavelength laser source, which was collimated using a fiber collimator. 

The resulting diffraction pattern was studied using an infrared camera, which was read 

into the computer via a video capture card. A computer program in the Python scripting 

language was written to act as a daemon to control th experiment. It contained modules 

that controlled the SLM, via a specialized card in the computer's PCI bus, as well as provide 

a communication path to a GPIB bus, which allowed the computer control of the laser 

source as well as additional measurement devices, including an optical spectrum analyzer 

(OSA) and an optical power meter. The daemon itself is controlled through a TCP /IP 

link that allows the control and measurement of the experiment from any computer on the 

internet. A functional chart of the computer program is shown in Fig. 5.9. 

Typical diffraction patterns captured by the video capture card are shown in Figs. 5.10 

and 5.11. As can be seen from the figures, there is a significant peak at the center of the 

field, corresponding to the "'zeroth order"' or undiffracted beam. This arises from the fact 

that the SLM phase modulation is not exactly separated into the Q phases. To confirm 

this hypothesis, a hologram for a 4-peak target was altered so that the range of the phases 

was decreased from 21r (full-wave retardation) to 1.41r . The simulation of this altered 

hologram (Fig. 5.12) shows that phase errors at the pixel level result in a significant zeroth 

order beam arising. 

5.6 Conclusions 

In this chapter, we have shown a method for comparing diffraction efficiencies of hologram 

generating algorithms and an experimental setup used to measure the diffraction pattern 

arising from the holograms. Further, we analyzed the relative merits of the generalized 
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projection algorithm and the simulated annealing algorithm. We find that for a small 

number of peaks ( <30), the simulated annealing approach is more efficient, while for a 

larger number of peaks, the generalized projection algorithm is more suitable. 



Chapter 6 

Experimental Demonstration of the 

Multifunction Device 

In this chapter, we present the result of an experimental demonstration of the multifunction 

WDM device. We start by listing the equipment used in the experimental setup, and 

present a quick but accurate method for characterizing the phase retardation curve of the 

OVP. Then the layout of the multifunction processor is presented in two parts: First, 

the alignment of the OVP and grating with the first collimator ("A"), and second the 

alignment of the second collimator ("B") with the first collimator ("A"). Next, we analyze the 

insertion loss performance of the multifunction device. Finally, we present an experimental 

demonstration of a notch filter using the layout of the alternative WDM multifunction 

architecture. Throughout this chapter, we use the term collimator "A" to refer to the 

collimator that is oriented horizontally at the top of the layout, and collimator "B" is the 

second collimator placed below the first collimator, oriented at an angle to collimator "A", 

as shown in Fig. 4.4. 

6.1 Equipment used 

In addition to the basic experimental setup, consisting of an optical table, lenses, polarizers, 

prisms as well as optical stages, lens holders and fiber cords, the following specialized 

equipment will be in use for experimental verification. 

OVP (Boulder Nonlinear Inc.): The central element of beam steering is the OVP, 

working as a phase hologram, with a layer of nematic liquid crystal providing the electrically 

94 
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controlled phase retardation. There are 128 x 128 independently controllable pixels, with 

a pixel pitch of 40µm, and 60% fill factor (9µm dead space between pixels). In multiphase 

operation this device allows 128 phase retardation levels in the O - 271' range. The full 

specifications supplied by Boulder Nonlinear Inc. are given in the appendices. 

Reflective Diffraction Grating: The diffraction grating used is a Zerodur substrate 

from Optometries LLC, with 600 grooves/mm, which exhibits no difference in diffraction 

efficiency of the S and P polarized states at 1550 nm, and< 4% efficiency variation within 

the range 1525-1575 nm [119]. Therefore, it exhibits a low polarization dependence in the 

telecommunications wavelength range. 

Optical Power meter (Anritsu MT9810A): This measures the total optical power 

arriving at its input port. The port connector is FC/PC fiber connector. Therefore, this 

allows the power coupled into an optical fiber. The device operates in the wavelength range 

800-1600 nm. 

Optical spectrum analyzer (Agilent 86142B): This instrument measures the spec

tral distribution of the optical field. It has a resolution of 0.05 nm and sensitivity down to 

-90 dBm. It has an optical range of 600-1700 nm. 

Fiber collimators: A fiber collimator consists of a grin lens package at the end of a 

fiber that expands the optical beam propagating in a fiber and collimate it. There were 

two fiber collimators used, both with a beam waist of 1 mm. 

Fiber Splicer: This instrument fuses two fiber cleaved ends in a manner that mini

mizes the optical power loss at the fusion spot, typically with a loss <0.1 dB. 

Infrared Camera (Electrophysics 7290A): This instrument's detection layer is 

composed of a phosphor layer sensitive to light in the visible and near infrared bands. Its 

wavelength range is 400-1900 nm. 

Laser Sources: There were four DFB laser sources used: three fixed at 1530 nm, 

1550.12 nm and 1580 nm, respectively and one tunable laser with a range of 1524-1576 nm. 

All the lasers have an FC/ APC fiber adapters for easy connection to the fiber collimators. 

6.2 Characterizing the OVP 

In this section we present a quick but accurate method for characterizing the OVP phase re

tardation. The OVP needs to be characterized since, in general, the VLSI layer of the OVP 

supplies voltages to the liquid crystal's electrodes in linearly distributed values between 
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zero and Vee, which is the maximum voltage supplied. However, the phase retardation of 

the liquid crystal (LC) layer does not respond with a linearly varying phase retardation 

corresponding to the voltages applied. The response of the LC layer is dependent on the 

electrical characteristics as well as crystal orientation of the liquid crystal mixtures. This 

information, however, is usually unavailable, especially with commercially supplied OVPs. 

Therefore, we have developed a method for accurately mapping each voltage level to an 

optical retardation level. 

First we note that the optical reflectance of the OVP in one dimension may be presented 

as: 

M 

p(x) = ~P (X-aXm) e}<l>m (6.1) 

where p(x) is the square function as defined in Eq. (4.27), Xm is the position of the mth 

pixel on the x-axis, Mis the total number of pixels and <Pm is the phase retardation of the 

mth pixel. 

The Fourier transform of the reflectance function p(x) is: 

M 

P(u) = asincau L e-21rjxmue}<J,m (6.2) 
m=l 

If there are N voltage levels in the OVP, we denote the voltages by Vi, ... V N and the 

corresponding N phase levels by </>1, ... <PN· Generally, the pixels are arranged regularly. 

Therefore, we can write, without loss of generality: 

Xm=bm (6.3) 

where b is the pixel pitch. 

In order to determine the ith phase level, \Jii, corresponding to the voltage Vi;, we create 

a pattern on the OVP that alternates between zero and \}ii (i.e. </>1 = \Jii, </>2 = 0, <f>3 = 

\Jii,<P4 = 0, ... ). We can then compute P(u) for this particular pattern as: 

{
M/2 M/2 } 

P(u) = asincau L e-21rj(2m-l)buej'Ili + L e-41rjmbu 

m=l m=l 

(6.4) 

After some algebraic manipulations, we get: 

( 
.,,, 2 .b) .b ,1sinrrbuJ\v1 P(u) = asincau eJ•p, + e- 1rJ u e-1rJ un -.---

sm 21rbu 
(6.5) 
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Noting that, as the value of 'l'i increases from zero to 1r, the zeroth order ( undiffracted) 

beam will decrease to zero, while the first order beam will increase to its maximum, we find 

the value of P(u) for the values of spatial frequency u that correspond to the undiffracted 

beam and the first order diffraction. These values from Eq. (6.5) are u = 0 and u = ±l/2b, 

respectively. Therefore we evaluate Eq. (6.5) at these two spatial frequency positions. 

aM ·w 
P(O) = 2 (e1 i + 1) (6.6) 

p (~) = aMsinc(a/2b) (ejwi + l) 
2b 2 

(6.7) 

If we consider the power at these two positions, we can determine the value of \JI. From 

Parceval's theorem, the optical intensity at these two positions will correspond to: 

I0 = JP(O)J 2 (6.8) 

and 

Ii= JP(l/2b)J2 (6.9) 

Therefore, we can finally find \J!i values, determined between -1r < \JI < 1r, using 

Eqs. (6.8) and (6.9): 

\JI i = 2 tan - l ( Jf;JI; ) 
sine( a/2b) 

(6.10) 

Experimentally, a simple characterization layout was prepared as shown in Fig. 6.1, and 

the pattern \J!i, 0 ... was displayed on the OVP. Then the values of I0 and Ii were measured 

for all 128 phase levels \J!i, available in our OVP. Then, using Eq. (6.10), the corresponding 

phase levels were computed. The results are shown in Fig. 6.2. 

6.3 Realization of Multifunction Processor 

We present the demonstration of the multifunction OVP in two stages. First we present 

the layout and alignment of the first collimator "A" to the system, and the experimental 

verification of the filtering and gain equalization functions. Second, we present the proce

dures for the alignment on the second collimator, and present the experimental results for 

the add/drop multiplexing function. 

.. 
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6.3.1 Layout: Alignment of first OVP 

As shown in Fig. 6.3, the fiber input of the collimator is connected to the output port of 

a 3-port coupler, and its input ports are connected to the tunable laser and the optical 

spectrum analyzer. Therefore, a signal from the laser is sent to the collimator with a 

3-dB loss, and a signal coupled into the collimator is split into the two input ports. This 

arrangement, is simply to substitute for the lack of a circulator, which would be able to 

route the signal without the losses associated with a coupler. The connectors used are the 

FC-APC connectors, which give a very low reflections between the devices. Naturally, the 

laser sources have built-in isolators that protect them from the coupled light. 

For the alignment of the system, first the collimator "A", grating, and the OVP were 

placed as shown in Fig. 6.3. The collimator and the grating were each placed on a 5-axis 

stage (with XYZ translation, and 2 axis rotational control), while the OVP was mounted 

on a rotational two-axis stage. 

The center wavelength Ac = 1550 nm was chosen, where Ac is as defined in Section 3.3. 

The OVP is positioned in such manner that the incident optical beam arrives normally. 

The angle of incidence of the beam from "A" on the grating, PA was chosen to be equal to 

the blaze angle, 37° [119],for satisfying the blaze condition. 

The wavelength range is determined by the the dispersion of the grating and the maxi

mum steering angle of the OVP. Since experimentally, the grating and OVP were commer

cially acquired, the steering angle of the OVP and the dispersion of the grating were both 

fixed, and thus determined the wavelength range of the device. Therefore for d9 = l.67µm 

and Bmax = 1.1°, we use Eq. (3.3) at AN - Al= ~A= 29 nm to choose Al = 1535.5 nm 

and AN = 1564.5 nm so that we can keep Ac = 1550 nm. The specifications of the OVP 

are given in Appendix E. 

The infra-red camera was used for monitoring in real-time the diffraction patterns 

resulting from the OVP. The infra-red camera measures the beam diffracted from the OVP 

by being carefully placed to image the zeroth order reflection at the grating resulting from 

the ·beam that is diffracted from the OVP. This allows us to observe the exact diffraction 

pattern being sent back to the collimator, since we don't have the ability to observe the 

optical field distribution at the plane of the collimator. 

.. 
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6.3.1.1 Generation of Holograms 
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As was experimentally demonstrated in Section 5.5, the zeroth order of the OVP will never 

be zero, owing to imperfections in the phase level generation. Therefore, the design as it 

stands would not work since Ac= 1550 nm would always be present. As a solution, we tilt 

the OVP in the vertical direction, i.e perpendicular to the plane of the grating dispersion. 

Since the OVP is two dimensional, it can independently steer both in the vertical and 

horizontal positions. 

The simulated annealing hologram generation algorithm was used to generate holo

grams. Since the fourier transform was used to compute the holograms, using 128 pixels, 

the number of positions possible using the discrete fourier transform (DFT) was 128 per 

axis. Therefore, 128 holograms corresponding to all steering angles -Bmax < 88 < Bmax· 

All the holograms were steered vertically by Bmax/8, to avoid diffraction from the zeroth 

order. 

The alignment of the OVP has therefore to be modified in order to couple the beams 

that are steering vertically by Bmax/8. We load the hologram that steers the beam only 

vertically, i.e. corresponding to the Ac. The laser is tuned to Ac as well. Since it is not 

possible to directly observe the vertically steered beam, we vertically tilt the mounting of 

the OVP while observing the coupled power into the optical power meter. \Vhen the power 

is maximized, then the OVP is aligned vertically to the new steering plane. 

The position on the hologram for each of the wavelengths arriving on the OVP is 

determined by masking the hologram except in a circle the size of the collimated beam. 

Then, by moving the position of the masked hologram, it is possible to identify for each 

wavelength, the position of the hologram on the OVP. The data with regard to each 

wavelength, its incident position on the OVP, the corresponding hologram to steer it back, 

was saved on the client computer. 

6.3.1.2 Polarization Effects 

One effect that greatly affected the coupling efficiency of the first-order diffraction grating 

was the polarization dependence of the hologram. This is due to the anisotropy of the 

liquid crystal. The phase retardation is dependent on the polarization of the incident beam. 

Therefore, it was necessary to use a polarization controller next to the laser as shown in 

Fig. 6.3. Therefore, during the alignment process for the vertically steered beam, it was 
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necessary to adjust the polarization controller until the coupled power was maximized. 

6.3.2 Realization of filtering 

A single wavelength hologram, as prepared in Section 6.3.1.1 was displayed on the OVP, 

and the wavelength response was determined by consecutively scanning the tunable laser 

over the range 1530-1565 nm, and automatically measuring the power level corresponding 

to each wavelength at the OSA. Thus, is was possible to find the wavelength response of 

the filter. Furthermore, using the model described in Section 4.3 the expected response was 

computed. The result of the experimental and theoretical curve are shown in Fig. 6.4. As 

can be seen from the figure, there is close agreement between the model and the results for 

areas within 20 dB of the peak. However, at lower power levels, the experimental response 

is significantly wider. This can be attributed to edge diffraction effects since the hologram 

loaded has a sharp border. 

In order to find the range of wavelengths supported, 64 of the 128 holograms generated, 

spanning the entire range of wavelength, were loaded serially ( one after the other), and for 

each hologram, the response was measured. The hologram size was chosen to be 14 pixels 

by 14 pixels, which we found in Section 4.2.2 to be sufficient for faithfully steering the beam 

with negligible diffractive loss. The results are shown in Fig. 6.5, which demonstrates a 

uniform shape and near identical response for all the wavelength in the range. As can be 

seen, the Wavelength range measured is 1532-1561 nm, rather that 1536-1565 nm. This is 

due to the fact that the center wavelength was approximately normal to the OVP but not 

exactly so. This poses no real problem, since the range can be easily reconfigured by tilting 

the OVP if needed. The positions of the holograms, as described in Section 6.3.1.1 would 

in any case identify the real position and corresponding wavelength for each hologram. 

Finally, by simultaneously placing holograms on the OVP that do not overlap, a multi

band filter was demonstrated. The frequency response of the three band hologram and the 

holograms used to generate it are shown in Fig. 6.6. A draw back, again, revolved around 

the problem of edge diffraction from the holograms. Thus, if the holograms were placed 

very close to each other, the undesired diffraction orders would interfere above -20 dB from 

the peak level. Therefore, in the results of Fig. 6.6 the bands had to be separated by~ 10 

nm. 
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6.3.3 Realization of variable attenuation 

107 

As was mentioned in Chapter 3, one of the advantages of an opto-VLSI based device is 

the ability at the channel level to dynamically attenuate the signal. This is demonstrated 

by changing the size of the holograms as well as the phase range in the hologram. Ex

perimentally this is demonstrated for a single output position (chosen to correspond to 

Be = Bmax, by using a binary phase hologram where the 1r phase is continually decreased, 

thereby decreasing the power of the first-order beam. This was conducted for two sizes 

of circular holograms: for a radius of 10 pixels = 400 J-tm and 12 pixels = 480 J-tm. The 

results are shown in Fig. 6.7. As can be seen from the figure, fine attenuation is possible 

by changing the phase levels of the holograms. 

Another method for finely attenuating the power of a hologram is moving the hologram 

slightly from the center of the optical beam. This can be achieved by moving the hologram 

vertically, since moving the hologram horizontally changes the frequency characteristics of 

the response. 

In order to test the channel equalization function of the multifunction device, 6 wave

length channels, corresponding to wavelengths between 1533 and 1561 nm, and optical 

power was varied by 6 dB. Each channel was consecutively tuned by the laser and the 

response of the device was recorded by the OSA for all wavelengths in the range, as shown 

in Fig. 6.8(a). The responses were then superimposed as shown in Fig. 6.8(b). As can 

be seen from the holograms loaded, the fine attenuation of the signals was accomplished 

by changing the vertical sizes of the holograms and moving the holograms slightly in the 

vertical direction. The results indicate that the equalization was achieved with better than 

0.2 dB variation. 

6.3.4 Alignment of Second Collimator: Realization of Add/Drop multi

plexing 

In order to align the two collimator system, the two collimators were together bound to a 

5 axis stage, with the angle between carefully set to ~ 10°. This is in order to insure that 

the offset issue described in Section 4.2.3 does not pose a significant problem. Then the 

two wavelengths A1 = 1536 nm and AN = 1565 nm are coupled using a 3-dB coupler into 

a single fiber and the demultiplexed into both collimators "A" and "B". Therefore, both 

collimators will carry the signal A1 and AN. As can be seen in Fig. 6.9, the A1 beams will 

-
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Figure 6. 7: Experimental fine resolution attenuation by varying phase levels for two holo
gram sizes 
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meet and the AN will likewise meet, after being diffracted by the grating. As stipulated 

as a possibility in Chapter 3, the line containing these two crossing points was used as 

the plane of the OVP. The OVP was carefully aligned to contain the two points. The 

distance between the two collimators was then carefully moved until it appeared that the 

two meeting points are on opposite sides of the OVP. The OVP and the collimators were 

then bound to their respective stages. 

In order to align the beams, first it was necessary to align the collimators such that the 

zeroth order beam from collimator "A" couples into "B" for Ac = 1550.5 nm. Therefore, 

without any hologram loaded on the OVP, the collimator "B" was connected to the OSA, 

and the collimator "A" was attached to the laser tuned to 1550.5 nm. The two tilt controls 

of the OVP were then used to align it so that the zeroth order from "A" couples into "B". 

Then, an unmasked hologram was loaded which only directly vertically steers (similar to 

the procedure in Section 6.3.1.1). Then using the vertical tilt control of the OVP, the first 

order beam was aligned. Then the 128 generated holograms were used with their masks 

such that the beam for each wavelength channel from collimator "A" was coupled back into 

"A". The hologram position was determined by moving each hologram until the coupled 

power is maximized. The data on the position and center wavelength of each hologram was 

the recorded in the computer. Next, the OSA was attached to the collimator "B" and using 

the same data regarding the position of the hologram for each wavelength recorded, the 

matching hologram was found that steered from "A" to "B". Therefore this set of hologram 

can be used to ADD /DROP, while the previous dataset would be used for the channels 

that would not be added/dropped. 

Four laser channels were multiplexed in order to demonstrate the ROADM function

ality. They were all launched into the input port for collimator "A" and the output at 

the output port from collimator "A" as well as the output port from collimator "B" were 

attached (in turn) to the OSA. Then for each of the four wavelengths, the either of the 

two holograms were displayed (i.e. the hologram for DROP or no DROP). The results are 

shown in Fig. 6.10. In Fig. 6.lO(a), the four holograms display "no DROP", therefore the 

four channels, at 1549 nm, 1554 nm, 1560.5 nm, and 1564 nm, are all directed to the WDM 

output port. In Fig. 6.lO(b), the 1549 nm, 1554 nm and 1565 nm channels are directed 

to the WDM output port, while the 1560.5 nm channel is directed to the DROP port. In 

Fig. 6.lO(c), the 1549 nm and 1564 nm channels are directed to the WDM output port, 
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while the 1554 nm and 1560.5 nm channels are directed to the DROP port. Finally, in 

Fig. 6.10, the holograms are arranged to direct the 1549 nm and 1560.5 nm channels to the 

DROP port, while the 1554 nm and 1564 nm channels are directed to the WDM output 

port. As can be seen from figures Fig. 6.lO(a-d), the highest crosstalk is observed at the 

DROP port. However, even there, the crosstalk is never greater than 20 dB. 

The experiment was repeated by disconnecting the 1560.5 nm laser source from colli

mator "A" and connecting it to the input port of collimator "B". Then the holograms for 

no DROP were displayed on the positions corresponding to the 1549 nm, 1554 nm, and 

1564 nm channels. However, for the laser now connected to "B" the displayed hologram 

was DROP. Using this arrangement, the channel was added successfully at the output port 

of "A". The results are shown in Fig. 6.11. Again the crosstalk measured was less than 20 

dB. 

6.4 Experimental Insertion loss analysis 

In this section, we consider the sources of power loss in the optical system. In order to 

identify the power loss in each component, the component was independently attached to 

a laser source with a determined power level, and the power meter, in order to determine 

the optical loss. The results are shown in Table 6.1 for the layout shown in Fig. 6.9. 

Component Loss 
3-dB coupler 1 3.6 dB 
3-dB coupler 2 3.4 dB 
grating toward OVP (blazed) 1.55 dB 
grating toward collimators (non-blazed) 3.5 dB 
collimator coupling 1.5 dB 
OVP mirror reflectivity 6 dB 
OVP fill factor 3.97 dB 
Connectors <0.2 dB 
TOTAL 23.7 dB 

Table 6.1: Breakdown of Loss in Optical System 

The measured insertion loss for the layout shown in Fig. 6.9 was ~ 25 dB , i.e. with 6 

dBm laser power level, peak power of -19 dBm was measured. This agrees quite well with 

the breakdown of the losses in Table 6.1. 

The total loss of 25 dB, of course, is not the insertion loss of the device itself. The 
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two 3-dB couplers used were meant to be circulators, which contributes negligible loss. 

Further , the losses from the grating and the OVP can be minimized if custom devices were 

to me constructed: 

• The gratings can be designed to give low loss by choice of highly reflective surface. 

• The gratings can be designed to have symmetrical blaze at the chosen values of f3A 

and Ac. 

• The mirror deposited as the top metalization on the OVP can be made to have high 

reflectivity, as is the case with standard VLSI process for optical MEMS. 

• The OVP can have much higher fill factor, by choosing a modern VLSI fabrication 

technology. 

Assuming the above improvements can be made, one may estimate that the total 

insertion loss of the device may reach as low as < 5 dB. 
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6.5 Reconfigurable optical splitter 
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In order to demonstrate the multicasting capability of the OVP, a 1 x 2 dynamic optical 

splitter was set-up. The layout of the splitter is shown in Fig. 6.12. The input port of the 

collimator into which the laser is attached (which we will call collimator "A"), was attached 

to a >. = 1549 nm laser source. The other port attached to collimator "A" and the second 

collimator ("B") are attached to the OSA. The zeroth order is coupled by using the two 

tilt controls of the OVP stage. Since the zeroth order beam is not desired, the beam is 

slightly tilted in the horizontal direction. 

Holograms to steer the beam in 128 directions horizontally are generated using the 

Simulated Annealing algorithm. Then, the holograms are loaded one after the other in 

order to identify the holograms corresponding to coupling into the output of "A" or "B". 

Once the steering angles are identified, the simulated annealing algorithm was again used to 

steer the incoming beam in both directions. Further, by changing the the relative weights 

of the two targets in Eq. (5.5), the relative power in each output were changed from -10 

dB to -3 dB (equal power). The results are shown in Fig. 6.13. 

6.6 Layout of Alternate Design 

In this section we present a demonstration of a variable notch filter using the alternative 

design of the multifunction processor described in Section 3.8. A collimator array with the 

two collimators aligned parallel to each other was not available, and so a demonstration of 

the one collimator system was carried out. The layout is shown in Fig. 6.14. Although a 

transmissive grating, if available, would make the layout easier, it was possible to accom

modate the structure with a reflective grating. The focal lengths of Lens 1 and Lens 2 were 

chosen to be 100 mm each, and the distance between them was set to the same amount. 

The grating and Lens 1 were mounted together and the two lenses were aligned to have 

collinear optical axis. Next an Erbium fiber doped optical source (ASE source) was used 

to generate a beam with power over a broad wavelength range (1530-1565 nm). These 

wavelength were dispersed and the coupled beam to the collimator was observed on the 

OSA through the output port. Then the OVP's tilt were adjusted until a wide range of 

wavelengths were coupled, indicating that the OVP was aligned. However, the coupled 

power was observed to decrease significantly outside of the range 1530-1545 nm. This is 

... 
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postulated to be due to aberrations, since by tilting the OVP it is possible to shift to 

another wavelength range, but not increase the wavelength range. The aberrations likely 

are due to the fact that the collimator incident on the grating travels at an large angle 

through Lens 1. 

A hologram that steers the beam only vertically was loaded on the OVP, and the OVP 

was tilted again to maximize the coupling efficiency. Then the hologram was altered so 

that, for a vertical strip in the middle of the OVP, the peak phase level was varied. The 

wavelength range corresponding to this strip then decreased its power coupling into the 

OVP, thereby giving a notch filter of varying depth. The results are shown in Fig. 6.15. 

As can be seen from the results, the variable notch filtering effect is clearly demonstrated. 

The notch can be made shallow or deep by changing the phase contrast of the hologram. 

6. 7 Conclusions 

In this chapter, we have experimentally demonstrated the multifunction processor, includ

ing its functions of filtering, channel equalization, add/drop multiplexing and interconnect. 

Further, a variable notch filter was demonstrated using the alternate design for multifunc

tion processor. Additionally the phase vs voltage index of the OVP was experimentally 

determined, by developing a quick but accurate method for characterizing the OVP. 
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Chapter 7 

Conclusions 

In this chapter, we briefly assess the feasibility of the Multifunction processor as a WDM 

device, in order to give context of the salient features of the current work. We further note 

the possibilities for future research directions opened by this research work. 

7.1 Feasibility of Opto-VLSI based WDM Components 

In Chapter 6, the Multifunction WDM device was built, and its functionality demonstrated. 

In this section, we will consider the viability of the device in WDM networks. As was first 

noted at the beginning of Chapter 2, the salient features of WDM devices are low insertion 

loss, low polarization dependent loss, low temperature dependence. Another important 

considerations for a WDM device, especially dense-WDM device, is its scalability as the 

number of channels increases. We address these considerations individually: 

Insertion loss: The measured insertion loss for the device was very large ( Ri 25dB). 

However, as noted in Section 6.4, some of the loss measured (7.2dB) is outside the actual 

device, and other losses, such as from the grating and the OVP, can be dramatically 

improved by using current optical and VLSI technology. Therefore, we expect the insertion 

loss to drop significantly with the right equipment available. 

Polarization dependence: The polarization dependence of an liquid crystal device 

is expected to be high, and this device is no exception. The device required a polarization 

controller for each channel, and for a large number of channel this quickly becomes unten

able. However, this problem can be solved by using a polarization independent OVP. By 

placing a quarter-wave plate between the liquid crystal layer and the reflective layer, it is 
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possible to ensure that both polarization states experience the same retardation. This is 

because the quarter wave plate rotates the polarization state of the field by 90 degrees, 

thereby ensuring that each beam experiences both polarization states equally. The polar

ization independence of such setups has already been demonstrated [120]. 

Temperature dependence: No temperature dependence was detected in the opera

tion of the device, since it does not contain any components that exhibit high temperature 

sensitivity. The liquid crystal itself is temperature dependent, however, over the normal 

working range of room temperature, the liquid crystal displays high stability. 

Scalability: The scalability of a WDM device is determined by its ability to incorpo

rate ever increasing number of channels. As can be seen from Chapter 3, the number of 

channels scales linearly with the extent of the OVP, which means that additional channels 

can simply be incorporated by proportionally increasing the size of the OVP. However, the 

steering angle required would also increase as the size of the OVP increases, which makes 

the multifunction processor have limited scalability. However, the alternative design for 

OVP solves this problem by ensuring that a fixed steering is required, regardless of the 

number of channels. Thus the multifunction device, utilizing the alternate layout, would 

be scalable to ever larger number of channels. 

Further, the following specifications were obtained for the Opto-VLSI based WDM 

device: 

Reconfiguration time: The reconfiguration time of the device consists of the OVP's 

reconfiguration time, which, as specified in Appendix E, is at a maximum 1 ms. 

Crosstalk figure: The worst-case cross-talk figure experimentally obtained is 20 dB 

(see Section 6.3.4), which is comparable to WDM components described in the literature 

review. However, as noted in Section 5.5, the OVP used has significant errors in displaying 

the hologram. Therefore, with better OVPs, the crosstalk figure should improve. 

Further we note that, the Opto-VLSI based multifunction device is optically transpar

ent, thus, it is insensitive to the bitrate or protocol used in the signal. For example, it can 

accomodate digital or analog signals, it can use the OC-192 or the OC-768 bitrates. 

In conclusion, we propose that the Opto-VLSI based WDM multifunction device is a 

promising platform for WDM components due to its versatility, scalability, as well as the 

ability to meet the specifications of current devices. 
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7.2 Future work 
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In this section, we list some possibilities for research exploration opened by the current 

research: 

7.2.1 OVP Fabrication 

• Rectangular pixels: The multifunction processor requires large steering angles in 

one direction only. The vertical direction need to give a small steering in order to 

counter the effect of zeroth order diffraction beam. Therefore, the size of the pixels in 

the horizontal direction can be greatly decreased and the size in the vertical direction 

increased, without changing the size of the pixel, it will be possible to realize larger 

steering angles. 

• Insertion of quarter-wave plate: As noted in the previous section, the insertion of 

a quarter wave plate makes the OVP nearly polarization insensitive, thereby decreas

ing the number of components needed for the device by not requiring polarization 

controllers. 

• Incorporation of sensors: If sensors are incorporated in the pixels, it will be 

possible to determine the position of the beam on the OVP without moving holograms 

across the face of the OVP, as was the method used in Chapter 6. A method for 

layout of the sensors as well as algorithms for computation of the position are given 

in Appendix D. 

• Reflective Aluminum Mirrors and VLSI processing: By using high reflectivity 

Aluminum, which is available in standard VLSI process, it is possible to greatly 

decrease the losses of the device at the stage of the OVP. Further by using recent 

VLSI technologies, it is possible to greatly increase the fill-factor of the pixels. 

7.2.2 Architectures 

• Two steering stages: As the optical loss at the OVP is decreased it should be 

possible to have two OVP steering stages, thereby decreasing the crosstalk (as noted 

in Section 4.4). Therefore, interconnects with low crosstalk and high efficiency will 

be possible for WDM switches and multiplexers. 



Chapter 7. Conclusions 124 

• Glass integration: For easy packaging the multifunction device can be incorporated 

in a glass substrate. This allows an easy mechanism for all the components to be 

securely attached to the device, and the alignment to be set without possibility of 

misalignment later. 
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Appendix A 

Dammann analysis 

The stepped phase approximation of a blazed grating in a diffractive phase element (DPE) 

is shown in Fig. A.1: 

The above infinite grating structure may be described mathematically as: 

where 

lfor lxl ~' 

Oforlxl >' 
From fourier series, we know that 

00 

!( ) ~ ( .1rnx) x = L.t enexp J-y-
n=-oo 

where 

+-- to - oo 

Figure A.1: Infinite stepped-blaze grating 
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c+2L 

Cn = 2~ / J(x) exp (-j 1r~x) dx 
C 

We can express Cn as 

where 

1 
Cnm = -

Mxo 

M-1 

en= I: enm 
m=O 

(m+l)xo 

J ( . 21r ) ( . 1rnx) d exp J Mm exp -Jy x 
mxo 

Computing the value of Cnm we get 

( .21rm ) ( 21rn) (1rn) Cnm = exp J M (1- n) exp -j M sin M 

Then, summing the Cnm coefficients, we get 

~
1 sin ( M) ( . ( 1 ) ) sin ( 1rn) 

Cn = L..i Cnm = exp -J?r n+ M . ( n-1) 
m=O 1rn sm 7r M 
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(A.4) 

(A.5) 

(A.6) 

(A.7) 

(A.8) 

From Cn we can estimate the proportion of average power arriving at spatial frequency 

rJn = lenl2 = sin2 (xr) sin2 (1rn) 
( ~) 2 M 2 sin 2 ( 1r \? ) (A.9) 

We can consider the above expression as being made up of two function: 

sin2 ( 1rn) 
rJn = A(M, n)B(M, n) = 2 . 2 ( _ 1 ) 

M sm 1rnM 
(A.10) 

where 

A(M, n) = sinc2 c;;) (A.11) 

and 

B(M n) = sin2 (1rn) 
' M2 · 2 ( n-1) Sm 7r--V 

(A.12) 
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Figure A.2: Finite aperture stepped-blaze grating 

Since the numerator of B(M, n) is zero for all values of n, while the denominator is zero 

when n-1 is a multiple of M. Therefore, B(M, n) is always zero, except when n-1 = gM 

or n = gM + 1 for any integer g. For this case, we can write B(M, n) as 

B(M ) _ sin2 (1rgM + 1r) _ sin2 (1rgM) _ 1. (1rgM) 2 _ 
, n - ( ) - 2 - 1m - 1 M2 sin2 1rat/- M2 sin (1rg) g-+O M2 (1rg)2 

(A.13) 

Therefore, for we may express the efficiency as 

. 2 (1rn) f/n = smc M (A.14) 

where n = gM + l. 

A.1 Calculation of Replay Field for Stepped Blazed Grating 

of Finite Aperture 

The replay field for stepped blazed grating structure of finite aperture will be somewhat 

different. Figure A.2 shows the struc~ure of a finite aperture stepped-blazed grating. 

The finite aperture grating structure may be described mathematically as: 

(A.15) 

where 
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rect (:J -{ lf or lxl ::; , 
Ofor lxl >, 

The fourier transform of the above may be represented as 
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(A.16) 

Kx0 K-l (m+l)xo 

F(u) = j f(x)exp(-j21rux)dx = L j exp (j:m) exp(-j21rux)dx (A.17) 
0 m=O mxo 

The above relation may be evaluated to get 

F( ) ( . K (l M 1 )) sin (1rux0 ) sin (1r (k- ux0 ) K) u = exp J7r- -ux0 - -

M K 1ru sin (1r (it - uxo)) 
(A.18) 

Since we are interested in mainly the intensity profile, we can represent it as 

J(u) = IF(u)l2 = sin2 (1rux0 ) sin2 (1r (k - uxo) K) 
( 1ru) 2 sin 2 ( 1r ( if - UXo)) 

(A.19) 



Appendix B 

Derivation of the 

Rayleigh-Sommerfeld diffraction 

relation 

Below, we derive the scalar diffraction relation, following the treatment of Goodman [91]. 

The starting point for the analysis of all electro-magnetic radiation is, of course, Maxwell's 

equations. In the absence of free charges, the equations are: 

... ail 
\lxE=-µat 

... aE 
\lxH=cat 

'1 ·µii= o 

(B.1) 

(B.2) 

(B.3) 

(B.4) 

where E is the electric field, ii is the magnetic field, µ is the magnetic permeability of the 

material, and c is the electric permittivity. For most optical systems, further assumptions 

can be made to simplify Maxwell's equations: 

• The permittivity c of the medium is constant in the region of interest, and indepen

dent of the wavelength of the light, 
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• The medium is non-magnetic, i.e., µ = µ 0 the permeability of free-space. 

If the above conditions hold true, we can use the vector identity to simplify the above 

relations: 

v x ( v x e) = v ( v . e) _ v2 e 
Substituting Maxwell's equations, we get: 

Vx (vxf) =Vx (-µoW) 
= -µoft ( v7 X Ji) 
= -µoft (cWt:) 

a2e = - µoE °"Ft'I" 

Likewise, for the right hand side, we get: 

Thus, we get the differential equation: 

(B.5) 

(B.6) 

(B.7) 

(B.8) 

1 

where the index of refraction n = ( :
0

) 
2 is a relative measure of the permittivity, and the 

speed of light is expressed as c = b. An identical relation is found for the magnetic 
yµoeo 

field H since Maxwell's equations as described above are symmetric with respect to the 

electric and magnetic field. 

Scalar diffraction theory takes advantage of the fact that, in the above equation, there 

is no coupling between the components of E and H. That is Ex , Ey , Ez , Hx , Hy, and 

Hz all individual satisfy the equation. Therefore, we replace the vectors E and H with a 

single scalar wave equation: 

v72 (P ) _ n2 f.Pu (P, t) = 0 
u 't c2 [)t2 (B.9) 

where u (P, t) is dependent only on position P, and time t. A class of solutions to the 

above wave equation are of the form: 

u (P, t) = A(P) cos (21rvt + </> (P)) (B.10) 
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To get a simpler form of the wave equation, we write the solution u (P, t) in complex 

form: 

u (P, t) = Re [U(P) exp (-j21rvt)] (B.11) 

where U (P) is the complex amplitude, excluding the time varying component. Since 

the time dependence is a simple exponential, and is the same for all waves ( of the same 

frequency), the wave equation for a monochromatic wave can simply be described as: 

(B.12) 

where k = 21rn~ = 2{. 

The last relation, which is the basis of the current study, is the most widely used form 

of the scalar wave equation, and is generally known as the Helmholtz equation. 

In order to calculate the propagation of the scalar field U ( P) at some distance from 

its known boundary values, we utilize Green's theorem, which states for any two functions 

U and G: 

J J [ (UV2 G - GV2 U) dv = J ls ( U~~ - G~~) ds (B.13) 

where S is the surface surrounding the volume V, and fn refers to the partial derivative 

in the direction, ii, normal to the surface S. We choose a surface S to give us an aperture 

that we wish to propagate in the manner shown in Fig. B. l. 

As can be seen from Fig. B.l, the surface in consideration is the sum of the inner and 

outer surfaces: 

(B.14) 

If the auxiliary function G is made to satisfy the Helmholtz wave equation, then the 

left hand side of Green's theorem will vanish: 

(B.15) 

Thus, Green's theorem becomes 

-! f (u8G -Gau) ds = J f (u8G -Gau) ds 
Jse on on }s1+s2 on on (B.16) 
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•··· ... 
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Figure B.1: Sphere for evaluation of Green's theorem 
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We carefully chose the auxiliary function G, to allow us to express the propagation of 

the electromagnetic disturbance from the hole in the screen screen I: at point P0 . Of the 

several possible auxiliary functions, we choose the first Rayleigh-Sommerfeld function: 

G = exp (jkro1) _ exp ~kfo1) 
ro1 ro1 

(B.17) 

where ro1 is the distance from the point Po to a point Pi on the imaginary surface, and 

fo1 is the distance from a second point Po, which is located at the mirror image of point 

Po across the screen I:. The two contributions to G are exactly out of phase (hence the 

negative sign). We can then evaluate the derivative of G with respect to the normal: 

aG 2 (- - ) (·k 1) exp(jkro1) - = cos n, ro1 J - -an ro1 ro1 
(B.18) 

where cos (ii, fen) is the cosine of the angle between the normal vector ii and the distance 

vectorfc:n. Specifically, for the case of the surface SE, we find that 

G = exp (jkE:) _ exp 0kr0 i) 
E ro1 

(B.19) 

and noting that the normal vector ii and f'o1 are in the opposite directions (the cosine term 

will have a -1 value), and further, noting that the value of fo1 will not vary appreciably 

across SE if Eis made arbitrarily small, we write 

lim J r (uaG - Gau) = lim 47fE2 (uexp (jkE) (! - jk) - (exp (jkE:) - exp 0kro1)) au) 
E--+0 } 3 0 an an E--+0 E E E ro1 an 

(B.20) 

= lim 47fE2 (uexp (jkc) _ (exp (jkE) _ exp 0kfo1)) (O)) 
E--+0 E:2 E r01 

(B.21) 

= 41rU (B.22) 

Further, if we let the radius of the surface S2 go to infinity, i.e. R _, oo, and if 

r 01 » >., it can be shown that the integral over S2 will also vanish, on the condition that 

the following requirement is met: 

lim R (~U -jkU) = 0 
R--+oo un 

(B.23) 
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The above requirement, generally known as the Sommerfeld radiation condition, simply 

requires that the value of U in 82, for R -too, diminish just as fast as a spherical diverging 

wave at Pa, In other words, there should be no additional external sources of light. 

Combining Eq. (B.16) - (B.20), we find that 

U (Pa) = 2_ J { ( au G - U aG) ds 
47f ls1 an an (B.24) 

Since G is clearly zero at all points on 81, and using the results of Eq. (B.18), we get 

l J J ejkro1 U (Pa)=-;--;- U (P1) -- cos (ii, fen) ds 
JA S1 ro1 

(B.25) 

Since the screen corresponding to 81 will absorb all the light except at the aperture E, 

we can rewrite Eq. (B.25) as 

l 11 ejkro1 
U (Pa) = -;--;- U (P1) -- cos (ii, f'oi) ds 

]"' E ro1 
(B.26) 

The above the the desired Rayleigh-Sommerfeld diffraction relation. 



Appendix C 

Derivation of Theoretical Diffraction 

Efficiency relation 

We derive below the general analysis by Wyrowski [118], who developed a method for 

determination of efficiency irrespective of the holographic phase profile. 

The OVP essentially modifies the phase profile of a beam of light, in such a way as to 

effect a particular beam profile at the observation plane. If we consider f(x) as the desired 

beam, and g(x) as the actual beam at the output plane, we desire: 

g(x) = af(x) (C.1) 

However, since the OVP can modify only the phase, and only in a pixellated array with 

limited phase levels, it will probably be impossible to satisfy the above relation on the 

entire observation plane. Therefore, we say that the above relation hold only at limited 

area of x E R, which is known as the "signal window". The hologram needed to produce 

the normalized desired signal can be found simply from a fourier transform. 

F(u) = '-sf(x) (C.2) 

In general, F(u) cannot be realized in an OVP. Therefore, a coding algorithm will 

have to be defined to map F(u) to the OVP. Therefore the discretized realizable phase 

distribution, G(u), may be expressed as: 

G(u) = F(u) + C(u) (C.3) 
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-1 

Figure C.1: Relationship between G, F, and Con the complex plane 

where C(u) is the quantization coding. If we assume that jF(u)I::; 1, then we can visualize 

the coding algorithm as mapping F(u) to the unit circle on the complex plane, since the 

SLM only modifies the phase and has unit amplitude as seen in Fig. C.l. 

At the observation plane, this can be expressed as: 

g(x) = J(x) + c(x) (C.4) 

The coding algorithm is chosen such that it allows the value of c(x) to be proportional 

to f(x) at the region x E ?R, then we can ensure that there is no signal noise in that 

window. In other words, we can express c(x) such that: 

c(x) = (a - 1)/(x) + c(x) (C.5) 

where c(x) = 0 in the region x E ?R. We can then formulate g(x) as: 

g(x) = af (x) + c(x) (C.6) 
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Assuming that the incident wave has a normalized energy, the diffraction efficiency can 

be formulated as: 

Tl= l g(x)dx = ct2 k 1f(x)l2 dx (C.7) 

If we assume, without loss of generality, that f(x) lies completely within R, then we 

can write, recalling Parceval's relation, Eq. ( C. 7) as: 

Tl= c? l: lf(x)l2 dx = c? l: IF(u)l2 du (C.8) 

By integrating both sides of Eq. ( C.6) we get: 

J lg(x)l2 dx = c? J lf(x)l2 dx + J lc(x)l2 dx (C.9) 

Therefore, using Parceval's relation again, we get: 

j IG(u)l 2 du= c? j IF(u)l2 du+ j lc(u)l 2 du (C.10) 

Since G(u) is a phase only hologram, IG(u)I = 1. Taking the Fourier transform of 

Eq. (C.6) and using the unit circle geometry for C, G(u) and F(u), in a manner analogous 

to Fig. C.1, we get: 

j IC(u)l 2 du= 1 - c? j IF(u)l 2 du (C.11) 

and 

(C.12) 

where</> is the angle between G and F. Combining Eqs. (C.11) and (C.12), we get: 

J IF( u) I cos </>du 
a-~-----=---

- J IF(u)l2 du 
(C.13) 

In Eq. (C.13), the value of a is maximum when</>= 0. Therefore, we note by considering 

Eq. (C.8) that the maximum diffraction will be given when a is at its maximum. Combining 

Eqs. (C.13) and (C.8) we get the upper limit for the diffraction efficiency Tl is 

If F(u)dul2 

'fl= JIF(u)l 2du 
(C.14) 
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The above result allows us to determine the maximum theoretical efficiency solely on 

the shape of the diffracted pattern desired irrespective of the hologram used. For the case of 

beam steering, the output desired is of course J(x) = o(x-x0 ), a delta function. Therefore, 

using Eq. (C.14), the maximum efficiency for such a hologram is 100%. 

The above result is important, in that it allows us to determine, for our beam steering 

case, that the only source ofloss from the hologram will be coding errors c(x), i.e the only 

diffraction efficiency loss will result from the algorithms used to code the desired pattern. 
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Appendix D 

Calculation of Gaussian beam center 

from optical intensity at any three 

detectors 

To identify the center of the Gaussian beam falling on the two SLMs, it is possible to 

perform a calculation on the position and intensities of any three detectors on each SLM. 

The positions and number of the detectors can vary based on the sensitivity of the detectors 

and the size of the Gaussian beam relative to the size of the Hologram. Figure D.l shows 

the layout considered for an arbitrarily positioned Gaussian beam. 

The Gaussian beam intensity in the above coordinate system is given by: 

(D.l) 

Therefore, 

Re-arranging the terms, we get: 
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Center of 
Hologram 

(x,, Y,) 

Center of 
~----T Gaussian 

(xm'~ Beam 
(X2,Y2 

Hologram 

Figure D.l: Layout of an arbitrarily positioned Gaussian beam with three detectors 
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Using the above three equations, we can eliminate Im and Ym and solve for Xm· After 

some algebra, we get: 

Xm = 
w2 ( Y1 ln ( ~) + Y2 ln ( t;) + y3 ln ( fi)) 

2 (Y1 (x3 - x2) + Y2 (x1 - x3) + y3 (x2 - xi)) 

Yi (x§ + Y§ - X§ + Y§) + Y2 (xi+ Yi - X§ + Y§) + Y3 (x§ + Yi - XI+ yr) +---------------------------
2 (Y1 (x3 - x2) + Y2 (x1 - x3) + Y3 (x2 - x1)) 

(D.4) 

By orthogonal symmetry, we get a similar relation for Ym : 

Ym = 
w2 (x1 ln ( ~) + x2 ln ( t;) + x3 ln ( fi)) 

2 (x1 (y3 - Y2) + X2 (Yl - y3) + X3 (Y2 - Y1)) 

X1 (Y§ + X§ - Yi + X§) + X2 (Yf + Xi - Y§ + X§) + X3 (Yi + X§ - Yf + xi) 
+ 2 (x1 (y3 - Y2) + x2 (Yl - y3) + X3 (Y2 - Y1)) (D.5) 

The above results are correct for any three detectors. However, they are very large and 

clumsy. Therefore, we will choose symmetrical positions for the detector positions, which 

will simply the relations. Three representative setups are considered. The first is a 11 Y 11 

shaped configuration, where the three detectors are equidistant from the origin, as well as 

even angular distribution (120 degrees between adjacent detectors). The second is square 

shaped, with the detectors are the corners of the square, and the center of the square at 

the origin of the coordinate system. The third configuration is II diamond II shaped, with 

two detectors on each axis, all equidistant from the origin. 

D .1 Detectors in "Y" shaped configuration 

Figure D.2 shows the three detectors arranged in a "Y" configuration. In such a setup, the 

pixels can be arranged such that xj + yf = x~ + y~ = x~ + yj. Further, we can set the 

positions such that x2 = -x1 ~ 0.866r, x3 = 0, y1 = y2 = 0.5r, and y3 = -r. This will 

simplify the relations in the following manner: 

w2 
(/2 ) 

Xm = 6r (0.866) ln /1 (D.6) 
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#3 

Figure D.2: Layout of an arbitrarily positioned Gaussian beam with three detectors 

and 

(D.7) 

D.2 Detectors in square configuration 

Figure D.3 shows the detectors arranged in a square configuration. In such a configuration, 

the following relation still holds: Xf +yr= x~ + y~ =xi+ Yi· Further, we define -x1 = 
x2 = -x3 = YI = Y2 = -y3 = a. The resulting relations will be: 

w 2 (I2 ) 
Xm = 2a ln Ii (D.8) 

and 

(D.9) 
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#1 a a #2 

a] 
. ( 

~ + ' 
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~ r, I 

#3 a a ,_J 

(possible 4th 
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Figure D.3: Layout of an arbitrarily positioned Gaussian beam with three detectors 

For the sake of symmetry, it may be preferable to have four detectors per hologram in 

such a configuration. 

D.3 Detectors in "diamond" configuration 

The diamond configuration is shown in Fig. D.4. As in the other configurations, this one 

also dictates that xf+Yf = x§+Yi = x5+y§. Further, we can set -x1 = x3 = Y2 = -y4 = r 

and Yl = y3 = x2 = x4 = 0. The resulting relations will then be: 

w2 (I) 
Xm = 4r ln I: (D.10) 

and 

w 2 (h) Ym= 4r ln h (D.11) 
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(possible 4th 
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Figure D.4: Layout of an arbitrarily positioned Gaussian beam with three detectors 
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D.4 Conclusions 

We described above three different configurations for detecting the center of the incident 

beam with respect to the center of the intended hologram, which can then be corrected by 

adjusting accordingly the steering angle of the holograms displayed. All three configura

tions seem to offer realizable simple solutions. However, the last "diamond" configuration, 

seems the easiest to implement. 
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Opto-VLSI processor specifications 

158 



Appendix E. Opto-VLSI processor specifications 159 

Number of Pixels 16,384 (128 X 128) 
Array Size 5.12 mm x 5.12 mm 
Pixel Pitch 40µm 
Flat Fill Factor 60% 
Contrast 200:1 
Modulation Uniformity >.../8 or better 
Optical Modulation w / FLC: variable polarization rotation 

w / NLC: variable retardation change 
Full Frame Loading 102.4µs 
Optical Response (10%- w/ FLC: 50-150 µs 
90%) 

w/ NLC: 0.2-lms rise and 1-10 ms fall times 
- Depends on wavelength and temperature 

Maximum Usable 1/2(load +response+ view) 
Frame Rate 

w / FLC: 1627 Hz, load = 102.4µs 
response = 102.4µs 
view = 102.4µs 
w / NLC: 300 Hz ( at elevated temperature) 

Electrical Addressing 16 8-bit DACs 
Device Configuration Reflective 
Driver Memory 256 frames of SRAM, randomly selectable 
Driver Interfaces Full-length ISA-bus computer slot 

Dalsa CA-Dl-0128A 736-Hz 8-bit camera port 
32-bit external data-port loads full frame in 204.8µs 
Laser modulation signal 
Detector synchronization signal 

Source: Boulder Nonlinear Inc., Boulder, Colorado, USA [121]. 



Appendix F 

Definition of Terms and 

Abbreviations 

CMOS (Complementary Metal Oxide Silicon circuits): Electronic circuit architec

ture, consisting of two complementary types of field effect transistors, in such a way that 

when one set of switches are on, the other set will turn off. CMOS circuits are typically 

used in VLSI systems. 

Cross-talk Isolation: In optical switches, a measure of isolation from unintended 

signals (possibly adjacent signal paths) which add noise to the output port under inves

tigation. Usually measured in decibels of the ratio of intended light intensity vs. the 

unintended "cross-talk" signal strength. 

Dead-space: In a spatial light modulator, space between pixels which cannot be 

modulated. 

Diffraction Efficiency: The efficiency of a diffractive optical element (such as a 

hologram) in steering a beam to a specified direction. Also measured in decibels, as a ratio 

of the optical power in the steered beam and the original beam. 

Fiber, optical: An optical cable that can transmit light signals with little loss of 

energy over long distances by confining the light to a small area. Typically made of silica. 

Holographic Systems, Holography: Any method of modifying the phase profile of 

a light beam propagating in free space. 

Optical Axis: An imaginary line that connects the centers of the lens configuration 

in linear optical systems. The region around the optical axis, known as "paraxial" region, 

under certain circumstances exhibits characteristics of linear systems. 
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Opto-Electronic Systems: Any system that combines optical and electronic devices 

into a single system. 

Opto-VLSI Processor (OVP): A class of spatially distributed phase modulators, 

which are controlled by a VLSI circuit. See also spatial light modulators. 

Opto-VLSI Systems: A class of opto-electronic systems, integrating the great com

puting capacity of silicon VLSI technology, with integrated optical processing devices. 

Pixel: In spatial light modulators, the unit building block that can modulate the wave 

characteristics of light impinging on it. 

Spatial Light Modulators (SLMs): Devices consisting of a large number of inde

pendently controllable light modulating pixels, which, as a whole, can act as a holographic 

plate. 

Very Large Scale Integrated Circuits (VLSI): Integrated circuit technology con

sisting of a massive number of circuit elements on a single silicon die. VLSI systems 

typically use CMOS technology for creating complex digital logic circuits as well as analog 

information processors. 
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