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Abstract

Studies about the BP neural network indicate that vulnerable to local minima and
to flat regions of the energy function is its inherent drawback which reduces it learning
abilities when dealing with complex tasks. We think feeding additional information of
the task patterns to the BP network to guide its learning is a method to improve its
learning ability. We proposed the pattern grouping strategy(PGS) for training based on
the idea of "divide and conquer": Divide the patterns into sub-groups according to their
properties and train the network alternatively with each sub-groups. Simulations show
that our PGS training is more efficient than normal BP training for identifying
symmetrical patterns and XOR problems over a wide range of parameters values. We
explained the advantage of PGS by anayzing the movements of hidden neurons during
training, and aso explained the small value rule when initializing the connection
weights. Finaly we constructed a mixed expert system for symmetrical pattern
Identification by combining saveral BP networks trained successfully with PGS,
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Chapter | Introduction

1.1 Development of Artificial Neural Network

Studies of artificial neural networks (ANN), an internationa research frontier of
modern science and technology, arises accompanying with the development of biology,
physiology, psychology, electronic engineering, mathematics, and physics. The very
great and highly efficient processing power inherent in biological neural systems has
attracted the intensive studies on the structure and behavior of the brain, which uses a
very complex network of interconnected processing elements--caled neurons to
process information, such as perception, organization, transferring, storing,...etc. The
primary object of ANN is to mimic the neuron in terms of the structure and the
processing. Because of the complex nature of ANN, the study is a very tough project.
Development of ANN has experienced four historical periodd .

(1) Thelnitid Period (1943--1969)

1943: McCulloch and Pitts published a well-known paper!®! "A Logical Calculus of the
Ideas Immanent in Nervous Activity" showing the first mathematical model (called
M-P model) of aneural cell, and proposed a general theory of information processing
based on networks of M-P models.

1949: The book "The Organization of Behavior" by Hebb!? gives the method(known
as Hebb' s learning rule) of weight modulation. Today the Hebb's learning rule is still
one of main learning rules for many types of atificid neura network models.

M-P model and Hebb' s rule formed the theoretic foundation for the artificial neura
networks.

1958: Rosenblatt gave the first rel ANN modek--"Perceptron® and introduced an
iterative algorithm for constructing the connection weights. This two-layered system
was actually a weight learning machine for simulation of sensory information
processing. Rosenblatt’s group aso proved their algorithm's convergence®. Their
success had indicated great potential of applications of ANN and triggered the first
upsurge of ANN researches.
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(2) The Ebb Period (1969--1982)

1969: After severa years of intensive studies, Minsky and Papert took a pessmistic
view point in their book "Perceptrons®” showing that the simple perceptron proposed
by Rosenblatt could not be able to solve the exclusve OR(XOR) problem and
believing that introducing additional layer(s) could enhance the processing ability but
the studies of related learning algorithm may be very difficult. Under their influence
coupling with the prosperous of artificial intelligence, some governments stopped
projects in ANN and many researchers gave up their studies in this field. However,
there were still some researchers continued their exploring and got very important
results. Some of these works are:

1972: Concept of memory in ANN was proposed by Kohoner!® and Andersont®.
1973--1982: Grossberg and Carpenter proposed the adaptive resonance
theory(ART)X®M in which they introduced the short term memory and long term
memory.

1980--1982: Based upon the theories of biclogic vision Fukushima set up a vast
multi-1ayered network called "Neocognitron®?, in which the concepts of competitive
learning was utilized.

1982: K ohonen established self-organizing map model &

(3) The Resurrect Period (1982--1986)

1982: Physicist JJ.Hopfield published an important paper in which a model of
whole-connected network(named Hopfield network) was proposed!*®. He also utilized
theories of 1sing model(a model of lattice of magnetic spins, which is quite similar to
Hopfield network system) to study how such a network can store and retrieve
information. Another feature of thismodd isthat it can be easlly redized with VLS.

1984: Bl Lab of AT& T made the firs ANN chip utilizing the Hopfield theory.

1984--1987: Hopfield set up the energy function for determination of the network
stability and successfully solved the famous TSP problem which is of NP-complete,
and thus started a new age of neural networkd 4171,

1986: Rumelhart D.E. and McClelland J.L. further developed the back-propagation
algorithm for multi-layered feed-forward networks and solved the XOR problem*8.



wil 10

Thus the Minsky's shadow on ANN was completely removed, and the renaissance
period began.

(4) The Upsurge Period (1986--1990s)

1987: The First International Conference on Neural Networks was held in USA with
more than one thousand persons in many disciplines such as biology, €electronics,
computer science, cybernetics, physics, to attend. Then the study of ANN extended to
Europe, Japan, and China.

From than on, research works in the field of ANN including the models,
algorithms, implementations, architectures, and applications had been growing up
quickly. Many new models, algorithms, as well as theories such as cellular neural
networkd®? genetic  agorithmd®?1,  EM  agorithm?>®8U  information
geometryt?>88! etc. had been proposed.

Also, some difficult problems were found in the models, algorithms, nonlinear
theories, approximate approach, etc.

There were many hundreds of papers published each year. References[26-41] are
some of them published in 1989--1998. In China, studies in the field of ANN have
attracted a great deal of attention. There are many ANN books and monographs' 4%,
and one National Conference on ANN each year has been convened. Several hundreds
of papers appear in severa Chinese journas. Referenceq[47-66] are the selected papers
in the period of 1998.

1.2 Problems of BP neural network model
As an answer to Minsky’ s XOR aiticism, Backpropogation(BP) neural network

model has a ssimple training procedure, and has shown high potential in near-term
applications. After exhibiting surprisingly “intelligent” in the NETtak system by
Sejnowskit®”!, BP model has been widely implemented in enormous number of
applications such as handwritten signature verificatior!®®, environment data
processing®®, etc. Been one of the most studied neural network models, BP networks

with one hidden layer using arbitrary squashing functions has been proved theoretically
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to be an universal approximator which can approximate virtually any function of
interest to any desired degree of accuracyl’®. Another advantage of BP was said to be
its ability to store numbers of patterns far in excess of its built-in vector
dimensionality! 3.

However, implementations and studies also have shown out some drawbacks of the
BP model ">73877577 |_earning with BP algorithm is actually a process of searching
global minima of an energy function with the gradient descent technique. When the
energy function has local minimum(or usually minima), the searching process may be
trapped and the learning fails. Even if the energy function has no local minimum(®¥,
the searching process may also become extremely slow when it hits specia part of
the energy function where the gradient has very smdl or zero module.

Many works had been done in an attempt to cope with these blemishes and four
kinds of methods had been proposed:
1) Basic modifications on the BP learning algorithm. In the original BP algorithm,

modification of the weights vector in ith learning cycle can be expressed as:

DWW, = -hNE , E isthe energy function, h is a parameter named learning rate.

i). Adding a momentum term: DW,;, = - hNE +kDW, ,, so that the modification

(i-1)
of the weights vector in a learning cycle will be partially kept in next cycle. Thus
the learning process will act as a rolling ball on the energy surface: when hitting a
spot where the gradient is zero it will not stop immediately but keeps moving for
some distance.

i1).Adding noises to the teacher's signal. Almost all the BP networks utilize
supervised learning, i.e. in learning process, a pattern accompanied with a desired
output is feed to the network, and the desired output is called teacher's signal. The
teacher's signal is amain fact to determine the shape of the energy surface. When
small noises are added to the teacher's signal, the energy surface will be dlightly
distorted, and this distortion may help the learning process escaping from local

minima or area with small gradients. This can be thought as a slight earthquake
making the rolling bal bouncing out off asmdl low-lying.
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iii) Using variable learning rate and/or momentum factor. These techniques are
helpful in increasing the peed of convergence of the learning process.

These above modifications on the BP learning algorithm can only overcome
shdlow locd minimaand small area of flat regions of the energy surface.

Adoption of techniques based on dynamic system theories. Two typical examples
are the terminal atractor!™! and the terminal repdller”®!,

When using the termina attractor algorithm, the learning rate takes such a
complicated form:

h=WE)/|NE[" WE) is a nonnegative continuous function of energy

With properly selected W(E), whenever the learning process approaches a local

minimum h will become so large that the learning trajectory takes a great jump and
the system is likely to escape from that loca minimum, while near the global
minimum points h will remain reasonably small to allow convergence.
Unfortunately, the direction and extension of such jumps are not guaranteed to lead
closer to the globa minima. The trgectory may get stuck into the same local
minimum basin, or jump into the basin of ancther minimum.
In the work of reference [76], a new energy function (E, E',W, W) is defined, E
is the origina energy function, W is the connection weight vector and W is a
vector close to the starting point of the current searching task, E =E(W). In any
searching task, norma BP agorithm is used to find a minimum of (& and this
minimum point is the W' of next searching task. The new energy function Eis
congtructed in aspecia way to bear two features:
i) for any part in the W space where E 3 E', the point W' is the only repeller
which has effects over the whole space;
i) for any part in the W space where E < E', (Ehas a shape very close to that
of E and has the same criticd pointsasE.
Therefore in each of the learning tasks, in regions of type i) the system will be
pushed away from point W' and tunnels through the current high E region. Once
the system reaches a region of type ii), a nearly normal BP learning with energy
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function E begins. In one-dimensional cases, this technique can totally eliminate
the risk of local minima and guarantee the convergence to the globa minimum.
However, for multi-dimensional cases such as neural network system, there exists
new risk that the repellers push the system to a "death” direction along which E 3
E" dways satisfied and the system drifts avay to the infinity.

Adjusting the structure of the network. Changes of the network structure(number of
neurons, neuron activation functions, etc) may significantly change the shape of the
energy function and may help the learning process to over come local minima and
saddle point areas. An example of changing the number of neurons is the work of
Hirosd ™. He added a new neuron whenever the learning process got stucked in a
local minimum or flat region, and restart the learning. New neurons kept being
adding to the network until the learning process gave a reasonable result. Then he
selected and removed a neuron and start the learning again in an attempt to cut off
redundant neurons.

Yang et a”. implemented the techniques of homotopy in BP learning by using a

series of functions as the neuron function:  f, (2) =1z+(1- 1)s(2), here 11 [0]],
S(2) is the desired fina form of neuron function. The learning begins with |, =1,
and upon finishing, the learning restarts with |, <1 ,. Such a procedure repeats,

each with anew smaller | ,andwhen | reaches O, the final network comes out.
At the beginning of the learning process, the energy function may have very few

O<i<l =0 minimum points due to the

E =1
simplicity of neuron function. The
speed of the transformation of
neuron function can be controlled

by selecting suitable series of

| . Thus Fig.1-1 to some extent this method can overcome
the local minima. Fig.1-1 is a schematic diagram showing such a process. However,
this method does not always work since, given the complexity of the energy
function, the global minimum points of the energy function always form curves or

even regions, and the learning procedure can not guarantee that currently reached
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global minimum point locates near the global minimum regions related to next
| . In other words, the global minimum regions related to next | may appear near

the other end of the current globa minimum region containing the currently

A=A D A=0

\ 20 R NN/

reached globa minimum point, as shown in Fg.1-2, and the local

Fig.1-2 minimarisk appears again.

Methods that modidy the target pattern sets.

An example of this type is in reference [77]. This work actually utilizes the
techniques of homotopy as in [74], but modifications are made to the patterns
instead of neuron function. So the above analysis in 3) about [74] is also suitable
to [77].

The work of reference [45] tried to improve the efficiency of the BP agorithmin a
way similar to human's habit: grasp the main feature of an object first, and then pay
attention to details. In this work al the n patterns are divided into m groups, then
create m new patterns by averaging each group's patterns and let the network learn
these new patterns. On completion let m=min(mk, n) and repeat the above
grouping-averaging-learning program, here k>1. Finaly m=n and al the origina
patterns are learned. Although such a program lacks mathematical proves,
simulations had indicated its obvious improvement on the learning speed and

success rate. This method deserves further investigations.

1.3 Worksof This Thesis

Carefully reading of related books and papers as well as our own studies had help

us form the opinion that vulnerable to local minima and to flat regions are inherent

drawbacks of the BP neural network model and can not be totally over come with

smple methods. To make it worse, some other researchers have proven theoreticaly

that training a three-node BP network is NP-hard. This implies that BP algorithm itself

may not be an efficient training method!”®. Hence the up-limit of the BP model's

learning ability may be under suspecting, especially when the task is of certain
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complexity. In fact some researchers had had to use a combination of quite a number of
BP networks, each of which took a small part of the whole task, to undertake the
desired work!®

In order to use BP network of reasonably size to undertake atask of relatively high
complexity , other works besides modifications of the BP algorithm should be done,
such as feeding additiona helpful information about the target patterns to the network
to guide its learning process, as done in reference [45].

Consider the fact that when the task is relatively small those mentioned above
blemishes of BP model do not overwhelm the model's advantages such as easiness and
relatively fast, and that BP network tries to learn the whole set of patternsin a single
session. It is nature to resort to what has long been adopted by human: divide and
conquer.

Besides the work of reference [88], another example of divide and conquer is the
work of RA. Jacobs et all™®8 They sat up the system of mixtures of local experts,
which was composed of several neural networks to treat different subtasks, and gained
some inspiring results.

Based upon background mentioned above, the first part of this thesisis to study the
implementation of “divide and conquer” idea in BP neural network. We name our
method of grouping patterns as pattern grouping strategy (PGS).

We made comparison on the success rates of PGS learning and that of normal BP
learning in four systems. We had also examined the influence of learning rate on the
success rate of PGS learning so asto find training conditions favored to PGS learning.

In the second part of this thesis we analyzed the activities of the hidden neurons of
the BP mode during learning process and used related reasoning to explain the PGS
learning. We dso explained the smdl vaue rule in initidizing the BP network.

In the third part we combined most of our works to construct a mixed expert
system which can recognize symmetrical binary patterns of 7--14 bits.

The difference between our work and those of reference [88] and R.A.
Jacobs is: they use several sub- networks to treat different subsets of the whole crew of
patterns, we use those subsets of patterns to train a single BP network, and finally
make this Sngle network competent to the whole task.
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Chapter Il Related Basic Knowledge of Neural Networks
Section 1. Feed Forward Neural Network

2.1 Artificial Neural Network:

To acquire the ability of intellectualized information processing, researchers had
opened up, based on the hints of biological nervous systems, the research area of
artificid neura network(or neura network for brevity).

A neural network is a network system formed by connecting together a
collection of processing units. Each processing unit is called a neuron, and the
connection way between two neurons is called a synapsis or just a connection. The
strength of a connection between two neurons is named the connection weight or
welght.

1. Neurons: A neuron receives signals from other neuron(s) via the connections, and
then performs some kind of computation and passes the results as its output to other
neurons. A type of commonly used neuron has the following mathematical mode!:

Oj = f(é Wjixi - qJ)

Here X is the output of the ith neuron, O;and q; are the output and threshold of the
jth neuron, w;; denotes the connection weight from the ith neuron to the jth neuron.

Function f( ), which can be chosen from wide variety of types, determines the
output(or named the state) of the neuron and is caled the activation function.
2. Weghts: The weights used on the connections between neurons have much

significance in the working of the neural network and the characterization of a network.

All the information memorized by a neural network are actually stored among the
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