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Abstract. A novel PSO algorithm called InformPSO is introduced in this paper.
The premature convergence problem is a deficiency of PSOs. First, we analyze
the causes of premature convergence for conventional PSO. Second, the princi-
ples of information diffusion and clonal selection are incorporated into the pro-
posed PSO algorithm to achieve a better diversity and break away from local
optima. Finally, when compared with several other PSO variants, it yields better
performance on optimization of unimodal and multimodal benchmark functions.

1 Introduction

Particle swarm optimization is one of the evolutionary computation techniques based
on swarm intelligence. In PSO, each solution is a point in the search space and may
be regarded as a particle. The particle could find a global optimum through its own
efforts and social cooperation with the other particles around it. Each particle has a
fitness value and a velocity. The particles fly through the problem space by learning
from the best experiences of all the particles. Therefore, the particles have a tendency
to fly towards better search area over the course of search process.
The velocity and position updates of the i particle are as follows:

Vik+D)=w-V;(@®)+cl-rl-(pBest; — X;)+c2-r2-(gBest — X ;) (D
X;t+D)=X;(t)+V;(t+1) 2

where X; is the position of the i particle, V; presents its velocity, pBest; is the best
previous position yielding the best fitness value for it. gBest is the best position dis-
covered by the whole population and w is the inertia weight used to balance between
the global and local search abilities. ¢/ and c¢2 are the acceleration constants, which
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represent the weighting of stochastic acceleration terms that pull each particle towards
pbest and gbest positions. r1 and r2 are two random functions in the range [0, 1].

The PSO algorithm is simple in concept, easy to implement and computationally
efficient. Since its introduction in 1995 [1], PSO has attracted a lot of attention. Many
researchers have worked on improving its performance in various ways. Some re-
searchers investigated the influence of parameters in the PSO to improve its perform-
ance. A new inertia weight parameter is incorporated into the original PSO algorithms
by Shi [2]. Another parameter called constriction coefficient is introduced to ensure
the convergence of the PSO [3]. In [4], Ratnaweera et al. introduced to PSO the time
varying acceleration coefficients in addition to the time varying inertia weight.

Many researchers have worked on improving PSO’s performance by designing differ-
ent types of topologies. Kennedy [5] claimed that PSO with a small neighborhood might
perform better on complex problems, vice versa. Kennedy [6] tested PSOs with
neighborhoods of regular shape. In [7], a dynamic neighborhood concept for their multi-
objective PSO is proposed. FDR-PSO [8] with near neighbor interactions selects one
particle with a higher fitness value to be used in the velocity updating equation.

Some researchers investigated hybridization by combining PSO with other evolu-
tionary to improve the standard PSO’s performance. Evolutionary operators like se-
lection, crossover and mutation have been applied to PSO in [9]. In [10], each of the
PSO, genetic algorithm and hill-climbing search algorithm was applied to a different
subgroup and an individual can dynamically be assigned to a subgroup considering its
recent search progress. In [11], CPSO employed cooperative behavior to significantly
improve the performance of the original PSO algorithm by splitting the solution vari-
ables into a smaller number of variables in the search space.

The paper is organized as follows. Section2 analyses causes of premature conver-
gence of traditional PSO algorithm and proposes an improved PSO algorithm. Results
of experimental evaluation are given in Section 3, which contains the description of
benchmark continuous optimization problems used for comparison of algorithms, the
experimental setting for each algorithm, and discussions about the results. Section 4
gives conclusions and future work.

2 PSO Based on Information Diffusion and Clonal Selection

2.1 Premature Convergence

Though there are numerous versions of PSO, premature convergence when solving
multimodal problems is still the main deficiency of the PSO. In the original PSO,
each particle learns from its pBest and gBest simultaneously. Restrict the same social
cognition aspect to all particles in the swarm appears to be somewhat an arbitrary
decision. Furthermore, each particle obtains the same information from the gBest with
others even if a particle is far from the gBest. In such situations, particles may be
fleetly attracted and easily trapped into a local optimum if the gBest is in a complex
search environment with numerous local solutions. Another cause of premature con-
vergence of PSO is that the pBest and gBest have no contributions to the gBest from
the velocity update equation. The current best particle in the original PSO always flies
in its direction of previous velocity, which makes it easy to trap into a local optimum
and unable to break away from it.
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2.2 PSO Based on Information Diffusion and Clonal Selection (InformPSO)

In fact, information diffusion among biological particles is a time process. Particles,
close to the current best particle (gBesf), change the direction and rate of velocities
fleetly towards it, while particles, far from it, move more slowly towards it. On the
assumption that information is diffused among particles in a short time, information
received by particles close to the gBest is more than that received by those far from it.
Therefore, an information function , related to membership degrees with respect to its
“surrounding”, is incorporated into the PSO to adjust the variable “social cognition”
aspect of particles.
In this improved version of PSO, the velocity update is expressed as follows:

Vit +1)=w-V;(t)+cl-rl-(pBest; — X;)+ F{u(d;)}-c2-r2-(gBest — X;) ()

where, F{u(d;)}is an information diffusion function, x(d;) represents the member-
ship degree of i" particle with respect to the “surrounding” of the gBest, d; is the

distance between particle i and the gBest. Here, the distance is measured by their
position difference. By inspecting the expression in (3), we understand that particles
perform variable-wise velocity update to the gBest. This operation improves the local
search ability of PSO, increases the particles’ diversity and enables the swarm to
overcome premature convergence problem.

In order to pull the gBest to another direction if it is trapped in local optima, we use
clonal selection operation on it. In multimodal problems, the gBest is often a local
optimum, which may give other particles wrong information and lead to bad results.
In our algorithm, we use a new method for the gBest to move out of local optima.
First, the gBest is clonald [13] into a sub-swarm, then this sub-swarm mutates into a
new one with different fitness values according to Cauchy distribution, finally the one
with the highest fitness value is chosen as the gBest for velocity update of next gen-
eration. As a result, the gBest is improved in a local region by clonal selection opera-
tion, which enables the PSO algorithm effectively to break away from local optima.

3 Experimental Results

3.1 Benchmark Functions

In the experiments, nine different D dimensional benchmark functions [8] [14] [15]
with different properties are chosen to test InformPSQO’s performance. The equations
are listed below:

Table 1. Nine benchmark functions

Name Function Search Range x* f(x*)
D
Sphere fi= fo [-100, 100] 0 |1[0,0,...0]
H 2 2
er- . .
P f2=Y i [-5.12,5.12] | 0 |[0,0,...0]

ellipsoid
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Table 1. (continued)

D
Sum of differ- i+1
e B N i1 -1,1] 0 |[1.1,...1]
ent powers i=1
] 2
Rotated hyper- DId
fa= X -65, 65 0 {[0.,0,...0
ellipsoid 4 Z_: Z_: J [ ! [ I
i=1| j=1
2 2.2 2
Rosenbrock fS:Z[]OO‘(“‘iH_xi) +(=D7)] [-2.048,2.048] | O |[L1,...1]
i=1
1 D 2 2 Xj
Griewank 16 =005 2 ‘HCO“TZ)“ [-600, 600] 0 [[0.0....0]
i=1 =1
1 D 2 1 D
Ackley 7=20+¢=20exp(-0.2 lelx,- )—exp[BZ]:cosamm [-32.768, 32.768]| 0 |[0,0,...0]
=] =]
< 2
Rastrigin f8=zlx,- —10-cos(2mi) +10] [-5.12,5.12] 0 |[0,0,...0]
i=1
D Kiax
fo = Z( Z [aF - cos@mX (x; +0.5)) - D
i=1 k=0
Weierstrass . ' [-0.5, 0.5] 0 1[0,0,...0]
Z aX - cos@mX -05)]  a=0.5b=3kyax =20
k=0

3.2 Parameters Setting

To optimize these test functions, the error goal is set at 1e-40 and w is reducing with
increasing generations from 0.9 to 0.4. ¢/ and c2 are both set at 2. Particles’ initial
positions are restricted by the search range and their velocities are restricted by V.,
which is equal to the search range. The number of generations, for which each algo-
rithm is run, is set at Max_Gen. Except these common parameters used in PSOs, there

Table 2. The same parameters setting used for InformPSO, PSO_w with that used for tradi-
tional PSO, FDR_PSO [8]. Initial Range, variable range in biased initial particles; V,,,, the
max velocity; Size, the number of particles; Max_Gen, the max generation; Dim, the number of
dimensions of functions.

Function Initial Range Vinax Max_Gen Size Dim
f1 [-5.12,5.12] 10 1000 10 20
2 [-5.12,5.12] 10 1000 10 20
3 [-1,1] 2 1000 10 10
4 [-65.536, 65.536] 110 1000 10 10
5 [-2.048, 2.048] 4 1500 10 2
6 [-600, 600] 600 1000 10 10
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Table 3. The same parameters setting used for InformPSO and PSO_w on four multimodal
functions with that used for PSO_cf local, UPSO, PSO_H, DMS_PSO [15] except for the
parameter, Max_Gen

Function Initial Range Vnax Max_Gen Size Dim
6 [-600, 600] 600 2000 30 30
7 [-32.768, 32.768] 64 2000 30 30
8 [-5.12,5.12] 10 2000 30 30
9 [-0.5, 0.5] 1 2000 30 10

is an additional parameter in InformPSO that needs to be specified. It is sub-swarm’s
population size, m. Suppose not to know if the function to be optimized is unimodal
or multimodal, m is set at 10 for all functions.

3.3 Comparison with Other PSOs

In this part, we tested the same nine benchmark test functions using PSO_w. Parame-
ters are the same setting with parameters setting for InformPSO in Table 2 and
Table 3. Other interesting variations of the PSO algorithm (described below) have
recently been proposed by researchers. Although we have not implemented all these
algorithms, we conducted comparison with them using the results reported in the
publications cited below:

— The original PSO [1].

— The modified PSO with inertia weight (PSO_w) [2].

— Local Version of PSO with constriction factors (PSO_cf_local) [7].

— Unified Particle Swarm Optimization (UPSO) [16].

— Fitness-distance-ratio based particle swarm optimization (FDR_PSO) [8].
— Cooperative PSO (CPSO_H) [11].

— Dynamic multi-swarm PSO (DMS_PSO) [15].

— Our improved PSO (InformPSO).

Figurel presents the results of InformPSO and PSO_w on the first six optimization
functions introduced in the previous section. The two algorithms were continuously
performed for 30 trials on each function. The best fitness values of each generation
have been plotted in graphs.

From Figurel and graphs displayed in the literature [8], we see that InformPSO
surpasses the three PSOs (PSO_w, traditional PSO, FDR_PSO) on each of the six
functions. InformPSO has a significantly better global convergence ability. It achieves
a sub-optima solution within 200 iterations for the first four unimodal functions. For
Rosenbrock’s and Griewank’s functions, it gets global minima on most of trials. In
each case, we find that the other three algorithms perform well in initial iterations, but
particles easily reach the same fitness, consequently move into a local optimum. Fur-
thermore, they fail to make further progress in later iterations, especially in multimo-
dal problems. This does not happen in InformPSO as shown in all the graphs above,
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where the best fitness continues to differ for many iterations. InformPSO is able to
move out of local optima in later iterations even being trapped in it. This effect was
most marked for the last graph in Figure 1.
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Table 4. The best and average results achieved on the first six test functions using traditional
PSO and FDR_PSO [8], PSO_w and InformPSO

Algorithm Best (Average) Fitness Values Achieved

Function Trad_PSO FDR_PSO PSO_w InformPSO
fl 0.0156 2.2415e-006 | 1.2102e-10 | 5.9724e-006 |3.9843e-041 | 7.2610e-041
2 2.1546e-007 1.8740e-015 | 1.7493e-009 | 8.0364e-005 |2.3428e-041 | 6.9662e-041
3 2.3626e-011 9.3621e-034 | 5.1684e-041 | 2.8907e-022 | 1.2685e-042 | 4.0353e-041
4 0.0038 3.7622e-007 | 1.401e-014 | 1.9369e-008 |2.8450e-041 | 6.6157e-041
5 5.3273e-008 | 4.0697e-012 | 1.9722e-029 | 2.5544e-017 0 1.7027e-026
6 1.3217e-008 1.1842¢-016 0.0418 0.1152 0 8.2867e-003

Table 4 also shows that InformPSO yields better results for the six test functions
than the other three PSOs. On average, InformPSO achieves the best and average
fitness values in each case. It is able to converge to global optima on unimodal prob-
lems. It can find global optima or sub-optima for Rosenbrock’s function and multi-
modal Griewank’s function. As an example in point, it attains to the global minimum
of Rosenbrock’s function for 20 out of 30 trials and that of Griewank’ function for 25
out of 30 trials.
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Figure2 gives the results of InformPSO and PSO_w on four multimodal bench-
mark functions. The two algorithms were performed for 20 trials on each multimodal
function. The best fitness values of each generation have been plotted in graphs.
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Fig. 2. InformPSO vs. PSO_w on the four multimodal functions

From graphs above, we observe that InformPSO yields better results for the four
multimodal functions than PSO_w. Our proposed PSO algorithm rapidly finds global
minima for three out of four multimodal functions except for Ackley’s function. On
multimodal functions, PSO_w rapidly loses the population diversity, and easily con-
verge to a local optimum. And it is unable to improve the best fitness in later itera-
tions. The population diversity of InformPSO results from its use of an information
diffusion function in velocity update. The clonal selection operation contributes the
best fitness to differing for many iterations. Thus, InformPSO is much less likely than
the three PSO_w to get stuck in a local optimum and more effectively breaks away
from a local optimum if being trapped in it. But our algorithm only attains a local
solution to Ackley’s function. PSO_w needs much more iterations to reach the same
local solution. It seems that the two PSOs are unable to find the global optimum re-
gion for Ackley’s function.

Table 5. The best and average results achieved by different PSOs [16]

Function Best (Average) Fitness Values Achieved
Algorithm f6 7 8 9
PSO.w 4.308e-013 7.268e-007 26.824 0
2.262e-002 3.700e-001 43.828 1.291e-002
PSO_cf_local 4.971e-002 9.763e-008 9.769 1.812e-001
UPSO 3.453e-002 3.379e-009 14.231 2226
CPSO_H 1.527e-001 1.715e+003 21.392 4.208
DMSPSO 2.338e-002 4.062e-009 3.277 0
InformPSO 0 0 4.441e-015 (4.441e-015 | O 7.661 0 [1.806e-004

From the results, we can observe that among the six PSO algorithms, InformPSO
performs the best results for Griewank’s (f6) and Ackley’s (f7) multimodal functions.
Though when compared with DMSPSO, InformPSO achieves worse results for
Rastrigin’s (f8) and Weierstrass’s (f9) function on average, it reaches the global
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minimum for 15 out of 20 trials on Rastrigin’s function and for 19 out of 20 trials on
Weierstrass’s function. However, on Ackley’s function, InformPSO and PSO_w fail
to arrive in the global minimum region. These comparisons suggest that InformPSO
surpasses many of the recent improvements of the PSO algorithm.

4 Conclusions

A novel PSO algorithm called InformPSO and one of its applications are introduced
and discussed in this paper. In order to improve the local search ability and achieve a
better diversity, information diffusion function is given to InformPSO. Particles per-
form variable-wise velocity update to the current best particle. In order to break away
from local optima, clonal selection is incorporated into it. This new PSO algorithm
gives better performance on unimodal and on complex multimodal problems when
compared with other PSO variants.
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