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Preconditioning iterative algorithm for the electromagnetic
scattering from a large cavity
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SUMMARY

A preconditioning iterative algorithm is proposed for solving electromagnetic scattering from an open
cavity embedded in an infinite ground plane. In this iterative algorithm, a physical model with a vertically
layered medium is employed as a preconditioner of the model of general media. A fast algorithm developed
in (SIAM J. Sci. Comput. 2005; 27:553–574) is applied for solving the model of layered media and
classical Krylov subspace methods, restarted GMRES, COCG, and BiCGstab are employed for solving the
preconditioned system. Our numerical experiments on cavity models with large numbers of mesh points
and large wave numbers show that the algorithm is efficient and the number of iterations is independent
of the number of mesh points and dependent upon the wave number. Copyright q 2008 John Wiley &
Sons, Ltd.
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1. INTRODUCTION

Electromagnetic scattering is one of the most competitive areas in both mathematical and engi-
neering communities with a wide range of applications, such as astronomy, optics, meteorology,
and remote sensing. In this paper, we are mainly concerned with electromagnetic scattering from
two-dimensional large open cavities embedded in an infinite ground plane. The geometry is shown
in Figure 1. The ground plane and the walls of the open cavity are perfect electric conductors
(PEC), and the interior of the open cavity is filled with non-magnetic materials that may be inhomo-
geneous. The half-space above the ground plane is filled with a homogeneous, linear, and isotropic
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346 Y. WANG, K. DU AND W. SUN

Figure 1. The geometry of cavity.

medium. In this setting, the electromagnetic scattering by the cavity is governed by the Helmholtz
equation along with Sommerfeld’s radiation conditions imposed at infinity. Because of its signifi-
cant industrial and military applications, the cavity problem has attracted much attention. A variety
of numerical methods including finite difference, finite element, boundary element methods, and
hybrid methods have been developed by the engineering community for solving the open cavity
problems [1–8]. A survey of numerical methods is presented in [9]. A detailed discussion and
additional references may be found in Jin [10]. However, an unavoidable and fundamental question
is how to solve the large-scale system of linear equations arising from electromagnetic scattering.
Classical direct and iterative algorithms are not efficient especially for large cavity problems due
to the indefinite nature of systems and high oscillation of solution.

This paper focuses on problems with large wave numbers and inhomogeneous media. The
problem with large wave numbers, or more precisely with large ‘ka’ numbers, is of significant
interest [3, 10, 11]. Here k is the wave number and a is the diameter of the computational domain.
For electromagnetic cavity problems, microwaves are usually considered. Nonetheless, for large
cavities, the large domain diameters give rise to high ‘ka’ numbers. The computation is especially
challenging when the cavities are large compared with the wavelength of the fields due to the
highly oscillatory nature of the fields. Numerical discretization for a large cavity problem results
in an extremely large-scale indefinite system of linear equations. Recently a fast algorithm was
proposed in [3] for solving the electromagnetic scattering from a rectangular cavity with a medium
of x-directional homogeneous. The algorithm is based on the use of discrete Fourier transform in
the horizontal direction and a Gaussian elimination in the vertical direction. Numerical experiments
for large numbers of mesh points and large wave numbers show that the algorithm is efficient.
In this paper, a preconditioning iterative algorithm is introduced for solving the electromagnetic
scattering from a large cavity, in which a layered medium model is used as a preconditioner for
the non-layered medium model. The fast algorithm developed in [3] is used for solving the cavity
model of layered media.

Preconditioned iterative methods for solving electromagnetic scattering problems have been
studied by many authors [12–14]. Most focus on Helmholtz models with some simple boundary
conditions. Ernst and Golub [14] solved the interior Helmholtz model in a rectangular domain with
impedance boundary conditions using preconditioning methods. They proposed several precondi-
tioners including the discrete Helmholtz operators with Dirichlet or Neumann boundary conditions
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on two edges and a preconditioning Schur complement. Elman and O’leary [12] further studied
the first preconditioner proposed in [14] and presented eigenvalue analysis for the preconditioned
systems. Note that at each preconditioning iteration of their algorithm, one needs to solve the
Helmholtz equation with Dirichlet or Neumann boundary conditions on two edges and impedance
boundary conditions on the other two edges. Erlangga et al. [13] proposed a shifted-Laplace
preconditioner for high wave number Helmholtz problems in heterogeneous media. A multigrid
method is used to solve the preconditioner. For the cavity model, a preconditioning iterative method
was proposed in [5], where the preconditioner is based on the Helmholtz model with Dirichlet
boundary conditions on the wall of the cavity and an absorbing boundary condition on the aperture.
At each iteration, one has to solve a cavity model with an absorbing boundary condition on the
aperture.

The remainder of the paper is organized as follows. In Section 2, the model of a scattering
problem from a cavity is formulated and further reduced to a bounded domain problem. Numerical
discretization is addressed. A preconditioning algorithm is presented in Section 3 for the transverse
magnetic (TM) case. Section 4 is devoted to numerical experiments of the algorithm.

2. THE ELECTROMAGNETIC CAVITY PROBLEM

We focus on a two-dimensional geometry by assuming that the medium and material are invariant in
the z-direction. Assume also that the medium is non-magnetic and a constant magnetic permeability
�=�0 exists everywhere. The electromagnetic property of the medium is characterized by the
dielectric coefficient �, and Im(�)�0.

Assume that a plane wave ui=ei(�x−�y) is an incident wave on the cavity from the above, where
�=k0 sin�, �=k0 cos�, and −�/2<�<�/2 is the angle of incidence with respect to the positive
y axis. Let ur be the reflected wave. The relation between scattered field us and total field u can
be expressed as

us=u−ui−ur (1)

Here we only consider the TM case, in which the magnetic field is transverse to the invariant
direction and the time-harmonic Maxwell equations reduce to

�u+k2u = f (x, y) (x, y)∈�∪R+
2

u = 0 on �C ∪��\�
(2)

together with the radiation boundary condition

lim
r→∞

√
r

(
�us

�r
− ik0u

s
)

=0 (3)

where R+
2 denotes the upper-half space, r =√x2+ y2, k2=�2��=k20�r�r, �r=�/�0 and �r=�/�0

denote the relative permittivity and relative permeability, respectively, �r=�r(x, y) in � and k0=
�

√
�0�0 is the wave number in free space. The fields are said to be source free if the source term

f =0.
Since the upper-half space is homogeneous, the so-called transparent boundary condition can

be obtained by using either Green’s function method (i.e. Hankel’s function) [10] or the method
of Fourier’s transform [1, 2].
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In the TM case, the scattered field us satisfies

�us+k20u
s = 0 (x, y)∈ R+

2

us = 0 on �C

us = u(x,0) on �

(4)

together with the radiation boundary condition (3) at infinite.
Let

Gd(x,x′)= i

4
[H (1)

0 (k0r)−H (1)
0 (k0r̄)] (5)

be the upper half-plane Dirichlet Green’s function for the Helmholtz equation, which satisfies

�Gd +k20Gd = −	(x,x′), x,x′ ∈ R+
2 (6)

Gd = 0 on y=0 (7)

where x=(x, y), x′ =(x ′, y′), r =|x−x′|, r̄ =|x− x̄′|, and x̄′ = x ′− iy′ is the image of x with respect
to the real axis. By Green’s theory and the homogeneous boundary conditions,

�us(x)
�y

∣∣∣∣
y=0+

= ik0
2

∫
�

=
[

1

|x−x ′|H
(1)
1 (k0|x−x ′|)us(x ′,0)

]
ds(x′) (8)

Substituting (1) into (8), we obtain

�u
�y

∣∣∣∣
y=0+

= ik0
2

∫
�

= 1

|x−x ′|H
(1)
1 (k0|x−x ′|)u(x ′,0)dx ′−2i�ei�x , x ∈(0,a) (9)

where
∫

�= denotes a Hadamard principle value (or finite part) integral (see [15, 16] and references
therein). Define g(x)=−2i�ei�x and

I (u) := ik0
2

∫
�

= 1

|x−x ′|H
(1)
1 (k0|x−x ′|)u(x ′,0)dx ′ (10)

The non-local boundary condition is given by

�u
�n

= I (u)+g(x), x ∈(0,a) (11)

where n=(0,1).
Since u satisfies the Helmholtz equation (2) and the transparent boundary condition (11), the

total field u satisfies the following equation:

�u+k2u = f (x, y), (x, y)∈�

u = 0 on ��\�
�u
�n

= I (u)+g(x) on �

(12)
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Numerical approximations to the Helmholtz equation have been extensively investigated. For the
sake of simplicity, we consider a simple five-point finite difference method for the discretization
of the Helmholtz equation (12) with uniform meshes.

Let {xi , y j }M+1,N+1
i, j=0 define a uniform partition of �=[−a/2,a/2]×[−b,0] with xi+1−xi =hx

and y j+1− y j =hy . Let vi j be the finite difference solution at the point (xi , y j ). The discrete finite
difference system in the TM case can be given by

vi−1, j−2vi j+vi+1, j

h2x
+vi, j−1−2vi j+vi, j+1

h2y
+k20�ri j vi j= fi j , i=1,2, . . . ,M, j =1,2, . . . ,N

where �ri j =�r(xi , y j ) and fi j = f (xi , y j ). In matrix form, we have

(Ax ⊗ IN + IM ⊗Ay+D)v+(IM ⊗aN+1)vN+1= f (13)

where ⊗ denotes the tensor product (Kronecker product), IM is the M×M identity matrix,

Ax = 1

h2x
tridiag(1,−2,1), Ay = 1

h2y
tridiag(1,−2,1) (14)

D = k20 diag(�r11,�r12, . . . ,�r1N ,�r21, . . . ,�r2N , . . . ,�rM1, . . . ,�rMN ) (15)

aN+1 = 1

h2y
(0, . . . ,0,1)T (16)

and

v = (v11, . . . ,v1N ,v21, . . . ,v2N , . . . ,vM1, . . . ,vMN )T

v j = (v1 j ,v2 j , . . . ,vMj )
T

By using a backward finite difference scheme and a general approach for the non-local boundary
condition, we obtain

vi,N+1−vi,N

hy
=

M∑
l=1

gilvl,N+1+g(xi ), i=1,2, . . . ,M

i.e.

h−2
y IMvN +(h−1

y G−h−2
y IM )vN+1=−h−1

y g (17)

where G=(gi j )Mi, j=1 is an M×M matrix.
The global system is given by(

A A12

A21 h−1
y G−h−2

y IM

)(
v

vN+1

)
=
(

f

−h−1
y g

)
(18)

where

A = Ax ⊗ IN + IM ⊗Ay+D

A12 = IM ⊗aN+1

A21 = AT
12
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Numerical approximation to the Hadamard-type integral operator I (u) has been studied by
several researchers. We refer to [17–19] for details.

The major issue in computational electromagnetic scattering is to solve the system (18). When
a large wave number and multi-medium are involved, the solution is oscillatory, and therefore a
large number of mesh points are needed and a large-scale indefinite linear system is to be solved.
In the following example, we present our numerical results for a simple cavity models where three
Krylov subspace algorithms, GMRES(m) [20], Conjugate Orthogonal Conjugate Gradient method
(COCG) [21], and BiCGstab [21], are used to solve the large-scale and ill-conditioning system
(18), respectively. We will briefly discuss the iterative methods in Section 3.3. The iteration stops
when the relative residual is less than 	=10−5.

Example 2.1
We consider a simple cavity model: a plane wave scattering from a rectangular groove with 1m
wide and 0.25m deep at normal incidence (a=1.0 and b=0.25). We assume that the groove
is empty, i.e. k=k0. Numerical results are shown in Table I for different k0 and different mesh
points, where m denotes the dimension of subspaces used in restarted GMRES method. The
computational complexity and memory of GMRES(m) depend upon the dimension of subspace.
We test GMRES(m) with m=10,20,30 only for numerical comparison. One can see that all the
three algorithms are not suitable for solving problems with large wave number, while COCG is
relatively better, compared with other two algorithms. The number of iterations increase much as
the number of mesh points or the wave number k0 increases.

Table I. The number of matrix–vector products for empty cavity.

k0 M×(N+1) m GMRES(m) COCG BiCGstab

2� 19×5 10 69 27 40
20 37
30 27

39×10 10 203 53 76
20 131
30 88

79×20 30 342 104 152

4� 39×40 30 173 61 94
79×20 30 437 119 192

6� 59×15 30 472 109 246
119×30 30 1185 206 572

10� 99×25 30 1236 236 1754
199×50 30 >2000 483 >2000

20� 199×50 30 >2000 991 >2000
299×75 30 >2000 1497 >2000

30� 299×75 30 >2000 >2000 >2000
399×100 30 >2000 >2000 >2000
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3. PRECONDITIONING ALGORITHMS

3.1. Fast algorithm for layered medium

For a layered medium, �r=�r(y), a fast algorithm was proposed in [3]. The main idea of the
fast algorithm is to generate a discrete Dirichlet-to-Neumann transform from the first equation of
(18), i.e.

Av+A12vN+1= f

by a FFT-type algorithm, in which a fast Fourier transform is used in the horizontal direction
and a forward Gaussian elimination is used in the vertical direction. Based on these two discrete
Dirichlet-to-Neumann transforms from upper-half space and the cavity, respectively, (18) reduces
to a system defined on the aperture of the cavity. A preconditioning BiCG iterative algorithm is
applied for solving the resulting aperture system. For completeness, we present the fast algorithm
and detailed implementation in this subsection.

For the tridiagonal Toeplitz matrix Ax , we have

SM Ax SM =�=diag(
1,
2 . . .
M )

where SM denotes the discrete Fourier-sine transformation,

SM =
√

2

M+1

(
sin

lm�

M+1

)M

l,m=1
, 
l =−4(M+1)2

a2
sin2

l�

2(M+1)

and S2M = I .
By the discrete Fourier-sine transformation, we rewrite the discrete Helmholtz system (13) as

(�⊗ IN + IM ⊗Ay+ IM ⊗DL)v̄+(IM ⊗aN+1)v̄N+1= f̄

where

v̄ = (SM ⊗ IN )v=(v̄11, . . . , v̄1N , v̄21, . . . , v̄2N , . . . , v̄M1, . . . , v̄MN )T, v̄N+1= SMvN+1

f̄ = (SM ⊗ IN ) f =( f̄11, . . . , f̄1N , f̄21, . . . , f̄2N , . . . , f̄M1, . . . , f̄MN )T

DL = k20 diag(�r(y1),�r(y2), . . . ,�r(yN ))

Reordering the unknowns and equations above, we obtain

(Ay+
i IN +DL)v̂i +aN+1v̄i,N+1= f̂i , i=1,2, . . . ,M (19)

where

v̂i = (v̄i1, v̄i2, . . . , v̄i N )T

f̂i = ( f̄i1, f̄i2, . . . , f̄i N )T, i=1,2, . . . ,M

Using a forward Gaussian elimination method with a row partial pivoting for the system (19) gives
a discrete Dirichlet-to-Neumann transform defined by

�i v̄i N +�i v̄i,N+1= f̃i N , i=1,2, . . . ,M
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or equivalently

SMD�SMvN +SMD�SMvN+1= SM f̃N (20)

where

D� = diag(�1,�2, . . . ,�M )

D� = diag(�1,�2, . . . ,�M )

Eliminating vN from Equations (17) and (20) gives the aperture system

D�SM (IM −hyG)vN+1+D�SMvN+1= f̃N +hyD�SMg (21)

Solving the linear system (21) gives the solution vN+1 on the interface �. The rest of the unknowns
can be obtained by solving the following systems:

(Ay+
i IN +DL)v̂i = f̂i −aN+1v̄N+1, i=1,2, . . . ,M (22)

in which v̄N =−hyg+(IM −hyG)vN+1 may be used for those possible nearly singular systems.
The algorithm is given below.

Algorithm I

(i) Generate the matrix G.
(ii) Calculate f̄ =(SM ⊗ I ) f and SMg.
(iii) Calculate the LU decomposition to get D� and D� by using the forward Gaussian elimi-

nation with a row partial pivoting.
(iv) Solve the system (21) for vN+1.
(v) Solve the system (22) for the rest of the unknowns.

3.2. Preconditioning

The convergence rate of iterative methods depends on the spectral properties of the coefficient
matrix. Hence, one may attempt to transform the linear system into one that has more favorable
spectral properties. A preconditioner is a matrix that effects such a transformation. A general
preconditioned system with a preconditioner M is defined by

M−1Au=M−1b or AM−1y=b, u=M−1y

They are referred to as a left and a right preconditioning, respectively. In this paper, we will adopt
the right preconditioning.

We are interested in a large cavity with more general media. The fast algorithm cannot be
applied directly for solving such a problem. Here, we propose a preconditioning technique for
cavities with non-homogeneous media. Let

A�ru=b

be a discrete linear system for the cavity model with the non-homogeneous medium �r(x, y). A
simple physical model with a vertically layered medium is employed as a preconditioner of a
non-homogeneous model. A preconditioned system is given by

A�r A
−1
�̄r

y=b, u= A−1
�̄r

y (23)
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where �̄r= �̄r(y) denotes a vertically layered medium, dependent upon the distribution of �r(x, y).
Then A�̄r corresponds to a layered cavity model. Numerical computation for the layered cavity
model can be performed in terms of the fast algorithm mentioned above. The computational
complexity of the fast algorithm is O(MN logM) for an M×N grid. See [3] for details. For
preconditioning Krylov subspace methods, a sparse subspace technique [22] can be used. This can
reduce the computational cost and storage considerably.

3.3. Krylov subspace methods

A Krylov subspace iterative method is based on the construction of subspace

Km(A,r0)=span{r0, Ar0, A2r0, . . . , A
m−1r0}

whereKm(A,r0) is a subspace of dimension m. r0=b−Au0 is the initial residual vector and u0 is
the initial solution. There exist a variety of Krylov subspace methods. See [20, 21] for the detailed
discussion. Here, the system (23) is solved by three iterative algorithms, GMRES(m), BiCG, and
BiCGstab.

In general, GMRES is the most robust method. However, it becomes impractical due to its
extremely large memory requirement as the number of iterations increases. In order to overcome
this disadvantage, a restarted GMRES has been proposed. But it is well known that its convergence
becomes slow or stagnant since some information is lost when restarted. Thus, how to accelerate the
restarted GMRES is important. There exist many accelerating techniques, for example, GMRES-E
[23], GMRES-IR [24], GMRES-DR [25], and NGMRES [26]. In [27], Chapman and Saad discussed
why deflated and augmented techniques work. In this paper, we also apply GMRES-IR method to
the system (23).

Let Hm+1,m be the upper Hessenberg matrix generated by the Arnoldi process and Hm,m is
obtained from Hm+1,m by deleting its last row. Denote by (
i ,�i ) the eigenpairs of the generalized
eigenvalue problem (GEP)

H∗
m+1,mHm+1,m�i =
i H

∗
m,m�i (24)

{
i } are called the harmonic Ritz values with respect to the subspace Km(A,r0), and

(z1, z2, . . . , zm)=Vm(�1,�2, . . . ,�m)

are called the corresponding harmonic Ritz vectors, where Vm is an n×m matrix with basis vectors
produced by the Arnoldi process. In the GMRES-IR method, the Krylov subspace is defined by

span{r0, Ar0, A2r0, . . . , A
m−k−1r0, z1, z2, . . . , zk}

We denote the algorithm by GMRES(m,k). Note that in this algorithm, only m–k matrix–vector
products are needed in one restarted process. The implementation for this augmented subspace is
more complicated. For more details refer to [24].

On the other hand, compared with GMRES, BiCG and BiCGstab need less storage. At each
iteration, two matrix–vector products are needed for general matrices. When the matrix A is
Hermitian positive definite, BiCG reduces to classical conjugate gradient method, for which only
one matrix–vector product is used at each iteration. It has been noted [28–31] that the coefficient
matrix A in many electromagnetic scattering problems, particularly for cavity problems governed by
the Helmholtz equation [10], is complex symmetric, but not Hermitian. In this case, BiCG reduces
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to COCG method and requires only one matrix–vector product per iteration. For our problems,
both the original matrix and the vertically layered medium preconditioner are complex symmetric,
so COCG method can be used, i.e. only one matrix–vector product and one preconditioner solve
are required per iteration. However, BiCGstab still requires two matrix–vector products and two
preconditioner solves per iteration. We refer to [21] for the details on implementation of the COCG
method and preconditioning COCG method.

4. NUMERICAL EXPERIMENTS

In this section, computational results are reported for several cavity models to test our precon-
ditioning algorithm. We focus on the efficiency of the preconditioning algorithm for solving the
system (23). Four Krylov subspace methods, COCG, BiCGstab, GMRES(m), and GMRES-IR, are
applied. The initial guess x0 is set to the zero vector. Throughout the paper, the computation is
performed on a Blade 1000 Sun-workstation in double complex precision.

The physical parameter of interest is the radar cross section (RCS), which is defined by

�= 4

k0
|P()|2

where  is the observation angle with respect to the positive x-axis and P is the far-field coefficient
given by

P()= k0
2
sin

∫
�
ueik0x cos dx

A commonly used error measure (e.g. see [5, 12, 13]) is

ER = ‖b−Au p‖2
‖b‖2

where u p is the numerical solution at the pth iteration. The iteration stops when ER�	. Here we
always choose 	=10−5.

Example 4.1
We consider a cavity model with the same size as in Example 2.1, a rectangular groove 1m wide
and 0.25m deep (a=1.0 and b=0.25). The preconditioning iterative method is tested against the
cavity model with homogeneous and inhomogeneous media, respectively.

The cavity models filled with the homogeneous media �r=1.0 and �r=4+ i are two standard
test problems [10]. We apply the fast algorithm in Section 2 for solving these two model problems.
Numerical results are obtained with 99 mesh points at each coordinate direction. The magnitude
of the field on the aperture and the backscatter RCS are given in Figure 2, compared with results
obtained in [10] by finite element method.

For inhomogeneous cases, we consider two different distributions of inhomogeneous media
shown in Figure 3, denoted by Cavity I and Cavity II, respectively, where

�r=
{

�r0 in �/�1

�r1 in �1
(25)
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Figure 2. The magnitude of the aperture electric field at �=0 and backscatter RCS for k0=2�: (a) �r=1.0
and (b) �r=4+i (o: numerical results in [10]).

Ω
Ω

Ω Ω

Figure 3. Two cavities of non-layered media.

We always assume that k20 =�2�0�0 and k21 =k20�r1�r1 =k20�r1 , where k0 defines the wave number
of the incident wave. See [15] for other cavity models and numerical experiments.

First, we apply our preconditioning iterative method for solving the cavity problems. Numerical
results with COCG, BiCGstab, and GMRES(m) are presented in Tables II–IV. In Table II, we
present the numbers of matrix–vector products of the preconditioning method for the model Cavity I
with �r1 =2.0 and k0 from the small wave number k0=2� to the large wave number k0=36�.

Copyright q 2008 John Wiley & Sons, Ltd. Numer. Linear Algebra Appl. 2009; 16:345–363
DOI: 10.1002/nla



356 Y. WANG, K. DU AND W. SUN

Table II. The number of matrix–vector products for cavity I with �r1 =2.0.

k0 M×(N+1) m GMRES(m) COCG BiCGstab

2� 39×10 10 3 3 4
99×25 10 3 3 4

4� 59×15 10 4 4 6
99×25 10 4 4 6

8� 99×25 10 7 7 8
199×50 10 7 7 8

10� 299×75 10 8 9 12
399×100 10 8 9 12

20� 299×75 10 29 18 26
20 18

399×100 10 29 18 26
20 18

30� 399×100 20 99 38 100
30 49

499×125 20 97 38 80
30 49

36� 399×100 20 >300 62 >300
30 >300

499×125 20 >300 63 >300
30 >300

Table III. The number of matrix–vector products for cavity I.

k0 �r1 M×(N+1) m GMRES(m) COCG BiCGstab

2� 2 99×25 10 3 3 4
16 199×50 10 6 6 8
50 299×75 10 14 12 32

399×100 10 14 12 32
100 399×100 10 170 19 72

20 17
499×125 10 191 19 100

20 17
4+i 99×25 10 3 3 4
10+i 199×50 10 5 5 6
1+10i 199×50 10 4 4 6
50+i 299×75 10 14 12 24

50+10i 399×100 10 11 11 18
499×125 10 11 11 18

The iteration stops when the error ER is less than 	=10−5 or the number of matrix–vector products
is larger than 300. We present in Figure 4 the magnitude of the aperture electric field and the
backscatter RCS for the cavity I with the large wave number k0=30�. Numerical results are
obtained with a 400×100 mesh. One can see that the solution of cavity problems with large wave
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Table IV. The number of matrix–vector products for cavity II with �r1 =2.0.

k0 M×(N+1) m GMRES(m) COCG BiCGstab

2� 39×10 10 3 3 4
99×25 10 4 4 4

4� 59×15 10 6 6 8
99×25 10 6 6 8

8� 99×25 10 8 9 10
199×50 10 8 8 10

10� 299×75 10 8 9 12
399×100 10 9 10 12

20� 399×100 10 39 26 32
20 29

499×125 10 39 27 34
20 28

30� 399×100 20 198 52 100
30 89

499×125 20 174 52 116
30 87

36� 399×100 20 274 83 202
30 178

499×125 20 251 75 164
30 167

numbers is highly oscillatory. In Table III, we examine the same model with the incident wave of
a small wave number k0=2� and different �r1 , including real and complex media. In Table IV, we
present numerical results for cavity II, where �r1 =2.0. To compare these Krylov algorithms, we
present in Figure 5 the convergence history of GMRES(20), GMRES(30), COCG and BiCGstab
for cavity I with k0=30� and �r1 =2.0.

Next, we test the ILU preconditioning algorithms for cavity problems. Here ILU(0) retains the
same sparse structure as the coefficient matrix and ILU(ε) needs to compute the incomplete LU
factorization of a sparse matrix using the drop tolerance specified by the non-negative scalar ε.
We refer to [20] for a more detailed discussion on incomplete LU preconditioners. We present
numerical results obtained by the ILU preconditioning algorithms in Table V, where GMRES(m)

and BiCGstab algorithms are used for solving the preconditioned system, respectively. Figure 6(a)
shows the spectrum of the matrix for cavity I with wave number k0=10�,�r1 =2.0 and mesh
100×25. In Figure 6(b)–(d), we also provide the spectra of the preconditioned system proposed in
this paper, the ILU(0) preconditioned system and the ILU(0.01) preconditioned system, respectively.

Several observations are in order:

• The new preconditioning method is very efficient for cavity models with k0�10�. In this case,
the preconditioned Krylov algorithms requires less than 10 iterations. For the cavity models
with large wave numbers, the preconditioning iterative method needs more iterations while
those non-preconditioning algorithms are not convergent in these cases (see Table I).
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Figure 4. The magnitude of the aperture electric field at �=0 and backscatter RCS for k0=30�
for cavity I: (a) �r1 =2.0 and (b) �r1 =4+i.
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Figure 5. Performance of GMRES(20), GMRES(30), COCG and BiCGstab
for cavity I with k0=30�, �r1 =2.0.

• In all cases, the number of iterations for all three iterative algorithms is independent of the
number of mesh points used, but dependent upon the wave number, approximately proportional
to k0.
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Table V. The number of matrix–vector products (MATVEC) and CPU time (s) for
cavity I with �r1 =2.0, M=299,N+1=75.

GMRES(10) BiCGstab

k0 Preconditioner MATVEC CPU MATVEC CPU

ILU(0) >1000 102.37 >1000 72.99
10� ILU(0.01) 680 81.77 757 67.50

Our method 8 2.47 12 3.27

ILU(0) >1000 107.74 >1000 74.30
20� ILU(0.01) >1000 125.02 >1000 90.16

Our method 33 11.94 26 8.11
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Figure 6. Spectrum of the matrix for cavity I with wave number k0=10� and grid 100×25:
(a) original matrix; (b) vertically layered preconditioned matrix; (c) ILU(0) preconditioned

matrix; and (d) ILU(0.01) preconditioned matrix.

• COCG requires less matrix–vector products than GMRES(m) in all cases. Also GMRES(m)

needs more memory. For large wave numbers, COCG shows better performance. For example,
in the case of k0=36�, COCG is convergent within 63 iterations for the Cavity I, while
GMRES(m) and BiCGstab are not convergent within 300 iterations.
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• It has been noted in many applications that GMRES(m) seems more stable. The residual of
GMRES(m) iteration given in Figure 6 decreases monotonically, while BiCGstab iteration is
less stable since the residual of BiCGstab iteration often jump up before the iteration stops.
Moreover, our numerical experiments show that BiCGstab does not converge for some special
initial guess r̃ .

• ILU(0.01) algorithm requires less iterations than ILU(0), while it produces more non-zero
entries in the incomplete LU factorization. However, both ILU(0) and ILU(0.01) algorithms
require much more iterations than the proposed preconditioning algorithm. At each iteration,
due to the Toeplitz structure of discrete non-local operator on aperture, our algorithm needs
less operation counts. The new preconditioning method saves the CPU time remarkably. Also
we can see from Figure 6 that all eigenvalues of our preconditioned system locate at the
right half plane with a cluster at the point (1,0), while two ILU preconditioned systems are
indefinite.

Finally, we apply the GMRES-IR algorithm for solving the cavity problems with large wave
numbers. In Tables VI and VII, we show numerical results of three GMRES-IR algorithms,
GMRES(m,1), GMRES(m,3), GMRES(m,5), compared with GMRES(m) for the two cavities

Table VI. The number of matrix–vector products of for cavity I with �r1 =2.0.

k0 M×(N+1) m GMRES(m) GMRES(m,1) GMRES(m,3) GMRES(m,5)

30� 399×100 15 185 192 108 70
20 99 81 76 62

499×125 15 178 168 84 72
20 97 77 71 62

36� 399×100 20 >300 >300 290 150
30 >300 142 110 84

499×125 20 >300 >300 255 137
30 >300 122 108 80

Table VII. The number of matrix–vector products for cavity II with �r1 =2.0.

k0 M×(N+1) m GMRES(m) GMRES(m,1) GMRES(m,3) GMRES(m,5)

30� 399×100 15 >300 252 98 94
20 198 145 94 90
30 89 84 76 73

499×125 15 >300 248 99 91
20 174 137 84 78
30 87 72 74 67

36� 399×100 20 274 219 181 166
30 178 118 131 121

499×125 20 251 228 169 150
30 167 144 129 105
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Figure 7. Performance of GMRES(20), GMRES(20,1), GMRES(20,3) and GMRES(20,5)
for cavity I with k0=30�, �r1 =2.0.

with k0=30� and k0=36�, respectively. Figure 7 shows the convergence history of GMRES(20),
GMRES(20,1), GMRES(20,3), and GMRES(20,5) for cavity I with k0=30� and �r1 =2.0. One can
see that, compared with the GMRES(m), the GMRES-IR algorithms do accelerate the convergence
in all cases and save the computational cost.

5. CONCLUSION

We have proposed a preconditioning algorithm for solving electromagnetic scattering from large
cavities. No numerical investigations have been done for such large cavity problems, although
preconditioning algorithms have been studied for many related artificial problems; Helmholtz
equation with simple boundary conditions. The approximation to the cavity problem consists of
two parts: discrete Helmholtz equation in the cavity and discrete non-local transparent boundary
condition on the aperture. The former results in a sparse system and the latter produces a full
Toeplitz system. The preconditioner proposed here is based on the same physical model with a
layered medium. A fast algorithm developed in [3] is used for the preconditioner. The Toeplitz
structure of discrete transparent boundary condition is taken into account. Three classical iterative
algorithms, GMRES, COCG and BiCGstab, and harmonic Ritz vector techniques are used for
solving the preconditioned system. Our numerical experiments show that the preconditioning
algorithm proposed here is efficient for those large cavity models until k=36�. The number of
iterations is independent of the number of mesh points and dependent upon only the wave number.
Moreover, compared with other two iterative algorithms, COCG algorithm seems more attractive
and harmonic Ritz vector technique is able to speed up the convergence of GMRES algorithm.
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