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Coordinated node scheduling for energy-conserving n
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Abstract A m ng at developing a node scheduling protocol for sensor networks w ih #w er active nodes we pror-

pose a coordinated node scheduling protocol based on the presentation of a solition and its optin Zation to deter

mine wheher a node is redundant The proposed pwowcol can reduce he number of wokk ng nodes by urning off

as many redundant nodes as possblew ihout degrad ing the coverage and connectiviy The simukhtion result shows

hat our protocol outperbms the peerw ih respect to thew ok ng node nunber and dynam ic coverage percentage

Key words comnectivity coveragg node scheduling
CLC nunber: TP393 D ocun ent code A

R ecently there has been a surge of mnterest n
large-scalew ireless sensor new oiks canposed ofmany
gnall low-poverdevicesw ith sensing cammunication
and lin ited on-board processing capability. It is expec
ted hat hese neworks w ill be dep byed for various apr
plicatbng rangng fuun them ilitary to the civilian such
as sm art build'n% env ironm ent mon itoring and b blogr
cal detection’

Inw ireless sensor networks nodes are operated on
battery pover and energy is not always renewable due
to cost This
places a hard stringent enewgy constranton the design
of the deploym ent and operation of these sensors com-

enviroomental and fom-size concerns

mun cation architecture and the canmunication proto-
cols On the other hand one mportant property of a

. 2 .
sensor netvork is redundancy[ ! Which means that

sensor net orks are usually densely deployed The high
densily can cause sinificant nefficiency problen lead
ng lo excessive power wastage Variant sensor nodes
may sense the same event and tiy to report if ncreas
ng collisions by trangm itting redundant data synchro-
nousl. Collisions require retrangn issions and increase
the unnecessary energy consumptbn So it is desirable
tom nin ize the number of nodes that ren an active and
schedule w ire less sensors to be active and sleep ng ak
temately n oder to probng the lifetme of the sensor
However without aw ise consideratbn, altemating
sensors beween on and off (actve and sleep) states
nevitably generates blnd ponts and consequently re-
duces the nework’ s coverage range and connecti ity
Providing satisfactory connectivity and canplete sensing

Received 2006- 09— 22

enegy efficiency wirelss sensor new orks

Article ID: 1005-9113( 2008) 04-0558-06

coverage 1Is critical requiranent in sensor networks
Canplete coverage & mportant for event detection be
cause same infom atbnw ill be bst if same area are not
covered Satisfactory connectwity mplies that event -
fomation detected by the nodes can be sent badk to the
shks Ideally any active node should be able to can-
municale w ith any oher active nodes ( possbly using
other active nodes as relays) and the area covered by
unc bsed nodes is not snaller than that which can be
monitored by a full set of sensors The wo require
ments make node scheduling more challengng

An obvious but mportant fact is that if the radio
range is at least wice of he sensng range a canplete
coverage of a convex area mplies connectiity anong
he work ng set of nodes This result was poved by
Zhang[ 4 and W ang[ ° independently W ith such rele
tonship if the network is campletely covered the net
work is connected Sowe can only focus on how to get
canp lete covered netvorks w ih fewer active nodes

1 Rehted W orks

M nin izng energy consumptbn and pwlonging the
system lifetm e has been am ajor desgn objectve for
w ireless sensor newoiks Except sane enegy efficient
canmunication protoco]s[zl, a lot ofwork has been fo-
cusing on the node schedulng Due to the sgnificant
energy-savng when node is sleepng a frequently used
mechanign is to schedule the sensor node activity to ak
low redundant nodes to enter the sleep mode as often
and for as long as possble
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Zhang and Hou'" pwoved he relationsh p betw een
the radio range and the sensng range and get the resu lt
that the full coverage can be obtaned by optimally pla-
cing the subset of woik ng nodes at the vertices of regu-
lar hexagonal p lane tiling Based on these results au-
thors proposed a distrbuted bcalized algorithm,
called optmal geograph cal density control (OGDC).
This protocol attan pts to select sensor nodes w hich are
as cbse to optmal locatbns as possble to be woik ng
nodes However the algorithm can obtain approxmate
optmal result if and only if the network nodes are unrt
bmly distributed In fact it can not guarantee can-
plete coverage under he condition hat the netwoik &
not un ifom ly.

W ang et al’ generalized the result m Ref [ 4]
by show ing that when the communication range & at
least w ce the sensing range a k-covered new ok w ill
result in a k-connected netwoik. The pwof that a con-
vex regbn is k-covered if it contains intersectbn ponts
and all these intersection ponts are k-covered is also
proved by the authors A coverage configuratbn pwto-
col is proposed which can dynamically confgure the
netw ok to provide different coverage degrees requested
by applicatbns

Tin et al” provide an akorittm that provies
canp kte coverage using the conceptof “ sponsored are-
a” Afier a sensor node obtans the positbn nfoma-
ton fran its ne ghbors
(defned as the maxmal sector covered by the neigh-
bor).

sor node covers the whole disk covered by i

it calculates its sponsored area

If the un bn of all the sponsored areas of the sen-
it turns
itself off The work camnes cbsest to ours but only
considers neghbors whose distance fran the current
node is not lager than the send ng range and so can
notm ni ize the active nodes And its mle can not ap-
ply to the neghborwho lies out of the sensihg range as
the discussbn bebw. At the sane tme¢ Tian did not
take connectivity nto account

Ye' proposed a prob ng-based density control
protocols by m aintanng a subset of node in woik ng
state to ensure desired sensing coverage and others are
allwed to fallaskep A sleepng node wakes up at an
nconstant frequency to pwbe its local neighbor and
starts woik ng only if there is no wokk ng node n iis
vinily The algorihm does not guarantee canplete
coverage

Xu etal” and Santi et al” boh proposed an al
gorithm which dwies the regon nto virwal rectangu-
lar grids and keeps only one node staying at actve in
each gril A lthough the protocol canmaintan coverage
by adjustng the maxmun distance beween the adja-
cent the authordi not consder the problem.

In additbn Huang and Tseng[ ol presented a so-
liton to detem newheher a sensor new orks is k-cov-
ered but didn’ tm ention how to schedule he nodes and

give san e optin izatbns as n ourwork In Ref [ 11],
the authors nvestigate Inear pogranm ing techniques
to optmally place a set of sensors on a sensor fiell
( three dmensional grid) for a canplete coverage of the
fied M eguerdichan et al ®! consilera slightly differ
ent defnition of coverage and address he problen of
finding maxmal paths of lowest and highest observabil
ities n a sensor netw ork

In this paper we only consider 1-coverage such
asRefs [4], [6] and [8]. Ourwoik is based on the
sane assunption as Ref [ 4] and inspired by Ref [ 6]
but proviles a different solution Campared with the
woik in Ref [ 6], the proposed protocol can reduce
the number of working nodes to the maxinum extent
w ithout degrading the coverage and connectw ity

2 Coordinated Node Scheduling

In this subsecton, we address the poblem of con-
structing a connected 1-coverage neworks with fewer
active nodes W e assume that all nodes lie on a 2-dr
mensional plane and a sensor’ s sensing range is a cir
cular area cenlered at ths sensorwith a radus ofR..
The rad us of the circle is known as the coverage radr
us Alkg we assume that for each node the radio
transn ission range R, is at least wice of the sensing
range R, so that we can only focus on constructng a
can pete coverage netw ok while it & connected
2.1 Prelin haries

To facilitate later discussion, we ntroduce he bF
low ng defnitions and notations

Defnition 1 (Neighbor) Given a sensor net
wotk consisting of a set of sensors ¢, the neghbor set
ofnodei€ ¢ isdefned asV (i) = (€ ¢1d(ij) <
R, i 7 j}, whered (1 j) denotes the distance between
node i andj W e notate the neghbor setwhich lies n
the 2R, range and that mR, range of node it bylN» (i) =
(E ¢ 1d(ij)S2R, iZ [} andN,(i) = (jE |
d(ij) SR, i# j) respectively

Obviously ifR. 2 2R, Nx (i) S N (i) h his
paper the defmition of neghbor is more can prehen-
sive than that n Ref [ 6] 1 whichTian only consilers
the nodes w ih n sensing range as neighbor

D efinition 2
B covered): A pontp n aread is said to be covered
byiif it swihn i’ s sensng range 1 e d(p, 1) <
R, Notated as cover (7 p). Aread is covered if and

only if every pont inA is covered by at least one sen-

(SensorCoverng a Pont A read

sor
Definition 3 (R edundant node and backbone
node). LetS; be the sensng area of sensori If for all
JENL(i) US 2 S, sensoriis called redundant
node Othemw isg sensori is called backbone node

Given a nodei foreachj€ Ny (i), S; andS; tou-
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ch at pointP; andP, arranged n the counterc bckw ise
order as illustrated n Fig 1 LetZPpy = ZjiP) =

®; The sector bounded by segnentiP;, Pp and n-
ner arc P;iPp, is called sponsored sector by nodej to
node ; just as he definitbon n Ref [ 6]. The direc
tbn of nodej referred to node i is denoted as6; H ere

w; lies n [Q T/2) andB; in/Q 2T/, Consilering two
sensors ¢ and j located mn positons (%, y;) and (x;,

y; ) respectively ©; and 6; can be easily obtained

Note ®; = o, butf; Z 6. The defnitbn ofw; is alo
differentw ith that n Ref [6].

s %
< L
i aij- §
] -
P, §
y M’W/ﬂb
&%‘M\ - ,mww»*“'wﬂv
Fig 1 Redundant node jud gn ent mod el
Defne the operatbns between ®; and 6, as
Boo=f b-os G- w20y
2+ 0; — ©;  othew ise
0+ @, if 0+ o <20
0 ® w, = 4 Y 7] i 5 2
! ! w; + 0; — 27 othew ise (2)
Further let
B7 - [[aB]], a<B 3
feH {[QB]U[q m, as>p Y

2.2 Scheduling Rule

A ccoding to Defnitbn 3 ifa node is redundant
the area covered by it will still be covered when the
sensor node is tumed off So ifwe can judge which
sensor is a redundant node the node can operate at
sleep ng state w ithout destroying the coverage In thi
secton based on he folbwing heoren n Ref [4],
we gradually deduce the scheduling rules usng node
location

Theoran 1" Suppose the size of a disk is suf
ficiently smaller than that of a regpnR. If one ormore
disks are placed w ithin the regionR, and at least one of
those disks mtersect another disk and all cossings in
the regionR are covered thenR is canpletely covered

By Theorem 1, if a region is lager enough and ev-
ery node coverage areas ntersect one another with all
crossings are covered the regbn is canpletely cov-

ered Saq
* 560"

if one node B wmed off and the region &

kept covered we predicale that it 5 redundant node
Hovever n distrbuted newoiks detem ningwhether
a pont is covered or not is not an easy wotk Even
though Theoren 1 does gwe us a hnt for detem ining
whether a node is redundant

Theorem 2 A RegbnR is canplete covered if
and only if for any node i and its neighborj they satisfy
cond it br:

(LU, 110,00, 6,00,7) = [027] (4)

Proof /0,0, 6, @ ®; ]| represents the cen-
tral angel of sponsored sector by nodej to node i In
view of he relationshp between the central angle and
arch the points n the m nor arch of PP, are can-
pletely covered by the nodej So if theEq (4) holds
it is confimed that the permeter of he covered range
by node i is canpletely covered by i’ s neighbor nodes
So when all the nodes in regionR and its ne ghbors sat
isfy the condition, by Theoren 1 the regbn is can-
pletely covered In reverse when the region is can-
plete coverage the permeter of each node’ s sensing
range should be campletely covered by its neighbor
nodes Sq for any node: Eq (4) hols

Fran the above proof we can see hat Theoren 2
5 the equivalent of Theorem 1. Accord ng to the Theo
rem 2 ifwe tum off a nodei and the rest are still has
the attribute presented by Eq (4), node i is redun-
dant However Theorem 2 assume that the regbn is
nfinite large and so has no boundary effect In the re
ality the node bcated at edgew ill not be true of the «
bove condition but its neghbor is still redundant So
we are now in the position to discuss how to elin nate

the boundary effect and give the schedulng rule n real
case

Theorem 3 Node: is redundant if for any ne h-
bor nodej € N (i), it satisfies the conditbn that

U [[@kG(‘)jb e/k ® (")jk]]j =2 [[ein Wy, eji

FEN 5(j) NEZ ¢

© /] (5)

Proof The right part of expression (5) repre
sents the circle segn ent covered by node ¢ 1o node
Therefor¢ when the expression (5) is true the seg
ment covered by node i will still be covered by the u-
non of other neghbors of nodej afier tuming off node
i ByTheorem 1, when tuming off node; the orignal
area covered by node i is still be covered The result is
as folbws

Theoran 4 Nodei is a redundant node ifnode i
and its neighbor node j € NS(lé satisfy the conditbn

(LU b©o; 6 0 ) = [027]  (6)

Proof LetF; be the area of he sponsored sector
by nodej to node 1 The overlapp ng area of node i and

nodej S;S, ByEq (6), WehaveﬁH(_)Fi =S,

Moreover it is true that(Si N S) 2 F; becaused (i



Journal  H arbin Instivwie of Technolagy (Nav Series), Vol 15 Na 4 2008

j) S R. Then we haveﬁs\ls{(i) (S,;ﬂ S) 2 S, thus
jEs\L’_:-J(i) (SL- N S) = S, which means that node i’ s sens
ng area is canpletely covered by its ne ghbors

W e note that Theoran 3 resembles that n Ref
[ 6], but it is ust a special case when considerng
node redundancy

Theorems 3 and 4 present the criteria for detem r
ning whether a node is redundant or not i real case if
he nodes in he neworks can get the neighbor’ s loca-
ton n fom ation.

Observation 1 A very obvbus fact is that if
node i is redundancy there is at least one neghbor
who is in the sensing range of node: This can be used
to optin ize the scheduk algorithm
2.3 Scheduling Protocol

In the poposed protoco] each node in the net
works perndically makes decisbn on whether to tum
on or off itself usng bcal neighbor nfomation By lo-
caJ] wemean that every node only needs he mnfoma
ton about its one-hop neghbors more precisely the
ne ghbor w ithin its tice sensng range The message
kind and itsmeanng are listed n Tah 1 A nodemay
be in one of three states Sleep A ctive, and Back-off
The pwtocol mns n round and at he begnn ng of ev-
ery mund all he nodes are in A ctive state In what
follovs we give the detailed description of the actbns
taken by anode n every mund

Tah 1 Type and m eaning of m essage i protocol

Nane ofmessage Abbrev iate M eaning ofm essage
Report node infor
Helb M essage HM sg mation about its
posiion
T 1y~ 10-S1 Mes
B op es THM sg Request o sleep
sage
Notify its neighbor
Sleep M essage M sg it sv itch ito Sleep
state
Notify the ty -
R esponseM essage RM sg sleep node that it

can not skep

SL  Every node broadcasts a Helb M essage

(HM sg) inchdng its position and D. A1l its neigh-
bors store this nfomatbn

S2 If the actve neighbors of node i are all more
thanR s avay fran node i nodeiw il always be in A ¢
tve state

S3 Ifnodei and its actve neighbors w ithin sens
ng rangeRsmake equality( 6) trug node i broadcast a
Sleep M essage (SMsg) and switches its state frm A c-
tve to Sleep

S4 1If node i is still n Active state after S3 it
broadcasts a Try-to-S leep M essage (TM sg) fistly and
hen waits the responses fran it neighbors for a short

perbd tineT,. Each active neighbor n N, (i) deter
m nes whether the expresson (5) is tme If false¢ the
neighbor sends aR esponseM essage (RM sg) to nodet
O thew B¢ it keeps silent Ifnode i do not receive any
RM sg afterT,, it swiiches state fran A ctive to Sleep
O theww Be it ren ans active

In order to avod the blind pont pwoblan, the
back-offmechanisn should be ntroduced Iis basic t
dea is thatwhen anode finds that it is redundancy and
ready to sleep, it enter into Back-off state and set a
back-off tin e of period7T,; duringwhich it will swilches
to Sleep state if it has not received any oher Sleep
Message If the node receives sane SleepM essage dur
ing the pernd it re-evaluate whether it should tums
off afier updating he sender s nfomation Inowder to
balance the enegy consumption 7, should be directly
proportbnal to the residual energy of the node ready to
sleep so that themore the residual energy is themore

likely he node wok mn this round
3 Simuhtion Results

In this sectbn we present the result of smula
tions that we ran to canpare he protocol algorithms
with the exiting akoribms presented in Ref [ 6]
which we callDT protocol A lthough ccP s superr
or to DT and OGDC' is shown to perfom better han
CCP in sane cases CPP mncurs higher canputatbnal
canplexity and OGDC can not guarantee canplete cov-
erage under the conditbn that the network is not unr
fomly. So we only provide the results campared w ith
DT. W e are interested in the work ng node nunber and
the coverage percentage after the scheduling process
canpletes W e ran the smulation on randan ly genera
ted sensor neworkswheren a certain number of sensor
nodes are placed randan ly n an area of 200 x 200 unit
square Each sensor has a unifom sensing rad us var
ying fran 20 to 50 units Each data pont reported be
low is an average of 5 smulatbn mns unless specified
3.1 WorkingNode and Sleeping N ode

W e vary the deployed node number from 200 to
500 in the same area to nvestigate the relationshp be
ween he number of work ng nodes and the sleeping
nodes versus the number of depbyed node and node
sensing radus The results are illustrated n Fig 2
Fran Fig 2(a) we can see that increasing the nunber
of the deployed nodes and ncreasing the sensing rad us
will bring on more nodes beng wrmed off Howeveg
as shown nFig 2(b),

ncreases as the deployed node nunber ncreasng when

the nunber of woik ng nodes

the sensing range ramains constant This is due to the
boundary effect which nduces the node bcated at the
edge of the regbn not to be wmed off Even though
the curves n Fig 2(b) show thatour pwotocolstill ef
fectively lim its the nunber ofwoik ng node
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Fig 2 Sleeping nodes num ber and working nodes number
versus deployed node num ber with different sens
ing radius

Fig 3 canpares the number of work ng nodes a-
cheved by the proposed protocol and that presented in
Ref [ 6] when the deployed nodes number mncreases
fran 200 to 300 and the sensng rad us is set to 40 and
60 units W e focus the effectiveness of lm iting the
nunber ofworkng nodes Asshovn nFig 3 oural
gorithm excels the DT all the tine In fact the average
nunber ofworking nodes isup to 6% less than that a-
cheved by DT when the sensing radus is 40 unils
W hen the sensing rad us increases to 60 units the av-
erage num ber ofw orking nodes achieved by DT is 50%
more than hat of ours The decrease fran 6% 1o
50% is due to the ncreasng of neghbors in Rs range
as the sensing radius ncreasing and the probab ility of
beng covered by its neghbors nRs range ncreases
3.2 Dynanm ic Coverage P ercentage

In oder to achieve the coverage percentage we
divide the area into 200 x 200 square grids A grid &
considered covered if he center of the gril is covered
A ssum ng all the nodes are active, we can get the tolal
nunber of grids covered by the nithl netwoik denoted
byC (0). Then the schedulng algorithm is app lied and
the total number of grid covered by active sensors are
counted denoted by C () The nstantaneous area cov-
erage ratb is estmated by C (t) /C(0). W e use the
enegy model n Ref [ 16] where the power consump-
ton ratb for transm itting recevng ( dlng) 585 1
W e defne one unit of energy as that required for a
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node o raman idle for1 s Each node has a sensing
rad us of 20 unites and a lifetine of 1000 s if it is idle
all the tine KEach node bwadcasts a m essage w ith
probabilityp = 0.5withn 1 s In theory the average
energy consunption of a active node in 1 s Bp X5+ (1
—p) X 1= 3 unis So the lifetme of a single node is
1000 +3= 333 5
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Number of the working nodes versus num ber of
senor nodes

Fig 3

Fig 4 provides he result of dynan ic coverage
rale Firstly we can see hat the fist few sensor
deaths for he new pwtocol and DT' happen at roughly
the sane tme This is because sane sensors never
have he chance to be tumed off due to the initial de-
ployment regardless of the schedulng algorithm Sec
ondly the wo akoriltms both probng the lifetme
canpared to that of all nodes being acte all the tine
H ovever the tme taken by the nev algorithm for the
coverage percentage to below 80% is a littk bnger
than that of DT (362 s and 334 s respectvely). Fur
thermmore  the pwoposed protocol has a more graceful
degradation of area coverage ratb campared to DT.
Under the DT schedule the coverage ratb decreases
sharp ly after 330 s while the new protocol can still pro-
vile a canparatwely high coverage ratb about 66. .
This is due to themore nodes which have been put into
sleeping state compared with that of DT n every
round

4 Conclisions and Future W ork

M inin izing energy consun pton and prolonging the
systan lifetine has been a mapr design objective for
w ireless sensor netwoiks In this paper we propose a
node schedulng protoco] which prolong the system Ir
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fetine by ums off sane redundant nodes for a period of
tme and waking up then n he fuure This protocol
can reduce the number of working nodes to the m axt
mum extent wihout degradng the coverage and con-
nectivity Smulation shows that our protocol outper
Hbms the peerw ith respect to the woik ng node num ber
and coverage percen tage

1.2

_é}" | B0 “‘s__—_ ""‘"‘}ll‘npus(*d bed

08 ‘ DT -

£ 06

g 0.4

f 0.2

g 0 = 1

© 02 . e~~~ N
0 200 400 600 800 1000

/s

Fig 4 Area dynam ic coverage percentages versus tine

For future work wewoull lkke to bok nto the
node schedulng issuew ithout he geanetric informaton
because he energy cost and systam canp lexity nvolved
n obtainng the geametric nformation may cam prise
M aybe same probabiliy models
such as phase transition phen(lnenon[l3], could be
used o control he node density when he applicatbn
doesn’ t require a canplete coverage so stringently

the effectiveness
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