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Abstract

We study a quasistatic evolution problem for a nonconvex elastic energy functional. Due to lack of convexity, the natural energetic
formulation can be obtained only in the framework of Young measures. Since the energy functional may present multiple wells, an
evolution driven by global minimizers may exhibit unnatural jumps from one well to another one, which overcome large potential
barriers. To avoid this phenomenon, we study a notion of solution based on a viscous regularization. Finally we compare this
solution with the one obtained with global minimization.
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1. Introduction

In this paper we consider a quasistatic evolution problem for an elastic material described by the deformation
variable and by a further parameter which plays the role of internal variable connected to energy dissipation. The
energetic formulation of this problem is expressed in terms of the elastic energy functional W , depending both on the
deformation and on the internal variable, and of the dissipation functional H, depending just on the internal variable
(see, e.g. [10,12,13]).

As in [8] we assume that W and H have the following integral form

W (z, v) :=
∫
D

W
(
z(x),∇v(x)

)
dx,

H(z) :=
∫
D

H
(
z(x)

)
dx
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where D ⊆ R
d is the reference configuration, v :D → R

N the deformation, and z :D → R
m the internal variable. We

also assume that the body is subjected to volume forces f (t) depending on time, and to a time-dependent prescribed
boundary condition (which in this introduction is imposed on the whole boundary for simplicity).

The standard method to attack the problem of the quasistatic evolution is via time-discretization and resolution of
incremental minimum problems, which in our case would take the form

min
{

W (z, v) − 〈
f (t), v

〉 + H(z − z0)
}

(1.1)

among all functions (z, v) which satisfy the prescribed boundary condition at time t . Here z0 is the known value of z

at the previous instant.
For the mechanical applications considered in [8], the convexity of W with respect to the internal variable z is not

a natural assumption. Thus, as observed in [7], the minimum problem (1.1) may have no solutions; moreover, since
the lack of convexity allows the functional to have multiple wells, a quasistatic evolution driven by global minimizers,
if they would exist, could prescribe abrupt jumps from one well to another one; therefore it is preferable to follow a
path composed by local minimizers rather than global minimizers.

In this spirit, the properties of global minimality (stability) and energy balance characterizing the usual energetic
solution (see e.g. [11, Section 3] and references therein) are weakened: they are replaced by a stationarity condition
and an energy inequality, i.e.

(1) for every t ∈ [0, T ]
−divσ (t) = f (t),

ζ (t) ∈ ∂H(0)

where σ (t) := ∂W
∂F

(z(t),∇v(t)) and ζ (t) := − ∂W
∂θ

(z(t),∇v(t));
(2) for every t ∈ [0, T ]

W
(
z(t),v(t)

) − 〈
f (t),v(t)

〉 + VarH (z;0, t)

� W (z0, v0) − 〈
f (0), v0

〉 +
t∫

0

〈
σ (s),∇ϕ̇(s)

〉
ds −

t∫
0

[〈
ḟ (s),v(s)

〉 + 〈
f (s), ϕ̇(s)

〉]
ds,

where VarH is a suitably defined notion of variation (see (3.1)).
Moreover in the spirit of [5,3,15,1,9], we propose a selection criterion among the solutions of (1) and (2), based

on a sort of viscous approximation. The underlying idea is that an evolution obtained in this way does not jump over
potential barriers. Given a regularizing parameter ε > 0, we first consider the ε-regularized problem:

(a) equilibrium condition: for a.e. t ∈ [0, T ]
−divσ ε(t) − ε�v̇ε(t) = f (t); (1.2)

(b) regularized flow rule: for a.e. t ∈ [0, T ]
żε(t) = Nε

K

(
ζ ε(t)

)
a.e. in D,

where we look for a solution (zε,vε) in H 1([0, T ];L2(D;R
m) × H 1(D;R

N)) satisfying the boundary condition,
σ ε(t) := ∂W

∂F
(zε(t),∇vε(t)), ζ ε(t) := − ∂W

∂θ
(zε(t),∇vε(t)), and Nε

K(ζ ) := 1
ε
(ζ − PK(ζ )), PK being the projection

onto K := ∂H(0).
In Theorem 4.4 we prove that every ε-regularized problem is equivalent to the following one:

(1)ε equilibrium condition: for a.e. t ∈ [0, T ]
−divσ ε(t) − ε�v̇ε(t) = f (t) (1.3)

relaxed dual constraint: for a.e. t ∈ [0, T ]
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ζ ε(t) − εżε(t) ∈ ∂H(0);
(2)ε energy equality: for every t ∈ [0, T ],

W
(
zε(t),vε(t)

) − 〈
f (t),vε(t)

〉 +
t∫

0

H
(
żε(s)

)
ds + ε

t∫
0

∥∥żε(s)
∥∥2

2 ds + ε

t∫
0

〈∇v̇ε(s),∇v̇ε(s) − ∇ϕ̇(s)
〉
ds

= W (z0, v0) − 〈
f (0), v0

〉 +
t∫

0

〈
σ ε(s),∇ϕ̇(s)

〉
ds −

t∫
0

[〈
ḟ (s),vε(s)

〉 + 〈
f (s), ϕ̇(s)

〉]
ds

where we look for a solution (zε,vε) in H 1([0, T ];L2(D;R
m) × H 1(D;R

N)) satisfying the boundary condition.
To prove the existence and uniqueness of the solutions to the ε-regularized problems we use the analysis of dis-

cretized minimum problems. We fix a time discretization of the interval [0, T ]
0 = t0 < t1 < · · · < tn = T ,

and we set τi := ti − ti−1, for i > 0. Given ε > 0 and an initial value (z0, v0), we define inductively the value of an
approximate solution of the ε-regularized problem at time ti , for i > 0, as a minimizer of the functional

W (z, v) − 〈
f (ti), v

〉 + H
(
z − z(ti−1)

) + ε

2τi

∥∥z − z(ti−1)
∥∥2

2 + ε

2τi

∥∥∇v − ∇v(ti−1)
∥∥2

2, (1.4)

among all (z, v) which satisfy the boundary condition at time ti . Under suitable regularity assumptions on W , the
functional (1.4) is convex for τi sufficiently small, thanks to the presence of the regularizing terms ε

2τi
‖z − z(ti−1)‖2

2

and ε
2τi

‖∇v − ∇v(ti−1)‖2
2; hence the minimizer exists and is unique. The study of the limit of the approximate solu-

tions, when the discretization step tends to 0 and the parameter ε is kept fixed, proves the existence (see Theorem 4.6)
of a unique solution of the ε-regularized problem.

We come back now to the original problem: as in [3], we accept only solutions to (1) and (2) which can be approxi-
mated by solutions of ε-regularized problems; nevertheless, due to the nonconvexity of the problem, the ε-regularized
solutions may develop stronger and stronger oscillations in space as ε tends to 0, and this prevents the passage to the
limit of (1)ε and (2)ε in the usual function spaces.

Therefore (1) and (2) need a weaker formulation in terms of Young measures, or equivalently (see [7, Section 3])
in terms of stochastic processes. In the latter formulation the function (z(t, x),v(t, x)) is substituted by a stochastic
process (Zt (x,ω),Y t (x,ω)), defined on a product probability space (D × Ω,P ), with

πD(P ) = Ld, (1.5)

and (1), (2) become

(1′) equilibrium condition: for every t ∈ [0, T ]
−divσ (t) = f (t); (1.6)

dual constraint: for every t ∈ [0, T ]
ζ (t) ∈ ∂H(0); (1.7)

(2′) energy inequality: for every t ∈ [0, T ] we have∫
D×Ω

W
(
Zt (x,ω),Y t (x,ω)

)
dP (x,ω) − 〈

f (t),v(t)
〉 + VarH (Z,P ;0, t)

� W (z0, v0) − 〈
f (0), v0

〉 +
t∫

0

〈
σ (s),∇ϕ̇(s)

〉
ds −

t∫
0

[〈
f (s), ϕ̇(s)

〉 + 〈
ḟ (s),v(s)

〉]
ds, (1.8)
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where (Zt ,Y t )t is the stochastic process representing the evolution, v(t) is the unique function satisfying the boundary
condition and ∇v(t) = bar((πD,Y t )(P )), σ (t), ζ (t) are the unique elements of L2(D;R

N×d) and L2(D;R
m), such

that ∫
D

σ (t, x)g(x) dx =
∫

D×Ω

∂W

∂F

(
Zt (x,ω),Y t (x,ω)

)
g(x)dP (x,ω),

∫
D

ζ (t, x)h(x) dx =
∫

D×Ω

−∂W

∂θ

(
Zt (x,ω),Y t (x,ω)

)
h(x)dP (x,ω),

for every g ∈ L2(D;R
N×d), h ∈ L2(D;R

m), and

VarH (Z,P ;0, t) := sup
k∑

i=1

∫
D×Ω

H
(
Zti (x,ω) − Zti−1(x,ω)

)
dP (x,ω),

where the supremum is taken over all finite partitions 0 = t0 < · · · < tk = t .
In this formalism ordinary functions can be seen as stochastic processes independent of ω; in this case conditions

(1′) and (2′) are exactly (1) and (2), thanks to (1.5).
In Theorem 7.16 we study the passage to the limit in the space of Young measures of the solutions to the

ε-regularized problems, as ε tends to 0, while in Theorem 7.13 we show that the stochastic process corresponding to
this limit is a solution of the generalized problem (1′) and (2′).

In the last section, we compare the notion of approximable quasistatic evolution considered in the present paper
with the quasistatic evolution based on global minimization defined in [7, Definition 6.12]. More precisely we study an
example in which the approximable quasistatic evolution is unique and is a classical function which can be described
explicitly. Theorem 8.2 proves that this evolution cannot be a globally stable quasistatic evolution, since it does not
satisfy the stability condition.

2. Mathematical preliminaries and notations

For the mathematical preliminaries about functions, measures, and Young measures we refer to [7, Section 2].
The symbol 〈·,·〉 will denote a duality pairing depending on the context.
We refer to [7, Section 3] for a presentation of compatible systems of Young measures with probabilistic language;

here we just recall the statement of the main theorem about the correspondence between compatible systems of Young
measures and stochastic processes.

Theorem 2.1. Let T be a set of indices, and let, for every t ∈ T , Vt and Wt be finite dimensional Hilbert spaces. Given
two compatible systems μ ∈ SY 2(D; (Vt )t∈T ) and ν ∈ SY 2(D; (Vt × Wt)t∈T ), satisfying

πD×Vt (νt ) = μt , for every t ∈ T , (2.1)

there exist a probability space of the form (D × Ω, B(D) ⊗ F ,P ), where B(D) is the Borel σ -algebra on D, (Ω, F )

is a measurable space, and P a probability measure with πD(P ) = Ld , and a stochastic process (Zt ,Y t )t∈T with

Zt ∈ L2(D × Ω;Vt),

Y t ∈ L2(D × Ω;Wt),

for every t ∈ T , such that(
πD, (Zt )t∈F

)
(P ) = μF , (2.2)

for every nonempty finite subset F of T , and

(πD,Zt ,Y t )(P ) = νt , (2.3)

for every t ∈ T .
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3. Mechanical model

The reference configuration D is a bounded connected open subset of R
d with Lipschitz boundary ∂D = Γ0 ∪ Γ1,

where Γ0 is assumed to be a nonempty closed subset of ∂D with Hd−1(Γ0) �= 0, and Γ1 = ∂D \ Γ0. Without loss of
generality we also assume for simplicity that Ld(D) = 1.

We indicate the deformation by v and the internal variable by z.
We denote the stored energy density by W : Rm × R

N×d → [0,+∞) and the dissipation rate density by H : Rm →
[0,+∞). For every θ ∈ R

m and every F ∈ R
N×d , we make the following assumptions:

(W.1) there exist positive constants c,C such that

c
(|θ |2 + |F |2) − C � W(θ,F ) � C

(
1 + |θ |2 + |F |2);

(W.2) W is of class C 2 and there exists a positive constant M such that∣∣∣∣ ∂2W

∂(θ,F )2
(θ,F )

∣∣∣∣ � M,

where ∂2W

∂(θ,F )2 denotes the matrix of all second derivatives with respect to (the components of) θ and F ;
(H.1) H is positively homogeneous of degree one and convex;
(H.2) there exists a positive constant λ, such that 1

λ
|θ | � H(θ) � λ|θ |.

Let W be the functional W (z, v) := ∫
D

W(z(x),∇v(x)) dx, for every z ∈ L2(D;R
m) and every v ∈ H 1(D;R

N),
and H the functional H(z) := ∫

D
H(z(x)) dx, for every z ∈ L1(D;R

m).
Given two distinct times s < t , the global dissipation of a possibly discontinuous function z : [0, T ] → L2(D;R

m)

in the interval [s, t] is

VarH (z; s, t) := sup

{
k∑

i=1

H
(
z(τi) − z(τi−1)

)}
, (3.1)

where the supremum is taken among all finite partitions s = τ0 < τ1 < · · · < τk = t .
Note that for z ∈ H 1([0, T ];L2(D;R

m)) we have

VarH (z; s, t) =
t∫

s

H
(
ż(τ )

)
dτ (3.2)

(see, e.g., [2, Theorem 7.1]).
The external load at time t and the prescribed boundary datum on Γ0 at time t are denoted by l(t) and ϕ(t),

respectively; we assume that l ∈ H 1([0, T ];H 1(D;R
N)∗), where H 1(D;R

N)∗ is the dual of H 1(D;R
N), and

ϕ ∈ H 1([0, T ];H 1(D;R
N)).

The kinematically admissible values at time t for z and v are those who make the total energy finite and satisfy the
boundary condition, i.e. v = ϕ(t) on Γ0 Hd−1-a.e. (in the sense of traces). From previous assumptions it follows that
the kinematically admissible values at time t are contained in L2(D;R

m) × A(t), where

A(t) = H 1
Γ0

(
ϕ(t)

) := {
v ∈ H 1(D;R

N
)

such that v = ϕ(t)Hd−1-a.e. on Γ0
}
.

Before concluding this section, we want to point out some properties of the functional H and to introduce some
new notation.

From the hypotheses on H , it follows that H is l.s.c. with respect to the weak topology of L2(D;R
m) and satisfies

the triangle inequality, i.e.

H(z1 + z2) � H(z1) + H(z2).

For every ε > 0 we define the function Hε : Rm → R as

Hε(θ) := H(θ) + ε |θ |2, (3.3)

2
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and the corresponding integral functional Hε :L2(D;R
m) → R as

Hε(z) :=
∫
D

Hε

(
z(x)

)
dx. (3.4)

The convex conjugate H ∗
ε : Rm → R of Hε is

H ∗
ε (ζ ) := sup

θ∈Rm

{
ζθ − Hε(θ)

}
.

Since the convex conjugate H ∗ of H is the indicator function of the convex set K := ∂H(0) (see [14, Theorem 13.2]),
using [14, Theorem 16.4], it can be proved that

H ∗
ε (ζ ) = 1

2ε

∣∣ζ − PK(ζ )
∣∣2

, (3.5)

where PK : Rm → K is the projection onto K . Therefore H ∗
ε is differentiable with gradient

Nε
K(ζ ) := 1

ε

(
ζ − PK(ζ )

)
. (3.6)

In particular Nε
K is Lipschitz continuous.

Let H∗
ε :L2(D;R

m) → R be the convex conjugate of Hε . It can be easily shown (using a general property of
integral functionals, see e.g., [6, Proposition IX.2.1]) that

H∗
ε (ζ ) =

∫
D

H ∗
ε

(
ζ(x)

)
dx,

so that the gradient ∂H∗
ε is given by

∂H∗
ε (ζ )(x) = Nε

K

(
ζ(x)

)
, for a.e. x ∈ D. (3.7)

Therefore ∂H∗
ε is Lipschitz continuous.

4. Regularized evolution

In this section we give the definition and an existence result for the solution of the ε-regularized evolution problem.
We will assume that the initial condition (z0, v0) ∈ L2(D;R

m) × A(0) satisfies the following condition

〈σ0,∇ũ〉 = 〈
l(0), ũ

〉
for every ũ ∈ H 1

Γ0
(0), (4.1)

ζ0 ∈ ∂H(0), (4.2)

where σ0(x) := ∂W
∂F

(z0(x),∇v0(x)), ζ0(x) := − ∂W
∂θ

(z0(x),∇v0(x)), for a.e. x ∈ D.

Definition 4.1. Let ε > 0, l ∈ H 1([0, T ];H 1(D;R
N)∗), ϕ ∈ H 1([0, T ];H 1(D;R

N)), (z0, v0) ∈ L2(D;R
m) ×

A(0), and T > 0. Assume that (z0, v0) satisfies (4.1) and (4.2). A solution of the ε-regularized problem in the
time interval [0, T ], with external load l, boundary datum ϕ, and initial condition (z0, v0) is a pair (zε,vε) ∈
H 1([0, T ];L2(D;R

m) × H 1(D;R
N)), satisfying the following conditions:

(ev0)ε initial condition: (zε(0),vε(0)) = (z0, v0);
(ev1)ε kinematic admissibility: vε(t) ∈ A(t), for every t ∈ [0, T ];
(ev2)ε equilibrium condition: for a.e. t ∈ [0, T ] and for every ũ ∈ H 1

Γ0
(0),〈

σ ε(t) + ε∇v̇ε(t),∇ũ
〉 = 〈

l(t), ũ
〉
, (4.3)

where σ ε(t) := ∂W
∂F

(zε(t),∇vε(t));

(ev3̂)ε regularized flow rule: for a.e. t ∈ [0, T ],
żε(t) = Nε

K

(
ζ ε(t)

)
a.e. in D, (4.4)

where ζ ε(t) := − ∂W (zε(t),∇vε(t)).
∂θ
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Remark 4.2. If l can be written in the form〈
l(t), ṽ

〉 = ∫
D

f (t, x) · ṽ(x) dx +
∫

∂D

g(t, x) · ṽ(x) dHd−1(x),

with f (t) ∈ L2(D;R
N) and g(t) ∈ L2(∂D;R

N), for every ṽ ∈ H 1(D;R
N), then (ev2)ε takes the form

−divσ ε(t) − ε�v̇ε(t) = f (t), (4.5)[
σ ε(t) + ε∇v̇ε(t)

] · ν = g(t), Hd−1-a.e. on Γ1, (4.6)

where ν is the outer unit normal to ∂D.

Indeed, choosing first ũ ∈ H 1
0 (D;R

N) in (ev2)ε , we obtain (4.5) and this ensures that −divσ ε(t) − ε�v̇ε(t) ∈
L2(D;R

N); hence we can apply integration by parts to get (4.6).

Remark 4.3. Let us fix t ∈ [0, T ] such that żε(t) and v̇ε(t) exist. Then the following conditions are equivalent

żε(t) = Nε
K

(
ζ ε(t)

)
a.e. in D, (4.7)

ζ ε(t) ∈ ∂Hε

(
żε(t)

)
, (4.8)

ζ ε(t) − εżε(t) ∈ ∂H
(
żε(t)

)
. (4.9)

Indeed, by (3.7), ∂H∗
ε (ζ ε(t)) = Nε

K(ζ ε(t)), so that (4.7) and (4.8) are equivalent by standard property of conjugate
functions (see, e.g., [6, Corollary I.5.2]). The equivalence of (4.8) and (4.9) comes from the definition of Hε .

In the following theorem we prove that the modified flow rule (ev3̂)ε can be replaced by a suitable constraint on ζ ε

and an energy equality.

Theorem 4.4. Let l, ϕ, z0, v0, ε, and T be as in Definition 4.1.
Then (zε,vε) ∈ H 1([0, T ];L2(D;R

m)×H 1(D;R
N)) is a solution of the ε-regularized problem in the time interval

[0, T ], with external load l, boundary datum ϕ, and initial condition (z0, v0) if and only if it satisfies the initial
condition (ev0)ε , the kinematic admissibility (ev1)ε , the equilibrium condition (ev2)ε , and the following conditions:

(ev3)ε relaxed dual constraint: ζ ε(t) − εżε(t) ∈ ∂H(0), for a.e. t ∈ [0, T ];
(ev4)ε energy equality: for every t ∈ [0, T ],

W
(
zε(t),vε(t)

) − 〈
l(t),vε(t)

〉 +
t∫

0

H
(
żε(s)

)
ds + ε

t∫
0

∥∥żε(s)
∥∥2

2 ds + ε

t∫
0

〈∇v̇ε(s),∇v̇ε(s) − ∇ϕ̇(s)
〉
ds

= W (z0, v0) − 〈
l(0), v0

〉 +
t∫

0

〈
σ ε(s),∇ϕ̇(s)

〉
ds −

t∫
0

[〈
l̇(s),vε(s)

〉 + 〈
l(s), ϕ̇(s)

〉]
ds.

Remark 4.5. Since we are dealing with the ε-regularized problem, in the energy equality there are two extra terms
proportional to ε and depending on the time derivatives of zε and ∇vε; they represent a sort of viscous dissipation.

Proof of Theorem 4.4. Suppose that (zε,vε) satisfies (ev0)ε , (ev1)ε , (ev2)ε and (ev3̂)ε . As H is positively homoge-
neous of degree one, by a general property of integral functionals (see, e.g., [6, Proposition IX.2.1])

∂H
(
żε(t)

) ⊂ ∂H(0) = {
ζ ∈ L2(D;R

m
)
: ζ(x) ∈ ∂H(0) for a.e. x ∈ D

}
, (4.10)

for a.e. t ∈ [0, T ]. Hence from (4.9) we derive (ev3)ε .
Since H is positively homogeneous of degree one, we have 〈ζ, z〉 = H(z), for every z ∈ L2(D;R

m) and ζ ∈ ∂H(z).
Therefore, by (4.9),

H
(
żε(t)

) = 〈
ζ ε(t) − εżε(t), żε(t)

〉
, (4.11)
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for a.e. t ∈ [0, T ].
Choosing ũ = v̇ε(t) − ϕ̇(t) in (ev2)ε and using (4.11) we obtain〈

∂W

∂θ

(
zε(t),∇vε(t)

)
, żε(t)

〉
+

〈
∂W

∂F

(
zε(t),∇vε(t)

)
,∇v̇ε(t) − ∇ϕ̇(t)

〉
− 〈

l(t), v̇ε(t) − ϕ̇(t)
〉 + H

(
żε(t)

)
+ ε

∥∥żε(t)
∥∥2

2 + ε
〈∇v̇ε(t),∇v̇ε(t) − ∇ϕ̇(t)

〉 = 0, (4.12)

for a.e. t ∈ [0, T ]. By integration of (4.12) from 0 to t , we obtain (ev4)ε .
Conversely, suppose that (zε,vε) satisfies (ev0)ε , (ev1)ε , (ev2)ε , (ev3)ε and (ev4)ε . Then, by derivation with respect

to t of (ev4)ε , we obtain (4.12), which gives (4.11), thanks to (ev2)ε . Combining (4.11) with (ev3)ε , it immediately
follows (4.9) for a.e. t ∈ [0, T ], and hence (ev3̂)ε . �

We conclude by stating the existence theorem for the solutions of the ε-regularized problems, which will be proved
in the next section.

Theorem 4.6. Let ε, l, ϕ, z0, v0, and T as in Definition 4.1. Then there exists a unique solution of the ε-regularized
problem in the time interval [0, T ] with external load l, boundary datum ϕ and initial condition (z0, v0).

5. Proof of Theorem 4.6

The proof is obtained via time-discretization, resolution of incremental minimum problems, and passing to the
limit as the time step tends to 0.

5.1. The incremental minimum problem

In this section we study the incremental minimum problem used in the discrete-time formulation of the evolution
problem.

Let us fix a sequence of subdivisions of [0, T ], 0 = t0
n < t1

n < · · · < t
k(n)
n = T , such that τn := supi=1,...,k(n) τ

i
n → 0,

as n → ∞, where τ i
n := t in − t i−1

n , for every i = 1, . . . , k(n). We assume that τn < ε
M

for every n, where M is the
constant appearing in (W.2).

For every i = 0,1, . . . , k(n) we set lin := l(t in) and ϕi
n := ϕ(t in).

For every n, we define (zi
n, v

i
n) ∈ L2(D;R

m) × A(t in) by induction on i: set (z0
n, v

0
n) := (z0, v0), and for i > 0 we

define (zi
n, v

i
n) as the solution (see Lemma 5.1 below) to the incremental minimum problem

min

{
W (z, v) − 〈

lin, v
〉 + H

(
z − zi−1

n

) + ε

2τ i
n

∥∥z − zi−1
n

∥∥2
2 + ε

2τ i
n

∥∥∇v − ∇vi−1
n

∥∥2
2

}
, (5.1)

among all z ∈ L2(D;R
m) and all v ∈ A(t in).

Lemma 5.1. Let ε > 0, then for every n and every i > 0 there exists a unique solution to (5.1) in L2(D;R
m) × A(t in).

Proof. Let (zk, vk) ∈ L2(D;R
m) × A(t in) be a minimizing sequence. By the bounds on W and the assumption on l,

we have

c
(‖zk‖2

2 + ‖∇vk‖2
2

) − C′(1 + ‖vk‖H 1

)
� W (zk, vk) − 〈

lin, vk

〉
� C′, (5.2)

for suitable positive constants c,C′. Since vk ∈ A(t in), using Poincaré inequality we can deduce from (5.2) that
(zk, vk)k is a bounded sequence in L2(D;R

m) × H 1(D;R
N).

From the boundedness of the second derivative of W , guaranteed by (W.2), and since τn ∈ (0, ε/M) by our assump-
tion on τn, it easily follows that the functional in (5.1) is strictly convex, and hence weakly lower semicontinuous on
L2(D;R

m) × H 1(D;R
N). Now the existence of minimizers comes from the direct methods of the Calculus of Varia-

tions; the uniqueness is a consequence of the strict convexity of the functional. �
Now we derive Euler conditions for the minimizers.
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Theorem 5.2. Let ε > 0, then for every n and every i > 0 we have

H
(
z̃ + zi

n − zi−1
n

) − H
(
zi
n − zi−1

n

) − 〈
lin, ũ

〉
�

〈
−∂W

∂θ

(
zi
n,∇vi

n

)
, z̃

〉
−

〈
∂W

∂F

(
zi
n,∇vi

n

)
,∇ũ

〉
− ε

τ i
n

〈
zi
n − zi−1

n , z̃
〉 − ε

τ i
n

〈∇vi
n − ∇vi−1

n ,∇ũ
〉
, (5.3)

for every z̃ ∈ L2(D;R
N) and ũ ∈ H 1

Γ0
(0).

Hence we can deduce the following Euler conditions:

−∂W

∂θ

(
zi
n,∇vi

n

) − ε

τ i
n

(
zi
n − zi−1

n

) ∈ ∂H
(
zi
n − zi−1

n

)
, (5.4)〈

∂W

∂F

(
zi
n,∇vi

n

) + ε

τ i
n

(∇vi
n − ∇vi−1

n

)
,∇ũ

〉
= 〈

lin, ũ
〉

for every ũ ∈ H 1
Γ0

(0). (5.5)

Conversely, conditions (5.4) and (5.5) imply that (zi
n, v

i
n) is a solution of (5.1).

Proof. Since for every z̃ ∈ L2(D;R
m), ũ ∈ H 1

Γ0
(0) and s � 0, zi

n + sz̃ ∈ L2(D;R
m) and vi

n + sũ ∈ A(t in), the mini-

mality property of (zi
n, v

i
n) leads to

W
(
zi
n, v

i
n

) − 〈
lin, v

i
n

〉 + H
(
zi
n − zi−1

n

) + ε

2τ i
n

∥∥zi
n − zi−1

n

∥∥2
2 + ε

2τ i
n

∥∥∇vi
n − ∇vi−1

n

∥∥2
2

� W
(
zi
n + sz̃, vi

n + sũ
) − 〈

lin, v
i
n + sũ

〉 + H
(
zi
n + sz̃ − zi−1

n

)
+ ε

2τ i
n

∥∥zi
n + sz̃ − zi−1

n

∥∥2
2 + ε

2τ i
n

∥∥∇vi
n + s∇ũ − ∇vi−1

n

∥∥2
2. (5.6)

Hence from the convexity of H we can deduce for every s ∈ [0,1]
s
[

H
(
zi
n + z̃ − zi−1

n

) − H
(
zi
n − zi−1

n

)]
� W

(
zi
n, v

i
n

) − W
(
zi
n + sz̃, vi

n + sũ
) − 〈

lin, v
i
n

〉 + 〈
lin, v

i
n + sũ

〉
+ ε

2τ i
n

∥∥zi
n − zi−1

n

∥∥2
2 − ε

2τ i
n

∥∥zi
n + sz̃ − zi−1

n

∥∥2
2

+ ε

2τ i
n

∥∥∇vi
n − ∇vi−1

n

∥∥2
2 − ε

2τ i
n

∥∥∇vi
n + s∇ũ − ∇vi−1

n

∥∥2
2. (5.7)

Taking the derivative of (5.7) with respect to s at s = 0 we obtain (5.3). For ũ = 0, (5.3) is

H
(
zi
n + z̃ − zi−1

n

) − H
(
zi
n − zi−1

n

)
�

〈
−∂W

∂θ

(
zi
n,∇vi

n

) − ε

τ i
n

(
zi
n − zi−1

n

)
, z̃

〉
,

for every z̃ ∈ L2(D;R
m), i.e. (5.4). Taking z̃ = 0 in (5.3) we obtain (5.5).

Conversely, (5.4) and (5.5) imply the minimality of (zi
n, v

i
n), thanks to the strict convexity of the functional. �

Remark 5.3. (5.4) is equivalent to

1

τ i
n

(
zi
n − zi−1

n

) = ∂H∗
ε

(
−∂W

∂θ

(
zi
n,∇vi

n

))
. (5.8)

Indeed, since ∂H is positively homogeneous of degree 0, (5.4) can be rewritten as

−∂W

∂θ

(
zi
n,∇vi

n

) − ε

τ i
n

(
zi
n − zi−1

n

) ∈ ∂H
(

1

τ i
n

(
zi
n − zi−1

n

))
,

which is equivalent to

−∂W

∂θ

(
zi
n,∇vi

n

) ∈ ∂Hε

(
1

τ i
n

(
zi
n − zi−1

n

))
.

This is equivalent to (5.8), thanks to a general duality formula (see, e.g., [6, Corollary I.5.2]).
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Since A(t in) = ϕi
n + H 1

Γ0
(0), for every n and every i = 0,1, . . . , k(n), there exists ui

n ∈ H 1
Γ0

(0) such that vi
n =

ϕi
n + ui

n.
Set, for every n and every i = 0,1, . . . , k(n),

ζ i
n := −∂W

∂θ

(
zi
n,∇ui

n + ∇ϕi
n

)
,

σ i
n := ∂W

∂F

(
zi
n,∇ui

n + ∇ϕi
n

)
.

Let define the piecewise constant interpolations (zn,un) : [0, T ] → L2(D;R
m) × H 1

Γ0
(0) and (ζ n,σ n) : [0, T ] →

L2(D;R
m) × L2(D;R

N×d) as

zn(t) := zi
n, un(t) := ui

n, ζ n(t) := ζ i
n, σ n(t) := σ i

n, for t in � t < ti+1
n ,

where we set t
k(n)+1
n = T + 1

n
. Set τn(t) := t in whenever t in � t < ti+1

n . We introduce also the piecewise affine in-

terpolations z
�
n : [0, T ] → L2(D;R

m), u
�
n : [0, T ] → H 1

Γ0
(0), ϕ

�
n : [0, T ] → H 1(D;R

N), l�n : [0, T ] → H 1(D;R
N)∗,

defined by

z�
n (t) := zi

n + (
t − t in

)zi+1
n − zi

n

t i+1
n − t in

,

u�
n (t) := ui

n + (
t − t in

)ui+1
n − ui

n

t i+1
n − t in

,

ϕ�
n (t) := ϕi

n + (
t − t in

)ϕi+1
n − ϕi

n

t i+1
n − t in

,

l�n (t) := lin + (
t − t in

) li+1
n − lin

t i+1
n − t in

(5.9)

for t in � t � t i+1
n .

Observe that, thanks to Remark 5.3 and to (3.7), we can obtain from (5.4) that

zi
n − zi−1

n

t in − t i−1
n

= Nε
K

(
ζ i
n

)
. (5.10)

Analogously we can deduce from (5.5) that〈
σ i

n + ε

(∇ui
n − ∇ui−1

n

t in − t i+1
n

+ ∇ϕi
n − ϕi−1

n

t in − t i−1
n

)
,∇ũ

〉
= 〈

li−1
n , ũ

〉
, (5.11)

for every ũ ∈ H 1
Γ0

(0).

5.2. A priori estimates

Now we obtain an a priori bound on the piecewise constant interpolations, from an energy estimate for the solutions
of the incremental problems.

Since ui−1
n + ϕi

n ∈ A(t in), from the minimum property of (zi
n, u

i
n + ϕi

n) we deduce the following inequality:

W
(
zi
n, u

i
n + ϕi

n

) − 〈
lin, u

i
n + ϕi

n

〉 + H
(
zi
n − zi−1

n

) + ε

2τ i
n

∥∥zi
n − zi−1

n

∥∥2
2 + ε

2τ i
n

∥∥∇ui
n − ∇ui−1

n + ∇ϕi
n − ∇ϕi−1

n

∥∥2
2

� W
(
zi−1
n ,ui−1

n + ϕi−1
n

) − 〈
li−1
n ,ui−1

n + ϕi−1
n

〉 + ε

2τ i
n

∥∥∇ϕi
n − ∇ϕi−1

n

∥∥2
2 −

t in∫
i−1

〈
l̇(s), ui−1

n + ϕ(s)
〉
ds
tn
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−
t in∫

t i−1
n

〈
l(s), ϕ̇(s)

〉
ds +

t in∫
t i−1
n

〈
∂W

∂F

(
zi−1
n ,∇ui−1

n + ∇ϕ(s)
)
,∇ϕ̇(s)

〉
ds. (5.12)

Fixed t ∈ [0, T ], iterating (5.12) we obtain

W
(
zn(t),un(t) + ϕ

(
τn(t)

)) − 〈
l
(
τn(t)

)
,un(t) + ϕ

(
τn(t)

)〉 + VarH (zn;0, t)

+ ε

2

τn(t)∫
0

∥∥ż�
n (s)

∥∥2
2 ds + ε

4

τn(t)∫
0

∥∥∇u̇�
n (s)

∥∥2
2 ds

� W (z0, v0) − 〈
l(0), v0

〉 + ε

τn(t)∫
0

∥∥∇ϕ̇(s)
∥∥2

2 ds +
τn(t)∫
0

〈
∂W

∂F

(
zn(s),∇un(s) + ∇ϕ(s)

)
,∇ϕ̇(s)

〉
ds

−
τn(t)∫
0

[〈
l̇(s),un(s) + ϕ(s)

〉 + 〈
l(s), ϕ̇(s)

〉]
ds, (5.13)

where we have used the identity

ε

τ i
n

∥∥∇ϕi
n − ∇ϕi−1

n

∥∥2
2 = ε

τ i
n

∥∥∥∥∥
t in∫

t i−1
n

∇ϕ̇(t) dt

∥∥∥∥∥
2

2

, (5.14)

for every i = 1, . . . , k(n).
Using the fact that supt∈[0,T ] ‖l(t)‖(H 1)∗ , supt∈[0,T ] ‖∇ϕ(t)‖2,

∫ T

0 ‖l̇(t)‖(H 1)∗ dt and
∫ T

0 ‖∇ϕ̇(t)‖2 dt are bounded,
the growth hypothesis on W , (W.1), and the fact that zn ∈ L∞([0, T ];L2(D;R

m)), un ∈ L∞([0, T ];H 1(D;R
N))

(since they are piecewise constant functions), (5.13) leads to

c̃
(∥∥zn(t)

∥∥
2 + ∥∥∇un(t)

∥∥
2

)2 � C̃ sup
s∈[0,T ]

(
1 + ∥∥zn(s)

∥∥
2 + ∥∥∇un(s)

∥∥
2

)
,

for suitable positive constants c̃, C̃. Since this can be repeated for every t ∈ [0, T ], we can conclude that there exists a
positive constant Cε , depending on ε but independent of n, such that

sup
t∈[0,T ]

∥∥zn(t)
∥∥

2 � Cε, VarH (zn;0, T ) � Cε,

T∫
0

∥∥ż�
n (t)

∥∥2
2 dt � Cε; (5.15)

sup
t∈[0,T ]

∥∥∇un(t)
∥∥

2 � Cε,

T∫
0

∥∥∇u̇�
n (t)

∥∥2
2 dt � Cε, (5.16)

for every t ∈ [0, T ].

5.3. Passage to the limit

To establish the convergence of the interpolations we need the following lemma, based on Gronwall’s inequality.

Lemma 5.4. The sequences (zn)n, (un)n satisfy

sup
t∈[0,T ]

∥∥zn(t) − zm(t)
∥∥

2 → 0,

sup
t∈[0,T ]

∥∥un(t) − um(t)
∥∥

H 1 → 0,

as n,m → ∞.
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Proof. From the construction of zi
n, u

i
n, and using (5.10), (5.11), we can deduce that, for every z̃ ∈ L2(D;R

N),
ũ ∈ H 1

Γ0
(0),

〈∇u
j
n + ∇ϕ

j
n,∇ũ

〉 − 〈∇u
j−1
n + ∇ϕ

j−1
n ,∇ũ

〉 + 〈
z
j
n, z̃

〉 − 〈
z
j−1
n , z̃

〉 = −τ
j
n

ε

[〈
σ

j
n ,∇ũ

〉 − 〈
l
j
n, ũ

〉] + τ
j
n

〈
Nε

K

(
ζ

j
n

)
, z̃

〉
.

Fixed t ∈ [0, T ], for every n, there exists i such that t in � t < ti+1
n ; summing for j from 1 to i we obtain〈

zn(t), z̃
〉 − 〈z0, z̃〉 + 〈∇un(t) + ∇ϕ

(
τn(t)

)
,∇ũ

〉 − 〈∇u0 + ∇ϕ(0),∇ũ
〉

= 1

ε

i∑
j=1

τ
j
n

[
ε
〈
Nε

K

(
ζ

j−1
n

)
, z̃

〉 − 〈
σ

j−1
n , ũ

〉 + 〈
l
j−1
n , ũ

〉 + ε
〈
Nε

K

(
ζ

j
n

) − Nε
K

(
ζ

j−1
n

)
, z̃

〉

− 〈
σ

j
n − σ

j−1
n ,∇ũ

〉 + 〈
l
j
n − l

j−1
n , ũ

〉]
= 1

ε

t∫
0

[
ε
〈
Nε

K

(
ζ n(s)

)
, z̃

〉 − 〈
σ n(s),∇ũ

〉 + 〈
l
(
τn(s)

)
, ũ

〉]
ds + Rn(t), (5.17)

where

Rn(t) := −1

ε

t∫
τn(t)

[
ε
〈
Nε

K

(
ζ n(s)

)
, z̃

〉 − 〈
σ n(s),∇ũ

〉 + 〈
l
(
τn(s)

)
, ũ

〉]
ds

+ 1

ε

i∑
j=1

τ
j
n

[
ε
〈
Nε

K

(
ζ

j
n

) − Nε
K

(
ζ

j−1
n

)
, z̃

〉 − 〈
σ

j
n − σ

j−1
n ,∇ũ

〉 + 〈
l
j
n − l

j−1
n , ũ

〉]
.

Observe that, since ∂W
∂θ

, ∂W
∂F

are M-Lipschitz thanks to (W.2),∥∥ζ n(s)
∥∥

2 � M̃
(
1 + ∥∥zn(s)

∥∥
2 + ∥∥∇un(s) + ∇ϕ

(
τn(s)

)∥∥
2

)
, (5.18)∥∥σ n(s)

∥∥
2 � M̃

(
1 + ∥∥zn(s)

∥∥
2 + ∥∥∇un(s) + ∇ϕ

(
τn(s)

)∥∥
2

)
, (5.19)

for a suitable positive constant M̃ and for every s ∈ [0, T ]. Hence from (5.15) and (5.16), we can deduce that

t∫
τn(t)

∥∥ζ n(s)
∥∥

2 ds � M̃C̃ετn, (5.20)

t∫
τn(t)

∥∥σ n(s)
∥∥

2 ds � M̃C̃ετn. (5.21)

Since Nε
K is 1/ε-Lipschitz, and ∂W/∂θ , ∂W/∂F are M-Lipschitz, thanks to (5.20) and (5.21) we can estimate Rn(t)

in the following way∣∣Rn(t)
∣∣ � 1

ε
βετn

(‖z̃‖2 + ‖∇ũ‖2
)
, (5.22)

for a suitable positive constant βε , depending on ε but independent of t and n.
Let n,m be two different indexes. Subtracting term by term the equations corresponding to (5.17), we obtain, for

every z̃ ∈ L2(D;R
m) and ũ ∈ H 1

Γ0
(0),〈

zn(t) − zm(t), z̃
〉 + 〈∇un(t) − ∇um(t) + ∇ϕ

(
τn(t)

) − ∇ϕ
(
τm(t)

)
,∇ũ

〉
= 1

ε

t∫ [
ε
〈
Nε

K

(
ζ n(s)

) − Nε
K

(
ζm(s)

)
, z̃

〉 − 〈
σ n(s) − σm(s),∇ũ

〉]
ds
0
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+
t∫

0

〈
l
(
τn(s)

) − l
(
τm(s)

)
, ũ

〉
ds + Rn(t) − Rm(t). (5.23)

Now using again the fact that Nε
K , ∂W/∂θ and ∂W/∂F are Lipschitzian, and the estimate (5.22), we can deduce that〈

zn(t) − zm(t), z̃
〉 + 〈∇un(t) − ∇um(t) + ∇ϕ

(
τn(t)

) − ∇ϕ
(
τm(t)

)
,∇ũ

〉
� γε

ε

{ t∫
0

[∥∥zn(s) − zm(s)
∥∥

2 − ∥∥∇un(s) − ∇um(s)
∥∥

2 + ∥∥∇ϕ
(
τn(s)

) − ∇ϕ
(
τm(s)

)∥∥
2

+ ∥∥ln(s) − lm(s)
∥∥

(H 1)∗
]
ds + βε(τn + τm)

}(‖z̃‖2 + ‖∇ũ‖2
)
, (5.24)

for a suitable positive constant γε .
Since ϕ ∈ H 1([0, T ];H 1(D;R

N)) and l ∈ H 1([0, T ];H 1(D;R
N)∗), there exists a positive constant α, such that∥∥∇ϕ(t1) − ∇ϕ(t2)

∥∥
2 � α|t1 − t2|1/2, (5.25)∥∥l(t1) − l(t2)

∥∥
(H 1)∗ � α|t1 − t2|1/2, (5.26)

for every t1, t2 ∈ [0, T ].
It follows that∥∥∇ϕ

(
τn(t)

) − ∇ϕ
(
τm(t)

)∥∥
2 � α

(
(τn)

1/2 + (τm)1/2), (5.27)∥∥l
(
τn(t)

) − l
(
τm(t)

)∥∥
(H 1)∗ � α

(
(τn)

1/2 + (τm)1/2), (5.28)

for every t ∈ [0, T ] and every n,m.
If we choose z̃ = zn(t) − zm(t) and ũ = un(t) − um(t), taking into account (5.27) and (5.28), (5.24) gives∥∥zn(t) − zm(t)

∥∥
2 + ∥∥∇un(t) − ∇um(t)

∥∥
2

� γε

ε

{ t∫
0

[∥∥zn(s) − zm(s)
∥∥

2 + ∥∥∇un(s) − ∇um(s)
∥∥

2

]
ds + α̃

(
(τn)

1/2 + (τm)1/2)},

for a suitable positive constant α̃ independent of t , m and n.
Applying Gronwall’s inequality we conclude that

sup
t∈[0,T ]

∥∥zn(t) − zm(t)
∥∥

2 → 0,

sup
t∈[0,T ]

∥∥∇un(t) − ∇um(t)
∥∥

2 → 0,

for n,m tending to ∞. Since un(t) − um(t) ∈ H 1
Γ0

(0), applying Poincaré inequality we obtain

sup
t∈[0,T ]

∥∥un(t) − um(t)
∥∥

H 1 → 0 (5.29)

as n,m tend to ∞. �
From Lemma 5.4, we can deduce that there exist

z : [0, T ] → L2(D;R
m
)
,

u : [0, T ] → H 1(D;R
N

)
,

bounded, such that
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sup
t∈[0,T ]

∥∥zn(t) − z(t)
∥∥

2 → 0, (5.30)

sup
t∈[0,T ]

∥∥un(t) − u(t)
∥∥

H 1 → 0. (5.31)

Moreover u(t) ∈ H 1
Γ0

(0), for every t ∈ [0, T ].
Set

ζ (t) := −∂W

∂θ

(
z(t),∇u(t) + ∇ϕ(t)

)
, (5.32)

σ (t) := ∂W

∂F

(
z(t),∇u(t) + ∇ϕ(t)

)
. (5.33)

Thanks to (5.25) and to the convergence of zn, un, we have

sup
t∈[0,T ]

∥∥ζ n(t) − ζ (t)
∥∥

2 → 0, (5.34)

sup
t∈[0,T ]

∥∥σ n(t) − σ (t)
∥∥

2 → 0, (5.35)

as n tends to ∞.
Thanks to (5.15) and (5.16), we have that (z

�
n )n and (u

�
n )n are bounded sequences in H 1([0, T ];L2(D;R

m)) and
H 1([0, T ];H 1(D;R

N)), respectively; hence there exist ẑ, û such that, up to subsequences, z
�
n ⇀ ẑ and u

�
n ⇀ û

weakly in H 1([0, T ];L2(D;R
m)) and H 1([0, T ];H 1(D;R

N)), respectively.
Moreover using the identities

z�
n (t) = zn(t) +

t∫
τn(t)

ż�
n (s) ds,

∇u�
n (t) = ∇un(t) +

t∫
τn(t))

∇u̇�
n (s) ds,

for every t ∈ [0, T ], we deduce that

sup
t∈[0,T ]

∥∥z�
n (t) − zn(t)

∥∥
2 → 0,

sup
t∈[0,T ]

∥∥∇u�
n (t) − ∇un(t)

∥∥
2 → 0.

Hence we can conclude that ẑ = z, ∇û = ∇u and the whole sequences z
�
n and u

�
n satisfy

z�
n ⇀ z weakly in H 1

([0, T ];L2
(
D;R

m
))

, (5.36)

u�
n ⇀ u weakly in H 1

([0, T ];H 1
(
D;R

N
))

. (5.37)

It is immediate to see that (ev0)ε follows from the construction of (zn,vn) and from (5.30), (5.31).
Since u(t) ∈ H 1

Γ0
(0) for every t ∈ [0, T ] also (ev1)ε is immediate.

We prove now (ev2)ε . From the construction of u
�
n and (5.11), it follows that〈

σ n(t) + Ru
n(t) + ε

(∇u̇�
n (t) + ∇ϕ̇�

n (t)
)
,∇ũ

〉 = 〈
l
(
τn(t)

) + Rl
n(t), ũ

〉
, (5.38)

for every ũ ∈ H 1
Γ0

(0), where Ru
n(t) := σ i+1

n − σ i
n and Rl

n(t) := li+1
n − lin, for t in < t < ti+1

n .

Thanks to (5.26), supt∈[0,T ] ‖Rl
n(t)‖(H 1)∗ → 0. Using the fact that Nε

K is 1/ε-Lipschitz, (W.2), the hypothesis on ϕ,
and (5.15), (5.16), we deduce that supt∈[0,T ] ‖Ru

n(t)‖2 → 0.

From (5.14) we deduce that
∫ T

0 ‖∇ϕ̇
�
n (t)‖2

2 dt is uniformly bounded with respect to n and then ∇ϕ̇
�
n ⇀ ∇ϕ̇ weakly

in L2([0, T ];L2(D;R
N×d)).
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Thus t �→ σ n(t) + Ru
n(t) + ε(∇u̇

�
n (t) + ∇ϕ̇

�
n (t)) weakly converges in L2([0, T ];L2(D;R

N×d)) to t �→ σ (t) +
ε(∇u̇(t) + ∇ϕ̇(t)); t �→ l(τn(t)) + Rl

n(t) strongly converges in L2([0, T ];H 1(D;R
N)∗) to l(t) as n → +∞.

Therefore from (5.38) we can obtain (ev2)ε .
Finally we prove (ev3)ε . From the construction of z

�
n and (5.10), it follows that

ż�
n (t) = Nε

K

(
ζ n(t)

) + Rz
n(t) a.e. in D,

where Rz
n(t) := Nε

K(ζ i+1
n ) − Nε

K(ζ i
n), for t in < t < ti+1

n .
Repeating the previous argument we deduce that supt∈[0,T ] ‖Rz

n(t)‖2 → 0, as n → +∞, so that, taking into account
(5.34), we conclude that

sup
t∈[0,T ]

∥∥ż�
n (t) − Nε

K

(
ζ (t)

)∥∥
2 → 0. (5.39)

In particular this implies that ż
�
n converges strongly in L∞([0, T ];L2(D;R

m)) and the limit must coincide with ż,
thanks to (5.36); hence from (5.39) we obtain

ż(t) = Nε
K

(
ζ (t)

)
, a.e. in D,

for a.e. t ∈ [0, T ].

5.4. Uniqueness

It remains to show that the solution of the ε-regularized problem is unique.
Let (z1,v1), (z2,v2) be two solutions of the ε-regularized problem in the time interval [0, T ] with external load l,

boundary datum ϕ, and initial condition (z0, v0), and set

ζ i (t) := −∂W

∂θ

(
zi (t),∇vi (t)

)
,

σ i (t) := ∂W

∂F

(
zi (t),∇vi (t)

)
,

for i = 1,2.
In particular the following equations hold for a.e. t ∈ [0, T ]:

żi (t) = Nε
K

(
ζ i (t)

)
a.e. in D,〈

σ i (t) + ε∇v̇i (t),∇ũ
〉 = 〈

l(t), ũ
〉

for every ũ ∈ H 1
Γ0

(0),

for i = 1,2.
Hence, for a.e. t ∈ [0, T ], for every z̃ ∈ L2(D;R

m), and every ũ ∈ H 1
Γ0

(0), we have

〈∇v̇1(t) − ∇v̇2(t),∇ũ
〉 + 〈

ż1(t) − ż2(t), z̃
〉 = −1

ε

〈
σ 1(t) − σ 2(t),∇ũ

〉 + 〈
Nε

K

(
ζ 1(t)

) − Nε
K

(
ζ 2(t)

)
, z̃

〉
.

Therefore, by integration and (ev0)ε , we obtain〈∇v1(t) − ∇v2(t),∇ũ
〉 + 〈

z1(t) − z2(t), z̃
〉

=
t∫

0

[
−1

ε

〈
σ 1(s) − σ 2(s),∇ũ

〉 + 〈
Nε

K

(
ζ 1(s)

) − Nε
K

(
ζ 2(s)

)
, z̃

〉]
ds. (5.40)

We observe that v1(t) − v2(t) ∈ H 1
Γ0

(0), for every t ∈ [0, T ]. Hence we can take z̃ = z1(t) − z2(t), ũ = v1(t) −
v2(t), and we derive from (5.40) the following estimate:

∥∥z1(t) − z2(t)
∥∥

2 + ∥∥∇v1(t) − ∇v2(t)
∥∥

2 � M ′

ε

t∫ [(∥∥z1(s) − z2(s)
∥∥

2 + ∥∥∇v1(s) − ∇v2(s)
∥∥

2

)]
ds,
0
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for a suitable positive constant M ′ and for a.e. t ∈ [0, T ].
Hence Gronwall’s inequality guarantees that z1(t) = z2(t) and v1(t) = v2(t), for a.e. t ∈ [0, T ]; since, for i = 1,2,

zi and vi are absolutely continuous functions from [0, T ] into L2(D;R
m) and H 1(D;R

N), respectively, we have the
thesis.

6. Some properties of the solutions of the regularized problems

In this section we want to point out some useful properties satisfied by the solutions of the ε-regularized problems.

Remark 6.1. In the special case of l ≡ 0, Γ0 = ∂Ω , ϕ(t, x) = F(t)x, for F(t) ∈ H 1([0, T ];R
N×d), for every t ∈

[0, T ] and a.e. x ∈ D, and v0(x) = F(0)x, z0 ≡ θ0 ∈ R
m, the solution (vε,zε) of the ε-regularized problems satisfies

the following properties:

(1) vε = ϕ,
(2) x �→ zε(t, x) is a.e. constant on D, for a.e. t ∈ [0, T ].

Indeed the Cauchy problem⎧⎨
⎩ θ̇ε(t) = Nε

K

(
−∂W

∂θ

(
θε(t),F (t)

))
,

θε(0) = θ0

has a unique solution θε : [0, T ] → R
m, since the right-hand side is Lipschitz.

The function (zε(t),vε(t)) = (θε(t),ϕ(t)) satisfies conditions (ev0)ε , (ev1)ε , (ev2)ε , (ev3)ε , and (ev4)ε , hence by
uniqueness it is the solution of the ε-regularized problem.

Using the energy equality, we can prove the following bounds on the solution of the ε-regularized problems.

Lemma 6.2. Let ϕ, l, z0, v0, and T > 0 be as in Definition 4.1. Then there exists a positive constant C′, independent
of ε, such that

sup
t∈[0,T ]

∥∥zε(t)
∥∥

2 � C′, VarH (zε;0, T ) � C′, ε

T∫
0

∥∥żε(s)
∥∥2

2 ds � C′, (6.1)

sup
t∈[0,T ]

∥∥∇vε(t)
∥∥

2 � C′, ε

T∫
0

∥∥∇v̇ε(s)
∥∥2

2 ds � C′. (6.2)

Proof. The proof can be obtained from the energy equality for (zε,vε) reasoning as in the second step of the proof of
Theorem 4.6. �
Remark 6.3. From (6.1) and (6.2) we can deduce that, for every sequence εk → 0, we have εk żεk

→ 0 and εk∇v̇εk
→ 0

strongly in L2([0, T ];L2(D;R
m)) and L2([0, T ];L2(D;R

N×d)), respectively. In particular

εk żεk
(t) → 0 strongly in L2(D;R

m
)
, (6.3)

εk∇v̇εk
(t) → 0 strongly in L2(D;R

N×d
)
, (6.4)

for a.e. t ∈ [0, T ].

7. Approximable quasistatic evolution

In this section we give the definition of approximable quasistatic evolution in terms both of stochastic processes
and of compatible systems of Young measures. We prove an existence result and that this evolution satisfies suitable
properties of equilibrium, dual constraint and an energy inequality, so that it can be considered as a solution of our
evolution problem.
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7.1. Approximable quasistatic evolution in terms of stochastic processes

Here we give the definition using a probabilistic language.
A probability space of the form (D × Ω, B(D) ⊗ F ,P ), where B(D) is the Borel σ -algebra on D, (Ω, F ) is

a measurable space, and P a probability measure on B(D) ⊗ F satisfying πD(P ) = Ld , will be called (D, Ld)-
probability space.

Definition 7.1. A stochastic process (Xt )t∈[0,T ] defined on a (D, Ld)-probability space (D × Ω, B(D) ⊗ F ,P ) is
said to be 2-weakly* left continuous if for every finite sequence t1 < · · · < tn in [0, T ] we have

(πD,X
s
j
1
, . . . ,X

s
j
n
)(P ) ⇀ (πD,Xt1 , . . . ,Xtn )(P )

as j → ∞, whenever s
j
i → ti and s

j
i � ti for i = 1, . . . , n.

Definition 7.2. Given a subset Θ of [0, T ] satisfying L1([0, T ] \Θ) = 0, a stochastic process (Xt )t∈[0,T ] defined on a
(D, Ld)-probability space (D × Ω, B(D) ⊗ F ,P ) is said to be Θ-2-weakly* approximable from the left if for every
t ∈ [0, T ] \ Θ there exists a sequence sj in Θ converging to t , with sj � t and

(πD,Xsj )(P ) ⇀ (πD,Xt )(P ) 2-weakly* (7.1)

as j → ∞.

Remark 7.3. Note that the notion of 2-weakly* left continuity is much stronger than Θ-2-weakly* approximability
from the left: indeed the first one requires that the convergence condition is satisfied not only for a single time but for
every finite sequence of times, and does not depend on the choice of the sequence s

j
i approximating ti .

Definition 7.4. Given a boundary datum ϕ ∈ H 1([0, T ];H 1(D;R
N)), an external load l ∈ H 1([0, T ];H 1(D;R

N)∗),
an initial condition (z0, v0) ∈ L2(D;R

m) × A(0) satisfying (4.1) and (4.2), and T > 0, an approximable quasistatic
evolution of stochastic processes in the time interval [0, T ] is a pair of stochastic processes (Zt ,Y t )t∈[0,T ] on a
(D, Ld)-probability space (D × Ω, B(D) ⊗ F ,P ), with Zt ∈ L2(D × Ω;R

m) and 2-weakly* left continuous and
Y t ∈ L2(D × Ω;R

N×d), for which there exist a positive sequence εk → 0 and a subset Θ of [0, T ] with 0 ∈ Θ and
L1([0, T ] \ Θ) = 0, such that the solutions (zεk

,vεk
) of the εk-regularized problems satisfy the following conditions:

(a) for every finite sequence t1 < · · · < tn in Θ , we have(
πD,zεk

(t1), . . . ,zεk
(tn)

)
(P ) ⇀ (πD,Zt1 , . . . ,Ztn )(P ) 2-weakly*

as k → ∞;
(b) for every t ∈ Θ , there exists a subsequence (εkt

j
)j of (εk)k , possibly depending on t , with

(
πD,zε

kt
j

(t),∇vε
kt
j

(t)
)
(P ) ⇀ (πD,Zt ,Y t )(P ) 2-weakly*,

as j → ∞ and

lim sup
εk

[〈
σ εk

(t),∇ϕ̇(t)
〉 − 〈

l(t),vεk
(t)

〉] = lim
ε
kt
j

[〈
σ ε

kt
j

(t),∇ϕ̇(t)
〉 − 〈

l(t),vε
kt
j

(t)
〉];

(c) (Zt ,Y t )t∈[0,T ] is Θ-2-weakly* approximable from the left, for every t ∈ Θ (6.3) and (6.4) hold, and for every
t ∈ Θ \ 0 (4.3) and (4.4) hold for every εk .

In Theorem 7.13 we will prove that the evolution defined in this way satisfies properties (1.6), (1.7), and (1.8).
Since the proof will be given using the language of Young measures, we translate the previous definition in terms of
Young measures.
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7.2. Approximable quasistatic evolution in terms of Young measures

The definition of approximable quasistatic evolution is now presented in terms of Young measures.
We recall that a compatible system μ ∈ SY 2([0, T ],D;R

M) is said to be left continuous if for every finite sequence
t1 < · · · < tn in [0, T ]

μ
s
j
1 ...s

j
n

⇀ μt1...tn
2-weakly*

as j → ∞, whenever s
j
i → ti and s

j
i � ti for i = 1, . . . , n. We denote the set of such compatible systems by

SY 2−([0, T ],D;R
M).

Definition 7.5. Given a subset Θ of [0, T ] with L1([0, T ] \ Θ) = 0, a family of Young measures ν ∈ Y 2(D;R
M)[0,T ]

is said to be Θ-2-weakly* approximable from the left if for every t ∈ [0, T ] \ Θ there exists a sequence sj in Θ

converging to t , with sj � t , such that

νsj ⇀ νt 2-weakly* (7.2)

as j → ∞.

Definition 7.6. Given a boundary datum ϕ ∈ H 1([0, T ];H 1(D;R
N)), an external load l ∈ H 1([0, T ];H 1(D;R

N)∗),
an initial condition (z0, v0) ∈ L2(D;R

m) × A(0) satisfying (4.1) and (4.2), and T > 0, an approximable qua-
sistatic evolution of Young measures in the time interval [0, T ] is a pair (ν,μ) ∈ Y 2(D;R

m × R
N×d)[0,T ] ×

SY 2−([0, T ],D;R
m), for which there exist a positive sequence εk → 0 and a subset Θ of [0, T ] with 0 ∈ Θ and

L1([0, T ] \ Θ) = 0, such that the solutions (zεk
,vεk

) of the εk-regularized problems satisfy the following conditions:

(a) for every finite sequence t1 < · · · < tn in Θ we have

δ(zεk
(t1),...,zεk

(tn)) ⇀ μt1...tn
2-weakly*,

as k → ∞;
(b) for every t ∈ Θ , there exists a subsequence (εkt

j
)j of (εk)k , possibly depending on t , with

δ(zε
kt
j

(t),∇vε
kt
j

(t)) ⇀ νt 2-weakly*, (7.3)

as j → ∞ and

lim sup
εk

[〈
σ εk

(t),∇ϕ̇(t)
〉 − 〈

l(t),vεk
(t)

〉] = lim
ε
kt
j

[〈
σ ε

kt
j

(t),∇ϕ̇(t)
〉 − 〈

l(t),vε
kt
j

(t)
〉]; (7.4)

(c) ν is Θ-2-approximable from the left, for every t ∈ Θ (6.3) and (6.4) hold, and for every t ∈ Θ \ 0 (4.3) and (4.4)
hold for every εk .

In the next subsection we will show that an evolution defined in this way, besides fulfilling the selection criterion
mentioned in the Introduction, satisfies also conditions (1′) and (2′) suitably reformulated in terms of Young measures.
In particular the technical condition (7.4) will be crucial to apply the argument in [4, Section 7].

Before stating this result, we clarify in which sense the notions of evolution given in terms of stochastic processes
and in terms of Young measures are equivalent, and we make some technical remarks which will be useful in the proof
of the main theorem.

Remark 7.7. If (ν,μ) is an approximable quasistatic evolution, then πD×Rm(νt ) = μt , for every t ∈ [0, T ]. Indeed if
t ∈ Θ , we have δzε

kt
j

⇀ μt and δ(zε
kt
j

,∇vε
kt
j

) ⇀ νt 2-weakly*; in particular πD×Rm(δ(zε
kt
j

,∇vε
kt
j

)) = δzε
kt
j

⇀ πD×Rm(νt )

2-weakly* and this prove the claim for t ∈ Θ . Let now t ∈ [0, T ] \ Θ , and let sj → t a sequence satisfying (7.2); we
have νsj ⇀ νt 2-weakly* and μsj ⇀ μt 2-weakly* by left continuity of μ, but πD×Rm(νsj ) = μsj for every j , hence
we have the thesis for every t ∈ [0, T ].
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Remark 7.8. If (Zt ,Y t )t∈[0,T ] is an approximable quasistatic evolution of stochastic processes, the pair (ν,μ) ∈
Y 2(D;R

m × R
N×d)[0,T ] × SY 2−([0, T ],D;R

m) defined by

νt := (πD,Zt ,Y t )(P ) for every t ∈ [0, T ],
μt1...tn

:= (πD,Zt1 , . . . ,Ztn )(P ) for every finite sequence t1 < · · · < tn in [0, T ],
is an approximable quasistatic evolution of Young measures.

On the other side, thanks to Remark 7.7 and Theorem 2.1, given an approximable quasistatic evolution of Young
measures (ν,μ) there exists a stochastic process (Zt ,Y t )t∈[0,T ] such that

(πD,Zt ,Y t )(P ) = νt for every t ∈ [0, T ],
(πD,Zt1, . . . ,Ztn )(P ) = μt1...tn

for every finite sequence t1 < · · · < tn in [0, T ];
in particular (Zt ,Y t )t∈[0,T ] is an approximable quasistatic evolution of stochastic processes.

Remark 7.9. If (ν,μ) ∈ Y 2(D;R
m × R

N×d)[0,T ] × SY 2−([0, T ],D;R
m) is an approximable quasistatic evolution of

Young measures, for every t ∈ [0, T ] there exists a unique function v(t) ∈ A(t) such that ∇v(t) = bar(πD×RN×d (νt )),
where bar(πD×RN×d (νt )) denotes the barycentre of the Young measure πD×RN×d (νt ). Indeed, if t ∈ Θ this follows
from condition (b) of Definition 7.6 and [7, Lemma 4.9]; if t ∈ [0, T ] \Θ we observe that if sj is a sequence satisfying
(7.2), then

T̃ 2
∇ϕ(t)−∇ϕ(sj )

(νsj ) ⇀ νt 2-weakly*;
hence we can use again [7, Lemma 4.9] to obtain the thesis.

Translating the previous remark in terms of stochastic processes we obtain the following

Remark 7.10. If (Zt ,Y t )t∈[0,T ] is an approximable quasistatic evolution of stochastic processes, for every t ∈ [0, T ]
there exists a unique function v(t) ∈ A(t) such that ∇v(t) = bar((πD,Y t )(P )).

Remark 7.11. If (ν,μ) ∈ Y 2(D;R
m × R

N×d)[0,T ] × SY 2−([0, T ],D;R
m) is an approximable quasistatic evolution of

Young measures, for every t ∈ [0, T ] we define

σ (t, x) :=
∫

Rm×RN×d

∂W

∂F
(θ,F )dνx

t (θ,F ), (7.5)

ζ (t, x) :=
∫

Rm×RN×d

−∂W

∂θ
(θ,F )dνx

t (θ,F ), (7.6)

for a.e. x ∈ D. For every t ∈ [0, T ] we have that σ (t) ∈ L2(D;R
N×d) and ζ (t) ∈ L2(D;R

m): this comes immedi-
ately from (W.2), from πD(νt ) = Ld , and from the fact that νt ∈ Y 2(D;R

m × R
N×d). In the language of stochastic

processes σ (t) and ζ (t) can be characterized as the unique elements of L2(D;R
N×d) and L2(D;R

m), respectively,
such that∫

D

σ (t, x)g(x) dx =
∫

D×Ω

∂W

∂F

(
Zt (x,ω),Y t (x,ω)

)
g(x)dP (x,ω), (7.7)

∫
D

ζ (t, x)h(x) dx =
∫

D×Ω

−∂W

∂θ

(
Zt (x,ω),Y t (x,ω)

)
h(x)dP (x,ω), (7.8)

for every g ∈ L2(D;R
N×d), h ∈ L2(D;R

m), where (Zt ,Y t )t∈[0,T ] is the stochastic process corresponding to (ν,μ).
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7.3. Properties of an approximable quasistatic evolution

Definition 7.12. Given a stochastic process (Xt )t∈[0,T ] on a (D, Ld)-probability space (D × Ω, B(D) ⊗ F ,P ), with
Xt ∈ L2(D × Ω;R

m), we define the dissipation associated to (Xt )t∈[0,T ] as

VarH (X,P ;0, t) := sup
k∑

i=1

∫
D×Ω

H
(
Xti (x,ω) − Xti−1(x,ω)

)
dP (x,ω) < ∞,

where the supremum is taken over all finite partitions 0 = t0 < · · · < tk = t .

The next theorem shows that an approximable quasistatic evolution of stochastic processes satisfies suitable prop-
erties of equilibrium, dual constraint, and energy inequality.

Theorem 7.13. Let ϕ, l, (z0, v0), εk , and T > 0 be as in Definition 7.4. If (Zt ,Y t )t∈[0,T ] is an approximable quasistatic
evolution of stochastic processes, then the following conditions are satisfied:

(ev0) initial condition: (Z0,Y 0) = (z0, v0);
(ev1) kinematic admissibility: for every t ∈ [0, T ], there exists a unique function v(t) ∈ A(t) such that ∇v(t) =

bar((πD,Y t )(P ));
(ev2) equilibrium condition: for every t ∈ [0, T ] and every ũ ∈ H 1

Γ0
(0),〈

σ (t),∇ũ
〉 = 〈

l(t), ũ
〉;

(ev3) dual constraint: ζ (t) ∈ ∂H(0), for every t ∈ [0, T ];
(ev4) energy inequality: for every t ∈ [0, T ] the map

t �→ [〈
σ (t),∇ϕ̇(t)

〉 − 〈
l̇(t),v(t)

〉]
,

where v(t) is the function appearing in (ev1), is integrable on [0, T ], and we have∫
D×Ω

W
(
Zt (x,ω),Y t (x,ω)

)
dP (x,ω) − 〈

l(t),v(t)
〉 + VarH (Z,P ;0, t)

� W (z0, v0) − 〈
l(0), v0

〉 +
t∫

0

〈
σ (s),∇ϕ̇(s)

〉
ds −

t∫
0

[〈
l(s), ϕ̇(s)

〉 + 〈
l̇(s),v(s)

〉]
ds.

Thanks to Remark 7.8, to prove the previous theorem it is enough to prove the equivalent version for Young
measures.

Definition 7.14. Given a compatible system μ ∈ SY 2([0, T ],D;R
m), we define the dissipation associated to μ as

VarH (μ;0, t) := sup
k∑

i=1

∫
D×(Rm)k+1

H(θi − θi−1) dμt0...tk
(x, θ0, . . . , θk) < ∞,

where the supremum is taken over all finite partitions 0 = t0 < · · · < tk = t .

Theorem 7.15. Let ϕ, l, (z0, v0), εk , and T > 0 be as in Definition 7.6. If (ν,μ) ∈ Y 2(D;R
m × R

N×d)[0,T ] ×
SY 2−([0, T ],D;R

m) is an approximable quasistatic evolution of Young measures, then the following conditions are
satisfied:

(ev0) initial condition: ν0 = δ(z0,v0);
(ev1) kinematic admissibility: for every t ∈ [0, T ], there exists a unique function v(t) ∈ A(t) such that

∇v(t) = bar
(
πD×RN×d (νt )

); (7.9)
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(ev2) equilibrium condition: for every t ∈ [0, T ] and every ũ ∈ H 1
Γ0

(0),〈
σ (t),∇ũ

〉 = 〈
l(t), ũ

〉; (7.10)

(ev3) dual constraint: ζ (t) ∈ ∂H(0), for every t ∈ [0, T ];
(ev4) energy inequality: for every t ∈ [0, T ] the map

t �→ [〈
σ (t),∇ϕ̇(t)

〉 − 〈
l̇(t),v(t)

〉]
, (7.11)

where v(t) is the function appearing in (ev1), is integrable on [0, T ], and we have∫
D×Rm×RN×d

W(θ,F )dνt (x, θ,F ) − 〈
l(t),v(t)

〉 + VarH (μ;0, t)

� W (z0, v0) − 〈
l(0), v0

〉 +
t∫

0

〈
σ (s),∇ϕ̇(s)

〉
ds −

t∫
0

[〈
l(s), ϕ̇(s)

〉 + 〈
l̇(s),v(s)

〉]
ds.

Proof. Let (ν,μ) be an approximable quasistatic evolution of Young measures.
Condition (ev0) follows immediately from condition (b) of Definition (7.6) and (ev0)ε

k0
j

.

Condition (ev1) has been proved in Remark 7.9.
We now prove (ev2); we observe that condition (b) and (W.2) imply that

σ ε
kt
j

(t) ⇀ σ (t) weakly in L2
(
D;R

N×d
)
, (7.12)

for every t ∈ Θ , where (εkt
j
)j is the sequence appearing in (b). Hence, for every t ∈ Θ \0 (7.10) follows from (ev2)ε

kt
j

,

(7.12), and condition (c) of Definition 7.6, while for t = 0 is a direct consequence of (4.1), (ev0)ε
k0
j

, and (7.12). If

t ∈ [0, T ] \ Θ , let sj � t be a sequence satisfying (7.2); from (7.10) for sj , we can obtain (7.12) for t , using the
continuity of the map l : [0, T ] → H 1(D;R

N)∗.
We show now (ev3). As for σ it is easy to see that

ζ ε
kt
j

(t) ⇀ ζ (t) weakly in L2
(
D;R

m
)
, (7.13)

for every t ∈ Θ , where (εkt
j
)j is the sequence in (b). Thanks to (c), (7.13) implies that ζ ε

kt
j

(t) − εkt
j
żε

kt
j

(t) ⇀ ζ (t)

weakly in L2(D;R
m), for every t ∈ Θ , and thus, since ∂H(0) is sequentially weakly closed in L2(D;R

m), we obtain
from (c) and (ev3)ε

kt
j

that

ζ (t) ∈ ∂H(0), (7.14)

for every t ∈ Θ \ 0, while for t = 0 it comes immediately from (4.2), (ev0)ε
k0
j

, and (7.13). For t ∈ [0, T ] \ Θ , (7.14)

follows now easily from (c).
Finally we want to prove (ev4). First of all we observe that if (εkt

j
)j is the sequence appearing in (b), we have

vε
kt
j

(t) ⇀ v(t) weakly in H 1
(
D;R

N
); (7.15)

hence〈
σ (t),∇ϕ̇(t)

〉 − 〈
l̇(t),v(t)

〉 = lim sup
k

[〈
σ εk

(t),∇ϕ̇(t)
〉 − 〈

l̇(t),vεk
(t)

〉]
(7.16)

for every t ∈ Θ , thanks to (7.12), (7.15), and (7.4). Therefore the map (7.11) is measurable on [0, T ]. Moreover, from
Lemma 6.2 we deduce that∣∣〈σ ε(t),∇ϕ̇(t)

〉 − 〈
l̇(t),vε(t)

〉∣∣ � C′[∥∥∇ϕ̇(t)
∥∥

2 + ∥∥l̇(t)
∥∥

(H 1)∗
]; (7.17)

hence, thanks to the hypotheses on ϕ and l and to (7.16), the map (7.11) is integrable on [0, T ].
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Fix t ∈ Θ and let (εkt
j
)j be the sequence appearing in (b); since the term containing W is weakly lower semicon-

tinuous and the variation is weakly lower semicontinuous too, thanks to condition (a) of Definition 7.6, we have∫
D×Rm×RN×d

W(θ,F )dνt (x, θ,F ) − 〈
l(t),v(t)

〉 + VarH (μ;0, t)

� lim inf
j

[
W

(
zε

kt
j

(t),vε
kt
j

(t)
) − 〈

l(t),vε
kt
j

(t)
〉 + VarH (zε

kt
j

;0, t)
]
.

Using (ev4)ε
kt
j

and (3.2), we deduce that

∫
D×Rm×RN×d

W(θ,F )dνt (x, θ,F ) − 〈
l(t),v(t)

〉 + VarH (μ;0, t)

� W (z0, v0) − 〈
l(0), v0

〉 −
t∫

0

〈
l(s), ϕ̇(s)

〉
ds + lim sup

j

t∫
0

[〈
σ ε

kt
j

(s),∇ϕ̇(s)
〉 − 〈

l̇(s),vε
kt
j

(s)
〉]

ds.

We can deduce, using Fatou Lemma thanks to (7.17), that

lim sup
j

t∫
0

[〈
σ ε

kt
j

(s),∇ϕ̇(s)
〉 − 〈

l̇(s),vε
kt
j

(s)
〉]

ds

� lim sup
k

t∫
0

[〈
σ εk

(s),∇ϕ̇(s)
〉 − 〈

l̇(s),vεk
(s)

〉]
ds �

t∫
0

lim sup
k

[〈
σ εk

(s),∇ϕ̇(s)
〉 − 〈

l̇(s),vεk
(s)

〉]
ds.

Thanks to (7.4) this implies that∫
D×Rm×RN×d

W(θ,F )dνt (x, θ,F ) − 〈
l(t),v(t)

〉 + VarH (μ;0, t)

� W (z0, v0) − 〈
l(0), v0

〉 −
t∫

0

〈
l(s), ϕ̇(s)

〉
ds +

t∫
0

[〈
σ (s),∇ϕ̇(s)

〉 − 〈
l̇(s),v(s)

〉]
ds. (7.18)

Let now t ∈ [0, T ] \ Θ and let sj → t be a sequence satisfying (7.2); it is easy to verify that

VarH (μ;0, t) � lim inf
j

VarH
(
μ;0, sj

)
,

hence (ev2) for t can be deduced from (7.18) for sj . �
The following result is an existence theorem for approximable quasistatic evolution of stochastic processes.

Theorem 7.16. Given an external load l ∈ H 1([0, T ];H 1(D;R
N)∗), a boundary datum ϕ ∈ H 1([0, T ];H 1(D;R

N)),
an initial condition (z0, v0) ∈ L2(D;R

m) × A(0) satisfying (4.1) and (4.2), and T > 0, there exists an approximable
quasistatic evolution of stochastic processes (or of Young measures) in the time interval [0, T ].

Proof. Thanks to Remark 7.8, it is enough to prove that there exists an approximable quasistatic evolution of Young
measures. Fixed a positive sequence εk → 0, let (zεk

, vεk
) be the solution of the εk-regularized problem in the time

interval [0, T ], with external load l, boundary datum ϕ and initial condition (z0, v0). Thanks to (5.15) and (H.2) we are
in the hypothesis of Helly’s Theorem for compatible systems of Young measures (see [7, Theorem 4.10]). Therefore,
by passing to a subsequence still denoted by (εk)k , we can conclude that there exist Θ ⊂ [0, T ], with 0 ∈ Θ and
L1([0, T ] \ Θ) = 0, and μ ∈ SY 2−([0, T ],D;R

m), which satisfy condition (a) of Definition 7.6.
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Fig. 1. The function b.

Thanks to Remark 6.3, we can assume that (6.3), (6.4) hold for every t ∈ Θ , by choosing a subset of Θ if necessary;
analogously we can assume that (4.3) and (4.4) hold for every t ∈ Θ \ 0 and every εk . For every t ∈ Θ select a
subsequence (εkt

j
)j of (εk)k which satisfies (7.4); thanks to (5.15) and (5.16), we can apply [7, Lemma 4.13] to the

sequence of compatible systems (δ(zεk
,∇vεk

))k and we obtain a family of Young measures ν ∈ Y 2(D;R
m ×R

N×d)[0,T ],
which is Θ-2-weakly* approximable from the left and satisfies (7.3), for a suitable subsequence of (εkt

j
)j . This

proves (b) and (c). �
8. A finite dimensional example

In this section we will propose the complete analysis of the approximable quasistatic evolution for a concrete case,
in which the hypotheses of Remark 6.1 are fulfilled and hence the internal variable and the gradient of the deformation
are functions from [0, T ] into a finite dimensional space.

Let consider the case d = N = m = 1, D = (0,1), and Γ0 = {0,1}. We assume H = | · |, l ≡ 0, and

W(θ,y) := 1

10

[
η(y)

(
y − a(θ)

)2 + (
1 − η(y)

)
y2] + b(θ) for every θ, y ∈ R, (8.1)

where a ∈ C 2(R) is bounded with its first and second derivative and a(θ) = θ if |θ | � 2, η ∈ C 2
c (R) is a cut off-

function with η(y) = y if |y| � 7 + 5b′(2), and b is a C 2 function satisfying the following properties, for every θ ∈ R

(see Fig. 1):

(b.1) b(θ) � cθ2 + d , for suitable positive constant c, d ;
(b.2) b(θ) + |θ + 1| > 2, for every θ �= −1;
(b.3) b has a local minimum at −1, with b(−1) = 2, a global minimum at 1, with b(1) < 1, and a local maximum

in 0, and there are no other local extrema;
(b.4) 5b′′ + 1 is bounded and has exactly two zeros, −1 < θ1 < 0 < θ2 < 1, with b′(θ1) < b′(2).

It is immediate to verify that such a W satisfies hypotheses (W.1) and (W.2).
Let us fix T such that 6 + θ1 + 5b′(θ1) < T < 8 + 5b′(2); we will study the approximable quasistatic evolution

in the time interval [0, T ] with ϕ(t, x) := (t − 1)x for every t ∈ [0, T ] and every x ∈ [0,1] (which corresponds to the
boundary condition v(t,0) = 0 and v(t,1) = t − 1), and initial condition (z0, v0) = (−1,ϕ(0)).

Theorem 8.1. Let W , l, H , ϕ, T , and (z0, v0) satisfy the assumptions at the beginning of this section. Then the unique
approximable quasistatic evolution corresponding to this data is given by

v(t, x) = ϕ(t, x) for every t ∈ [0, T ];
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z(t, x) = z(t) :=
{−1 for 0 � t � 5,

z1(t) for 5 < t � t1,

z2(t) for t1 < t � T

(8.2)

where t1 := 6 + θ1 + 5b′(θ1), for every t ∈ [5, t1] z1(t) is the unique solution in the interval [−1, θ1] of the equation

1

5

(
t − 1 − θ(t)

) − b′(θ(t)
) = 1, (8.3)

and for t ∈ (t1, T ] z2 is the unique solution of (8.3).

Proof. We are in the case of Remark 6.1, hence the solution (vε,zε) of the ε-regularized problem is

vε(t, x) := ϕ(t, x), (8.4)

zε(t, x) = zε(t), (8.5)

where zε is the solution of the Cauchy problem⎧⎨
⎩ żε(t) = 1

ε

[−Wθ

(
zε(t), t − 1

) − P[−1,1]
(−Wθ

(
zε(t), t − 1

))]
,

zε(0) = −1,

(8.6)

where P[−1,1] is the projection on the interval [−1,1]. By the upper bound on T , −Wθ(θ, t − 1) takes the form

g(t, θ) := 1

5
(t − 1 − θ) − b′(θ),

for every t ∈ [0, T ] and for every |θ | � 2. Hence the equation in (8.6) becomes

εżε(t) =
{

g(t, zε(t)) − 1 if g(t, zε(t)) > 1,

0 if |g(t, zε(t))| � 1,

g(t, zε(t)) + 1 if g(t, zε(t)) < −1
(8.7)

until |zε(t)| � 2. For every ε let tε be the greatest time in [0, T ] such that |zε(t)| � 2 for every t ∈ [0, tε]. In particular
zε(tε) = 2. Since 0 � g(t,−1) = 1

5 t � 1 for t ∈ [0,5], we have zε(t) = −1, for every t � 5 and every ε. In particular
we have g(5, zε(5)) = 1 and tε > 5. It is easy to see that g(t, zε(t)) � 1 for t > 5. Indeed let Uε be the open set
{t ∈ (5, tε): g(t, zε(t)) < 1} and let (α,β) be any connected component of Uε . Since g(α, zε(α)) = 1, there exists
0 < δε < β − α such that 0 < g(t, zε(t)) < 1 for every t ∈ (α,α + δε); therefore żε(t) = 0 for every t ∈ (α,α + δε),
in particular zε(t) = zε(α). Since g(·, zε(α)) is strictly increasing (indeed ∂g

∂t
(t, θ) = 1

5 ), we have 1 = g(α, zε(α)) <

g(t, zε(α)) = g(t, zε(t)) for every t ∈ (α,α + δε), which contradicts g(t, zε(t)) < 1. Hence Uε = ∅ and g(t, zε(t)) � 1
for every t ∈ [5, tε]. Thanks to the upper bound on T we have g(T ,2) < 1, but, if tε < T , we have 1 � g(tε, zε(tε)) =
g(tε,2) < g(T ,2) which contradicts g(T ,2) < 1. Therefore tε = T for every ε, and g(t, zε(t)) � 1 for every t ∈ [5, T ].

Hence we can conclude that, for t ∈ (5, T ], zε is the unique solution of the equation

εżε(t) = g
(
t, zε(t)

) − 1. (8.8)

Note that

∂g

∂θ
(t, θ) = −1

5

(
1 + 5b′′(θ)

)
,

for every t and θ . Therefore from (b.4) we know that ∂g/∂θ has exactly two zeros θ1 and θ2 with −1 < θ1 < 0 <

θ2 < 1.
First of all we want to show that there exists a unique solution z1(t) ∈ (−1, θ1) to the equation

g
(
t, z(t)

) = 1, (8.9)

for t ∈ (5, t1) where t1 = 6 + θ1 + 5b′(θ1). Note that g(t1, θ1) = 1; since g(·, θ) is strictly increasing for every θ ,
we have g(t,−1) > g(5,−1) = 1 = g(t1, θ1) > g(t, θ1) for every t ∈ (5, t1); hence for every t ∈ (5, t1) there exists a
unique z1(t) ∈ (−1, θ) solving (8.9) (because ∂g

∂θ
(t, ·) never vanishes on (−1, θ1)). By the Inverse Function Theorem

the map t �→ z1(t) is C 1 and we can deduce that limt→t−1
z1(t) = θ1 (indeed if not, let θ∗ be this limit; we have

−1 � θ∗ < θ1 and g(t1, θ
∗) = 1, which contradicts the fact that g(t1, ·) is strictly decreasing on (−1, θ1)).
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It is easy to see that for t > t1 Eq. (8.9) has a unique solution: indeed we can write

g(t, θ) − 1 = 1

5
(t − 1) − ψ(θ),

where ψ(θ) := 1
5θ + b′(θ) + 1; since, for every t > t1, ψ(θ) � ψ(θ1) = 1

5 (t1 − 1) < 1
5 (t − 1), for every θ � θ2, and

limθ→+∞ ψ(θ) = +∞, we deduce that the zeros of 1
5 (t − 1) − ψ(θ) exist and are contained in (θ2,+∞); since in

this interval ∂g
∂θ

never vanishes, we can apply again the Inverse Function Theorem to obtain the existence of a unique
continuous function z2 : (t1, T ] → R solving (8.9).

We want now to show that z1 is the unique approximable quasistatic evolution in [5, t1]. First of all we observe
that, since zε(5) = z1(5) = −1 and εż1(t) > 0 = g(t, z1(t)) − 1 while εżε(t) = g(t, zε(t)) − 1, by the comparison
principle z1(t) � zε(t) for every t ∈ [5, t1). Let now fix η > 0 and t̄ ∈ (5, t1); if we show that there exists ε0 such that
for every ε � ε0 we have zε(t) ∈ [z1(t)− η, z1(t)] for every t ∈ (5, t̄ ), we can conclude that z(t) = z1(t) on (5, t̄). Let

cη := min
t∈[5,t̄]

g
(
t, z1(t) − η

) − 1,

m := max
t∈[5,t̄]

ż1(t);

we have m < +∞ by continuity of ż1, and cη > 0 because g(t, z1(t) − η) > g(t, z1(t)) = 1. Therefore we can find
ε0 > 0 such that ε0 m < cη, and for every ε � ε0 we have z1(5) − η < zε(5), εż1(t) < g(t, z1(t) − η) − 1 while
εżε(t) = g(t, zε(t)) − 1, hence zε(t) � z1(t) − η for every t ∈ (5, t̄).

Since z is left continuous by definition we can conclude that z(t) = z1(t) for every t ∈ [5, t1].
Finally we show that z must coincide with z2 on (t1, T ].
As |zε(t)| � 2 for every t ∈ [0, T ] and every ε, condition (ev3) satisfied by z can be written as

g
(
t, z(t)

) ∈ [−1,1]. (8.10)

Since we have proved that g(t, zε(t)) � 1, for every t > t1, it follows that z satisfies (8.9), for t > t1. As this equation
has a unique solution z2 defined on (t1, T ), we can conclude that z(t) = z2(t) for every t ∈ (t1, T ]. �

We prove now that the approximable quasistatic evolution described in Theorem 8.1 does not fulfill the require-
ments of the definition of globally quasistatic evolution given in [7, Definition 6.12].

Theorem 8.2. The datum (−1,ϕ(0)) is stable for the considered problem, but the approximable quasistatic evolution
described in Theorem 8.1 does not satisfies global stability, i.e. there exists t ∈ [0, T ], z̃ ∈ L2(0,1), and ũ ∈ H 1

0 (0,1)

with

W
(
z(t), t − 1

)
>

1∫
0

W
(
z(t) + z̃(x), t − 1 + ũ′(x)

)
dx + ‖z̃‖1. (8.11)

Proof. First of all we have to verify that the initial condition satisfies the minimality condition requested in
[7, Definition 6.12]. To this aim we have to check that

W(−1,−1) �
1∫

0

W
(−1 + z̃(x),−1 + ũ′(x)

)
dx + ‖z̃‖1,

for every z̃ ∈ L2((0,1)) and ũ ∈ H 1
0 (0,1); this is immediate because W(−1,−1) = 2, while

1∫
0

W
(−1 + z̃(x),−1 + ũ′(x)

)
dx + ‖z̃‖1 �

1∫
0

[
b
(−1 + z̃(x)

) + ∣∣z̃(x)
∣∣]dx � 2,

thanks to assumption (b.2).
Let now consider t ∈ (4,5], z̃ = 2, and ũ = 0. We have W(z(t), t − 1) = 1 (t2 + 20), while thanks to (b.3)
10
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1∫
0

W
(
z(t) + z̃(x), t − 1 + ũ′(x)

)
dx + ‖z̃‖1

= W(1, t − 1) + 2 = 1

10
(t − 2)2 + b(1) + 2 <

1

10
(t − 2)2 + 3 = 1

10

(
t2 − 4t + 34

)
<

1

10
(t2 + 18). �
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