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Abstract

We prove quenched and annealed moderate deviation principle in large time for random additive functional of B
motion

∫ t
0 v(Bs)ds, whereB is a d-dimensional Brownian motion, andv is a stationary Gaussian field fromRd with value

in R, independent of the Brownian motion. The speed of the moderate deviations is linked to the decay of correlatio
random field. The results are proved in dimensiond � 3. These random additive functionals are the central object in the s
of diffusion processes with random driftXt = Wt + ∫ t

0 V (Xs)ds, whereV is a centered Gaussian shear flow random fi
independent of the BrownianW .
 2004 Elsevier SAS. All rights reserved.

Résumé

SoitB un mouvement Browniend-dimensionnel, et(v(x), x ∈ Rd) un champ Gaussien stationnaire centré indépendantv.
Nous prouvons un principe de déviations modérées en temps long pour la fonctionnelle additive aléatoire

∫ t
0 v(Bs)ds, lorsque

d � 3. Ce principe est obtenu lorsqu’une réalisation du champv est fixée, ou lorsqu’on moyenne sur l’aléa dev. La vitesse dans
les déviations modérées dépend de la vitesse de décorrélation dev. Ces fonctionnelles additives sont l’objet central dans l’ét
de diffusion dans des champs de vitesse aléatoires cisaillés.
 2004 Elsevier SAS. All rights reserved.
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1. Introduction

In this paper, we continue our investigation of the large deviations properties in large time for diffusions(Xt) in
random incompressible velocity fields

dXt = dWt + V (t,Xt ) dt; V random; E(V ) = 0; div(V ) = 0.
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0246-0203/$ – see front matter 2004 Elsevier SAS. All rights reserved.
doi:10.1016/j.anihpb.2003.10.003
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Such a process serves as a model for diffusion in a random media (incompressible turbulent flow, porous m. . . ).
As such, it has been thoroughly studied, under various assumptions on the random driftV (see for instance [3,4
24,7,8,14–19,26,27,32]).

We focus here on the Gaussian shear flow model: we assume thatV is time independent, with the followin
simple spatial structure:

For allx = (x1, x2) ∈ Rd × R, V (x1, x2) = (0, v(x1)
)
,

where(v(x1);x1 ∈ Rd) is a centered stationary Gaussian field with value inR, and with covariance

K(x − y) = E
(
v(x)v(y)

)= ∫
Rd

eik(x−y) φ(k)

‖k‖(d−α)+ dk. (1)

φ is a rapidly decreasing function at infinity, which plays the role of an ultraviolet cut-off. The parameteα is
positive, and describes the decay of correlation at infinity. Forα � d , K is rapidly decreasing at infinity. Fo
0 < α < d , K(x)�∞‖x‖−α . The famous Kolmogorov-41 law describing the statistical behavior ofv for turbulent

flows, would correspond to a negative value ofα = −2/3 (with an additional infrared cut-off), which is outsid
the scope of this paper. For this reason, and because time independence, the special case we are studying is
appropriate to describe diffusion in porous media. It was actually introduced in this setting by Matheron
Marsily in [28].

Note that in presence of the shear flow structure, the diffusionXt is given by{
X1,t = W1,t ;
X2,t = W2,t + ∫ t

0 v(W1,s ) ds.
(2)

Hence, the study ofXt for large time is reduced to the study of random additive functional of Brownian mo
Yt �

∫ t

0 v(Bs) ds. In [28], the mean square displacementẼ0[Y 2
t ] is estimated for a fieldv which is δ-correlated,

and for the annealed law̃E0 (i.e. when we average over both the Brownian motion and the velocity field). Al
at the same time, Kesten and Spitzer [25] proved a“central limit theorem” for the discrete analogue ofY . For the
model defined by (1) and (2), this study is done by Avellaneda and Majda [3], and by Horntrop and Majd
All these papers exhibit super-diffusive behavior ofY , at least in a certain range of the parameters, and this i
reason why this kind of model has received so much attention.

The problem we address here, is the study of the moderate deviations of
∫ t

0 v(Bs) ds in the model given by (1)
More precisely, we look for rough asymptotics in large time for the probability of events like

A�
{

1

m(t)

t∫
0

v(Bs) ds > y

}
, y > 0,

with respect to the annealed measureP̃0 and the quenched oneP0 (i.e. in frozen environmentv), and for a scaling
m(t) such thatm(t) � 1. We speak about “moderate deviations”, sincem(t) is chosen to be negligible with respe
to the large deviations normalizations given in [9,1]. More precisely, it is proved in [9] that

P̃0

[
1

t3/2

t∫
0

v(Bs) ds > y

]
≈ exp

(−tIa(y)
)
, (3)

while [1] establishes that

P0

[
1

t
√

log(t)

t∫
v(Bs) ds > y

]
≈ exp

(−tIq (y)
)
. (4)
0
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It is to note that in (3) and (4), the scalingst3/2 andt
√

log(t) do not depend on the covariance functionK, but on
the choice of a Gaussian statistic forv. On the other hand, the rate functionsIa andIq depend onK. A formal
computation from (3) and (4) using the behavior ofIa andIq near the origin, would lead to

P̃0

[
1

m(t)

t∫
0

v(Bs) ds > y

]
≈ exp

(
−tIa

(
m(t)

t3/2
y

))

≈ exp

(
−Ca(α, d)

m(t)
4

2+α∧d

t
4−α∧d
2+α∧d

|y| 4
2+α∧d

)
,

for t1− α∧d
4 � m(t) � t3/2;

(5)

P0

[
1

m(t)

t∫
0

v(Bs) ds > y

]
≈ exp

(
−tIq

(
m(t)

t
√

log(t)
y

))

≈ exp

(
−Cq(α, d)

m(t)
4

α∧d t1− 4
α∧d

log(t)
2

α∧d

|y| 4
α∧d

)
,

for t1− α∧d
4
√

log(t) � m(t) � t
√

log(t).

(6)

Actually, estimates (5) and (6) are the main results of this paper (see Theorems 2 and 4). They are provedd � 3
and form(t) such that

t � m(t) � t3/2, in the annealed case; (7

t � m(t) � t
√

log(t), in the quenched one. (8

They can be straightforwardly interpreted in terms of the diffusionX (cf. Corollaries 3 and 5), and show
super-diffusive behavior of this diffusion: taking for instancem(t) = t , Corollary 5 states that the probability forX

to travel during a timet to a distancet , is much larger than in the usual diffusive case.
The constantsCq(α, d) andCa(α, d) are given by variational formulas, and are non degenerate forα ∧ d � 4.

Note that in this domain of parameters, the quenched rate functional is always convex, whereas the annealed
is convex only forα ∧ d � 2.

The proof of (5) and (6) has little to do with the formal computations made above. Let us describe it
in the annealed situation. First of all, note that because ofthe non-convexity of the annealed rate functional, i
hopeless to use the Gärtner–Ellis method (i.e. to pass by thelog-Laplace transform) in order to obtain (5). Indee
this strategy would lead to a rate functional, which is a Legendre transform, henceforth convex. Instead, w
(5) by a contraction principle. The first remark is that by Brownian scaling invariance, the problem is to fi
probability of{〈Lt/r2; vt 〉 > y} (r > 0), where

• Lt � 1
t

∫ t

0 δBs ds is the Brownian occupation measure;
• vt (x) � t

m
v(rx) is a kind of coarse-graining of the field, on a large scaler to be chosen later in such a way th

t/r2 � 1;
• and〈· ; ·〉 is the duality bracket.

Now, the results of Donsker and Varadhan [12] give a large deviation principle (LDP) forLt/r2 with speedt/r2

and rate functionL. On the other hand, whent � m, we prove a LDP forvt restricted to finite volume, with spee
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m2rα∧d/t2, and rate functionL. Therefore, in the annealed case, a contraction principle should yield a LDP fYt ,
when one equals the speed rates for each marginal LDP, i.e. when

t/r2 = m2rα∧d

t2
. (9)

Moreover, the rate functional should be

I(y) = inf
µ,v

{
L(µ) + L(v); 〈µ; v〉 = y

}
.

This leads to (5). Following this simple strategy, we are confronted to two technical problems. The first one
Lt/r2 andvr satisfy LDP in weak topologies where the function(µ,u) �→ 〈µ;u〉 is not continuous. We have thu
to smoothen the Brownian occupation measure. We succeed in this regularization whend � 3.

The second one is thatLt/r2 does not satisfy a full LDP, i.e. the LDP upper bound is only valid for com
sets. We have thus to proceed to a compactification. The method we have chosen, has been developed by Don
and Varadhan in [13] to study the large deviations for the volume of the Wiener sausage. It consists in re
the Brownian motion onRd , by the Brownian motion on a torus of large radius. In [13], this projection o
torus clearly decreases the volume of the Wiener sausage. In our situation, such a monotony is no more
and in order to make this comparison possible, we impose an additional assumption on the covariance
(‖φ‖∞ = φ(0)), which we believe to be only an artefact of the method.

In the quenched case, the power function in the rate functional is convex in the domain of parameter
Cq(α, d) is positive. Therefore, the Gärtner–Ellis methodis here appropriate to obtain the quenched upper boun
Denoting byσ(R) the Brownian exit time of a ball of radiusR, and using Brownian scaling invariance, o
problem is then more or less equivalent to look for rough asymptotics of the log-Laplace transform restr
σ(Rt/r2) > t/r2:

r2

t
logE0

[
exp

(
t

r2
α〈Lt/r2; vt 〉

)
; σ
(
Rt/r2)> t/r2

]

= r2

t
logE0

[
exp

(
α

t/r2∫
0

vt (Bs) ds

)
; σ
(
Rt/r2)> t/r2

]
.

(10)

By Feynman–Kac formula, this behavior is related to the (quenched) behavior of the principal eigenva
λ(αvt ,B(0,Rt/r2)) of the random operator12� + αvt , with Dirichlet conditions on the boundary ofB(0,Rt/r2).
Similar quantities have been thoroughly studied both in the annealed and in the quenched setting, for differe
scalings, and for different kinds of potentialv: see for instance Sznitman [34], Merkl and Wüthrich [29,31,
for the case of a Poissonian potential; Gärtner and Molchanov [22,23], Biskup and König [5] for the i.i.d
Gärtner and König [20], Gärtner, König and Molchanov [21] for more general potentials, including Ga
ones. Except for [34], all these papers are based on a lemma whose first version appeared in Gärtner a
[20], and whose great merit is to enable the compactification in fairly general situations. This lemma asse
that λ(αvt ,B(0,Rt/r2)) is comparable with minj λ(αvt ,B(xj ,A)) where theB(xj ,A) are balls of fixed size
A coveringB(0,Rt/r2). Now using the LDP forvt , it can be proved that this minimum has an a.s. limit, as s
asr is chosen so that

t

r2
= exp

(
m2rα∧d

t2

)
. (11)

This leads to the upper bound in (6).
Note that forr satisfying (11), we are actually interested in asymptotics for

E0

[
exp

(
α

log(t)2/α∧d

(
m

t

) 4
α∧d −1 t∫

v(Bs) ds

)]
. (12)
0
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We are thus in a different asymptotic regime than the above cited papers, which except for [29,31,3
asymptotics for

E0

[
exp

(
α

t∫
0

v(Bs) ds

)]
,

in relation with the parabolic Anderson model.
The quenched lower bound is obtained by forcing the Brownian motion to stay in a region where the fiev is

performing a large deviation.
We end this introduction with two remarks. The first one concerns the ranges of the scalingm(t) given by (7)

and (8). The expression “moderate deviations” is usuallyused to designate the deviations for all the normalizat
between the central limit theorem, and the large deviations. At least for the annealed case andd = 1, the central limit
normalization ist1−α∧2/4 (see [3,4,24]). Hence our technics do not cover all the range of possible normaliz
The restrictionm(t) � t comes from the LDP forvt , which is no more valid ifm(t) � t . Note also that even th
formal computation (5) do not cover all the possible normalizations between the central limit theorem and t
deviations, sinceα ∧ 1 � α ∧ 2.

The second remark is to mention that the case wherev consists of bounded and i.i.d, andm(t) = t , is treated in
[2]. The case at hand in this paper, differs from [2] in essentially two directions: the introduction of correl
and the unbondedness of the field. The main effect of correlations is to change the speed for the LDP ovt . The
unboudedness causes some difficulties in the regularization procedure, which result in the restrictiond � 3. We
believe however that Eqs. (5) and (6) should be true, whenever they make sense, i.e. whenever the con
non-degenerate (α ∧ d � 4).

The paper is organized as follows. In Section 2, we introduce the notations and state the main results. S
is devoted to the LDP satisfied byvt . In Section 4, we prove the LDP for theannealed case, while the quench
LDP is addressed in Section 5. Finally, Section 6 gathers some technical lemmas.

2. Notations and results

We begin with some notations used throughout the paper. Whenx and y are real,x+ = max(x,0), and
x ∧ y = min(x, y).

WhenD is a subset ofRd , we denote byLp(D) the space of measurable functions such that
∫
D |f (x)|p dx < ∞.

The norm inLp(D) will be denoted by‖ · ‖p,D or simply by‖ · ‖p whenD = Rd . The conjugate element ofp is
denoted byp′ ( 1

p′ = 1 − 1
p

), and〈·; ·〉 is used for the duality bracket betweenLp andLp′
, or more generally for

the duality between measures and functions. When it makes sense,∗ is the convolution operator.
Whenf ∈ L2(Rd), f̂ is its Fourier transform. Whenf is in the Schwartz space of rapidly decreasing functi

andα ∈ ]0, d[, Rα(f ) is the convolution operator by the Riesz potential,

Rα(f )(x) =
∫
Rd

f (y)

|x − y|d−α
dy. (13)

We recall some standard results on the operatorsRα , which can be found for instance in [33] (see Lemma 2, p. 1
and Theorem 1, p. 119). First of all, whenf andg are Schwartz functions,

〈
f ;Rα(g)

〉= ∫
d

f̂ (k) ¯̂g(k)

|k|α dk. (14)
R
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Moreover,Rα can be extended to a continuous operator betweenLp spaces:

∀p ∈
]
1,

d

α

[
, ∀f ∈ Lp(Rd),

∥∥Rα(f )
∥∥

q
� C‖f ‖p, for

1

q
= 1

p
− α

d
. (15)

R0 will by analogy denote the identity operator.
Finally, a family(Zt , t ∈ R+) of random variables with values in the topological spaceZ is said to satisfy a ful

LDP, with speedv(t) (v(t) � 1), and good rate functionI if and only if

1. I :Z �→ R+ has compact level sets.
2. LD lower bound.

For all open setG of Z, lim inf
t→∞

1

v(t)
logP [Zt ∈ G] � − inf

z∈G
I (z).

3. LD upper bound.

For all closed setF of Z, lim sup
t→∞

1

v(t)
logP [Zt ∈ F ] � − inf

z∈F
I (z).

The LDP is said to be a weak one, ifI is only lower semicontinuous, and the upper bound is only valid for com
subsets ofZ.

The Gaussian field. Let (v(x), x ∈ Rd) be a centered stationary Gaussian field with values inR, defined on a
probability space(X ,G,P). E will denote the expectation with respect toP, so that the covariance function ofv is
defined byK(x − y) � E[v(x)v(y)].

We assume thatv has a spectral densityD, which is smooth, except at the origin, and which is rapidly decrea
at infinity. We will write

D(k) � φ(k)

|k|(d−α)+ , (16)

whereα > 0, andφ :Rd �→ R+ is even, smooth and rapidly decreasing.Without loss of generality, we assume th
φ(0) = 1.

D being integrable,K(x) �
∫

Rd eikxD(k) dk is continuous, and tends to zero at infinity.K attains its maxima
value at 0. Actually,φ being rapidly decreasing,K is infinitely differentiable, with bounded derivatives. Henc
E[(v(x) − v(y))2] = 2(K(0)− K(x − y)) � C‖x − y‖2, and it follows from Kolmogorov continuity criterion tha
v admits a continuous version.

The parameterα is linked to the decay ofK at infinity. Forα � d , K is rapidly decreasing at infinity. Not
that in this situation,K is integrable, and that by Fourier inverse transform

∫
K(x) dx = D(0) = φ(0) = 1. For

0 < α < d , K(x)�∞‖x‖−α , so thatK is not inL1(Rd).

For A > 0 andr > 0, let Q(A) � [−A;A]d , andvA
t (x) = t

m(t)
v(rx)1Q(A)(x). vA

t will be viewed as a random

variable with values inL2(Q(A)) endowed with the weak topology defined by duality with test function
L2(Q(A)). A key result in all the sequel, is the following large deviation principle.

Theorem 1.Assume thatt , m and r are linked in such a way thatt � m(t) and r(t) � 1. Whent → ∞, for all
A > 0, vA

t satisfies a full LDP onL2(Q(A)) with speedm2rα∧d/t2, and good rate function

LA(u) � sup
f ∈L2(Q(A))

{
〈u,f 〉 − 1

2

∫
Rd

|f̂ (k)|2
‖k‖(d−α)+ dk

}
, (17)

wheref̂ denotes theL2-Fourier transform off .
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The diffusion in random Gaussian shear flow.Let {Bt , t ∈ R+} be a d-dimensional Brownian motion
independent of the random fieldv. Ex denotes expectation under the Wiener measure starting fromx. For t > 0,
let Lt � 1

t

∫ t

0 δBs ds be the Brownian occupation measure. The main result of this paper concerns moder

deviations estimates forYt � 1
m(t)

∫ t

0 v(Bs) ds = 〈Lt ,
t
m

v〉 under the “quenched” measureP0, and the “annealed

oneP̃0 � P ⊗ P0. What is meant by “moderate deviations”, is estimates of events such as{|Yt − y| � ε}, under the
quenched and annealed measures.

In establishing these moderate deviations results, we need the large deviations results of Donsker and Varad
[12] aboutLt viewed as a random variable with value in the space of probability measuresM1(Rd). M1(Rd ) is
endowed with the topology of weak convergence defined by duality with bounded and continuous test functio
In this topological space,Lt satisfies a weak large deviation principle with speedt and rate functionL defined by

L(µ) =
{

1
2

∫
Rd ‖∇√

f ‖2 dx if dµ = f dx,

+∞ otherwise.
(18)

We introduce now some notations related to the Brownian motion. First of all, whenD is a domain ofRd , σ(D)

is the exit time ofD. If D = Q(A), σ(D) will be denoted byσ(A). WhenV is a bounded measurable functi
on D, λ(V,D) is the principal eigenvalue of the Schrödinger operator1

2� + V , with Dirichlet condition on the
boundary ofD:

λ(V,D) = inf
f∈C∞

c (D)

{
−
〈
f ; 1

2
�f + Vf

〉
; ‖f ‖2,D = 1

}

= inf
f∈C∞

c (D)

{
1

2

∫
‖∇f ‖2 dx −

∫
Vf 2 dx; ‖f ‖2,D = 1

}
= inf

µ∈M0
1(D)

{
L(µ) − 〈µ;V 〉}

whereM0
1(D) denotes the space of probability measures with compact support inD.

In relation withY , we define the diffusion in the random shear flow drift. Forx ∈ Rd+1, let x1 ∈ Rd andx2 ∈ R

be defined by the decompositionx = (x1, x2). Let V be the random field onRd+1 with values inRd+1 defined by

V (x) = V (x1, x2) = (0, v(x1)
)
. (19)

Let Wt = (Bt ,Zt ) (Zt ∈ R, t ∈ R+) be a standard Brownian motion inRd+1 independent ofV , and letX be the
solution of the stochastic differential equation

dXt = dWt + V (Xs) ds, X0 = 0. (20)

It is plain thatX1,t = Bt andX2,t = Zt + ∫ t

0 v(Bs) ds = Zt + m(t)Yt . MoreoverZ andY are independent, so th
estimates onY lead straightforwardly to estimates onX.

The annealed moderate deviation principle

Theorem 2.Assume thatd � 3, that t � m(t) � t3/2, and thatφ reaches its maximal value at0.
There exists a constantCa(α, d) ∈ ]0,+∞[ given by the variational formulas(34), (35), (36), such that unde

the annealed measurẽP0, Yt satisfies a full LDP inR, with speedva(t) � m
4

2+α∧d /t
4−α∧d
2+α∧d and rate function

Ca(α, d)|y| 4
2+α∧d .

Remark. The additional assumption onφ is only needed in the LD upper bound, and we think it is unneces
Let us enlighten a little more this last claim. As already explained in the introduction, this assumption is neede
make possible the compactification method of Donsker and Varadhan. But assume for a moment that we
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the LD

the

2

domainα ∧ d � 2, where the rate functional is convex. Then we can use the Gärtner–Ellis method to obtain
upper bound. Proceeding in such a way, we obtain the LD upper bound without the assumption onφ.

As a corollary of the annealed moderate deviations forY , we obtain the annealed moderate deviations for
diffusionX.

Corollary 3. Assume thatd � 3, that t � m(t) � t3/2, and thatφ reaches its maximal value at0.
For x = (x1, x2) ∈ Rd+1, let I (x) be defined by

I (x1, x2) =
{

Ca(α, d)|x2|4/(2+α∧d), if x1 = 0;
+∞, otherwise.

(21)

Under the annealed measurẽP0, 1
m(t)

Xt satisfies a full LDP inRd+1, with speedva(t) and rate functionI .

Remark. Here again, the additional assumption onφ is only needed in the upper bound.

Proof. For all δ > 0,

P̃0

[∥∥∥∥ Xt

m(t)
−
(

0

Yt

)∥∥∥∥� δ

]
= P0

[∥∥∥∥
(

Bt/m(t)

Zt/m(t)

)∥∥∥∥� δ

]
.

Hence,∀δ > 0,

lim
t→∞

1

va(t)
logP̃0

[∥∥∥∥ Xt

m(t)
−
(

0

Yt

)∥∥∥∥� δ

]
= −∞.

We have thus proved thatXt

m(t)
and
( 0
Yt

)
are exponentially equivalent (cf. Definition 4.2.10 of [11]), and Theorem

implies Corollary 3 (see Theorem 4.2.13 of [11]).�
The quenched moderate deviation principle

Theorem 4.Assume thatd � 3, and thatt � m(t) � t
√

log(t). There exists a constantCq(α, d) ∈ ]0,+∞[ given
by the variational formula(53), such that under the quenched measureP0, Yt satisfies a full LDP inR, with speed
vq(t) � t (m/t

√
log(t))4/(α∧d), and rate functionCq(α, d)|y|4/(α∧d).

Again, we deduce from the quenched moderate deviations forY , a similar statement for the diffusionX.

Corollary 5. For x = (x1, x2) ∈ Rd+1, let J (x) be defined by

J (x1, x2) =
{

Cq(α, d)|x2| 4
α∧d , if x1 = 0;

+∞, otherwise.
(22)

Assume thatd � 3, and thatt � m(t) � t
√

log(t). Under the quenched measureP0, 1
m(t)

Xt satisfies a full LDP in

Rd+1, with speedvq(t) and rate functionJ .

Proof. The result follows again from the exponential equivalence under the quenched measure, ofYt and Xt

m(t)
. �

3. Large deviations for the Gaussian field

The aim of this section is to prove Theorem 1, i.e. the LDP for

vA
t (x) � t

v(rx)1Q(A)(x).

m
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ith

rue
We begin with the lower bound. Foru0 ∈ L2(Q(A)), I a finite set,fi ∈ L2(Q(A)), andε > 0, set

V
(
u0; (fi)i∈I , ε

)
�
{
u ∈ L2(Q(A)

); ∀i ∈ I,
∣∣〈u,fi〉 − 〈u0, fi〉

∣∣� ε
}
.

These sets form a basis of the weak topology onL2(Q(A)). The lower bound follows then from

Lemma 6.Let t,m andr be linked in such a way thatt � m(t), andr(t) � 1. For all A > 0, for all finite setI , for
all u0, fi in L2(Q(A)),

lim
ε→0

lim
t→∞

t2

m2rα∧d
logP

[
vA
t ∈ V

(
u0; (fi)i∈I , ε

)]
� −LA(u0).

Proof. We can assume without loss of generality that the functionsfi are linearly independent inL2(Q(A)).
Let N � |I |, andZ the element ofRN , whoseith coordinate is〈fi, v

A
t 〉. Z is a centered Gaussian vector, w

covariance matrixσ 2
t given by

(
σ 2

t

)
i,j

= t2

m2

∫ ∫
Q(A)×Q(A)

K
(
r(x − y)

)
fi(x)fj (y) dx dy.

Note that forα � d , K is rapidly decreasing. Hence,rd
∫

K(r(· − y))fj (y) dy converges tofj in L2(Rd) when

r → ∞, and limt→∞ m2rd

t2 (σ 2
t )i,j = 〈fi, fj 〉 = 〈f̂i , f̂j 〉 (remind that

∫
K(x) dx = φ(0) = 1).

On the other side, whenα ∈ ]0, d[,
m2rα

t2

(
σ 2

t

)
i,j

=
∫
Rd

φ(k/r)

‖k‖d−α
f̂i (k)

¯̂
fj (k) dk.

It follows then from Lemma 21 in Section 6 and dominated convergence that

lim
t→∞

m2rα

t2

(
σ 2

t

)
i,j

=
∫

f̂i(k)
¯̂

fj (k)
dk

‖k‖d−α
.

We have thus proved that

lim
t→∞

m2rα∧d

t2

(
σ 2

t

)
i,j

=
∫

f̂i (k)
¯̂
fj (k)

dk

‖k‖(d−α)+ �
(
σ 2∞
)
i,j

. (23)

Note that by linear independence of the functionsfi , the limiting matrix is positive definite, and the same is t
for σ 2

t for sufficiently larget . Settingz0 = (〈fi, u0〉)i∈I , and denoting forz ∈ Rd , ‖z‖2
(σ2

t )−1 = t z(σ 2
t )−1z, we have

P
[
vA
t ∈ V

(
u0; (fi)i∈I , ε

)]= P
[‖Z − z0‖∞ � ε

]
=

∫
‖z−z0‖∞�ε

exp

(
−

‖z‖2
(σ2

t )−1

2

)
dz

√
2π

N
√

det(σ 2
t )

� exp

(
−1

2

(
‖z0‖(σ2

t )−1 + ε

√∑
i,j

∣∣(σ 2
t

)−1
i,j

∣∣)2)
(2ε)N

√
2π

N
√

det(σ 2
t )

.

By (23), limt→∞ t2

2 α∧d logdet(σ 2
t ) = 0. Hence,
m r
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uence of

ble

int to
lim
t→∞

t2

m2rα∧d
logP

[
vA
t ∈ V

(
u0; (fi)i∈I , ε

)]

� −1

2
lim

t→∞

(
‖z0‖

( m2rα∧d

t2
σ2

t )−1 + ε

√√√√∑
i,j

∣∣∣∣
(

m2rα∧d

t2 σ 2
t

)−1

i,j

∣∣∣∣
)2

= −1

2

(
‖z0‖(σ2∞)−1 + ε

√∑
i,j

∣∣(σ 2∞
)−1
i,j

∣∣)2

.

Letting ε go to zero leads to

lim
ε→0

lim
t→∞

t2

m2rα∧d
logP

[
vA
t ∈ V

(
u0; (fi)i∈I , ε

)]
� −1

2
‖z0‖2

(σ2∞)−1 = − sup
z∈RN

{
(z, z0) − 1

2
‖z‖2

σ2∞

}

� − sup
z∈RN

{(
u0,
∑

i

zifi

)
− 1

2

∫ |∑i zi f̂i |2
‖k‖(d−α)+ dk

}
� −LA(u0). �

The weak large deviations upper bound (i.e. the upper bound for compact subsets) is a conseq
Theorem 4.5.1 in [11] and of the following lemma.

Lemma 7.Let t,m andr be linked in such a way thatt � m(t), andr(t) � 1. For all A > 0, for all f ∈ L2(Q(A)),

lim
t→∞

t2

m2rα∧d
logE

[
exp

(
m2rα∧d

t2

〈
vA
t , f
〉)]= 1

2

∫
Rd

|f̂ (k)|2
‖k‖(d−α)+ dk. (24)

Proof. This lemma is a straightforward consequence of the fact that〈vA
t , f 〉 is a centered Gaussian random varia

with varianceσ 2
t , and of limit (23). �

Theorem 1 is thus proved as soon as the exponential tightness is established. Since closed balls inL2(Q(A))

are weakly relatively compact, it is enough to prove

Lemma 8.Let t,m andr be linked in such a way thatt � m(t), andr(t) � 1. For all A > 0,

lim
L→∞ lim

t→∞
t2

m2rα∧d
logP

[∥∥vA
t

∥∥
2 � L

]= −∞. (25)

Moreover,LA is a good rate function(i.e. has compact level sets).

Proof. The goodness ofLA is a consequence of the lower bound and of (25), which is therefore the only po
prove.

The operatorKt :f ∈ L2(Q(A)) �→ Kt ∗ f = t2

m2

∫
K(r(· − y))f (y) dy is a trace-class operator inL2(Q(A)),

whose trace is

tr(Kt ) = t2

m2

∫
K
(
r(x − x)

)
dx = CAdK(0)

t2

m2 . (26)
Q(A)
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otion,
Let then(fi) be an orthonormal basis ofL2(Q(A)) of eigenfunctions ofKt , associated to the eigenvaluesλi .
Writing the decomposition ofvA

t on this basis yields

vA
t =
∑

i

√
λiZifi,

where the random variablesZi are i.i.d with common lawN (0,1). Hence,‖vA
t ‖2

2 =∑i λiZ
2
i , and∀λ < 1

2λmax(Kt)
,

E
[
exp
(
λ
∥∥vA

t

∥∥2
2

)]=∏
i

1√
1− 2λλi

.

Takingλ = 1
4λmax(Kt )

, we get

P
[∥∥vA

t

∥∥2
2 � L2]� exp

(
− L2

4λmax(Kt )

)∏
i

1√
1− λi

2λmax(Kt )

� exp

(
− L2

4λmax(Kt)

)
exp

(
tr(Kt )

2λmax(Kt)

)
,

since log(1− x) � −2x for all x ∈ [0,1/2]. Now,

m2rα∧d

t2 λmax(Kt ) = rα∧d sup
f,‖f ‖2=1

∫
K
(
r(x − y)

)
f (x)f (y) dx dy

= sup
f,‖f ‖2=1

∫
φ(k/r)

‖k‖(d−α)+

∣∣f̂ (k)
∣∣2 dk � C(d,α)‖φ‖∞A(d−α)+,

by Lemma 21. By (26), we get then that∀L such thatL2 > CK(0)Ad ,

P
[∥∥vA

t

∥∥2
2 � L2]� exp

(
−m2rα∧d

t2C1

(
L2 − C2

t2

m2

))

for some constantsC1, C2 (depending ond,α,φ,A). Sincem(t) � t , this ends the proof of Lemma 8.�

4. Annealed moderate deviations

This section is devoted to the proof of Theorem 2. Using scaling invariance of the Brownian m

〈Lt ; t
m

v〉 (law)= 〈Lt/r2; vt 〉, wherevt (x) � t
m

v(rx). We set for convenienceτ = t/r2.
In all the sequel,ψ is a smooth, non negative, rotationally invariant function with support inQ(1), such that∫

ψ(x) dx = 1; and forδ > 0, setψδ(x) � ψ(x/δ)/δd .

Step 1. Smoothing the field

Lemma 9.Let r,m andt be linked in such a way thatt � m � t3/2, andτ = m2

t2 rα∧d (i.e. r = (t3/m2)
1

2+α∧d � 1).
For d � 3, and for allε > 0,

lim
δ→0

lim
t→∞

1

τ
logP̃0

[∣∣〈Lτ ; vt − ψδ ∗ vt 〉
∣∣� ε

]= −∞.

Proof. Since

lim sup
1

logP0
(
σ(Rτ) � τ

)= −R2/2, (27)

τ→∞ τ
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tes of
and sincev and−v have the same law, it is enough to prove that∀R > 0, ∀ε > 0,

lim
δ→0

lim
t→∞

1

τ
logP̃0

[〈Lτ ; vt − ψδ ∗ vt 〉 � ε; σ(Rτ) > τ
]= −∞.

We begin to prove a quenched boundon the probability of the event

A�
{〈Lτ ; vt − ψδ ∗ vt 〉 � ε; σ(Rτ) > τ

}
.

For A > 0 andj ∈ Zd , let Qj(A) be the box of centerxj = 2jA and radiusA; i.e., Qj(A) = xj + [−A,A]d .
We partitionQ(Rτ) with such boxes. The following lemma, whose proof is given in Section 6, gives estima
P0(A) in terms of maxj ‖vt‖2,Qj (A) where the maximum runs over the indices of boxesQj(A) which intersect
Q(Rτ).

Lemma 10. For d � 3, there exists constantsC1, C2 (depending only ond ,ψ) such thatP-a.s., for all
δ,R,A, ε > 0,

P0
[〈Lτ ; vt − ψδ ∗ vt 〉 � ε;σ(Rτ) > τ

]
� C1

(
1+ τd/2

Ad
+ ‖vt‖d/2

∞,Q(Rτ)

εd/2

)
exp

{
−τ

C2ε
4/(d+1)

(
√

δ maxj ‖vt‖2,Qj (A+δ))4/(d+1)

}
eτC1/A

2
,

where the maximum runs over the indicesj of the boxesQj(A) which intersectQ(Rτ).

Apply now Hölder inequality to get∀p > 1,

P̃0(A) � C1eτ
C1
A2 E

[(
1+ τd/2

Ad
+ ‖vt‖d/2

∞,Q(Rτ)

εd/2

)p′]1/p′

E

[
exp

{
−τ

pC2ε
4/(d+1)

(
√

δ maxj ‖vt‖2,Qj (A+δ))4/(d+1)

}]1/p

.

The proof of Lemma 9 is then completed if we show

∀p > 0, ∀R > 0, lim sup
t→∞

1

τ
logE

[‖vt‖p

∞,Q(Rτ)

]
� 0; (28)

∀A > 0, ∀p > 0, lim sup
γ→∞

lim sup
t→∞

1

τ
logE

[
e
−τγ /maxj ‖vt‖p

2,Qj (A)
]= −∞. (29)

Limit (28) is an easy consequence of Lemma 23 in Section 6. Turning to (29), note that for allL > 0,

E
[
e
−τγ /maxj ‖vt‖p

2,Qj (A)
]
� P
[
max

j
‖vt‖2,Qj (A) � L

]+ e−τ
γ

Lp

�
∑
j

P
[‖vt‖2,Qj (A) � L

]+ e−τ
γ

Lp

� C

(
Rτ

A

)d

P
[‖vt‖2,Q(A) � L

]+ e−τ
γ

Lp ,

by stationarity. Hence, for allL > 0,

lim
t→∞

1

τ
logE

[
e
−τγ /maxj ‖vt‖p

2,Qj (A)
]
� max

{
− γ

Lp
; lim

t→∞
1

τ
logP

[‖vt‖2,Q(A) � L
]}

.

(29) follows from Lemma 8 by sending firstγ to ∞, and thenL to ∞. �
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e

,

Step 2. Annealed lower boundLemma 9 states the exponential equivalence between〈Lτ ; vt 〉, and〈Lτ ;ψδ ∗ vt 〉.
Hence, the problem is reduced to find annealed deviations for〈Lτ ;ψδ ∗ vt 〉.

Lemma 11.For u ∈ L2(Rd), set

L(u) � sup
f ∈L2(Rd)

{
〈u;f 〉 − 1

2

∫ |f̂ (k)|2
‖k‖(d−α)+ dk

}
= 1

2

∫ ∣∣û(k)
∣∣2‖k‖(d−α)+ dk. (30)

For δ > 0 andy ∈ Rd , define

Iδ(y) = inf
{
L(µ) + L(u); µ ∈M1(R

d ), u ∈ L2(Rd ), 〈µ;ψδ ∗ u〉 = y
}
. (31)

Let r,m andt be such thatt � m � t3/2, andτ = m2

t2 rα∧d . For all δ > 0, for all y ∈ Rd , and allε > 0,

lim inf
t→∞

1

τ
logP̃0

[∣∣〈Lτ ;ψδ ∗ vt 〉 − y
∣∣< ε

]
� − inf

{
Iδ(z); |z − y| < ε

}
.

Proof. Let A > 0 be fixed.

P̃0
[∣∣〈Lτ ;ψδ ∗ vt 〉 − y

∣∣< ε
]
� P̃0

[∣∣〈Lτ ;ψδ ∗ vt 〉 − y
∣∣< ε; σ(A) > τ

]
.

On {σ(A) > τ }, only the values ofvt onQ(A+ δ) are relevant, so that we can replacevt by vA+δ
t in the right hand

side of the above inequality. Letµ0 ∈M0
1(Q(A)) andu0 ∈ L2(Q(A+ δ)) be such that|〈µ0;ψδ ∗u0〉− y| < ε. By

continuity of the function(µ,u) ∈ M0
1(Q(A)) × L2(Q(A + δ)) �→ 〈µ;ψδ ∗ u〉 (see Lemma 24 in Section 6), on

can find weak neighborhoodsV1(u0) andV2(µ0) such that

u ∈ V1(u0) andµ ∈ V2(µ0) ⇒ ∣∣〈µ;ψδ ∗ u〉 − y
∣∣< ε.

One get then by independence ofv andB

P̃0
[∣∣〈Lτ ;ψδ ∗ vt 〉 − y

∣∣< ε
]
� P0

[
σ(A) > τ, Lτ ∈ V2(µ0)

]
P
[
vA+δ
t ∈ V1(u0)

]
.

It follows now from the large deviations results onLτ andvA+δ
t that for allA > 0,

lim inf
t→∞

1

τ
logP̃0

[∣∣〈Lτ ;ψδ ∗ vt 〉 − y
∣∣< ε

]
� −L(µ0) − LA+δ(u0).

Taking the supremum onµ0 andu0 leads to a lower bound with the rate functional

IA,δ(y) � inf
{
L(µ) + LA+δ(u); µ ∈ M1

0

(
Q(A)

)
, u ∈ L2(Q(A + δ)

)
, 〈µ;ψδ ∗ u〉 = y

};
i.e. lim inft→∞ 1

τ
logP̃0[|〈Lτ ;ψδ ∗ vt 〉 − y| < ε] � − inf{IA,δ(z); |z − y| < ε}. We send nowA to ∞. It is easy to

see that the infimum definingIδ can be restricted to probability measureswith compact support. More precisely

inf
{
Iδ(z); |z − y| < ε

}= inf
{
L(µ) + L(u); µ ∈ M0

1(R
d), u ∈ L2(Rd),

∣∣〈µ;ψδ ∗ u〉 − y
∣∣< ε

}
.

Therefore,

lim sup
A→∞

inf
{
IA+δ(z); |z − y| < ε

}
� inf

{
Iδ(z); |z − y| < ε

}
. (32)

Indeed, letµ ∈ M0
1(R

d), andu ∈ L2(Rd) be such that|〈µ;ψδ ∗ u〉 − y| < ε. Let A be such thatµ ∈ M0
1(Q(A)).

Then〈µ;ψδ ∗ u〉 = 〈µ;ψδ ∗ (u|Q(A+δ))〉, and

L(u) � sup

{
〈u;f 〉 − 1

2

∫ |f̂ (k)|2
‖k‖(d−α)+ dk; f ∈ L2(Q(A + δ)

)}= LA+δ(u|Q(A+δ)),

which implies (32). �



350 F. Castell / Ann. I. H. Poincaré – PR 40 (2004) 337–366

en
) are
t

From Lemma 11, we deduce the lower bound for〈Lτ ; vt 〉.

Corollary 12. Let r,m and t be such thatt � m � t3/2, andτ = m2

t2 rα∧d . Assumed � 3. Then, for ally ∈ R, and
all ε > 0,

lim inf
t→∞

1

τ
logP̃0

[∣∣〈Lτ ; vt 〉 − y
∣∣< ε

]
� −Ca(α, d)|y| 4

2+α∧d , (33)

whereCa(α, d) ∈ ]0,+∞[ is given by the variational formulas

Ca(α, d) = inf
{
L(µ) + L(u); µ ∈ M1(R

d), u ∈ L2(Rd), 〈µ;u〉 = 1
}

(34)

= inf

{
L(µ) + L(u)

〈µ;u〉2
; µ ∈ M1(R

d ), u ∈ L2(Rd )

}
(35)

=
(

α ∧ d

2

)2/(2+α∧d)(
1+ 2

α ∧ d

)(
inf
u,µ

{
L2(u)L(µ)α∧d

〈µ;u〉4

})1/(2+α∧d)

. (36)

Proof. Set

I(y) = inf
{
L(µ) + L(u); µ ∈M1(R

d); u ∈ L2(Rd); 〈µ;u〉 = y
}
. (37)

By Lemmas 9 and 11, it is enough to prove that:

(i) lim sup
δ→0

inf
{
Iδ(z); |z − y| < ε

}
� I(y); (38)

(ii) I(y) = Ca(α, d)|y|4/(2+α∧d). (39)

We begin to show (38). Takeµ andu, such that〈µ;u〉 = y andL(µ) + L(u) < ∞. By Lemma 22, there existsC
such that∣∣〈µ;ψδ ∗ u〉 − y

∣∣= ∣∣〈µ;ψδ ∗ u〉 − 〈µ;u〉∣∣� C
√

δ ‖u‖2L(µ)(d+1)/4.

Hence, forδ � δ0(ε, u,µ), |〈µ;ψδ ∗ u〉 − y| < ε, and for suchδ,

inf
{
Iδ(z); |z − y| < ε

}
� L(µ) + L(u).

µ andu being arbitrary, this leads to (38).
Let us now prove (39). First of all, making the change of variableu �→ yλu (λ ∈ R), and noting that

L(λyu) = λ2y2L(u), it is easy to see that

I(y) = inf
u,µ

{
L(µ) + y2 L(u)

〈µ;u〉2

}
. (40)

We now apply dilations. Forλ > 0, µ such thatL(µ) < ∞, andu ∈ L2(Rd), set

dµλ(x) = λd dµ

dx
(λx) dx, and uλ(x) = u(λx).

Then〈µλ;uλ〉 = 〈µ;u〉,L(µλ) = λ2L(µ), andL(uλ) = λ−α∧dL(u). Doing these changes of variables in (40), th
optimizing inλ yields (39), withCa(α, d) given by expression (36). The two other expressions (34) and (35
obtained by takingy = 1 in (37) and (40). It remains now to prove thatCa(α, d) ∈]0,∞[, and this is the statemen
of Lemma 25 of Section 6. �
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e

Step 3. Annealed upper bound

Lemma 13.Let r,m and t be such thatt � m � t3/2, andτ = m2

t2 rα∧d . Assume thatφ reaches its maximal valu
at 0. For all y ∈ R+, and allδ > 0, let

Iδ(y) � inf

{
L(µ) + y2

2〈R(d−α)+(ψδ ∗ µ);ψδ ∗ µ〉 ; µ ∈ M1(R
d)

}
. (41)

Then,

lim sup
t→∞

1

τ
logP̃0

[〈Lτ ;ψδ ∗ vt 〉 � y
]
� −Iδ(y).

Proof. P0-a.s., for alla > 0,

P
[〈Lτ ;ψδ ∗ vt 〉 � y

]
� e−τayE

[
exp

(
a

τ∫
0

ψδ ∗ vt (Bs) ds

)]

= e−τay exp

(
τ

a2

2

∫ ∫
rα∧dK

(
r(x − y)

)
ψδ ∗ Lτ (x)ψδ ∗ Lτ (y) dx dy

)
.

Note that the functionψδ ∗ Lτ is in Lp(Rd) for all p, since the same is true forψδ . Now, for anyf ∈⋂p Lp(Rd ),∫ ∫
rα∧dK

(
r(x − y)

)
f (x)f (y) dx dy =

∫
φ(k/r)

‖k‖(d−α)+
∣∣f̂ (k)

∣∣2 dk

�
∫ |f̂ (k)|2

‖k‖(d−α)+ dk since 0� φ � 1,

= 〈R(d−α)+(f );f
〉
.

Now, for α < d , and for positive functionf ,

〈
R(d−α)+(f );f

〉= ∫ ∫ f (x)f (y)

‖x − y‖α
dx dy

=
∫ ∫

Q(A)×Q(A)

∑
i,j∈Zd

f (x + 2iA)f (y + 2jA)

‖x − y + 2(i − j)A‖α
dx dy

�
∫ ∫

Q(A)×Q(A)

fA(xA)fA(yA)

dA(xA, yA)α
dx dy

where forx ∈ Rd , xA denotes the projection ofx on the torusT (A) of radiusA; dA is the Riemanian metric on th
torusT (A),

dA(xA, yA) = min
{‖x − y − 2jA‖; j ∈ Zd

};
andfA is the periodized functionfA(xA) =∑j∈Zd f (x + 2jA).

On the other side, forα � d , it is clear that iff is positive,∫
f 2(x) dx =

∫
Q(A)

∑
j∈Zd

f (x + 2jA)2dx �
∫

Q(A)

(∑
j

f (x + 2jA)

)2

dx =
∫

Q(A)

f 2
A(xA) dx.

Applying all the preceding tof = ψδ ∗ Lτ , we are led to
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6). It

wing
∫ ∫
rα∧dK

(
r(x − y)

)
ψδ ∗ Lτ (x)ψδ ∗ Lτ (y) dx dy

�
{∫

T (A)(ψδ ∗ Lτ )
2
A(xA) dxA, if α � d;∫∫

T (A)
(ψδ∗Lτ )A(xA)(ψδ∗Lτ )A(yA)

dA(xA,yA)α
dxA dyA, if α < d.

But, for δ < 2A,

(ψδ ∗ Lτ )A(xA) = 1

τ

τ∫
0

∑
i∈Zd

ψδ

(‖x + 2iA − Bs‖
)
ds = 1

τ

τ∫
0

ψδ

(
dA(xA,BA

s )
)
ds,

whereBA
s is the Brownian on the torusT (A). Let LA

τ be the occupation measure ofBA, andψA
δ : (xA, yA) �→

ψδ(dA(xA, yA)). We have proved thatP0-a.s., for alla > 0, for all A > 0,

P
[〈Lτ ;ψδ ∗ vt 〉 � y

]
� e−τay exp

(
τ

a2

2
Fδ,A

(
LA

τ

)); (42)

with

Fδ,A :µ ∈ M1
(
T (A)

) �→


∫
T (A)

(ψA
δ ∗ µ)2(xA) dxA for α � d;∫∫

T (A)

(ψA
δ ∗µ)(xA)(ψA

δ ∗µ)(yA)

dA(xA,yA)α
dxA dyA for 0 < α < d.

(43)

Taking the optimala in (42), then integrating with respect toP0, yields

P̃0
[〈Lτ ;ψδ ∗ vt 〉 � y

]
� E0

[
exp

(
−τ

y2

2Fδ,A(LA
τ )

)]
.

We are now in a favorable position to apply Varadhan integral lemma. Indeed,LA
τ satisfies a full LDP in

M1(T (A)) (endowed with the weak convergence) with speedτ and good rate functionLA. Moreover the function

µ ∈ M1(T (A)) �→ − y2

2Fδ,A(µ)
is obviously bounded above by 0, and is u.s.c. (see Lemma 26 in Section

follows then from Lemma 4.3.6 in [11] that for allA > 0

lim sup
t→∞

1

τ
logP̃0

[〈Lτ ;ψδ ∗ vt 〉 � y
]
� −Iδ,A(y)

whereIδ,A(y) � inf

{
y2

2Fδ,A(µ)
+LA(µ);µ ∈M1(T (A)

)}
.

(44)

Take now the limitA → ∞. The result follows from Lemma 27.�
We let nowδ go to 0. Sincev and−v have the same law, Theorem 2 is an obvious consequence of the follo

lemma.

Lemma 14.Let r,m and t be such thatt � m � t3/2, andτ = m2

t2 rα∧d . Assume thatd � 3 and thatφ reaches its
maximal value at0. For all y ∈ R+

lim sup
t→∞

1

τ
logP̃0

[〈Lτ ; vt 〉 � y
]
� −Ca(α, d)|y| 4

2+α∧d ,

whereCa(α, d) is defined in Corollary12.

Proof. Let 0< ε < y. For allδ > 0,

P̃0
[〈Lτ ; vt 〉 � y

]
� P̃0

[〈Lτ ;ψδ ∗ vt 〉 � y − ε
]+ P̃0

[∣∣〈Lτ ; vt − ψδ ∗ vt 〉
∣∣> ε

]
.
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be
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Thus, by Lemma 9, the only thing to show is that for ally ∈ R+,

lim inf
δ→0

Iδ(y) � Ca(α, d)y
4

2+α∧d .

To this end, we are first going to prove that

lim inf
δ→0

Iδ(y) � inf

{
L(µ) + y2

2〈R(d−α)+(
dµ
dx

); dµ
dx

〉 ; µ ∈M1(Rd )

}
. (45)

Fix L > lim infδ→0 Iδ(y). For a sequence(δn) converging to 0, one gets probabilitiesdµn = fn dx satisfying for
all n,

L(µn) + y2

2〈R(d−α)+(ψδn ∗ fn);ψδn ∗ fn〉 < L.

But, for all δ > 0 and allµ such thatL(µ) < ∞ (f will denote the density ofµ)∣∣〈R(d−α)+(ψδ ∗ f );ψδ ∗ f
〉− 〈R(d−α)+(f );f

〉∣∣
� 2‖f ‖q ′

∥∥R(d−α)+(ψδ ∗ f − f )
∥∥

q

� 2‖f ‖q ′ ‖ψδ ∗ f − f ‖p, if p ∈
]
1; d

(d − α)+

[
and

1

q
= 1

p
− (d − α)+

d
by (15),

� Cδ1/p′L(µ)
α∧d

2 + 1
2p′ , if p ∈ [1;2] andq ′ ∈

[
1,

d

(d − 2)+

[
by (68) and Lemma 22.

The above sequence of inequalities holds as soon as one can findp satisfying all the above requirements. It can
easily checked that thisis indeed the case ford � 3. Hence, we obtain for the sequenceµn,∣∣〈R(d−α)+(ψδn ∗ fn);ψδn ∗ fn

〉− 〈R(d−α)+(fn);fn

〉∣∣� Cδ
1/p′
n L

α∧d
2 + 1

2p′ ,

and this implies that

inf

{
L(µ) + y2

2〈R(d−α)+(
dµ
dx

); dµ
dx

〉
}

� lim inf
n→∞

{
L(µn) + y2

2〈R(d−α)+(ψδn ∗ fn);ψδn ∗ fn〉
}

� L.

This ends the proof of (45).
By the action of dilationdµ �→ dµλ = λd dµ(λx), it is easy to see that the infimum in (45) is equal

C̃a(α, d)y4/(2+α∧d), where by definition,C̃a(α, d) is the value of the infimum fory = 1. It remains now to chec
thatC̃a(α, d) = Ca(α, d). For that purpose, note that forµ such thatL(µ) < ∞ (dµ = f dx)

1

2

〈
R(d−α)+(f );f

〉= sup
{〈µ;u〉 − L(u);u ∈ L2(Rd)

}
.

Since for allλ ∈ R, and allu, L(λu) = λ2L(u), this supremum is also equal to sup{ 〈µ;u〉2

4L(u)
; u ∈ L2(Rd )}. Hence

C̃a(α, d) = Ca(α, d) (where we use expression (35) ofCa(α, d)). �

5. Quenched moderate deviations

In this section, we prove Theorem 4. The proof goes as follows. We begin to regularize the Brownian occ
measure ford � 3 (Section 5.1). We turn next to the upper bound (Section 5.2), which is obtained by the Gä
Ellis method. The computation of the log-Laplace transform is made possible using the localization lemma
[20], and the large deviations of the field. Finally, we obtain in Section 5.3 the lower bound, by forcin

Brownian motion to stay during time interval[0, τ ] in a spatial region of sizer = ( t2

m2 log(τ ))1/α∧d , where the
field is performing a large deviation.
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s.
5.1. Smoothing the field

Lemma 15.Letr, m, andt be such thatt � m � t
√

log(t), andrα∧d m2

t2 = log(τ ) (i.e.r ≈ ((t2 log(t))/m2)1/α∧d �
1). For d � 3, P-a.s., for allε > 0,

lim sup
δ→0

lim sup
t→∞

1

τ
logP0

[∣∣〈Lτ ; vt − ψδ ∗ vt 〉
∣∣� ε

]= −∞.

Proof. Using estimate (27), Lemma 10 and Lemma 23 (actually (70)), it is sufficient to prove that

P-a.s., ∀A > 0, lim sup
t→∞

max
j

‖vt‖2,Qj (A) < ∞, (46)

the maximum involving≈ (Rτ/A)d terms. But, by Lemma 8,∀A > 0, there existsC andL0 (depending onA)
such that forL � L0,

P
[
max

j
‖vt‖2,Qj (A) � L

]
�
∑
j

P
[‖vt‖2,Qj (A) � L

]
� CτdP

[‖vt‖2,Q(A) � L
]

� Cτde
− rα∧d m2

t2
L2
C = Cτd− L2

C .

Thus, choosingL large enough, it follows from Borel–Cantelli lemma thatP-a.s.,∀A > 0, there existsC(A), such
that lim supt→∞ maxj ‖vt‖2,Qj (A) � C. �
5.2. Quenched upper bound

As in the annealed case, we begin with an upper bound for the regularized version of〈Lτ ; vt 〉.

Lemma 16.Let r, m, and t be such thatt � m � t
√

log(t), and rα∧d m2

t2 = log(τ ). P-a.s.,∀a ∈ Q+, ∀δ ∈ Q+,
∀y > 0,

lim sup
t→∞

1

τ
logP0

[〈Lτ ;ψδ ∗ vt 〉 � y
]

� −ay − inf
{
L(µ) − a〈µ;ψδ ∗ u〉; µ ∈ M1(R

d), u ∈ L2(Rd),L(u) � d
}
.

Proof. Exactly as in the proof of Lemma 10, it is possible to find some (deterministic) constantC, such that
∀A > 0, ∀R > 0,

P0
[〈Lτ ;ψδ ∗ vt 〉 � y

]
� P0

[
σ(Rτ) � τ

]+ P0
[〈Lτ ;ψδ ∗ vt 〉 � y; σ(Rτ) > τ

]
� P0

[
σ(Rτ) � τ

]+ e−τayeτ C

A2 ε−τ minj λ(a(ψδ∗vt );Qj(A)), (47)

where the minimum runs over the indices of boxesQj(A) intersectingQ(Rτ). We have thus to study the a.
behavior of the minimum of eigenvalues. By stationarity,∀x ∈ R,

P
[
min

j
λ
(
a(ψδ ∗ vt );Qj(A)

)
� x
]
� C

(
Rτ

A

)d

P
[
λ
(
a(ψδ ∗ vt );Q(A)

)
� x
]
.

Now, the functionu ∈ L2(Q(A + δ)) �→ λ(a(ψδ ∗ u);Q(A)) is continuous for the weak topology ofL2 (see
Lemma 28 in Section 6). Hence, by the large deviations upper bound for the fieldvt , one gets that forτ = erα∧dm2/t2
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lim
t→∞

1

τ
logP

[
min

j
λ
(
a(ψδ ∗ vt );Qj(A)

)
� x
]
� d − inf

u

{
LA+δ(u);λ

(
a(ψδ ∗ u),Q(A)

)
� x
}
.

So, as soon asx satisfies

d < inf
u

{
LA+δ(u);λ

(
a(ψδ ∗ u),Q(A)

)
� x
}
, (48)

Borel–Cantelli lemma applied along sequences of the formτ
η
n = eηn leads to

lim inf
n→∞ min

j
λ
(
a(ψδ ∗ vtn);Qj(A)

)
� x. (49)

We want now to take in (49) the optimal allowedx, i.e. we want to invert the relation (48) with respect tox.
Note that if

x < inf
u

{
λ
(
a(ψδ ∗ u),Q(A)

); LA+δ(u) � d
}
, (50)

then eachu such thatλ(a(ψδ ∗ u),Q(A)) � x is necessarily such thatLA+δ(u) > d . In other words, ifx satisfies
(50), then

inf
u

{
LA+δ(u); λ

(
a(ψδ ∗ u),Q(A)

)
� x
}

� d,

with strict inequality if the infimum is reached, which is actuallythe case by goodness ofLA+δ and continuity
of u �→ λ(a(ψδ ∗ u);Q(A)). Hence, ifx satisfies (50), it also satisfies (48) and therefore (49). Thus,∀a, δ,A,R,
P-a.s.,

lim
t→∞

min
j

λ
(
a(ψδ ∗ vt ); Qj(A)

)
� inf

u

{
λ
(
a(ψδ ∗ u),Q(A)

); LA+δ(u) � d
}

= inf
u,µ

{
L(µ) − a〈µ;ψδ ∗ u〉; LA+δ(u) � d

}
, (51)

where the limis taken along sequencesτn = eηn. One can then deduce the same result for generalτ , since for
τ ∈ [τn; τn+1[,

min
j∈J

λ
(
a(ψδ ∗ vt );Qj(A)

)
� (r/rn+1)

2 min
j∈Jn+1

λ
(
a(rn+1/r)2ψδr/rn+1 ∗ vtn+1;Qj(Ar/rn+1)

)
� (r/rn+1)

2 min
j∈Jn+1

λ
(
aψδ ∗ vtn+1;Qj(Ar/rn+1)

)

− a

((
r2
n+1

r2
− 1

)
‖ψδ‖2 + ∥∥ψδ − ψ δr

rn+1

∥∥
2

)
max

j∈Jn+1
‖vtn+1‖2,Qj (

Ar
rn+1

+δ),

whereJn+1 is the set of indices such thatQj(Ar/rn+1) intersectQ(Rτn+1r/rn+1). The result follows now from
the fact thatrn+1/r tends to 1. The details are left to the reader.

Putting (47) and (51) together, and lettingR tend to infinity along sequences, yields

lim sup
t−→∞

1

τ
logP0

[〈Lτ ,ψδ ∗ vt 〉 � y
]

� −ay + C

A2 − inf
µ∈M0

1(Q(A)),u∈L2(Q(A+δ))

{
L(µ) − a〈µ;ψδ ∗ u〉; LA+δ(u) � d

}

� −ay + C

A2
− inf

u,µ

{
L(µ) − a〈µ;ψδ ∗ u〉; µ ∈ M1(R

d ); u ∈ L2(Rd ),L(u) � d
}
.

We take now the limitA → ∞ to get Lemma 16. �
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Letting δ go to zero in Lemma 16 leads to

Lemma 17. Let r, m, and t be such thatt � m � t
√

log(t), and rα∧d m2

t2 = log(τ ). Assume thatd � 3. Then,
P-a.s.,∀y � 0,

lim sup
t→∞

1

τ
logP0

[〈Lτ ; vt 〉 � y
]
� −Cq(α, d)y4/α∧d, (52)

whereCq(α, d) ∈]0,+∞[ is given by

Cq(α, d) =
(

inf
u,µ

{
L2(u)L(µ)α∧d

d2〈µ;u〉4

})1/α∧d

. (53)

Proof. We begin to prove that

lim inf
δ→0

inf
u,µ

{
L(µ) − a〈µ;ψδ ∗ u〉; L(u) � d

}
� inf

u,µ

{
L(µ) − a〈µ;u〉; L(u) � d

}
, (54)

and we can assume that the lim inf in the above expression is finite. Let thenl > lim inf δ→0 infu,µ{L(µ)−a〈µ;ψδ ∗
u〉; L(u) � d}. Note that sinceL(−u) = L(u),

inf
u,µ

{
L(µ) − a〈µ;ψδ ∗ u〉; L(u) � d

}= inf
u,µ

{
L(µ) − a

∣∣〈µ;ψδ ∗ u〉∣∣; L(u) � d
}
, (55)

inf
u,µ

{
L(µ) − a〈µ;u〉; L(u) � d

}= inf
u,µ

{
L(µ) − a

∣∣〈µ;u〉∣∣; L(u) � d
}
. (56)

Let now (δn) be a sequence realizing the lim inf in (54), and letun and µn be such thatL(un) � d , and
L(µn) − a|〈µn;ψδn ∗ un〉| � l. Setfn = dµn

dx
. Then,

L(µn) � l + a
∣∣〈µn;ψδn ∗ un〉

∣∣
� l + a

√
L(un)

∥∥R (d−α)+
2

(ψδn ∗ fn)
∥∥

2

� l + a
√

d‖ψδn ∗ fn‖p for
1

p
= 1− α ∧ d

2d
by (15)

� l + a
√

d‖fn‖p

� l + Ca
√

dL(µn)
α∧d

4 by (68).

Ford � 3, α ∧ d < 4, we deduce from the above bounds that supnL(µn) < ∞. Hence,∣∣〈µn;ψδn ∗ un〉 − 〈µn;un〉
∣∣� L(un)

1/2
∥∥R (d−α)+

2
(fn − ψδn ∗ fn)

∥∥
2

� C
√

d‖fn − ψδn ∗ fn‖p for
1

p
= 1− α ∧ d

2d
, (57)

� CL(µn)
(d+1)/2p′

δ
1/p′
n by Lemma 22,

� Cδ
1/p′
n .

It follows that

inf
{
L(µ) − a

∣∣〈µ;u〉∣∣; L(u) � d
}

� L(µn) − a
∣∣〈µn;un〉

∣∣
� L(µn) − a

∣∣〈µn;ψδn ∗ un〉
∣∣+ Caδ

1/p′
n � l + Caδ

1/p′
n .

This proves (54). We deduce from (54), Lemmas 15 and 16 thatP-a.s.,∀a ∈ Q+, ∀y > 0,

lim sup
1

logP0
[〈Lτ ; vt 〉 � y

]
� −ay − inf

u,µ

{
L(µ) − a

∣∣〈µ;u〉∣∣; L(u) � d
}
. (58)
t→∞ τ
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,

The change of variableu �→ λu yields now

inf
u,µ

{
L(µ) − a

∣∣〈µ;u〉∣∣; L(u) � d
}= inf

u,µ

{
L(µ) − a

√
d

L(u)

∣∣〈µ;u〉∣∣}.
Hence, by dilations,

inf
u,µ

{
L(µ) − a

∣∣〈µ;u〉∣∣; L(u) � d
}= −C̃q(α, d)a

4
4−α∧d , (59)

where

C̃q(α, d) =
(

1− α ∧ d

4

)[
d2
(

α ∧ d

4

)α∧d

sup
u,µ

{ 〈µ;u〉4

L2(u)L(µ)α∧d

}] 1
4−α∧d

.

By Lemma 25,C̃q(α, d) ∈]0,∞[. Lemma 17 is now obtained by taking the infimum with respect toa ∈ Q+ in
(58). �
5.3. Quenched lower bound

Step 1. A.s. behavior of the field

Lemma 18.Letr, m, andt be such thatt � m � t
√

log(t), andrα∧d m2

t2 = log(τ ). For all δ > 0, ε > 0, A > 0, and

for all u0 ∈ L2(Q(A + δ)) such thatLA+δ(u0) < d , P-a.s., forτ sufficiently large(along a subsequenceτη
n = nη,

η > 0), one can find a boxQj(A) intersectingQ(τ/ log(τ )) such that∥∥ψδ ∗ vt − ψδ ∗ u0(· − xj )
∥∥∞,Qj (A)

� ε.

Proof. Let H be the complex Hilbert spaceL2(Rd,D(k) dk). ForF ⊂ Rd , let HF be the subspace ofH spanned
by the functions{ei·x;x ∈ F }, and leteF be the orthogonal projection onHF . Set

d(t) = sup
{‖eF1eF2‖;F1,F2 closed subsets ofRd , dist(F1,F2) � t

}
= sup

{
(f, g)H ;f ∈ HF1, g ∈ HF2, ‖f ‖H = ‖g‖H = 1;F1,F2 closed subsets ofRd,dist(F1,F2) � t

}
.

From our assumptions,d(t) is rapidly decreasing whenα � d , andd(t) decreases liket−α for α < d . LetFi be the
σ -algebraσ(v(x);x ∈ Fi). Then, forf1 (respectivelyf2) boundedF1-measurable (respectivelyF2-measurable)
one has (see for instance Lemma 5.12 in [10])

E
(|f1||f2|

)
�

2∏
i=1

‖fi‖1+d(dist(F1,F2)). (60)

Let J = {j ∈ Zd ; j/2∈ Zd , Qj (A) ⊂ Q(τ/ log(τ ))}, so that forj1, j2 ∈ J ,

dist
(
Qj1(A),Qj2(A)

)
� 2A.

Forj ∈ J , setAj = {v; ‖ψδ ∗vt −ψδ ∗u0(·−xj )‖∞,Qj (A) > ε}. Aj is measurable w.r.t.σ(v(x); x ∈ rQj (A+δ)).
Adapting the proof in [10] of the hypermixing property of Gaussian field to thed-dimensional case leads to

P

[⋂
j∈J

Aj

]
�
∏
j∈J

P[Aj ]1/
∏k(τ )

l=1 (1+d(2lr(A−δ)))2d

, where 2k(τ ) = τ

log(τ )A
.

By stationarity, we obtain then
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ox
y

re like
P

[⋂
j∈J

Aj

]
� P
[‖ψδ ∗ vt − ψδ ∗ u0‖∞,Q(A) > ε

]|J |[∏k(τ )
l=1 (1+d(2lr(A−δ)))−2d ]

≈ P
[‖ψδ ∗ vt − ψδ ∗ u0‖∞,Q(A) > ε

]|J |
,

for t sufficiently large. Now,{u ∈ L2(Q(A + δ)); ‖ψδ ∗ u − ψδ ∗ u0‖∞,Q(A) � ε} is a weak neighborhood ofu0.
By the large deviations forvA

t , if β is such thatLA+δ(u0) < β < d , we get fort sufficiently large that

P
[∀j ∈ J,

∥∥ψδ ∗ vt − ψδ ∗ u0(· − xj )
∥∥∞,Qj (A)

> ε
]
�
(
1− e

− rα∧dm2

t2
β)C( Rτ

log(τ )A
)d

.

The result is now a consequence of Borel–Cantelli lemma.�
Step 2. Lower bound

Lemma 19.Assume thatr, m, andt are such thatt � m � t
√

log(t), andrα∧d m2

t2 = log(τ ). For all δ > 0, ε > 0,
A > 0, ∀y ∈ R, P-a.s.,

lim inf
t→∞

1

τ
logP0

[∣∣〈Lτ ;ψδ ∗ vt 〉 − y
∣∣� ε

]
� −JA,δ(y),

where

JA,δ(y) � inf
{
L(µ); µ ∈M0

1

(
Q(A)

); u ∈ L2(Q(A + δ)
); LA+δ(u) < d; 〈µ,ψδ ∗ u〉 = y

}
,

and thelim inf is taken along subsequencesτ
η
n = nη (η > 0).

Proof. Fix η > 0. Let µ0 ∈ M0
1(Q(A)) andu0 ∈ L2(Q(A + δ)) be such thatLA+δ(u0) < d , 〈µ0,ψδ ∗ u0〉 = y

andL(µ0) � JA,δ(y) + η. SinceL(u0) < d , P-a.s. one can find forτ sufficiently large along a sequence, a b
Qj0(A) in Q(τ/ log(τ )) where‖ψδ ∗ vt − ψδ ∗ u0(· − xj0)‖∞,Qj0(A) � ε/4. The lower bound is then obtained b
forcing the Brownian motion to go fast in this box, to remain there for the rest of the time, and to look the
µ0(· − xj0). We introduce thereforeV(µ0) a weak neighborhood ofµ0 in M1(Q(A)), such that

µ ∈ V(µ0) ⇒ ∣∣〈µ;ψδ ∗ u0〉 − y
∣∣< ε/4.

In what follows,θs is the shift along Brownian trajectories (θs(ω) = ω(s + ·)). Then,

P0
[∣∣〈Lτ ;ψδ ∗ vt 〉 − y

∣∣� ε
]

� P0

[∣∣∣∣∣1τ
τ

log(τ )∫
0

ψδ ∗ vt (Bs)

∣∣∣∣� ε

4
; ∣∣B τ

log(τ )
− xj0

∣∣� 1;

σ
(
Qj0(A)

) ◦ θ τ
log(τ )

� τ − τ

log(τ )
; Lτ− τ

log(τ )
◦ θ τ

log(τ )
∈ xj0 + V(µ0)

]

� P0

[∣∣∣∣∣1τ
τ

log(τ )∫
0

ψδ ∗ vt (Bs)

∣∣∣∣∣� ε

4
; ∣∣B τ

log(τ )
− xj0

∣∣� 1

]
inf|x|�1

P0

[
Lτ− τ

log(τ )
∈ V(µ0); σ(A) � τ − τ

log(τ )

]
,

by Markov property, and translation invariance of the Brownian motion. Hence

lim inf
1

logP0
[∣∣〈Lτ ;ψδ ∗ vt 〉 − y

∣∣� ε
]

t→∞ τ
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ince
� −L(µ0) + lim inf
t→∞

1

τ
logP0

[∣∣∣∣∣1τ
τ

log(τ )∫
0

ψδ ∗ vt (Bs)

∣∣∣∣∣� ε

4
; ∣∣B τ

log(τ )
− xj0

∣∣� 1

]
.

It remains now to show that

lim inf
t→∞

1

τ
logP0

[∣∣∣∣∣1τ
τ

log(τ )∫
0

ψδ ∗ vt (Bs)

∣∣∣∣� ε

4
; ∣∣B τ

log(τ )
− xj0

∣∣� 1

]
� 0, (61)

to end the proof of Lemma 19. But

P0

[∣∣∣∣∣1τ
τ

log(τ )∫
0

ψδ ∗ vt (Bs)

∣∣∣∣∣� ε

4
; ∣∣B τ

log(τ )
− xj0

∣∣� 1

]

� P0

[∣∣∣∣∣1τ
τ

log(τ )∫
0

ψδ ∗ vt (Bs)

∣∣∣∣∣� ε

4
; ∣∣B τ

log(τ )
− xj0

∣∣� 1; σ

(
τ

log(τ )

)
>

τ

log(τ )

]
.

Onσ(τ/ log(τ )) > τ/ log(τ ),∣∣∣∣∣1τ
τ/ log(τ )∫

0

ψδ ∗ vt (Bs) ds

∣∣∣∣∣� 1

log(τ )
‖vt‖∞,Q(τ/ log(τ )) � C

√
log(rτ/ log(τ ))

log(τ )

t

m

by (70). Hence this quantity is less thanε/4 for larget . Moreover, since|xj0| � τ/ log(τ ), P0(|Bτ/ log(τ ) − xj0| �
1) � e−Cτ/ log(τ ), and (61) follows now from (27). �

Inverting “∀y ∈ R” and “P-a.s.” in Lemma 19, we get the lower bound for ally ∈ Q. This in turn implies the
lower bound for ally since

lim sup
yn→y

JA,δ(yn) � JA,δ(y). (62)

Indeed, by the change of variableu �→ λu, one can see that

JA,δ(y) = inf
u,µ

{
L(µ); |y| <

√
d

LA+δ(u)

∣∣〈µ;ψδ ∗ u〉∣∣},
from which (62) is easily deduced.

At this point, we have thus shown that form2rα∧d

t2 = log(τ ), ∀δ > 0, ∀A > 0, ∀ε > 0, P-a.s.,∀y ∈ R,

lim inf
t→∞

1

τ
logP0

[∣∣〈Lτ ;ψδ ∗ vt 〉 − y
∣∣< ε

]
� − inf

{
L(µ); µ ∈M0

1

(
Q(A)

)
, u ∈ L2(Q(A + δ)

)
, L(u) < d,

∣∣〈µ;ψδ ∗ u〉 − y
∣∣< ε

}
.

We want now to take the limitA → ∞ in Q. Forδ > 0 andy in R, set

Jδ(y) � inf
{
L(µ); µ ∈ M1(R

d ), u ∈ L2(Rd), L(u) < d, 〈µ,ψδ ∗ u〉 = y
}
.

It is easy to see that inf{Jδ(z); |z − y| < ε} can be restricted to probability measures with compact support. S
LA(u|A) � L(u), it follows then that

lim supinf
{
JA,δ(z); |z − y| < ε

}
� inf

{
Jδ(z); |z − y| < ε

}
.

A→∞



360 F. Castell / Ann. I. H. Poincaré – PR 40 (2004) 337–366

compute

e of
From this remark, we deduce that form2rα∧d

t2 = log(τ ), ∀δ > 0, ∀ε > 0, P-a.s.,∀y ∈ R,

lim inf
t→∞

1

τ
logP0

[∣∣〈Lτ ;ψδ ∗ vt 〉 − y
∣∣< ε

]
� − inf

{
Jδ(z); |z − y| < ε

}
, (63)

the lim inf being always taken along subsequences. We let nowδ go to 0 inQ to obtain

Lemma 20.Let r, m, and t be such thatt � m � t
√

log(t), and rα∧d m2

t2 = log(τ ). Assume thatd � 3. P-a.s.,
∀y ∈ R, ∀ε > 0,

lim inf
t→∞

1

τ
logP0

[∣∣〈Lτ ; vt 〉 − y
∣∣� ε

]
� − inf

{
L(µ); µ ∈ M1(R

d ); u ∈ L2(Rd); L(u) < d; 〈µ,u〉 = y
}

(64)

= −Cq(α, d)|y| 4
α∧d , (65)

where thelim inf is taken along sequencestn such thatτn = nη (η > 0).

Proof. The first inequality (64) uses the same kind of arguments as the one used previously (see (57)). To
the infimum, we apply successively the change of variableu �→ λu, and then dilations. �

We have thus proved the lower bound along sequencestn such thatτn = nη. The result for generalt is left to the
reader.

6. Technical lemmas

Lemma 21.For all α > 0, there exists a constantC = C(α,d) such that for allA > 0, for all f ∈ L2(Q(A)),∫
Rd

|f̂ (k)|2
‖k‖(d−α)+ dk � CA(d−α)+

∫
f 2(x) dx. (66)

Proof. Forα � d , the result is just a consequence of Parseval equality. Let us assume thatα ∈]0, d[. Then,∀λ > 0,

∫
Rd

|f̂ (k)|2
‖k‖d−α

dk �
∫

‖k‖�λ

|f̂ (k)|2
‖k‖d−α

dk +
∫

‖k‖�λ

|f̂ (k)|2
‖k‖d−α

dk � C(d)‖f̂ ‖2∞

λ∫
0

rα−1dr + 1

λd−α
‖f ‖2

2.

Now, ‖f̂ ‖∞ � ‖f ‖1 � Ad/2‖f ‖2. Taking the optimalλ in the preceding inequality yields the result.�
Proof of Lemma 10. Before proving Lemma 10, we are going to establish the following lemma, which will b
constant use throughout the paper.

Lemma 22.Assumed � 3. There existsC > 0, such that∀µ ∈M1(R
d) such thatL(µ) < ∞,

∀p ∈ [1,2],
∥∥∥∥ψδ ∗ dµ

dx
− dµ

dx

∥∥∥∥
p

� Cδ1/p′L(µ)(d+1)/2p′
.

Proof. Let f be the density ofµ with respect to Lebesgue measure. Setg = √
f . Theng ∈ H 1(Rd ), and‖g‖2 = 1.

By Sobolev embedding theorem,g ∈ Lq(Rd) for all q ∈ [2,+∞] whend = 1; for all q ∈ [2,+∞[ whend = 2;
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y,

in
and for all q ∈ [2, 2d
d−2] when d � 3. Moreover, for all admissibleq , we have (see for instance the proofs

Theorem VIII.7 and of Corollaries IX.10 and IX.11 in [6])

‖g‖q � C‖g‖1−d( 1
2− 1

q
)

2 ‖∇g‖d( 1
2− 1

q
)

2 . (67)

Hence, taking into account that‖g‖2 = 1 and that‖∇g‖2
2 = 2L(µ), we get

‖f ‖q � CL(µ)d/2q ′
, where




q ∈ [1,∞] if d = 1,

q ∈ [1,∞[ if d = 2,

q ∈ [1, d
d−2] if d � 3.

(68)

By Hölder inequality, we get then

‖∇f ‖r � CL(µ)1/2‖f ‖1/2
r/(2−r) � CL(µ)

1
2 (1+ d

r′ ), for




r � 2 if d = 1;
r < 2 if d = 2;
r � d

d−1 if d � 3.
(69)

Hencef belongs to the Sobolev spaceW1,r , and it follows (see for instance Theorem 5, p. 155 in [33]) that∫ ‖f (· + t) + f (· − t) − 2f (·)‖2
r

‖t‖d+2 dt � C‖∇f ‖2
r .

Therefore, setting�t(y) � f (y + t) + f (y − t) − 2f (y),

‖ψδ � f − f ‖2
2 = 1

4

∫ ∫
dy1dy2ψ(y1)ψ(y2)

∫
dx�δy1(x)�δy2(x)

� 1

4

∫
dy ψ(y)‖�δy‖r

∫
dy ψ(y)‖�δy‖r ′

� ‖f ‖r ′
(∫

dy ψ2(y)‖y‖d+2
)1/2(∫

dy
‖�δy‖2

r

‖y‖d+2

)1/2

� Cδ‖f ‖r ′‖∇f ‖r

� CδL(µ)
d

2r′ + 1
2+ d

2r , by (68) and (69).

The above sequence of inequalities is valid for 1< r � 2 if d = 1, and 1< r < 2 for d = 2. If d � 3, we have to
chooser such thatr � d

d−1 andr ′ � d
d−2. This is equivalent to say thatd

2 � r � d
d−1. Henced = 3 andr = 3/2. At

this point, we have established Lemma 22 forp = 2. The casep ∈ [1,2] comes from the interpolation inequalit
and the fact that‖ψδ ∗ f − f ‖1 � 2. �

We return now to the proof of Lemma 10. Remind that

A=
{

(v,B); 1

τ

τ∫
0

(vt − ψδ ∗ vt )(Bs) ds � ε; σ(Rτ) > τ

}
.

Let ΦA be any periodic function with period cellQ(A). ∀γ > 0,

P0(A) � e−γ τεE0

[
exp

( τ∫
0

(
γ (vt − ψδ ∗ vt ) − ΦA

)
(Bs) ds

)
; σ(Rτ) > τ

]
eτ‖ΦA‖∞ .

Using spectral estimates on Schrödinger semigroup (see for instance Theorem 1.2, p. 93 in [34]), we obta

P0(A) � C
[
1+ (τ (γ ‖vt‖∞,Q(Rτ) + ‖ΦA‖∞

))d/2]e−τ (γ ε−‖ΦA‖∞)e−τλ(γ (vt−ψδ∗vt )−ΦA;Q(Rτ)).
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4.6 of
We now use a lemma borrowed from [20], or more precisely the version of this lemma which is Lemma
[5]. According to this lemma one can find a periodic functionΦA such that‖ΦA‖∞ � C/A2 for a constantC
depending only ond , and such that for all bounded measurable functionV onQ(Rτ),

λ
(
V − ΦA; Q(Rτ)

)
� min

j
λ
(
V ; Qj(A)

)
.

Therefore,P-a.s.,∀γ > 0,

P0(A) � C

[
1+
(

τ

(
γ ‖vt‖∞,Q(Rτ) + 1

A2

))d/2]
e−τ (γ ε− C

A2 )e−τ minj λ(γ (vt−ψδ∗vt );Qj(A)).

Now,

λ
(
γ (vt − ψδ ∗ vt );Qj(A)

)= inf

{
L(µ) − γ

∫
vt

(
dµ

dx
− ψδ ∗ dµ

dx

)
; µ ∈M0

1

(
Qj(A)

)}
.

It follows then from Lemma 22 thatP-a.s.,∀γ > 0,

λ
(
γ (vt − ψδ ∗ vt );Qj(A)

)
� inf

{
L(µ) − γ ‖vt‖2,Qj (A+δ)Cδ1/2L(µ)(d+1)/4; µ ∈ M0

1

(
Qj(A)

)}
� inf

x�0

{
x − Cγ ‖vt‖2,Qj (A+δ)δ

1/2x(d+1)/4}
= −Fd

(
γ δ1/2‖vt‖2,Qj (A+δ)

)
,

where ford � 2,Fd(x) � Cx4/(3−d); F3(x) � +∞1x>C , andC is a constant which depends only ond , ψ . Hence,
P-a.s.,∀δ, γ,A,R,

P0(A) � C

[
1+
(

τ

(
γ ‖vt‖∞,Q(Rτ) + 1

A2

))d/2]
e−τ (γ ε− C

A2 −Fd(γ δ1/2 maxj ‖vt‖2,Qj (A))).

We now optimize the term in the exponential with respect toγ , i.e. we chooseγ ∝ ε(3−d)/(d+1)(δ1/2 ×
maxj ‖vt‖2,Qj (A+δ))

−4/(1+d). This produces an inequality of the form

P0(A) � C1

[
1+ τd/2

Ad
+ ‖vt‖d/2

∞,Q(Rτ)

εd/2

(
τε4/(d+1)

(δ1/2 maxj ‖vt‖2,Qj (δ+A))4/(d+1)

)d/2]

× exp

{
−C2τ

ε4/(d+1)

(δ1/2 maxj ‖vt‖2,Qj (δ+A))4/(d+1)

}
eC1

τ

A2 .

Absorbing the polynomial term in the exponential term, leads now to the result of Lemma 10.�
Lemma 23.Letm,r, t be such thatrτ = t

r
� 1.

P-a.s., lim sup
t→∞

1√
2dK(0) log(rRτ)

m

t
‖vt‖∞,Q(Rτ) � 1, (70)

∀p > 0 ∃C
(
p,d,K(0)

)
s.t. E

[‖vt‖p

∞,Q(Rτ)

]
� C

tp

mp

(
1+ (rRτ)d

)
. (71)

Proof. ‖vt‖∞,Q(Rτ) = t
m

‖v‖∞,Q(rRτ). Since supx∈Q(rRτ) E[v(x)2] = K(0), and

E
[(

v(x) − v(y)
)2]= 2

(
K(0) − K(x − y)

)
� C‖x − y‖2,
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f

to
d
,

d

standard estimates on Gaussian processes (see for instance Theorem 2.4 in [35]) state that there existsu0 such that
∀u � u0,

P
[‖v‖∞,Q(rRτ) � u

]
� C

(Rτru)d

K(0)d/2 P

[
X � u√

K(0)

]
, whereX ∼N (0,1).

It follows now from Borel–Cantelli lemma thatP-a.s.,

lim sup
t→∞

1√
2dK(0) log(rRτ)

‖v‖∞,Q(rRτ) � 1,

which is just (70). Moreover,

E
[‖v‖p

∞,Q(rRτ)

]= p

∞∫
0

up−1P
[‖v‖∞,Q(rRτ) � u

]
du � C

(
1+ (Rτr)d

)
,

for a constantC depending ond,p,K(0). This implies (71). �
Lemma 24.For all A,B, δ > 0, (µ,u) ∈ M1(Q(A)) × L2(Q(B)) �→ 〈µ,ψδ ∗ u〉 is continuous in the product o
weak topologies.

Proof. Let (µn) be a sequence weakly converging toµ ∈ M1(Q(A)), and(un) a sequence weakly converging
u in L2(Q(B)). One has supn ‖un‖2 < ∞, and this implies that the sequenceψδ ∗ un is an equicontinuous an
uniformly bounded sequence of continuous functions converging pointwise toψδ ∗ u. By Arzela–Ascoli theorem
limn→∞ ‖ψδ ∗ un − ψδ ∗ u‖∞ = 0. The result follows now from the inequality∣∣〈µ;ψδ ∗ u〉 − 〈µn;ψδ ∗ un〉

∣∣� ∣∣〈µ − µn,ψδ ∗ u〉∣∣+ ‖ψδ ∗ u − ψδ ∗ un‖∞. �
Lemma 25.For α > 0 andd ∈ N such thatα ∧ d � 4,

0< inf

{
L2(u)L(µ)α∧d

〈µ;u〉4 ; µ ∈ M1(R
d ), u ∈ L2(Rd)

}
< ∞.

Proof. It is clear that the infimum is finite, and we have just to prove that it is strictly positive forα ∧ d � 4. Now,
for all u ∈ L2(Rd ) and allµ such thatL(µ) < ∞, settingf = dµ

dx
,

〈µ;u〉 �
√

L(u)
∥∥R (d−α)+

2
(f )
∥∥

2

� C
√

L(u)‖f ‖p for
1

p
= 1− α ∧ d

2d
by (15),

� C
√

L(u)L(f )
d

2p′ = C
√

L(u)L(f )
α∧d

4 for α ∧ d � 4 by (68). �
Lemma 26.For all A > 0 and all δ > 0, Fδ,A (defined by(43)) is continuous, whenM1(T (A)) is endowed with
the weak convergence.

Proof. Let (µn) be a sequence inM1(T (A)) which converges weakly toµ. For all xA in T (A), ψA
δ ∗ µn(xA)

converges toψA
δ ∗ µ(xA), and supn ‖ψA

δ ∗ µn‖∞ � ‖ψδ‖∞. The result follows from dominated convergence, an

the fact that forα ∈]0, d[ ,
∫
T (A)

∫
T (A)

dxA dyA

dA(xA,yA)α
< ∞. �

Lemma 27.For δ > 0, andA > 0, let Iδ andIδ,A be defined by(41)and(44). Then, for ally ∈ R and all δ > 0,

lim supIδ,A(y) � Iδ(y).

A→∞
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Proof. Let L > lim supA→∞ Iδ,A(y). For sufficiently largeA, let µA ∈ M1(T (A)) be such thatLA(µA) +
y2

2Fδ,A(µA)
< L. Let fA be the density ofµA. fA is viewed as a periodic function with period 2A. Note that

translatingfA does not change the value ofLA(µA) and ofFδ,A(µA). It has been proved in [13] that this translati
can be done in such a way that∫

∂Q(A)

fA(x) dx � C/
√

A, with ∂Q(A) �
{
x ∈ Q(A); ∀i ∈ {1, . . . , d} |xi| � A − √

A
}
.

We truncate nowµA in order to define a new probabilitỹµA onRd . Let T be a smooth function, 0� T � 1,T = 0
onQ(A)c, T = 1 onQ(A)\∂Q(A), and letdµ̃A = T (x)fA(x)∫

T (x)fA(x) dx
dx. It is also proven in [13] thatT can be chosen

in such a way thatL(µ̃A) � LA(µA) + C√
A

.
It remains now to prove that

Fδ,A(µA) �
〈
R(d−α)+(ψδ ∗ µ̃A); ψδ ∗ µ̃A

〉+ o(A). (72)

SetKδ(x) � ψδ ∗ (R(d−α)+)(ψδ)(x) and

Kδ,A(xA, yA) �



∫
T (A)

∫
T (A)

ψδ(dA(xA,x ′
A))ψδ(dA(yA,y ′

A))

dA(y ′
A,x ′

A)α
dx ′

A dy ′
A for 0 < α < d,∫

T (A)
ψδ(dA(xA, x ′

A)ψδ(dA(yA, x ′
A)) dx ′

A for α � d;
so that

Fδ,A(µA) =
∫

T (A)

∫
T (A)

Kδ,A(xA, yA) dµA(xA) dµA(yA),

〈
R(d−α)+(ψδ ∗ µ̃A); ψδ ∗ µ̃A

〉= ∫
Rd

∫
Rd

Kδ(x − y) dµ̃A(x) dµ̃A(y).

Sinceψδ is an allLp-spaces,‖Kδ‖∞ < ∞ by the continuity properties of the operatorR(d−α)+ . In the same way
supA ‖Kδ,A‖∞ < ∞. Hence〈

R(d−α)+(ψδ ∗ µ̃A);ψδ ∗ µ̃A

〉− Fδ,A(µA)

�
∫

Q(A)

∫
Q(A)

dx dyfA(x)fA(y)
[
T (x)T (y)Kδ(x − y) − Kδ,A(xA, yA)

]
= T1 + T2 + T3,

where

T1 =
∫

Q(A)

∫
Q(A)

fA(x)fA(y)
(
Kδ(x − y) − Kδ,A(xA, yA)

)
dx dy,

T2 =
∫

Q(A)

∫
Q(A)

(
T (x) − 1

)
fA(x)fA(y)Kδ(x − y) dx dy,

T3 =
∫

Q(A)

∫
Q(A)

T (x)
(
T (y) − 1

)
fA(x)fA(y)Kδ(x − y) dx dy.

Note that

|T2| + |T3| � 2‖Kδ‖∞
∫

fA(x) dx � C/
√

A.
∂Q(A)
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s,
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3 (1)

ress,

81–
To evaluateT1, we partitionQ(A) × Q(A) in three domains

D1 = {(x, y) ∈ Q(A) × Q(A); ‖x − y‖ < A − 2δ
};

D2 = {(x, y) ∈ Q(A) × Q(A); ‖x − y‖ � A − 2δ, dA(xA, yA) �
√

A
};

D3 = {(x, y) ∈ Q(A) × Q(A); ‖x − y‖ � A − 2δ, dA(xA, yA) >
√

A
}
.

By definition,D2 ⊂ ∂Q(A) × ∂Q(A), so that∣∣∣∣
∫
D2

fA(x)fA(y)
(
Kδ(x − y) − Kδ,A(xA, yA)

)
dx dy

∣∣∣∣� C

( ∫
∂Q(A)

fA(x) dx

)2

� C/A.

Note that‖x − y‖ = dA(xA, yA) as soon as‖x − y‖ < A. Therefore, onD1,

Kδ(x − y) =


∫

Rd

∫
Rd

ψδ(dA(xA,x ′
A))ψδ(dA(yA,y ′

A))

dA(x ′
A,y ′

A)α
dx ′ dy ′ for 0 < α < d,∫

Rd ψδ(dA(xA, x ′
A))ψδ(dA(yA, x ′

A) dx ′ for α � d.

In any case,Kδ(x − y) � Kδ,A(xA, yA) onD1.
Finally, note that sup‖x‖�A Kδ(x) � C/Aα and supdA(xA,yA)�

√
A Kδ,A(xA, yA) � C/Aα/2. Hence,∣∣∣∣∣

∫ ∫
D3

fA(x)fA(y)
(
Kδ(x − y) − Kδ,A(xA, yA)

)
dx dy

∣∣∣∣∣� C/Aα/2.

This ends the proof of (72) and of Lemma 27.�
Lemma 28.For all A,B > 0, for all δ > 0, u ∈ L2(Q(B)) �→ λ(ψδ ∗u,Q(A)) is continuous for the weak topolog
of L2(Q(B)).

Proof. Let (un) be a sequence converging weakly tou. Then(ψδ ∗ un) is a sequence of continuous function
converging uniformly toψδ ∗ u. Hence,

λ
(
ψδ ∗ un,Q(A)

)= inf
µ∈M1

0(Q(A))

{
L(µ) − 〈µ;ψδ ∗ un〉

}
is the infimum of continuous functions, and is therefore u.s.c. To prove the lower-semicontinuity, lel >

lim infn→∞ λ(ψδ ∗ un,Q(A)), and let µn ∈ M0
1(Q(A)) be such thatL(µn) − 〈µn;ψδ ∗ un〉 � l. (µn) is a

tight sequence, and it converges (at least along a subsequence) to a probability measureµ. L being l.s.c.,
lim infn→∞ L(µn) � L(µ). Moreover,∣∣〈µn,ψδ ∗ un〉 − 〈µ;ψδ ∗ u〉∣∣� ∣∣〈µn − µ;ψδ ∗ u〉∣∣+ ‖ψδ ∗ un − ψδ ∗ u‖∞.

Therefore,〈µn,ψδ ∗ un〉 → 〈µ;ψδ ∗ u〉. �
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