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Abstract

We show that the asymptotics for the hitting time of 0 of the voter model started from a single 1 can be obtained f
invariance principle for voter models and super-Brownian motion.
 2003 Elsevier SAS. All rights reserved.

Résumé

Nous considérons le modèle du votant commençant avec un seul 1. Nous montrons qu’asymptotiquement
d’absorption en 0 peut être obtenu à partir du principe d’invariance liant le modèle du votant au super-mou
brownien.
 2003 Elsevier SAS. All rights reserved.
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1. Introduction and summary

The voter model (see Chapter IV of [6]) is one of the simplestinteracting particle systems. It has been studie
extensively since the 1970’s. An invariance principle has recently been established (see [2] and [4]) whic
that appropriately rescaled voter models converge weakly tosuper-Brownian motion. Our purpose here is to us
this invariance principle to give a new proof of a fundamental result of Bramson and Griffeath (see [3])
asymptotic behavior of the voter model started from a single 1.
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We begin by describing the voter model. Letξt denote the rate-1 voter model onZd with voting kernelp(x, y)

satisfying

p(x, y) = p(0, y − x) is irreducible and symmetric, withp(0,0) = 0,

and for some 0< σ 2 < ∞,
∑
x∈Zd

p(0, x)xixj = δ(i, j)σ 2 (1.1)

(δ(i, j) = 1 for i = j , andδ(i, j) = 0 otherwise). We think ofξt (x) as the opinion, either 0 or 1, of a voter at sitex

at timet , where the dynamics ofξt are given by: independently, at each sitex,

0→ 1 at rate
∑
y

p(x, y)1{ξt (y)=1},

1→ 0 at rate
∑
y

p(x, y)1{ξt (y)=0}.

We identify ξt with the set{x: ξt (x) = 1}, and letξA
t denote the voter model starting from 1’s exactly onA,

ξA
0 = A. We writeξx

t for ξ
{x}
t , and make use of the usual additive construction of the voter model (see Sectio

[6]),

ξA
t =

⋃
x∈A

ξx
t .

It is easy to see that|ξ0
t | = ∑

x ξ0
t (x) is a martingale, and that|ξ0

t | hits 0 eventually with probability one. Lettin
pt = P(|ξ0

t | > 0), it follows thatpt → 0 ast → ∞. Determination of the rate at whichpt → 0 is not simple, since
the rate at which|ξ0

t | changes depends on thespatial configurationof the setξ0
t . In the one-dimensional neare

neighbor case,ξ0
t is always an interval, and it is straightforward to determine the asymptotic behavior ofpt . In

higher dimensions, even in the nearest neighbor case, the situation is far more complicated. Nevertheless,
and Griffeath in [3] were able to obtain precise asymptotics.

To state their results, define (fort > 0)

mt =
{
t/ logt in d = 2,
t in d � 3,

(1.2)

let γ2 = 2πσ 2, and ford � 3, letγd be the probability that a random walk with jump kernelp(x, y) starting at the
origin never returns to the origin. The notationf (t) ∼ g(t) ast → ∞ means that limt→∞ f (t)/g(t) = 1. Here is
the Bramson and Griffeath result.

Theorem 1. Assumed � 2. Ast → ∞,

pt ∼ 1/γdmt (1.3)

and

P
(
pt

∣∣ξ0
t

∣∣ > u | ∣∣ξ0
t

∣∣ > 0
) → e−u, u > 0. (1.4)

(Although the proof given in [3] was for the nearest-neighbor casep(0, x) = (1/2d) for |x| = 1, as noted in
Lemma 2 of [2], it is easily modified to cover kernelsp(x, y) satisfying (1.1).)

The asymptotics in Theorem 1 have proved to be important tools in the study of the voter model and its v
There were two key ingredients in Bramson and Griffeath’s proof. The first was their derivation of the upper

pt = O

(
1

)
ast → ∞. (1.5)
mt
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The second was Theorem 1.1 of [8], which gave asymptotics for the “patch of the origin” for a general st
stone model. The proof of Sawyer’s remarkable theorem proceded via the method of moments, using
calculations of transforms of coalescing random walk probabilites. It gave little insight into the theo
conclusions. By combining the upper bound (1.5) and Sawyer’s theorem, Bramson and Griffeath obtain
and (1.4).

Our purpose here is to give a new proof of these asymptotics which we feel is more probabilistic in nat
gives greater insight into why they hold. We make use of the upper bound (1.5), but avoid the use of S
result. Instead, we show that these asymptotics follow from an invariance principle showing that rescale
models converge to super-Brownian motion. (Unfortunately, it does not appear that the upper bound (1.5
obtained from this invariance principle.)

We begin by defining rescaled voter modelsξN
t , which are rate-N voter models onSN = Zd/

√
N with voting

kernelspN(x, y) = p(x
√

N,y
√

N ) for x, y ∈ SN. We assume throughout that|ξN
0 | < ∞. Let XN

t denote the
associated measure-valued processes

XN
t = 1

mN

∑
x∈ξN

t

δx,

whereδx is the unit point mass asx.
Now let Xt denote super-Brownian motion with branching rateγ = 2γd and diffusion coefficientσ 2, taking

values inMF (Rd), the space of finite measures onRd . Xt is obtained as the limit of rescaled critical branch
random walks or Brownian motions, and can be defined via the following martingale problem (see [7]):
φ ∈ C∞

0 (Rd),

Mt(φ) = Xt(φ) − X0(φ) −
t∫

0

Xs

(
σ 2!φ

2

)
ds

is a continuousL2 martingale withM0(φ) = 0 and square function

〈
M(φ)

〉
t
=

t∫
0

Xs

(
γφ2)ds.

(For a measureµ on Rd , µ(φ) = ∫
φ(x)µ(dx).)

We will make use of the explicit formulas

P
(
Xt(1) > 0

) = 1− exp
(−2X0(1)/γ t

)
(1.6)

and

E exp
(−θXt(1)

) = exp

(
−2θX0(1)

2+ θγ t

)
, (1.7)

where1 is the function identically 1 onRd . These formulas are not difficult to derive, since the total mass pro
Xt(1), is a Feller diffusion (see (II.5.11) and (II.5.12) of [7]).

Here is the invariance principle, Theorem 1.2 of [4]. The symbol⇒ denotes weak convergence, a
D(R+,MF (Rd)) is the Skorohod space of cadlagMF (Rd)-valued paths.

Theorem 2. Assumed � 2, andXN
0 → X0 ∈MF (Rd) asN → ∞. ThenXN• ⇒ X• in D(R+,MF (Rd )).

Let us consider the cased � 3 and see why Theorem 2 and the formulas (1.6) and (1.7) sugges
(1.3) and (1.4) should hold. LetL denote law, and let≈ denote “approximate equality”. LetξN = {0}. Then
0
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L(|ξ0
t |) = L(|ξN

t/N |), and in view of Theorem 2, we expect thatL(|ξN
t |) ≈ L(NXt (1)) for large N , where

X0(1) = |ξN
0 |/N = 1/N . Settingt = 1 and using (1.6), it follows that

pN = P
(∣∣ξ0

N

∣∣ > 0
) ≈ P

(
NX1(1) > 0

) = 1− exp(−1/Nγd) ∼ 1/Nγd

asN → ∞. This is (1.3). Similarly, forθ > 0, we have

E
(
1− e−θpN |ξ0

N | ∣∣ ∣∣ξ0
N

∣∣ > 0
) = p−1

N E
(
1− e−θpN |ξ0

N |)
≈ p−1

N E
(
1− e−θpNNX1(1)

)

= p−1
N

(
1− exp

(
− θpN

1+ θNpNγd

))
,

where we have used (1.7) and the fact thatX0(1) = 1/N . It is easy to see, sincepN ∼ 1/Nγd asN → ∞, that the
last expression converges toθ/(1+ θ), which implies (1.4).

In order to make these arguments rigorous, we make use of the upper bound (1.5) and ideas from [2].
require a corollary to Theorem 2, which says that the hitting times of 0 forXN

t converge weakly to the hitting tim
of 0 for Xt . With these ingredients, we give a proof of Theorem 1 which avoids the use of Sawyer’s theorem

We close the introduction by stating our hitting time result. Fora � 0 let τN
a andτa be the hitting times

τN
a = inf

{
t > 0: XN

t (1) � a
}

and τa = inf
{
t > 0: Xt(1) � a

}
.

Corollary 3. Assume thatd � 2, andXN
0 → X0 ∈MF (Rd). Then

lim
N→∞P

(
τN

0 > t
) = P(τ0 > t) = 1− exp

(
−X0(1)

tγd

)
, t > 0. (1.8)

The reason that Corollary 3 does not follow immediately from Theorem 2 is that there is no “soft” way to
that onceXN

t (1) reaches a levela > 0 very close to 0, it doesn’t linger there rather than reaching 0 fairly quic
We use (1.5) to take care of this problem.

2. Proofs

We first prove Corollary 3, then Theorem 1.

Proof of Corollary 3. The second equality is immediate from (1.6), so we only need prove the first equalit
t > 0 define

IN
t = inf

{
XN

s (1): 0 � s � t
}
, It = inf

{
Xs(1): 0 � s � t

}
.

It follows from Theorem 2 thatXN• (1) ⇒ X•(1) asN → ∞, and since the infimum over a path is a continu
function on the space of continuous paths, we also have, for fixedt > 0, IN

t ⇒ It . More specifically, asX•(1) is
continuous, this follows from Theorem 3.10.2 of [5]. For anya � 0, {IN

t > a} = {τN
a > t} and{It > a} = {τa > t}.

Consequently,

lim inf
N→∞ P

(
τN

0 > t
)
� P(τ0 > t). (2.1)

By (1.5) there is a constantC such thatpt � C/mt . Consequently, for any initial stateξN
0 ,

P
(
ξN
t > 0

)
� C

∣∣ξN
∣∣/mNt . (2.2)
0
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This follows from the additive construction of the voter model, since

P
(
ξN
t > 0

) = P

(∣∣∣∣
⋃

x∈ξN
0

ξ
N,x
t

∣∣∣∣ > 0

)
�

∑
x∈ξN

0

P
(∣∣ξN,x

t

∣∣ > 0
)
� C

∣∣ξN
0

∣∣/mNt .

Now chooses, a such thats < t and 0< a < X0(1). Then, making use of (2.2) and the strong Markov propert
time τN

a , for N large enough so thatXN
0 (1) > a, we have

P
(
τN

0 > t
)
� P

(
τN
a > s

) + P
(
τN
a � s, τN

0 > t
)

� P
(
τN
a > s

) + sup
{
P

(∣∣ξN
t−s

∣∣ > 0
)
:

∣∣ξN
0

∣∣ � amN

}
� P

(
τN
a > s

) + CamN/mN(t−s)

= P
(
IN
s > a

) + CamN/mN(t−s).

We now takea to be a continuity point for the distribution function ofIs , so thatP(IN
s > a) → P(Is > a) as

N → ∞. SinceP(Is > a) = P(τa > s) � P(τ0 > s), using the definition ofmt we therefore have

lim sup
N→∞

P
(
τN

0 > t
)
� P(τ0 > s) + Ca/(t − s).

We may now lets ↑ t anda ↓ 0 such thata/(t − s) → 0, to obtain (recall from (1.6) thatτ0 has a continuou
distribution function)

lim sup
N→∞

P
(
τN

0 > t
)
� P(τ0 > t). (2.3)

Together, (2.1) and (2.3) imply (1.8).✷
Proof of Theorem 1. For ε > 0, letBN,ε be the box inSN centered at the origin of side length(εmN)1/d/N1/2,

so that |BN,ε| ∼ εmN as N → ∞. Let ξ
N,BN,ε

t denote the rate-N voter model withξ
N,BN,ε

0 = BN,ε , with

corresponding measure-valued processX
N,ε
t , and letξN,x

t denote the process with initial stateξN,x
0 = {x}. Let

Xε
t denote super-Brownian motion withX0 = εδ0, branching rateγ = 2γd , and diffusion coefficientσ 2. Since

X
N,ε
0 → Xε

0, by Corollary 3 it follows that

lim
N→∞P

(∣∣ξN,BN,ε

t

∣∣ > 0
) = P

(
Xε

t > 0
) = 1− e−ε/γd t . (2.4)

Since

P
(∣∣ξN,BN,ε

t

∣∣ > 0
)
�

∑
x∈BN,ε

P
(∣∣ξN,x

t

∣∣ > 0
) = |BN,ε|P

(∣∣ξN,0
t

∣∣ > 0
)
,

it follows that

lim inf
N→∞ mNP

(∣∣ξN,0
t

∣∣ > 0
)
� 1− e−ε/γdt

ε
.

Letting ε → 0, we obtain

lim inf
N→∞ mNP

(∣∣ξN,0
t

∣∣ > 0
)
� 1/γdt. (2.5)

For a bound in the other direction, we appeal to additivity and inclusion-exclusion,

P
(∣∣ξN,BN,ε

t

∣∣ > 0
)
�

∑
x∈BN,ε

P
(∣∣ξN,x

t

∣∣ > 0
) −

∑
x �=y

x,y∈B

P
(∣∣ξN,x

t

∣∣ > 0,
∣∣ξN,y

t

∣∣ > 0
)
.

N,ε
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By a correlation inequality, Lemma 1 of [1], forx �= y,

P
(∣∣ξN,x

t

∣∣ > 0,
∣∣ξN,y

t

∣∣ > 0
)
� P

(∣∣ξN,x
t

∣∣ > 0
)
P

(∣∣ξN,y
t

∣∣ > 0
) = P

(∣∣ξN,0
t

∣∣ > 0
)2

. (2.6)

It therefore follows that

P
(∣∣ξN,BN,ε

t

∣∣ > 0
)
� |BN,ε |P

(∣∣ξN,0
t

∣∣ > 0
) − |BN,ε|2P

(∣∣ξN,0
t

∣∣ > 0
)2

.

Rearranging this inequality and using the boundpt � C/mt , we obtain

|BN,ε|P
(∣∣ξN,0

t

∣∣ > 0
)
� P

(∣∣ξN,BN,ε

t

∣∣ > 0
) + |BN,ε|2 C2

m2
tN

.

Since|BN,ε | ∼ εmN andmN/mNt → 1/t asN → ∞, (2.4) implies that

lim sup
N→∞

mNP
(∣∣ξN,0

t

∣∣ > 0
)
� 1− e−ε/γdt

ε
+ C2ε/t2.

Letting ε → 0 now gives

lim sup
N→∞

mNP
(∣∣ξN,0

t

∣∣ > 0
)
� 1/γdt. (2.7)

Together, (2.5) and (2.7) implymNP(|ξN,0
t | > 0) → 1/γdt asN → ∞. Settingt = 1 we obtain (1.3).

To prove (1.4), we fixθ > 0 and setψ(u) = 1 − e−θu, u � 0. We will use several times without comment t
simple fact thatψ(0) = 0. By Theorem 2,

lim
N→∞Eψ

(
X

N,ε
t (1)

) = Eψ
(
Xε

t (1)
)
.

In view of (1.7), this shows that

lim
N→∞Eψ

( |ξN,BN,ε

t |
mN

)
= 1− exp

(
− θε

1+ θγdt

)
. (2.8)

We will show that

|BN,ε|Eψ

( |ξN,0
t |
mN

)
= Eψ

( |ξN,BN,ε

t |
mN

)
+ O

(
ε2

t2

)
asN → ∞. (2.9)

By (2.8) and the fact thatptN |BN,ε | → ε/γdt asN → ∞, (2.9) implies

lim sup
N→∞

∣∣∣∣E
(
ψ

( |ξN,0
t |
mN

) ∣∣∣ ∣∣ξN,0
t

∣∣ > 0

)
− γdt

1− exp(−θε/(1+ θγdt))

ε

∣∣∣∣ = O

(
ε

t

)
.

Letting ε → 0 gives

lim
N→∞E

(
ψ

( |ξN,0
t |
mN

) ∣∣∣ ∣∣ξN,0
t

∣∣ > 0

)
= θγdt

1+ θγdt
.

That is, conditional on|ξN,0
t | > 0, |ξN,0

t |/mN ⇒ γdtE(1), whereE(1) denotes an exponential random varia
with mean 1. SinceptNmN → 1/γdt , this implies that, conditional on|ξN,0

t | > 0, ptN |ξN,0
t | ⇒ E(1) asN → ∞.

This proves (1.4).

To prove (2.9), we introduce the setSN
t = {x ∈ BN,ε : |ξN,x

t | > 0} of surviving families inξ
N,BN,ε

t . Clearly,

Eψ

( |ξN,ε
t |) = E

(
ψ

( |ξN,ε
t |); ∣∣SN

t

∣∣ = 1

)
+ E

(
ψ

( |ξN,ε
t |); ∣∣SN

t

∣∣ � 2

)
. (2.10)
mN mN mN
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(2.12)
We use the correlation inequality (2.6) to handle the second term on the right side of (2.10). By additivity
fact thatψ(0) = 0,

E

(
ψ

( |ξN,ε
t |
mN

)
; ∣∣SN

t

∣∣ � 2

)
� P

( ⋃
x �=y

x,y∈BN,ε

{∣∣ξN,x
t

∣∣ > 0,
∣∣ξN,y

t

∣∣ > 0
})

�
∑
x �=y

x,y∈BN,ε

P
(∣∣ξN,x

t

∣∣ > 0,
∣∣ξN,y

t

∣∣ > 0
)

� |BN,ε |2P
(∣∣ξN,0

t

∣∣ > 0
)2

.

Since the definition ofBN,ε and (1.5) imply that

|BN,ε|ptN = O

(
ε

t

)
asN → ∞, (2.11)

we have shown that

E

(
ψ

( |ξN,ε
t |
mN

)
; ∣∣SN

t

∣∣ � 2

)
= O

(
ε2

t2

)
asN → ∞. (2.12)

Consider now the first term on the right side of (2.10). The event{|ξN,x
t | > 0} is the disjoint union{SN

t =
{x}} ∪ {|ξN,x

t | > 0, |SN
t | > 1}, and

P
(∣∣ξN,x

t

∣∣ > 0,
∣∣SN

t

∣∣ > 1
)
�

∑
y �=x

y∈BN,ε

P
(∣∣ξN,x

t

∣∣ > 0,
∣∣ξN,y

t

∣∣ > 0
)
� |BN,ε|P

(∣∣ξN,0
t

∣∣ > 0
)2

, (2.13)

where we have again used the inequality (2.6). Consequently,

E

(
ψ

( |ξN,BN,ε

t |
mN

)
; ∣∣SN

t

∣∣ = 1

)
=

∑
x∈BN,ε

E

(
ψ

( |ξN,x
t |
mN

)
; SN

t = {x}
)

=
∑

x∈BN,ε

[
E

(
ψ

( |ξN,x
t |
mN

)
; ∣∣ξN,x

t

∣∣ > 0

)

− E

(
ψ

( |ξN,x
t |
mN

)
; ∣∣ξN,x

t

∣∣ > 0,
∣∣SN

t

∣∣ > 1

)]

= |BN,ε |E
(
ψ

( |ξN,0
t |
mN

))
+ O

((|BN,ε|pNt

)2)

= |BN,ε |E
(
ψ

( |ξN,0
t |
mN

))
+ O

(
ε2

t2

)
(2.14)

asN → ∞, where (2.13) is used in the next to last equality and (2.11) is used in the last equality. Plugging
and (2.14) into (2.10) yields (2.9), and we are done.✷
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