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ABSTRACT. – We consider the processes obtained by (left and right) products of random
affine transformations of the Euclidean spaceR

d . Our main goal is to describe the geometri
behavior at infinity of the trajectories of these processes in the critical case when the dilata
the random affinities is centred. Then we derive a proof of the uniqueness of the invariant
measure for the Markov chain induced onR

d by the left random walk and prove a strong
property of divergence for the discrete time process onR

d induced by the right random walk.
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RÉSUMÉ. – On considère le processus obtenu par produit (à droite et à gauch
transformations affines aléatoires de l’espace EuclidienR

d , indépendantes et de même l
Notre fin principale est de décrire le comportement geometrique à l’infini des trajectoi
ces processus, lors que la dilatation des affinités alátoires est centrée. On en déduit une
démonstration de l’unicité de la mesure de Radon invariante pour la chaîne de Markov
surRd par la marche aléaroire gauche et on démontre une plus forte propriété de divergen
le processus à temps discret induit par la marche aléatoire droite.
 2003 Éditions scientifiques et médicales Elsevier SAS

We consider the group Aff(Rd) of affine transformations of the spaceR
d :

(a, b) :x �→ ax + b
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where a is a positive real number andb a vector of Rd . Let {(An,Bn)}n∈N be a
sequence of random independent and identically distributed affine transformation
are interested in the behavior of their composition products, that is in the behavior
right and left random walks on Aff(Rd):

Rn = (A1,B1) · · · (An,Bn) and Ln = (An,Bn) · · · (A1,B1).

We will identify the group Aff(Rd) with the half-spaceH = R
+∗ ×R

d . General results
on random walks ensure that random walks on the affine group are transient,
accumulation points of the trajectories are on the boundary∂H = R

d ∪ {∞} of the
geometrical compactification ofH. In particular, it is known and easy to show tha
the mean of the logarithm of the component onR

∗+ is positive, then the random walk
converge to∞, while, if this mean is negative, the right random walk converges
random element of the boundary different from∞. Although random walks on thi
group are well studied (e.g. Kesten [9], Grincevicius [7], Élie [3], Le Page and P
[10], Goldie and Maller [6]), it was not yet known what happens in the so-called “cri
case” when the projection onR∗+ is recurrent. We will prove, under a weak mom
hypothesis, but without supposing that the step distribution has a density or is spre
that a centred right random walk converges to the point∞. The argument is inspired b
an analogous result on the affine group of a tree obtained by Cartwright, Kaiman
and Woess [2].

We will then apply this result to the study of the Markov chain induced by the
random walk onRd , that is the process{Y yn }n defined recursively by the sequence
i.i.d. random variables{(An,Bn)}n as:

Y
y
n+1 =An+1Y

y
n +Bn+1, Y

y
0 = y.

Besides its intrinsic interest, this process, also known as first order random coe
auto-regressive model, has various applications (especially in economy and biolo
for instance Engle and Bollerslev [4], Nicholls and Quinn [11], Goldie [5]). M. Babi
Ph. Bougerol and L. Elie have already shown in [1] that even when the coefficienAn
are centred, that isE[log(An)] = 0, the trajectories of this process satisfy a property
may be seen as a global stability at finite distance or as a local contraction, that is∣∣Y xn − Y yn

∣∣1K(Y xn )→ 0 asn→ +∞
almost surely for all compact subsetK of R

d . As they had noticed, this property
related to the uniqueness of an invariant Radon measure. We will show that the
contraction property is a straightforward geometrical consequence of the converge
the right random walk to∞, and we will give a proof of the uniqueness of the Rad
invariant measure for the chain{Yn}n via the Chacon–Ornstein theorem, thus correc
an error in [1].

In the last section we will look at the projection of the right random walk onR
d , that

is the series

Z(a,b)n = b+ a
n∑
A1 · · ·Ak−1Bk. (1)
k=1
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Using a stronger moment hypothesis and a density condition for the marginal onR
d , we

will prove thatZgn is transient, in the sense that almost surely limn |Zgn | = +∞. Although
Zgn is not Markov, it is of some interest for various problems. For instance if we con
the continuous time process̃Zt = ∫ t

0 eWs dBs , whereWt andBt are two independen
Brownian motions, and we look at it at integer times we obtain a series of the typ
Z̃ is a well known economic model (cf. for instance [13] and [14]) and it is eas
show that limt→∞Z̃t = −∞ andlim t→∞Z̃t = +∞ so that, being continuous,̃Z has to
visit infinitely often every open set ofR. The result of the last section implies that ev
discretization of time leads to a transient process and shows therefore that the rec
of this model is not very robust.

We can remark that the results of Section 2 and Section 3 are still valid, an
be proved exactly with the same techniques, for a random walk on the group of
conformal transformations, that is when the variablesAn are not real positive numbe
but, more generally, matrices that live in a group that is direct product ofR

∗+ and a
compact subgroup ofGL(Rd).

1. Notation and hypotheses

We will denote by Aff(Rd) the group of affine transformations of the Euclide
spaceR

d , that is transformations of the formx �→ ax + b with a a positive numbe
and b a vector inR

d ; thus Aff(Rd) may be identified with the hyperbolic half-spa
H = R

+∗ × R
d . We will denote bya andb the projections of Aff(Rd) on R

∗+ and R
d

respectively, so thatg = (a(g), b(g)) for eachg ∈ Aff (Rd).
Adding a sphere at infinity leads to the geometrical compactification ofH, where the

boundary ofH is ∂H = R
d ∪ {∞}. The group of hyperbolic isometries ofH that fix the

point ∞ is nothing but the group of affine conformal transformations which cont
Aff (Rd) as a subgroup. The action of Aff(Rd) on∂H − {∞} is then the canonical actio
on R

d and will be denoted by

g · x = a(g)x + b(g).

We will sometimes use the fact that the action and the projection onR
d coincide, in the

sense thatg · x = b(gh) for everyh= (a, x) ∈ Aff (Rd).
For the composition of two affinities we have the identity

(a1, b1)(a2, b2)= (a1a2, a1b2 + b1)

so that, from an algebraic point of view, Aff(Rd) is a semi-direct product ofR∗+ andR
d .

We consider a sequenceXn = (An,Bn) of random variables from a probability spa
(�,F,P) to Aff(Rd), that we suppose independent and identically distributed
distributionµ. The right and left random walks with lawµ are the Markov chains o
Aff (Rd) defined respectively by

Rn+1 =RnXn+1, R0 = 1
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Ln+1 =Xn+1Ln, L0 = 1.

For a fixedn, Rn andLn are both distributed asµ(n), then-th convolution power ofµ.
The expected number of visits of these random walks in a Borel setB ⊂ H is given by

U(B)=
+∞∑
n=0

P[Rn ∈ B] =
+∞∑
n=0

P[Ln ∈ B]

that is by the potential measureU =∑+∞
n=0µ

(n). The potential kernels of the right an
left random walk give the expected numbers of visits when the random walks star
a generic pointg ∈ Aff (Rd), and are respectively given byUr1B(g) = δg ∗ U(B) and
Ul1B(g)=U ∗ δg(B).

We observe that

a(Rn)= a(Ln)=A1 · · ·An
is a classical multiplicative random walk onR∗+.

We will suppose that the random walk is non-degenerate in the sense that there
no y ∈ R

d fixed byX1 and that we are really dealing with affinities and not just w
translations, i.e.

∀y ∈ R
d : P[X1 · y = y]< 1 and P

[
a(X1)= 1

]
< 1. (H1)

Under this hypothesis the closed group generated by the support ofµ is non-unimodular
thus the random walks are transient and the expected number of visits,U(K), in every
compact setK is finite (cf. [8]).

We will not need, at least in the first part, any density hypothesis but only a
moment condition that is

E
[∣∣log

(
a(X1)

)∣∣]<+∞ and E
[
log+∣∣b(X1)

∣∣]<+∞. (H2)

As announced, we will only consider the most critical case for which the random
projected onR∗+ is recurrent, that is

E
[
log
(
a(X1)

)]= 0. (H3)

2. Convergence to infinity

In this section we shall prove:

THEOREM 1. – Under the hypotheses(H1), (H2) and (H3), almost surely for ever
g ∈ Aff (Rd):

lim
n→+∞gRn = ∞ ∈ ∂H

in the hyperbolic topology ofH.
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To prove thatgRn converges to∞ is equivalent to show that the sequencegRn is
definitely (i.e. for any sufficiently largen) in every neighborhood of∞, or equivalently
that every set of the formCs,t = {g ∈ Aff (Rd): a(g) < s and|b(g)|< t}, with s andt real
positive numbers, is transient. On the other hand we will see that the left random
visits this set infinitely often, so that the potential measure ofCs,t is infinite. Therefore
the number of visits ofgRn toCs,t is almost surely finite, but has infinite expectation. T
transience of the setCs,t for the right random walk is thus a quite subtle phenomen
and instead to prove it directly we will show, following the ideas of [2], that the r
random walk can cross the border betweenCs,t and its complement only a finite numbe
of times.

PROPOSITION 1. – Suppose that the hypotheses(H1) and (H2) are verified. Then i
C = {g ∈ Aff (Rd): a(g) < 1 and |b(g)|< 1}

P[gRn+1 ∈C, gRn /∈C infinitely often] = 0 (2)

for almost allg ∈ Aff (Rd) with respect to the Haar measure.

This proposition cannot be proven as in [2] because in our case the group do
act on a discrete space, such as the tree. So we have to find a different way and
need the following lemma that estimates the potential of integrable functions on a l
compact group.

LEMMA 1. –Let Ur be the potential kernel of a transient right random walk o
locally compact second countable groupG anddg the right Haar measure ofG. Then
for every non-negative functionf ∈L1(dg), Urf (g) is dg-almost surely finite.

Proof. –We will show thatUrf is locally dg-integrable and thus necessarilydg-
almost surely finite. Ifµ is the distribution of the random walk, we recall that poten
measure isU =∑+∞

n=0µ
(n). LetK be a compact set ofG. Then by the right invarianc

of dg: ∫
G

Urf (g1)1K(g1) dg1 =
∫
G

∫
G

f (g1g2)1K(g1)U(dg2) dg1

=
∫
G

∫
G

f (g1)1K
(
g1g

−1
2

)
dg1U(dg2)

=
∫
G

f (g1)Ǔ
r1K(g1) dg1

� sup
g∈G
Ǔ r1K(g)

∫
G

f (g1) dg1

whereǓ r is the potential kernel of the right random walk whose lawµ̌ is the image of
µ under the mapg �→ g−1. The transience of the random walk with law̌µ follows from
the transience of random walk with lawµ by duality. ThereforeǓ r1K(g) is finite and
thus uniformly bounded by the maximum principle (cf. [12], Corollary 3.6). Sincef is
integrable

∫
GU

rf (g1)1K(g1) dg1 has to be finite. ✷
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Proof of Proposition1. – By the Borel–Cantelli Lemma, in order to prove (2), it
sufficient to show that

∞∑
n=0

P[gRn+1 ∈C, gRn /∈C]<+∞.

On the other hand we can write

P[gRn+1 ∈ C, gRn /∈ C] = E
[
P[gRnXn+1 ∈C |Rn]1Cc(gRn)

]= E
[
φ(gRn)

]
,

where

φ(g)= P[gX1 ∈C]1Cc(g)
and therefore

∞∑
n=0

P[gRn+1 ∈C, gRn /∈C] =Urφ(g).

So, ifUrφ is almost everywhere finite, (2) will hold for almost allg. Using the previous
lemma and [8] which insures thatRn is transient, we just need to show thatφ is integrable
with respect to the right Haar measuredg = da db

a
of Aff (Rd). As

Cc = {g ∈ Aff
(
R
d
)
: a(g)� 1

} ∪ {g ∈ Aff
(
R
d
)
: a(g) < 1,

∣∣b(g)∣∣� 1
}

we can split the integral of
∫

Aff (Rd) φ(g) dg into two parts. On the first set we have

∫∫
φ(a, b)1[a�1]

dbda

a
= E

[ +∞∫
1

∫
Rd

1C
(
(a, b)(A1,B1)

)dbda
a

]

= E

[ +∞∫
1

∫
Rd

1[aA1<1]1[|aB1+b|<1]
dbda

a

]

= E

[
vd log

(
1

A1
∨ 1
)]

= vdE[log−(A1)
]
,

wherevd is the volume of the ball of radius 1 inRd . On the second set we have that∫∫
φ(a, b)1[a<1,|b|�1]

dbda

a
� E

[ 1∫
0

(∫
Rd

1[|b|�1]1[|aB1+b|<1] db
)
da

a

]
.

An easy computation shows that
∫

Rd
1[|x+b|<1�|b|] db� min{vd,πvd−1|x|/2}, whence

∫∫
φ(a, b)1[a<1,|b|�1]

dbda

a
�πvd−1E

[ 1∫
0

min
{
1, |aB1|}da

a

]

�πvd−1
(
1+ E

[
log+(|B1|)]). ✷

We are now able to prove Theorem 1.
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Proof of Theorem1. – A direct consequence of Proposition 1 is that, for almos
g ∈ Aff (Rd), gRn is either definitely inC or definitely inCc. As we assumed tha
E[log(a(X1))] = 0, log(a(gRn)) is a recurrent random walk on the real line; hencegRn
visits the set[1,+∞] × R ⊂ Cc infinitely often. Therefore we can conclude that
almost allg, almost surely,gRn is definitely inCc, or equivalently that for almost allg,
Rn is definitely ingCc.

Combining the fact that{gCc}g∈Aff (Rd) is a base of open neighborhoods of∞ and the
fact that for every fixedg0 the set ofg such thatgCc ⊂ g0C

c has positive Haar measur
it is possible to choose a sequencegk such that almost surelyRn is definitely in every
gkC

c and such that{gkCc}k remains a base of open neighborhoods of∞. Hence almos
surely limn→∞Rn = ∞.

To conclude that almost surely for everyg in Aff (Rd), the random walkgRn converges
to ∞ we only need to notice that the action ofg on H ∪ ∂H is continuous, so tha
limn→∞ gRn = g · ∞ = ∞. ✷

3. Local contraction

Let y0 be a random vector independent of the{Xi}i . The left random walk induces
Markov chain onRd

Y y0
n = Ln · y0

for every n � 0. SinceYn = Xn · Yn−1, this process satisfies the random differe
equation

Yn = a(Xn)Yn−1 + b(Xn).
From the geometrical viewpoint that we have adopted, this process may be seen
projection onR

d of the left random walk starting from a point whoseR
d component

is y0, that is

Y y0
n = Ln · y0 = b(Ln(a, y0)

)
for everya in R

∗+.
A consequence of the previous theorem concerns the dependence on the starti

of the processY yn . Let us consider the distance|Y xn − Y yn | = a(Ln)|x − y| between two
trajectories starting from two different pointsx and y of R

d ; since we assumed th
E[log(A1))] = 0, we have that

lim
∣∣Y xn − Y yn

∣∣= +∞ while lim
∣∣Y xn − Y yn

∣∣= 0.

Thus it is not possible to globally control this distance. However M. Babi
Ph. Bougerol and L. Elie have noticed that if we look at the Markov chain only a
times it visits a compact subsetK , the processYn becomes contractive, in the sense t
almost surely for everyx andy

lim
∣∣Y xn − Y yn

∣∣1K(Y yn )= 0.

n→0
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This property was obtained in [1] using an asymptotic estimate of the potential
proof we propose here is more geometrical and relies on the convergence of th
random walk to∞.

THEOREM 2. –Under the hypotheses(H1)–(H3), almost surely for every compact s
K ⊂ R

d and everyx, y ∈ R
d

lim
n→+∞ |Ln · x −Ln · y|1K(Ln · y)= lim

n→+∞a(Ln)1K(Ln · y)= 0. (3)

Proof. –We first observe that

Ln = (
X−1

1 · · ·X−1
n

)−1 = Ř−1
n

whereŘn is the right random walk with law̌µ, obtained fromµ by composing with the
inversion on the group; therefore, as(a, b)−1 = ( 1

a
,− b

a
), we have

b(Ln)= −b(Řn)
a(Řn)

= −a(Ln)b(Řn). (4)

Let k be a real positive number such thatK is contained in the disc centred at the orig
and of radiusk; thenLn · y = a(Ln)y+ b(Ln) ∈K implies that|b(Ln)| � k+ a(Ln)|y|.
Using the equality (4) we have|b(Řn)| � k

a(Ln)
+ |y| so that:

Ln · y ∈K ⇒ max
{
a(Řn), b(Řn)

}
� (k ∨ 1)

1

a(Ln)
+ |y|.

As the right random walkŘn satisfies the hypotheses of Theorem 1, we have
max{a(Řn), b(Řn)} converges to+∞ and we conclude. ✷

Let us consider the attractor setA(ω,y) ⊂ R
d of each trajectory, that is the set

accumulation points of{Ln(ω) · y}n. It is well known (cf. [3], Lemma 5.49) that if w
add to the hypotheses (H1)–(H3) a little stronger moment condition, that is

E
[∣∣log

(
a(X1)

)∣∣2]<+∞ and E
[(

log+∣∣b(X1)
∣∣)2+η]

<+∞ (H4)

for someη > 0, then the Markov chainLn · y is recurrent in the sense that the attrac
setsA(ω,y) are almost surely non-empty. A direct consequence of the local contra
property is that the setA(ω,y) does not depend ony, and then onω by the 0–1 law; thus
there exists a setA⊆ R

d such thatA=A(ω,y) P(dω)-almost surely for ally ∈ R
d .

Although in the centred case,Ln · y is not positive recurrent and does not have
invariant probability measure, M. Babillot, Ph. Bougerol and L. Elie have constru
in [1] an invariant Radon measure for this process. We will see in the next theore
the invariant Radon measure is unique and that its support isA.

THEOREM 3. –Under the hypotheses(H1)–(H4), the Markov chainLn · y has a
unique invariant Radon measure onR

d up to a multiplicative constant.
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Furthermore for every couplef andh of continuous functions with compact supp
such thath is non-negative and not identically zero onA, there exists a constantcf,h
such that almost surely for everyy

lim
n→+∞

∑n
k=0f (Lk · y)∑n
k=0h(Lk · y) = cf,h. (5)

Proof. –Let m be an invariant Radon measure onR
d . Its existence is guarantee

by [1]. The (infinite) measurePm on the space(Rd)N of trajectories of the Markov
chain Yn, obtained as the image of the measurem × P on R

d × (Aff (Rd))N by the
mapping(y0, (x1, x2, . . .)) �→ (y0, x1 · y0, x2x1 · y0, . . .), is invariant by the shiftθ on
(Rd)N. Therefore the linear transformation induced by the shift onL1(Pm) is a positive
contraction. Moreover the recurrence and the local contraction imply that this
transformation is also conservative. Indeed, if we consider the non-negative inte
function 1D, whereD is an open and relatively compact set such thatA ∩D �= ∅, we
have

Pm

[{
y ∈ (Rd)N:

∞∑
k=0

1D
(
θky
)=

∞∑
k=0

1D(yk) <+∞
}]

= 0.

We can then apply the Chacon–Ornstein theorem and we have that for ever
negative functionf andh in L1(m) on the set{(y,ω)|∑n

k=0h(Lk(ω) · y) > 0}:

lim
n→+∞

∑n
k=0f (Lk · y)∑n
k=0h(Lk · y) = Em[f (Y0)|I]

Em[h(Y0)|I] dm(y)× P-almost surely (6)

whereI is theσ -algebra of invariant sets for the shift on(Rd)N.
We now prove that the ratio limit in (6) does not depend on the starting point. We

denote
∑n
k=0f (Lk · y) by Snf (y).

Let f and h two continuous functions with compact support, such thath is non-
negative and not identically zero onA, and letK be a compact set which contai
their support. For everyδ > 0, letKδ = {z ∈ R

d | dist(z,K)� δ}. Sincef is uniformly
continuous, using (3), almost surely for everyy and x in R

d and for every positive
numberε there exists a randomN ∈ N such that ifk �N :∣∣f (Lk · y)− f (Lk · x)∣∣� εmax

{
1K(Lk · y),1K(Lk · x)}� ε1Kδ(Lk · y).

As h is a non-negative function and not identically zero onA, it is possible, using (6), t
choosey such thatP-almost surely

Sn1Kδ (y)
Snh(y)

, converges. Therefore:

lim
n→∞ =

∣∣∣∣Snf (y)− Snf (x)Snh(y)

∣∣∣∣� ε lim
n→+∞

Sn1Kδ (y)
Snh(y)

.

As ε was chosen arbitrarily, we have that almost surely, for allx,

lim
n→∞

∣∣∣∣Snf (y)− Snf (x)S h(y)

∣∣∣∣= 0.

n
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If f/h is bounded, we have:

lim
n→+∞

∣∣∣∣Snf (y)Snh(y)
− Snf (x)

Snh(x)

∣∣∣∣
� lim
n→+∞

(∣∣∣∣Snf (y)− Snf (x)Snh(y)

∣∣∣∣+ ∣∣∣∣Snf (x)Snh(x)

∣∣∣∣∣∣∣∣Snh(y)− Snh(x)Snh(y)

∣∣∣∣)= 0

becauseSnf (x)
Snh(x)

is bounded. So if we had choseny such thatSnf (y)
Snh(y)

converges to a random
variablecf,h then almost surely, for everyx,

lim
n→+∞

Snf (x)

Snh(x)
= lim
n→+∞

Snf (y)

Snh(y)
= cf,h. (7)

To suppose thatf/h is bounded, is not a restrictive hypothesis, as one can always o
the behaviour ofSnf/Snh as ratio ofSnf/Sn(h+ |f |) andSnh/Sn(h+ |f |).

The fact that the limitcf,h is constant is due to the 0–1 law. In fact for everyi ∈ N

lim
n→+∞

∑n
k=i f (Xk · · ·Xi+1 · y)∑n
k=i h(Xk · · ·Xi+1 · y) = lim

n→+∞

∑n
k=i f (LkL

−1
i · y)∑n

k=i h(LkL
−1
i · y)

= lim
n→+∞

Snf (L
−1
i · y)

Snh(L
−1
i · y) = lim

n→+∞
Snf (y)

Snh(y)
= cf,h

because of (7), so thatcf,h is measurable with respect to theσ -algebra of the{Xk}k>i ,
for eachi ∈ N.

We now can easily deduce the uniqueness ofm. Because of (7) and (6), we have th

Em[f (Y0)|I]
Em[h(Y0)|I] = cf,h dm(y)× P-almost surely,

and this implies that for every invariant measurem we have

m(f )= Em

[
Em

[
f (Y0) | I]]= Em

[
cf,hEm

[
h(Y0) | I]]= cf,hm(g).

Thereforem is unique up to a constant.✷
4. Divergence of the right projection

In this section we will reinforce the result of Theorem 1 by showing that, under s
density hypotheses, not only the right random walk goes to infinity but its proje
ontoR

d do the same, in other words the process

Zgn = b(gRn)= b(g)+ a(g)
n∑
k=1

A1 · · ·Ak−1Bk

is transient. We can remark that it was known (cf. [13]) that in the centred case
process|Zn| and |Yn|, that have the same law for a fixedn, converge in probability to
+∞; but whileYn is a recurrent process, we will prove that|Zn| converges almost sure
to +∞.
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THEOREM 4. –Suppose that the hypotheses(H1)–(H3) are satisfied, that the ma
ginal ofµ on R

d , that is the law ofB1, has a bounded density and thatE[|B1|ρ] is finite
for someρ > 1. Then almost surely for everyg in Aff (Rd)

lim
n→∞

∣∣b(gRn)∣∣= +∞.

Proof. –We first observe that thed-dimensional affine group Aff(Rd) may be
projected on a one-dimensional affine group just taking the first coordinateb1(g) of
the vectorb(g). As obviously when the first coordinate diverges also the vector div
we can restrict to the cased = 1 without loss of generality.

We will proceed as in the proof of Theorem 1 and we will start to show th
S = {g ∈ Aff (R)||b(g)| � 1}, gRn does not cross the border ofS but a finite numbe
of times. As we have seen in Proposition 1, we only need to show that the poten
the function

ψ(g)= P[gX1 ∈ S]1Sc (g)
is finite. We will split the functionψ in two parts and study their potentials with tw
different techniques. Let

S1 = {
g ∈ Aff (R) | ∣∣b(g)∣∣> 1, a(g)� 1

}
and

S2 = {
g ∈ Aff (R) | ∣∣b(g)∣∣> 1, a(g) > 1

}
so that:

ψ =ψ1S1 +ψ1S2 =ψ1 +ψ2.

The integral ofψ1 with respect with the right Haar measure was already calculate
the proof of the Proposition 1 where we proved that

∫∫
ψ1(a, b)

db da

a
= E

[ 1∫
0

∫
R

1[|aB1+b|<1�|b|] db
da

a

]
� c

(
1+ E

[
log+(|B1|)])

so thatUrψ1(g) is finite for almost allg.
It is easily checked thatψ2 is not integrable for the right Haar measure so, to pr

that its potential is finite, we will need to use a more specific method. Let

F1 = {
g ∈ Aff (R): 1< a(g)� 2, 0< b(g)� 1

}
and for everyk ∈ Aff (R)

Fk = kF1 = {
g ∈ Aff (R): a(k) < a(g)� 2a(k), b(k) < b(g)� a(k)+ b(k)}.

As the random walk is transient and the setsFk are relatively compact, their potential
bounded and we have for everyk∥∥Ur1Fk∥∥∞ = sup

g∈Aff (R)

∣∣δg ∗U(kF 1)
∣∣= ∥∥Ur1F 1

∥∥∞.
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Fig. 1. Partition ofS2 into “equipotential” squares.

We denote−F(2m,2mn+1) the image of the setF(2m,2mn+1) under the mapping(a, b) �→
(a,−b) and we observe that−F (2m,2mn+1) = F (2m,−2m(n+1)−1); thus the family
{F(2m,2mn+1)}n∈N,m∈N ∪ {−F(2m,2mn+1)}n∈N,m∈N is a partition ofS2 into “equipotential”
squares. We observe that

Urψ2 = ∑
k=(2m,2mn+1)

n,m∈N

(
Ur(ψ21Fk )+Ur(ψ21−Fk )

)

�
∑

k=(2m,2mn+1)
n,m∈N

(∥∥Ur1Fk∥∥∞‖ψ21Fk‖∞ + ∥∥Ur1−Fk
∥∥∞‖ψ21−Fk‖∞

)

�
∥∥Ur1F 1

∥∥∞
∑

k=(2m,2mn+1)
n,m∈N

(‖ψ21Fk‖∞ + ‖ψ21−Fk‖∞
)

(8)

so that to prove that the potential is bounded we need to estimate the functionψ2 on the
setsFk .

It may be worth observing that this approach allows us to compare the right pot
kernel with something that roughly looks like a left invariant measure, in the sens
we sum the maximum of the function over a collection of sets obtained by left trans
(andψ2 is integrable for the left Haar measure). The problem is that the sizes o
squares over which we sum are fixed and we need the functionψ2 to be smooth enoug
on them. Now iff is the bounded density of the law ofB1, we have:

P
[
(a, b)X1 ∈ S]= P

[−1− b
a

< B1<
1− b
a

]
� ‖f ‖∞

2

a
.

To controlψ2 when |b| is big we observe that for everyp > 1 andq > 1 such that
1
p

+ 1
q

= 1:

P
[
(a, b)X1 ∈ S]�( |b| − 1

)−ρ/p
E
[|B1|ρ/p1[ −1−b

a , 1−b
a ](B1)

]

a
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�
( |b| − 1

a

)−ρ/p
E
[|B1|ρ]1/p

( 1−b
a∫

−1−b
a

f (x) dx

)1/q

� 21/q‖f ‖1/q
∞ E

[|B1|ρ]1/p aρ/p−1/q

(|b| − 1)ρ/p

whenever|b| � 1. Therefore there exist 0< α < β andβ > 1 and a suitable constantC
such that, for every(a, b) ∈ Sc, we have

ψ(a, b)� Cmin
{
aα
(|b| − 1

)−β
, a−1}.

Then for everyg ∈ F(2m,2mn+1) ∪ −F(2m,2mn+1)

ψ(g)�Cmin
{
2α(m+1)(2mn)−β,2−m}� Cmin

{
2(α−β)(m+1)n−β,2−m}

and using the decomposition (8) we have

Urψ2 �
∥∥Ur1F1

∥∥∞2C
∑
m,n∈N

min
{
2(α−β)(m+1)n−β,2−m}<+∞.

We proved that, for almost allg ∈ Aff (R), gRn can cross the border ofS only a finite
number of times.

Combining the recurrence of the real random walka(gRn) and the transience ofgRn,
we see thatgRn visits an infinite number of times the set([1,2] × R) ∩ Sc so that, for
almost allg, gRn is definitely inSc. As for everys > 0 the set ofg such that

gSc ⊂ {
(a, b) ∈ Aff (R): |b|> s}

has positive Haar measure, we may conclude that for everys > 0 almost surely|b(Rn)|
is definitely greater thans, so that, lettings go to +∞ on a countable sequence, w
obtain that, almost surely, for everyg ∈ Aff (R)

lim
n→+∞

∣∣b(gRn)∣∣= lim
n→+∞

∣∣a(g)b(Rn)+ b(g)∣∣= +∞. ✷
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