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ABSTRACT. - We study the existence and uniqueness of the solution for
a one-dimensional anticipative stochastic evolution equation driven by a
two-parameter Wiener process Wt,x and based on a stochastic semigroup
p(s, t, y, x). The kernel p(s, t, y, x) is supposed to be measurable with
respect to the increments of the Wiener process on [s, t] x R. The results
are based on LP-estimates for the Skorohod integral. As a application
we deduce the existence of a weak solution for the stochastic partial
differential equation

where is a white-noise in time. @ 2000 Editions scientifiques et
médicales Elsevier SAS

RESUME. - On etudie l’existence et 1’unicite de la solution pour
une equation d’ evolution stochastique anticipative en une dimension,
perturbee par un processus de Wiener a deux parametres Wt,x et conduite
par un semigroupe stochastique pes, t, y, x). On suppose que le noyau
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2 Partially supported by NSF grants INT9600287 and DGE 96339373.



182 E. ALOS ET AL. / Ann. Inst. Henri Poincare 36 (2000) 181-218

p (s, t, y, x) est mesurable par rapport aux accroissements du processus
de Wiener dans 1’intervalle [s, t] x R. Les resultats sont bases sur des
estimations LP pour l’intégrale de Skorohod. Comme application, on
deduit l’existence d’une solution faible pour 1’ equation aux derivees
partielles stochastique

ou vet, x) est un bruit blanc en temps. @ 2000 Editions scientifiques et
médicales Elsevier SAS

1. INTRODUCTION

The purpose of this paper is to establish the existence and uniqueness
of a solution for anticipative stochastic evolution equations of the form

where W = f W (t, x), t E [0, T ], x E R} is a zero mean Gaussian random
field with covariance 2 (s ~ + Iyl I - ( x - We asume that

p(s, t, y, x) is a stochastic semigroup measurable with respect to the
a-field a{W(r, x ) - W (s , x ) , x E R, r E [s, t ] } . The stochastic integral
in Eq. ( 1.1 ) is anticipative because the integrand is the product of the
adapted factor F (s, y, u (s, y)), and of p (s, t, y, x), which is adapted to
the future increments of the random field W. We interpret this integral
in the Skorohod sense (see [15]) which coincides in this case with a two-
sided stochastic integral (see [14]). The choice of this notion of stochastic
integral is motivated by the concrete example handled in Section 5,
where p (s, t, y, x) is the backward heat kernel of the random operator

d 2 + v(t, x) ix, v(t, x) being a white-noise in time. In this case, u (t, x)
turns out to be (see Section 6) a weak solution of the stochastic partial
differential equation 

’
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A stochastic evolution equation of the form ( 1.1 ) on perturbed
by a noise of the form W (ds, y) dy, where W is a random field with
covariance (s A t ) Q (x, y ) , Q being a bounded function, has been studied
in [13]. Following the approach introduced in this paper we establish
in Theorem 4.1 the existence and uniqueness of a solution to Eq. ( 1.1 )
with values in Here means the space of real-valued

functions f such that f~ e-M(x) I f (x) IP dx  oo where M &#x3E; 0 and p ~ 2.
This theorem is a consequence of the estimates of the moments of

Skorohod integrals of the form

obtained in Section 3 by means of the techniques of the Malliavin
calculus.

2. PRELIMINARIES 
,

For s, t E [0, T], ~ ~ we set I~ = [0, ~] x R and I; = [s, t] x R.
Consider a Gaussian family of random variables W = {W(A), A E

 oo}, defined on a complete probability space, with zero
mean, and covariance function given by

where JL denotes the Lebesgue measure on I T . We will assume that 0
is generated by W and the P-null sets. For each s, t E [0, T] , s # t, we
will denote by the or-algebra generated by { W (A), A C [s, t] x R,
p(A)  oo} and the P-null sets. We say that a stochastic process u =

{u(t, x), (t, x) E IT} is adapted if u (t, x) is 00,t-measurable for each
(t, x). Set H = L 2(IT, ~) and denote by W (h) = fIT h d W the
Wiener integral of a deterministic function h E H.

In the sequel we introduce the basic notation and results of the

stochastic calculus of variations with respect to W. For a complete
exposition we refer to [2,11 ] .

Let S be the set of smooth and cylindrical random variables of the form
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where n &#x3E; 1, f E ( f and all its partial derivatives are bounded),
and h 1, ... , hn E H. Given a random variable F of the form (2.1 ), we
define its derivative as the stochastic process {Dt,xF, (t, x) given
by

More generally, we can define the iterated derivative operator on a
cylindrical random variable F by setting

The iterated derivative operator Dn is a closable unbounded operator
from L 2 (SZ ) into x Q) for each n &#x3E; 1. We denote by the
closure of S with respect to the norm defined by

If V is a real and separable Hilbert space we denote by the

corresponding Sobolev space of V-valued random variables.
We denote by 8 the adjoint of the derivative operator D. That is, the

domain of 8 (denoted by Dom 8 ) is the set of elements u E L2(IT x D)
such that there exists a constant c satisfying

for all F E S. If u E Dom 3 , 8 (u ) is the element in L 2 ( SZ ) characterized
by

The operator 8 is an extension of the Ito integral (see Skorohod [ 15]),
in the sense that the set La (I T x Q) of square integrable and adapted
processes is included in Dom 8 and the operator 8 restricted to La (1 T x
Q) coincides with the Ito stochastic integral defined in [16]. We will
make use of the notation 03B4(u) = fIT u (t, x) d Wt,x for any u E Dom8.
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We recall that JL1,2 :== L 2 ( I T , ~ 1, 2 ) is included in the domain of 6,
and for a process u E JL1,2 we can compute the variance of the Skorohod

integral of u as follows:

We need the following results on the Skorohod integral:

PROPOSITION 2.1. - Let u E Dom03B4 and consider a random variable

F E ]0)1,2 such that fIT u(t,x)2dtdx)  oo. Then

in the sense that Fu E Dom8 if and only if the right-hand side of (2.2) is
square integrable.

PROPOSITION 2.2. - Consider a process u in IL1~2. Suppose that for
almost all (9, IT, the process f De,zu (s, (s, y) E IT}
belongs to Dom 03B4 and, moreover;

Then u belongs to Dom 8 and we have the following expression for the
variance of the Skorohod integral of u :

We make use of the change-of-variables formula for the Skorohod inte-
gral :
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THEOREM 2.3. - Consider a process of the form

where

for some positive constant N. Let F : 1R --+ R be a twice continuously
differentiable function such that F" is bounded. Then we have

Notice that under the assumptions of Theorem 2.3 the process Xt has
a continuous version (see [2,5]) and, moreover, y), (s, y) E
IT} belongs to Dom03B4. -

3. ESTIMATES FOR THE SKOROHOD INTEGRAL

We denote by C a generic constant that can change from one formula
to another one. Let p (s, t, y, x) be a random measurable function defined
on {0  s  t  T, x, y e x Q . We will assume that the following
conditions hold:

(HI) p(s, t, y, x) is Fs,t-measurable.
(H2) 
(H3) 
(H4) For each s E [0, T], y E p(s, t, y, .) is continuous in t E

(s, T ] with values in 
(H5) For all 0 # s  r  t # T, and x, y E R

(H6) For all 0 # s  t  T, x, y E R, p(s, t, y, x) E [))1,2 and

p(s, t, ., x) belongs Moreover, there exists a
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version of the derivative such that the following limit exists in
L2(S2; for each s, z, t, x

(H7) For all 0 # s  t  T, x, y E R, p &#x3E; 1 there exist a nonnegative,
Fs,t-measurable random variable Vp(s, t, x ) and 03B4p &#x3E; 0 such that

and such that for all p ~ 1, there exists a positive constant C1, p
such that

(H8) For all 0 # s  t  T, x, y, z G and p ~ 1 there exist

a nonnegative, Fs,t-measurable random variable Up(s, t, x), a
constant yp &#x3E; 0 and a nonnegative measurable deterministic
function f ( y , z ) such that

for some positive constants C2, p, 
The following lemma is a straightforward consequence of the above

hypotheses:

LEMMA 3.1. - Under the above hypotheses we have that for all

Proof. - Taking into account the properties of the derivative operator
and using hypotheses (HI), (H5) and (H6) we have that
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Now, letting £ tend to zero and using hypotheses (HI), (H4), (H6) and
(H8) we can easily complete the proof. 0

We are now in a position to prove our estimates for the Skorohod
integral. For all M &#x3E; 0, we will denote by x Q) the space of
processes q5 = (q5 (s , y), (s, y) E I ’° ) such that

THEOREM 3.2. - Fix p &#x3E; 4, a E [0, 4 P 4 ) and M &#x3E; 0. Let §§ =
f ~ (s, y), (s, y) E be an adapted process in x Q). Assume
that p (s, t, y, x) is a stochastic kernel satisfying hypotheses (H l )-(H8).
Then, for almost all (t, x) E IT, the process

belongs to Dom 8, and

for some positive constant C depending only on a, p, T, M, ~p, yp, 
C2, p and C .

Proof - The proof is based on the change-of-variables formula for the
Skorohod integral stated in Theorem 3.2 for the function |x|p which leads
to the inequality (3.5). From this inequality, the exponential estimates
given in (H7) and (H8) and the equality provided by Lemma 3.1
allow us to deduce the inequality (3.8). Finally we conclude the proof
integrating with respect to the measure and using a Gronwall-
like procedure.
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First we show by means of an approximation argument that we can
reduce the proof to the case of a simple process. Let us denote by S/~ the
space of simple and adapted processes of the form

where 0 = to  ti  ...  tm = T, h j E and the Fij are 
measurable functions in S. Let q5 be an adapted process in x Q ) .
We can find a sequence ~n of processes in S/~ such that

We can easily check that this implies the existence of a subsequence nk
such that for almost all t E [0, T]

On the other hand, using the fact that a  ~ and hypothesis (H7) we have
that
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Notice that

where Ki = Then

Then, choosing a further subsequence (denoted again by nk) we have that
for almost all (t, x) E I T

This allows us to suppose that q5 E Fix to &#x3E; ti in [0, T ] and define

Denote F (x ) = Let FN be the increasing sequence of functions
defined by

Suppose first that is an elementary backward-adapted
process of the form
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where Hi jk E S, f3j, yk E 0 = si 1  ...  = tl , and Hi jk is
.~’Si+1 ~-measurable. Then we can apply Ito’s formula (see Theorem 2.3)
for the function FN and the process Bx (s, y), obtaining that for all

t : tl,

Using hypotheses (HI), (H7) and (H8), Lemma 3.1 and the fact that
q5 is simple and adapted we can easily check that, for all p (s, t, y, x)
satisfying the hypotheses of the theorem, and for all t  ti

This allows us to deduce that (3.4) still holds for every p (s, t, y, x)
satisfying hypotheses (HI) to (H8) and for all t  tl . We can easily check
that

Then we have that

Holder’s inequality gives us that
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EFN ~X (t, x)~

Applying the lemma of [ 17, p. 171 ] we obtain that

Fatou’s lemma gives us that, letting N tend to infinity

The term Ii can be estimated using (H7) and Holder’s inequality:
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On the other hand, using Lemma 3.1 and Proposition 2.1 yields

Let us denote yes, u) = p(Y, s, z , z) dWr,z. Notice
that X (tl , x) _ Y (tl , x) . We have proved that

and then
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Applying the estimates given in (H7) and (H8) we obtain

Then, Schwartz and Holder’s inequalities yield
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As a consequence,

Putting (3.6) and (3.7) into (3.5) and using the fact that a  (p - 4)/(4p)
we obtain that

where c = max(8p, /p).
Now we make t tend to ti and use Fatou’s lemma to obtain

Using a Gronwall-like iterative procedure we have that
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for all to. Finally for any fixed t E [0, T ) letting the parameter to
in the definition of Y (t, x) to converge to t and integrating with respect
to the measure dx leads to the desired result. 0

Let us now consider the following additional condition on the stochas-
tic kernel p (s, t, y, x) :

(H9)M There exists a constant &#x3E; 0 such that

We will denote by L M the space of functions f : R such that

f1~ dx  oo.

THEOREM 3.3. - Fix p &#x3E; 8 and M &#x3E; 0. Let §§ = {~ (s, y), (s, y) E
I T { be an adapted process in LM (I T x Q). Assume that p (s, t, y, x) is
a stochastic kernel satisfying conditions (H 1 ) to (H8) and (H9)M. Then
for all t E [0, T], the process { p(s, t, y, x)q5 (s , (s), (s, y) E I T {
belongs to Dom 03B4 for almost all x E and the stochastic process

posseses a continuous version with values in Moreover,

for some positive constant C depending only on T, p, M, C2, p, C f,
and CM.

Proof. - Using the same arguments as in the proof of Theorem 3.2 we
can assume that the process ~ is simple. Fix 0  a  ( p - 4) / (4 p) and
define
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As

with Ca = sinnaln it is easy to show that

Then we have that for any t  t’ and a E (~, 4 P 4 )

Both summands in the above expression converge to zero almost-

surely -~ 0. In fact, by hypothesis (H9)M and Theorem 3.2 the
first summand can be written as Ca,p(t’ - where E ( Z )  oo.
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For the second summand we apply the dominated convergence theorem
and hypothesis (H4). On the other hand, taking t = 0 we obtain (3.8). D

We will also need the following L2-estimate for the Skorohod integral.

THEOREM 3.4. - Fix M &#x3E; 0. Let §§ = f ~ (s, y), (s, y) E be an

adapted random field in x Q). Assume that p(s, t, y, x) is a

stochastic kernel satisfying conditions (Hl )-(H8). Then, for almost all
(t, the process

belongs to Dom 03B4 and we have that

for some positive constant C depending only on T, M, C1,2, C2,2, 82
and y2.

Proof - Using the same arguments as in the proof of Theorem 3.2 we
can assume that 03C6 ~ Sa . Fix (t, x) E I T and define

By the isometry properties of the Skorohod integral (Proposition 2.2) we
have that
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By hypothesis (H7) we have that

On the other hand, using the same arguments as in the proof of
Theorem 3.2 it is easy to show that
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Now, substituting (3.13) and (3.12) into (3.11) and using an iteration
argument the result follows. 0

Using the same arguments it is easy to show the following result.

COROLLARY 3.5. - Let ~ - f ~ (s, y), (s, y) E be an adapted
process in x Q). Assume that p(s, t, y, x) is a random function
satisfying hypotheses (Hl)-(H8). Then, for almost all (t, x ) E IT, the
process 

.

belongs to Dom 8 and

for some positive constant C depending only on T, C1,2, C2,2, Cf, 82 and
Y2.

4. EXISTENCE AND UNIQUENESS OF SOLUTION FOR .

STOCHASTIC EVOLUTION EQUATIONS WITH A
RANDOM KERNEL

Our purpose in this section is to prove the existence and uniqueness of
solution for the following anticipating stochastic evolution equation
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where pes, t, y, x) is a stochastic kernel satisfying conditions (HI) to

(H8) and (H9)M, uo : 1R ~ R is the initial condition and F : [0, T ] x 1R2 X

~2 -~ R is a random field. Let us consider the following hypotheses.
(Fl) F is measurable with respect to the a -field S([0, t ] x 1R2) @ 

when restricted to [0, t] x 1R2 x ~2, for each t E [0, T ].

(F2) For all t E [0, T ] , x, y,z E R .

for some positive nonrandom constant C.

(F3)~ For all t E [0, T ] , x E R,

for some h E 

We are now in a position to prove the main result of this paper.

THEOREM 4.1. - Fix M &#x3E; 0 and p &#x3E; 8. Let uo be a function
in Consider an adapted random field F(s, y, x) satisfying
conditions (F 1 ) to (F3)~ and a stochastic kernel pes, t, y, x) satisfying
hypotheses (H 1 ) to (H8) and (H9)M. Then, there exists a unique adapted
random field u = {u (t, x), (t, x) E IT} in LM (I T x Q) that is solution of
(4.1 ). Moreover,

(i) f u(t, .) , t E [0, T]} is continuous a.s. as a process with values in

and

for some positive constant C depending only on T, p, M, C1,p,
C’2, p, C f, ~ p, yp and CM.

(ii) If, mo reover u o and h belong to then u E L2(IT x Q).

Proof of existence and uniqueness. - Suppose that u and v are two

adapted solutions of (4.1 ) in x Q), for some M &#x3E; 0. Then, for

every t E [0, T ] we can write
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By Theorem 3.4 and the Lipschitz condition on F we have that

Appliying an iteration argument we obtain that

from which we deduce that = 0. Con-
sider now the Picard approximations

By hypothesis (HI), uO(t, x) is adapted. On the other hand, using
hypotheses (H3) and (H9)M we have that
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Now, using induction on n and Theorem 3.4 it is easy to show that un is
adapted and belongs to x S2 ) . Using an inductive argument we
can easily show that

and the limit u of the sequence u’~ provides the solution.

Proof of (i). - Using the same arguments as in the proof of the
existence we can see that the solution u belongs to x S2). Now we
have to show that the following two terms are a.s. continuous in L,;,,(II8):

In order to prove the continuity of Ai, note that hypothesis (H9)M implies
that, for all cp and ~ in 

Hence, we can assume that uo is a smooth function with compact support.
In this case

which tends to zero almost-surely for all t by hypotheses (H4) and (H9)M,
as in the proof of Theorem 3.3. The continuity of A2 is an immediate



204 E. ALOS ET AL. / Ann. Inst. Henri Poincare 36 (2000) 181-218

consequence of Theorem 3.3. Finally, using a recurrence argument it is
easy to prove that the Picard aproximations un satisfy that

from where (4.2) follows.

Proof of existence in x Q). - Using hypothesis (H7) we have
that

Using now induction on n and Corollary 3.5 it is easy to show that

IT E|un(t, x)|2 dt dx  oo and that un is a Cauchy sequence in x

Q) . This implies that u belongs to L2(IT x ~2). a

For every p &#x3E; 1, 0  ~  p and K &#x3E; 0 we denote by the set

of continuous functions f : [-I~, ~] -~ R such that

Notice that if f E Wp,~(K), then f is Hölder continuous in [-K, K]
with order ~/p.
Now our purpose is to prove that, under some suitable hypotheses, the

solution u (t, .) belongs to W p ~ ~ ( I~ ) , for some p &#x3E; 1 , 0  £ ~ p and all
~&#x3E;0.

THEOREM 4.2. - Fix p &#x3E; 4 and M &#x3E; 0. Let uo be a function in

Consider an adapted random field F(s, y, x) satisfying hypothe-
ses (F 1 ) to (F3 )M and a stochastic kernel pes, t, y, x) satisfying (H 1 )
to (H8) and (H9)M. Then, the solution u (t, x) constructed in Theorem 4.1
belongs a.s., as a function in x, to (K), for all p &#x3E; 8, £  2 - 3 and
K&#x3E;0.
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Proof - We have to show that the following two terms belong to

Using Minkowski’s inequality we have that

Taking into account estimate (5.10) and the same arguments as in [4,
p. 17] it is easy to show that  t  T, x, y, z E R, f3 E [0, 1 ] and
p &#x3E; 1,

for some K, c &#x3E; 0. This gives us that, taking ,8 = 1
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which gives us that B 1 (x) belongs a.s. to W~(J~). On the other hand, as
in the proof of Theorem 3.3 we can write for a E (0, 4 P 4 )

where

This gives us that

Using Minkowski’s inequality and the estimate (4.3) we obtain that
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Using Holder’s inequality we obtain

provided a &#x3E; 1 + ~. Finally, from the proof of Theorem 3.2 and the
facts that u o E and a  (p -4)/(4~) it is easy to show that

r  oo, which allows us to complete the proof.
We have made use of the following conditions

We can easily check that thanks to the fact that p &#x3E; 8 we can take a and

f3 such that these inequalities hold. D

5. ESTIMATES FOR THE HEAT KERNEL WITH
WHITE-NOISE DRIFT

In this section, following the approach of [13] we construct and
estimate the heat kernel of the random operator d 2 + where

v = {v(t,x), t E [0, T], x E is a zero mean Gaussian field which is

Brownian in time. The differential v(t, x) dt := v(dt, x) is interpreted
in the backward Ito sense. More precisely, we assume that v can be
represented as
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where g : IR2 ~ 1R is a measurable function, differentiable with respect to
x , satisfying the following condition

Set G (x , y ) = and let us introduce the following
coercivity condition:

(Cl) := 1 - ~ G (x , x ) &#x3E; ~ &#x3E; 0, for all x e ? and for some
~&#x3E;0.

Let b = [0, T]~ be a Brownian motion with variance 2t
defined on another probability space (W, ~, Q). Consider the following
backward stochastic differential equation on the product probability
space (2 x W, 0 © g, P x Q) :

Thanks to condition (5.2), applying Theorems 3.4.1 and 4.5.1 in [7],
one can prove that (5.3) has a solution = 0 ~ ~ ~ T, x E
R} continuous in the three variables and verifying

for all s  r  t, x E R.
Then we have the following result

PROPOSITION 5.1. - Let v be a Gaussian random field of the form
(5.1) where the function g satisfies the coercivity condition (Cl) and
assume that g is three times continuously differentiable in x and satisfies

Then there is a version of the density

which satisfies conditions (HI) to (H8) and (H9)M for each M &#x3E; 0.
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Proof - Let us denote by 03B4b and Dh the divergence and derivative op-
erators with respect to the Brownian motion b. Applying the integration-
by-parts formula of Malliavin calculus with respect to the Brownian mo-
tion b we obtain

- where

Hypothesis (HI) follows easily from the expression (5.5) because 
is 0 g-measurable. The fact that y t-+ p(s, t, y, x) is the probability
density of which has a continuous version in all the variables

0~~7B imply (H2), (H3) and (H4). Hypothesis (H5) is
a consequence of the flow property (5.4).

Applying the derivative operator to (5.5) yields

where

Then hypothesis (H6) follows easily from Eq. (5.6). Conditions (H7),
(H8) and (H9)M will be proved in the following lemmas. 0

LEMMA 5.2. - The stochastic kernel p(s, t, y, x) satisfies condi-

tion (H7) with the constant 8P = pi K, for any K  1 /8.

Proof - By (5.5) the kernel p can be expressed as

where = x. Since B and - B have the same distribution,
it is sufficient to consider the expression in (5.7) and assume that x  y.
Using the trivial bound
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for any a &#x3E; 0, K &#x3E; 0 we obtain

where

We only need to calculate By Schwartz’s inequality

Note that, if we fix t and let s vary, Bt,s(x) becomes a backward
martingale with quadratic variation

This gives us that Bt,.(x) is a Brownian motion with variance 2, and then,
for any K  1 / 8

On the other hand, it is known (see [ 13], proof of Proposition 10, (5.5))
that

and now the proof is complete. D

LEMMA 5.3. - The stochastic kernel p (s, t, y, x) satisfies condition
(H8) with the constant yp = pi K, for any K  1/8.

Proof. - We express p (s, t, y, x) as in [ 13] as

Since g and ~g/~y satisfy condition (H8) (ii) and p satisfies the bound
(H7), we only need to show .
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t, Cp(t - s ) -1. Now taking the derivative 
inside the formula (5.5) for p and integrating by parts we obtain

where

The proof of Proposition 11 in [ 13 ] indicates that Cq (t -
for all q &#x3E; 1. Therefore, the estimates on E exp (2 K Bt S (x ) / (t - s ) )

from the proof of Lemma 5.2 yield the lemma. 0 
’

LEMMA 5.4. - The stochastic kernel p (s, t, y, x) satisfies condition
(H9)M for all M &#x3E; 0.

Proof - By Eq. (4.16) in [ 13] we know that

p (s, t, y, x)

where

This gives us that

Since q (r, t, z, x) satisfies the forward heat equation in the variables
(t, x ) , we obtain the following by integrating by parts
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Fubini’s stochastic theorem allows us then to write

From (4.16) in [ 13] it follows that

Using integration-by-parts formula it follows that



213E. ALOS ET AL. / Ann. Inst. Henri Poincare 36 (2000) 181-218

It is easy to show that for all M &#x3E; 0,

By Burkholder’s inequality it follows that

which gives us (H9)M, thanks to (H7). Now the proof is complete. 0

6. EQUIVALENCE OF EVOLUTION AND WEAK SOLUTIONS

Assume the notations of Section 5. By (4.15) in [13] we know that
p(s, t, y, x) is the fundamental solution (in the variables t and x) of the
equation
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Our purpose in this section is to study the following stochastic partial
differential equation

with initial condition uo : R. Let us introduce the following defini-
tion.

DEFINITION 6.1. - Let u = {u (t, x), (t, x) E be an adapted process.
We say that u is a weak solution of (6.2) if for every 1/1 E and

t E [0, T] we have

Now we have the following result.

THEOREM 6.2. - Under the hypotheses of Theorem 4.1(ii), the solu-
tion u = {u(t, x), (t, x) E IT} of (1.1) is a weak solution of (6.2).

Proof - Suppose that u is the solution of (1.1 ). Let {ek, k &#x3E; I} be a
complete orthonormal system in For all m ~ 1 and (t, x) E IT we
define

where := F(s, z, u(s, z)). The stochastic process um (t, x) is well-
defined because p(s, t, Z, x)Fs (.z)ek (,z) d.z)ek (y) IIt (s, y) } belongs
to the domain of 8 for each k &#x3E; 1. This property can be proved by the
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arguments used in the proofs of Theorems 3.2 and 3.4. By (4.15) in [ 13]
we know that for all 0 # s  t  T, x e ? and f E L2(IR)

This gives us that

Let 03C8 be a test function in Using integration by parts formula
and Fubini’s theorem it is easy to obtain that
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This gives us that
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Notice that

In order to complete the proof it suffices to show that for any smooth and
cylindrical random variable G E S we have

and

These convergences are easily checked using the duality relationship
between the Skorohod integral and the derivative operator. 0
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