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ON THE PROJECTIVE CHARACTERS IN CHARACTERISTIC 2
OF THE GROUPS Su^z") AND Sp^)

^ LEONARD GHASTKOFSKY (1) and WALTER FEIT (1)

i. Introduction.

The purpose of this paper is to obtain an explicit formula for the first Gartan
invariant in characteristic 2 of the groups Suz(2w) and Sp4(2n). Formulas for the
degrees of the projective indecomposable characters for these groups are also obtained.

We need to introduce some notation before stating some of these results. This
notation will be used throughout the paper.

fSp4(2w/2) if m is evenG=G-
[Suz(2w) if m is odd.

f 2^ if m is even
\2m if m is odd.

Thus G^=Sp4(<7) or Suz(^) according to whether m is even or odd. The Sg-group
of G^ has order 2^ in either case.

We write ^0-==^ for the trivial irreducible Brauer character for the prime
/»==2 ofG^, Q^ == O^ for the corresponding projective indecomposable character and
c^=c^ for the corresponding Cartan invariant.

Define

T -(i±^rĵ "" \ 2 r\ 2 r
Then T^ is the n-th Lucas number and

Tn+2=Tn+l+Tn for n>-09

Let U, = ̂  + (B' + Y', where {x- a) [x- (3) [x- y) == ̂ - y2- x + 5.

(1) The first author was supported by the Canada Council and the second author was partially supported
by NSF contract GP-3359I. Both authors with to express their thanks to the I.H.E.S. for their hospitality during
the spring of 1977 when part of this work was done.
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Then Un+s-SU^+H.+i-^Hz for TZ^O,
uo==:3, Ui=3, Ua^n.

Theorem A.

^w{I)=22m{22m-T^2m+{-I)m).
A proof of Theorem A is given in Section 6. It is a simple consequence of

Theorem (6.3). As an immediate consequence of Theorem A one gets

Corollary A.

(DW(I)=22w(22m+T^2w+(-I)m)(D^(I).

The formula in Corollary A is somehow related to the fact that G^ is the twisted
form of G^. It would of course be very desirable to find a more conceptual proof
of this result which explains this relationship between O^ and O^.

Section 7 contains formulas for the degrees of the other projective indecomposable
characters of G^.

Theorem B.

C^=23m+22m+2m+{-l)m2m+l+2mU^-2m+\2m+I)T^

The following consequence of Theorem B is easily verified.

Corollary B.
If m>_3 then c^>22m. Furthermore

M
1 • ^00lim -^-==1.

m-f-oo 2

The proof of Theorem B is much more difficult than the proof of Theorem A.
The nature of the expression for c^\ in particular the existence of a term which involves
U^, would seem to indicate that one should not expect to find a proof which does not
involve a cubic recursion.

The appearance of the polynomial f{x)==x3—(jx2—x+^ in connection with
Theorem B is rather mysterious. The discriminant off{x) is 148 and the roots off{x)
are approximately 2.6753, 1.5392, —1.2145. [Added in proof. — J.-P. Serre has pointed
out that 148 is the smallest discriminant of a totally real number field with Sg as a
Galois group!]

The results of Section 6 show that in some sense the following statement is true.
As the structure of the irreducible Brauer character gets more complicated so the structure
of the corresponding indecomposable character gets simpler. For instance the Steinberg
character is the most complicated irreducible Brauer character and the simplest projective
character. Thus in Theorems A and B we are studying the most complicated projective
indecomposable character $0. As an example of this phenomenon we show in Section 6
that certain Gartan invariants are easily computed.

10



ON THE PROJEGTIVE CHARACTERS IN CHARACTERISTIC 2 n

The degrees of the indecomposable projective characters in characteristic p of
SL^) were found by Srinivasan [7]. The work ofjeyakumar [5] and Humphreys [4]
makes it possible to get a great deal of information about the structure of projective
modules for SLgQ^), and in particular to get information about the Gartan matrix
for these groups. In [i], Alperin gave a complete description of the Cartan matrix
for 81*2(2"). Aside from the groups SLgQ^), very little information is known about
the projective characters of finite groups of Lie type. The results in this paper are
apparently the first in which O^i) or c^ has been computed for an infinite number
of groups of Lie type other than SLgQ^).

In [6] Landrock computed the Cartan matrix for the prime p=2 of €3, the
smallest Suzuki group. He noticed in particular that c^== i6o>| G^ 12=64. This
result contradicts an old conjecture of Brauer which asserted that the Gartan invariants
of a group are bounded by the order of a Sylow subgroup. It is clear from Corollary B
that Landrock's result is not an accident. In fact the conjecture was off by an order
of magnitude.

Motivated partly by trying to understand Landrock's result, the second author
suggested to the first author early in 1976 that he study the projective characters of the
Suzuki groups for the prime p=2. Later during that year the first author succeeded
in proving Theorems A and B in case m is odd, i.e. in case G^ is a Suzuki group. The
argument used was similar to the one in this paper, though the graph used was more
complicated than the one introduced in Section 3. Shortly thereafter the first author
realized that a similar (even simpler) argument should apply to the symplectic groups G^.
In fact it turned out that the simpler argument applied in all cases. Furthermore by
treating the groups G^for m even and m odd simultaneously, various parts of the argument
were further simplified, and the induction on m needed in the proof of Theorem B was
made considerably less cumbersome. It is this work which is the content of the present
paper.

Analogous arguments can be used to study projective characters of the
groups SL3(2W) and SU3(2W). In a forthcoming paper we will prove a result analogous
to Theorem A for these groups and also derive some information concerning the first
Gartan invariant ^,0.

2. Notation.

We write F^ for the field of cardinality q, K for the algebraic closure of F , o- for
the Frobenius automorphism of K or F . Thus if aeK then aa=a2.

Let G=G^, q=qm have the same meaning as in the introduction. Let
Goo=Sp4(K). Let a also denote the automorphism of G^ or G^ induced by the
Frobenius automorphism.

Let T denote the graph automorphism ofG^. See ([2], Section (12.3)) for a
detailed description of this automorphism. Then ^=a on G^. Furthermore

11
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^n-n^8112^4'1) is the subgroup of G^+^SpJs2^) consisting of all elements
fixed by r2^1.

Let G=G^ or G^. If M is a K[G] module and 6 is an automorphism of G,
let M° denote the module obtained by letting geG act on MQ as gQ acts on M. If
G is finite and 9 is the Brauer character afforded by M, let y° denote the Brauer character
afforded by M°.

Let S=S^=Z/^Z. For each subset I<=S, let I '=S—I and let 111 denote
the cardinality of I. If m is even let E={2, 4, 6, ..., m}^ S.

i or iji denotes the trivial character or Brauer character of any finite group H.
r == r^ is the Steinberg character of G^.
If a, (B are complex valued class functions defined on the finite group H let

(oc,p)=(a,P)H-^ S^aWpW.

Define IHI2^, a).
If 6 is a Brauer character of G^ then (F, 6) is defined since F vanishes on all

2-singular elements of G^«
If 9 is an irreducible Brauer character of G^ then it is well known that

(r,(p)=o for 9+r, l irn^i.

3. The Brauer Characters of G^.

Lemma (3.1). — Let M be the ^-dimensional K[G^] module underlying the natural
representation of G^ == Sp4(K). Let g be a semi-simple element in G^. Then the characteristic
values of g on M are a, a~1, (B, (3~1 for some a, (BeK and the characteristic values of g on M"
are a(B, (a(3)-S a(3-\ a-^.

Proo/'. — Let a be a short root and b a long root in the root system Bg. The results
of ([2], Chapter n) imply that

fl t 0 0 \ fl 0 0 0\

0 0 t 0
^)=x^t)=

0 0 1 — ^ o v / 0 0 1 0

\0 0 0 I ] \0 0 0 ij

Furthermore x_^{t), x_^(t) is the transpose of x^t), x^t) respectively.
By definition n^f)=x^t)x_^—^l)x^t) and W=n^t)n^—i). Similarly

^)=^(^-6(---^~1)^) and h^t)=n^t)n^—i). This yields that

/t 0 0 0 \ ( l 0 0 0\

w= 0 t

0 0

\0 0

-1 0 0

t 0

0 t-1)

A^)= 0 —t 0 0

0 0 —r1 o
\o o o i f

12



ON THE PROJECTIVE CHARACTERS IN CHARACTERISTIC 2 13

By ([2], (12.3.3))

T : h^h^)

h^h^t).

Thus T : h^t)h^u)^->h^u)h^t2). The result now follows by setting a=^ and ^=^lu.
Fix the integer m. Let G=G^ and let 9 denote the Brauer character of G

afforded by the natural 4-dimensional K[G] module. For any integer i, let 9, =9^.
If m is odd, then 9^ ==9^=9 by definition. If m is even, then 9^=9^=9, since
T2^^. Thus in any case we may define 9, =9^ for ieS.

For any subset I c S define
91=^9,.

Theorem (3.2). — Z^ G=G^. T^TX {9i |IcS} ij ̂  j^ of all irreducible Brauer
characters of G. Furthermore 9^ == i and 9g = F in the Steinberg character of G.

Proof. — In case m is odd and G=Suz(2w) this is proved in ([8], section 12),
since T^^4"1^2. Suppose that m=2 and G=Sp4(2)^S6 (the symmetric group on
6 letters). Then there are 4 semi-simple conjugate classes C^, Gg, €3, €4 of orders i, 3, 3, 5
respectively. The following table is easily computed by using Lemma (3.1).

GI Cg €3 €4

i i i i

4 — 2 i — i

4 i — 2 — i

997 | 16 — 2 — 2 i
9'

Thus 99'' is the Steinberg character of Gg and so is irreducible. The result now follows
from the tensor product theorem. See [8].

Corollary (3.3). — Let G=G^. Then every irreducible Brauer character of G is real
valued.

Proof. — Immediate from Lemma (3.1) and Theorem (3.2).

Theorem (3.4). — Let G=G^. Let ieS. Then

9 2 =4+29,+l+y^+2•
Proof. — This is a direct consequence of Lemma (3.1) since a Brauer character

is determined by its values on semi-simple elements.
Let G=G^. If I^S let Oi denote the projective indecomposable character

of G which corresponds to 91. Then 9g=0g===r and (Oi,9j)=8u for I,JcS.

13
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The next result will not be used directly in this paper but it indicates that the
results in this section capture all the essential properties in some sense of the ring of
Brauer characters of G^.

Theorem (3.5). — Let G==G^ and let R(G) denote the ring of Brauer characters of G
(or equivalently the Grothendieck ring of G). Then R(G) is isomorphic to the commutative
Z-algebra which is generated by elements ^, ieS that satisfy

^ = = 4 + 2 ^ + i + ^ + 2 -

Proof. — Let A denote the Z-algebra defined in the statement. By Theorem (3.4)
there exists an epimorphism /: A->R(G). By Theorem (3.2) R(G) has rank 2^ as
a Z-module. Since A is generated as a Z-module by the elements Yl x as I ranges

iei
over all subsets of S it follows that A has Z-rank at most 2m. This implies that / is an
isomorphism.

4. The Graph ®.

Let m>_2. We associate a directed graph ©=®^ to the group G==G^ as
follows.

The vertices are labelled by the elements of S. There is an edge from i toj if and
only if j = i + i or i 4- 2. An edge i->i + i is a short edge. An edge i->i + 2 is a long
edge. By abuse of notation we will frequently identify S with the set of vertices of ®.

Two vertices i.jeS are adjacent if \i—j[==i.
By Theorem (3.4) there is an edge from i to j if and only if ^ is a constituent

of <p?. This is the reason that the structure of ® is relevant to the study of the ring of
Brauer characters of G.

The graph © is most easily visualized by choosing m points on the unit circle and
labelling them 1,2 , . . ., m in a clockwise direction. The edges are then the arcs from i
to z + i and i to z + 2 for i<_i<_m. (Of course m+i is identified with i.)

A path ̂  is a set of vertices ^, . . ., 4 and edges ij-i->ij for i<_j<k such that
i,+it for s^t except possibly for {j, t}={o, k}. The set of all vertices in ^ is the
support of ^8.

The path i —2->. . . ->m->i will be denoted by C.
A path ^ is closed if^ contains at least one edge and for any ordered pair of distinct

vertices z, j in ^} there exists a path from i to j contained in ^}.
A subset I of S is circular if it is the union of pairwise disjoint subsets, each of which

is the support of a closed path.

Lemma (4.1). — Let I c S.

(i) I is circular if and only if no two elements in V are adjacent.
(ii) If J^I and J is circular then I is circular.

14



ON THE PROJECTIVE CHARACTERS IN CHARACTERISTIC 2 15

(iii) If I is circular then [I[_>77Z/2.
(iv) If I ^Tzrf I' ar^ ^A circular then m is even and I==E or E'.

Proof. — (i) Clear by definition.
(ii) and (iii) are immediate consequences of (i).
(iv) If I and I' are both circular then, by (iii), [I [2^/2 and |I'|^m/2. Thus

[I | = [I'| ==77z/2 and so m is even. The result now follows from (i).

Lemma (4.2). — Suppose that ̂  is a path whose support contains the vertices i, z+i? i-\-2.
If i—^i-\-2 is an edge in ̂  then m is odd, S is the support of ̂  and ̂  is the path

i-^-^—'--^—1-'1-

Proof. — The edge i + i ->i + 3 must be in ^ft. Thus by induction it follows that
for any j the edges j—^j-\-2 and ,7+1—^'+3 must be in }̂. Hence the support of ^}
is S and ^3 contains no short edges. Since ^} is a path, m cannot be even and the result
follows.

Lemma (4.3). — Suppose that I is circular and I+S.

(i) I is not the union of at least two pairwise disjoint subsets, each of which is the support
of a closed path.

(ii) There is a unique path with support I.
(iii) The number of long edges in ^8 is |1'[.

Proof. — (i) Immediate by Lemma (4.1) (iii).
(ii), (iii). Let o^^< ... ̂ i^m— i, where I=={^[o;<^^}. If ^ is not the

path z'o->Zi->. . . ->4 then there must exist vertices i, i-\-i, i-\-2el and an edge i->i-\-2
contrary to Lemma (4.2). This proves (ii). Statement (iii) follows from the fact
that the number of long edges in ^3 is clearly |I'[, the number of elements not in I.

Lemma (4.4). — (i) Suppose that m is even. Then S is the support of the unique path £.
Furthermore S==EuE' and E, E' are each the support of a unique path, and this path has no
short edges.

(ii) Suppose that m is odd. Then S is the support of (£ and of the path

i -> 3 -> 5 -> . . . —^ m— i —^ i

and no others. Furthermore S is not the union of two pairwise disjoint circular sets.

Proof. — IfSis the support of a path other than (£ then there must be an edge i->i-\-2
in this path. Hence by Lemma (4.2) m is odd and the other path is the required one.
If S is the union of two pairwise disjoint circular sets then by Lemma (4.1) m is even
and the result follows immediately.

15
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Theorem (4.5). — Let 0+I^S.
(i) 91 is a constituent of <pj if and only if I is circular.
(ii) If I ^ circular and I+S ^T? ^ multiplicity of ̂  as a constituent of 9^ is

^^-li'l^^"^111.
(iii) The multiplicity of cpg = F ^ a constituent of F2 ^ 2^+1.

Proo/. — By Theorem (3.4) 9^=^(4 +29,4.1+^+2)- Let 6 be a term in the
expansion of 9^. Then 6 is an integer times a product of at most |I| characters 9..
Thus if 6 is a multiple of 91, then 6 =2^11 cp,+^, where s(z)=i or 2 for each i and ?z
is the number of values iel with s(z)==i. Since 6 is a multiple of 91 it also follows
that { z + s ( z ) \ieI}=I. Hence z—^+s^') defines a disjoint union of closed paths with
support I and n is the number of short edges in these paths. This in particular implies
that (i) holds.

If I=)=S then, by Lemma (4.3), there is a unique path ^5 with support I and the
number of long edges is 11' [. Thus the number of short edges is [ I [ — \V\=m~ 211' [.
This proves (ii).

If I=S. Then by Lemma (4.4) it follows that in any case there are two such
terms 9 and the multiplicity of 9g in 9! is 2wl+ i as required to prove (iii).

5. Some Inner Products.

The following result is of basic importance for the rest of this paper.

Lemma (5.1). — Let I, J be subsets of S. Then

(I^I. ̂ -(r, <Pi<Pj)=(r\ P luJ-InJ^nj) -

Furthermore
(IV,9j)=o if luJ+S.

=i if luJ-S, InJ=0, i.e. J=I'.
==o if IuJ=S, Inj4=0, InJ is not circular.
^^-Kinjn ^ IuJ=S, InJ+S, InJ is circular.

=2m+I if I=J=S.

Proof. — The first equation follows from Corollary (3.3). Thus we need only
compute (r,9^j_^j9^j).

Suppose that InJ=0. Then (r,9i^j)=8g^j and the result is proved.
Suppose that InJ+0. By Theorem (3.4) ^^3=^^4+^+1+^+2)' Let

6 be a term in the expansion of 9^ j such that (F, 9^ ̂  j _ j ̂  j 6) =t= o. Then 6 is an integer
times a product of k characters 9^ with ^|InJ|. By the choice of 6 it follows that
k+\IuJ—I^J\=m. Hence |IuJ[==m and |InJ[==A. Thus in particular IuJ=S.

16



ON THE PROJECTIVE CHARACTERS IN CHARACTERISTIC 2 i;

Hence 6 is a multiple of <pi^j. Furthermore (F, 9iuj-inj9tnj) ls equal to the
multiplicity of (pj ̂  j as a constituent of <p^ j. The result now follows from Theorem (4.5).

Corollary (5.2). — Let I^S. Then

(r2,^! ^ 1=0.
=o if I+0, I zj 7^ circular.
=2W4 -1^1 Z/' I+S, I ^ circular.
=2m+l if I-S.

Proof. — Let J=S in Lemma (5.1).

Corollary (5.3). — Suppose that m is even. Then

(r2,^)^^2,^)^!.
Proof. — Let I==E or E' in Corollary (5.2).

6* Projective Indecomposable Characters.

Lemma (6.1). — Let K^S. Then

<&K=r(pK-- S (r2, cpj_K)<i>j.
iv c J

J — K circular

Proof. — Since rcp^ ls a projective character it follows from the orthog-
onality relations that r<pK'==^(r '<pK/» PJ^J- ^ (r'?K'5 ^j)^0 Aen K'uJ==S by
Lemma (5.1) and so KcJ. Furthermore

(I^K'^ 9j)=(r, ^^^^^(^ yK'ujPK'nj)^^ ^^^^^(^ ?J-K)-

Thus by Lemma (5.1)

r^K'-Sfr^^j^-^K+Sfr^j-K)^.
K. £ J K. c- J

By Lemma (5.1) (F2, yj-K)""'0 unless J — K is circular.

Lemma (6.2). — Suppose that J ^ circular. Then c[)j=r(pj. except when m is even
and J==E or E'. In the latter case $j=r9j,—r.

Proof. — IfJ' is not circular then Lemma (4.1) (ii) implies that I—J is not circular
for any set I with JcIcS. Thus (r^q^..^^^ by Lemma (5.1) for J^IcS.
Hence ^j==T^j. by Lemma (6.1).

Suppose that J' is circular. Then m is even and J ==E or E'. If J c Ic S and
I—J is circular then I=S. Hence by Lemma (5.1) (F^y^^^o for J^I^S.
By Corollary (5.3) (F2, 9g_j)=== i. The result follows from Lemma (6.1).

17
3
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Theorem (6.3). — Let KsS.

(i) If m is odd or K + 0 then

<DK==r<p^- S (r^vj.K)^,.
K £ J

J — K circular

(ii) If m is even then

o,=r2- S (r^r^+sr.
J circular

Proof. — I f J — K is circular then J is circular by Lemma (4.1) (ii). Thus
Lemma (6.2) implies that either Fyj, = Oj or m is even J == E or E' and Oj == r<pj, — I\
If J=E or E' andJ—Kis circular then K==o by Lemma (4. i) (iii) and (F2, <pj)==i
by Corollary (5.3). The result now follows from Lemma (6.1).

It is now easy to prove Theorem A.

Proof of Theorem A. — By Theorem (6.3) and Corollary (5.2)
<D,=r2- S 2w4-IJ71^<pJ,+(-I)nl^.

J circular

Since <pJ , ( I )=4 l J ' l it follows that
^)=^{l){22m-2m S l+(-l)^).

J circular

By the Corollary in the Appendix the number of circular subsets of S is T^. This
completes the proof.

The next result shows, as mentioned in the introduction, that certain Gartan
invariants are easily computed.

Theorem (6.4). — Suppose that m>2. Let i,jeS. Then ^^=48^.

Proof. — Since {z}' and {j}' are both circular it follows from Lemma (6.2) that
^{i}'= ^Pt an^ ^{j}'== r^j- Thus if i^j then Lemma (5.1) implies that

^.or-^ ̂ -(r2, y^)=o.
Since 92 = 4 + 29^ +1 + 9,^ 3 it follows from Lemma (5.1) that

^,{^}'=(^CP^^9^):=(^^9!)=(^2,4+29i4-l+<P<+2)==4.

7. Degrees of Projective Indecomposable Characters.

In this section we will compute 0^(i) for 0=(=KcS.
If I c S then a component of I is a nonempty subset A of I which is the support

of a path with only short edges and is maximal with respect to this property. Thus
^ |I'1^1 ^en I is the only component of I. If i,jel\ i,i+i+j and if

A=={i+s\s^i, ...,(j-i)-i}^I,

then A is a component of I; and conversely/if |r|>i, every component is of this form.
Clearly no two distinct components of I intersect and I is the union of its components.

18



ON THE PROJECTIVE CHARACTERS IN CHARACTERISTIC 2 19

Let K be a nonempty set in S and let |K| ==A>o. Then K={z\ , . . . , 4} with
o<z\<.. .<4^^—i. For i<^^ let

\={J\is<J<is^ ^s^k^i
Ak==={j\o<.j<h OT h<J<.^-1}-

Thus the nonempty sets Ag are the components ofK'. Let 0^== |AJ for all s. Then

| K / | = = w — A = = f f i + - • •+^c-

The set {a^y . . . , }̂ is called the type of K.

Lemma (7.1). — Let K be a set of type {a^y ..., ̂ }. Then K' is circular if and only
if ^4=0 for all s.

Proof. — By Lemma (4.1) (i), K' is not circular if and only if K contains a pair
of adjacent elements. This is clearly the case if and only if a^ == o for some s.

Define

F_ i ^+V5\" i1-^}^-vilr '̂l . ;;•
Thus F^ is the w-th Fibonacci number. Observe in particular that FQ==O.

Theorem (7.2). — Let 0+K^S. Let {a^, ..., ̂ } be the type of K. Then

^W^^-V-IlF^.

Proof. — Let X be the set of all sets J with KcJcS and J—K circular. If
JeX then Corollary (5.2) implies that

(^^9J-K) : :=2w4 - l ( J-K) ' l=2w4- (M- I J I+fc )=2m-2fc4-w+IJI.

Thus, by Theorem (6.3),

O^i)^!^-^-^-^ S 4-w+lJl4w-lJl)
J £X

^^^-2fc_^-2^x[)=23w-2fe(2w^-|X|).

k

Thus it suffices to show that [X|== II F^.

If K' is not circular then by Lemma (4.1) (ii) X=o and so |X|==o. By
k

Lemma (7.1) a^==o for some s and so II F^=o. The result holds in this case.

Suppose that K' is circular. Let K={^? . . . ,4} wlt!1 o<^l<^ • • '<^^k<lm—I-
Let Ay be defined as above and choose the notation so that a^ == \ Ag [ for each s. A
set J is in X if and only ifj satisfies the following two conditions:

(i) J contains the end points Zg+i? ^s+i—1 °^ Ag for each s.
(ii) J does not omit adjacent points of any set Ag.

19
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By the Corollary in the Appendix the number of such subsets of A, is F^. Thus
k

[X|== n F^ as required.
s == 1

Corollary (7.3). — ̂  m^4 there exist subsets I, J of S J^A ̂  p^i)^^!) ^
(Di(i)+0j(i).

Proo/. — As an example let I = = { i , 2} and J=={ i , 3}. Then <pi(i)=<pj(i)=42 .
Since I is of type {o, m—2} and J is of type { i , ^—3} it follows from Theorem (7.2)
that (DI(I)=24W-4 and

^(I)^4--4^3"-4^^!).

8« Some More Inner Products

This section contains the computations of some inner products which are needed
for the proof of Theorem B.

Lemma (8.1). — Suppose that G==Suz(^). If 6 is a class function on the set of all
2'-elements of G then

(r3,e)=(r,e)+(<7+i)6(i).
Proof. — If x is a 2'-element in G, x 4=1 then r(;c)==±i. See for instance [9]

or [10]. Thus (rs—r)^)^ for xeG, x^i. Therefore

(r.-r,e)=^(r.(,)-r(,)w,)=^^-(,+,)e(,)

as required.
Throughout the rest of this section G==Sp4(y) and the following notation is used.
H is a cyclic subgroup of G of order q2—i. Thus every cyclic subgroup of G

of order q2—! is conjugate to exactly one of the groups H, H\ See [3].
H4" is the subgroup of H of order q +1.
H~ is the subgroup of H of order q—i.

Lemma (8.2)

W——q if ^^-{i}
= q if xeH--{i}

==-1 if AreH-H^uH-.

Proof. — See [3].

Lemma (8.3). - ig+ig.^r^r).

Proof. — See [3].
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Z^wwa (8.4). — There exist linear characters T], ^ OTZ H4-, H~ respectively such that if
9==(pi then

<pH+==2+•y]+•y^\ <pH^==2(73+•y^ l)•
9H-=2+^+r1, ?H-=2(^+r1).

proof. — See [3].

£<?wwa (8.5). — Suppose that IcS and I' ^ circular. Then

(^ (<PI)H-)=(IH^ (<Pi)^) ^ I+E or E'
(^-5 (9E+yE /)H-)=(IH^ (9E+9E')H+)+2(y+l).

Proof. — By Lemma (8.4)

^H-==.e^nI2(?:2i+?:-2').e^nz(2+^+^2>)'

(^H-<e^nz2^2i+^2t)<e^nI(2+^+7'-2')•
Since O^^CT— i it follows that S ± 2* ̂  o (mod q +1) and 2; ± 2' = o (mod y — i )

can only hold for ±(i+2 +• • .2">-1)=±(?—I). Hence (IH+, (^H^a'1"13'! and
if I+E or E', then (IH-, (<PI)H-)=2lInE'l. Furthermore (IH-, (TE)n-)=2? and
^H-) (<Pe')H-)=2. This yields the result.

Lemma (8.6). — (i) (F2, r^^+^+a^^y+i.
(ii) (n, r<pg)=(r2, r(pE,)=^2+i)+(^+i).
(iii) T/'I' w circular and I+E or E', then (F2, ^yI)==41II(^2+I).

Proo/'. — Let 1=8. By Lemma (8.3),
(8.7) (n, ryi)=(r2-r, r9i)+(r-i, r9i)+(r, 9,)

=(n-r, (r+i)vi)+(r, vi)=^(^+i^, (r+i)yi)+(r, yi).
By Frobenius reciprocity

(iS+i^, (r+i)<pi)=((r+i)H, (9i)H)+((r+i)H-, (yi)^)
==((r+i)H,(<pi+vl)H).

Thus Lemmas (8.2) and (8.4) imply that

(Ig+^,(^+I)<pI)==——-((y4+I)2.4lll+(<?+I) S (yiW+yIM)
y —1 a;£H —{1}

+(-?+ILeHS-{l}(VJW+VIW))

=^L^4-I)2•41II+(IH-, (?I+?I)H-)
— ( I H + > (Vl+V^H*)-

22



22 L E O N A R D G H A S T K O F S K Y A N D W A L T E R F E I T

Therefore (8.7) implies that

(8.8) (r2, r<p,)=(^+i)4m+(r, <pi)+^((iH-, (yi+9l)H-)-(i^ (91+9^))

(i) If I=S then 9j==r. Lemma (8.2) implies that

{^-^r^)-^,2r^)=^^+{q-2)q)--——^-q2)

==2{q3+q2+2q-q3+q2)=2(2q2+2q).

Since (F, r)==i and [ I | = = w the result follows in this case from (8.8).

(ii) Since 9^=9^, Lemma (8.5) and (8.8) yield that if I=E or E' then
{^2,^^)={q2+l)2m+q+l={q2+l)q2+q+l.

(iii) By (8.8) and Lemma (8.5) (F2, rq^^+i)^1! as required.

9. Some Preliminary Computations for €00.

Define

©= 2; (r2,^)]^.
e + j + S ' 9 • J / —

By Lemma (5.2) and Theorem (6.3)

o^r2^^-!)^-®,
and ©= S 2m4-IJ '1^9J,.

J circular
J = j = S

Thus

(9.1) ^o=l|^2-(2w-(-I)w)^||2-2(^2-(2w-(-I)m)^,©)+||o||2.
Lemma (9.2). — Suppose that m is odd. Then

(i) \\^2-{2m-{-l)m)^\\2^q3-2q
(ii) (^2-(2W-(-I)W)^,©)=^+I)T,-^+I).

Proof. — (i) By Lemma (8.1)

(r2, r2)=(r3, r)=i+^+i)^=^+y2+i.
Thus by Corollary (5.2)

[|^2-(2w-(-In^||2=||^2|[2-2(y+I)(^2,^)+^+I)2||^||2

^3_^24_i_2(^)2+(^)2^3_^

(ii) Since J and J' are never both circular it follows that (F, ©)==o. Thus

^-^-(-i)-)^ ©)=(r2, ©)= 2 2W4-I^'(^2, r9j,).
J circular

J + S
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By Lemma (8.1)

(r^ r^)=(r3, cpj,)=(r, ̂ ^(^i)^''.
Hence (F2, ©)=<?(<?+i) S i=^+i)(T^-i)

J circular
J + S

by the Corollary in the Appendix. This implies the result.

Lemma (9.3). — Suppose that m is even. Then
(i) -[[^2-(2W-(-I)W)^| |2-<76+2<7+4
(ii) (r2-(2--(-i)-)r, ©)=^2+^^-^-3^+2?+4.
Proof. — (i) By Lemma (8.6) (i) and Corollary (5.2)

l[^-(2"•-(-I)OT)^|[2==[|^2||2-2(?2-I)(^2,r)+(92-I)2

=?6+?4+2?2+2y+I
_2(^-i)(^+l)+(^-i)2.

(ii) J and J' are circular if and only if J = E or E'. Thus by Corollary (5. a)
(r,©)=(r,ryE)+(r,r^,)==2.

By Lemma (8.6) (ii) and (iii) and the Corollary in the Appendix

(r2,®)^ S a^-^'l^V+^+a^+i)
J circular

J + S

-^V+i), S i+2(y+i)=^V+i)(T,-i)+2(y+i).
J circular

J + S

Thus (^2-(2wl-(-I)M)^,©)=(^2-(^-I)^,e)
==^2+I)(T,-I)+2(?+I)-2(92-I).

This yields the result

Lemma (9.4). — To prove Theorem B it suffices to prove the following statements.

(i) If m is odd then

IIQII2-^-^-?.
(ii) If m is even then

11©112=?2U,-?4-3?2+2?+4.
The result follows directly from (9.1) and Lemmas (9.2) and (9.3).

10. The computation of c^ continued.

Define
(10.1) Y = Y - S (P, yi,)(P, <pj,)(P, <piyj)

InJ + 0
I, J + S

(10.2) z=z,=^(r2, yi,)(r2, <pj,)(n, y^j).
I, J + 0, S
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By definition ||©||==Y+Z. This section contains the computation of Z. The
much more difficult question of computing Y is the content of the rest of this paper.
We begin with a combinatorial result.

Lemma (10.3).—LetK be a circular set with |K'|>o. The number of'ordered pairs (I,J)
of subsets ofS with I', J' circular, InJ=0 and IuJ==K is a '^L

Proof. — Since no two elements ofK' are adjacent, K has |K'| components. No
two elements of I or J can be adjacent. Hence for each component of K the placement
of some vertex in either I or J determines the placement of all the other vertices in that
component, they must alternately belong to I and J. Thus there are 2 ways of placing
the elements of a component in I or J. Thus there are 2^ ! ways of choosing the
pair (I,J) as required.

Lemma (10.4). — Suppose that I', J', luj are circular and InJ=0. Then one of
the following occurs.

(i) I',J', luJ+S and
(r^yi^r^^j^r^^uj)-^-

(ii) m is even. Either I'=S and J=E or E' or I=E or E' and J==S; or
I==J'==E or E'. Furthermore

(^2,9p)(^2,9J/)(^2,9„J)=2m+I.
Proof. — If 1'== S thenj andj' are both circular and so m is even and J=E or E'.

Similarly if J'=S then I=EorE' . If IuJ=S then since |I|, |J|^m/2 it follows
that |I |=[J |==77i/2. Thus m is even and I==J'=E or E'.

(i) Since InJ=0 it follows that |IuJ| == |I| + |J[. Thus by Corollary (5.2)

(r2,9p)(r2,<pj,)(r2, y^J)=23w4-(IIl+IJl+w-IIUJl)=23w4-m=2w

(ii) In each of the three cases {!', J', I uJ}={E, E', S}. Thus by Corollary (5.2)
the expression is

(r^EKr^EW^-^+i.

Lemma (10.5). — (i) If m is odd Z==q{q—2).
(ii) If m is even Z = q^ — 2q2 + 2.

Proof. — For any circular set K define

X(K)-{(I,J)|I',J' c ircular,IuJ=K,InK=0,I ,J+0,S}.

If K+S then Lemmas (10.3) and (10.4) imply that

(10.6) S (r2, ̂ )(r2, <pj,)(r2, ̂ )=2m2^.
(I,J)EX(K) 7 T A / V • ' T J / \ 3 TJ^/
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(i) If m is odd then Lemma (10.4) and (10.6) imply that
Z= 2; ^IK-l^m ^ S1^1-2^=2^---2)== ̂ •--2)

K circular K circular
K + S

by the Corollary in the Appendix.
(ii) If K is circular and (I,J)eX(K) with I==0 or J==0 then Lemma (10.4)

implies that K=E or E' and there are exactly 4 such pairs. Thus by (10.6),
Lemma (10.4) and the Corollary in the Appendix

z=^ T?^25 9I)(r2? ?J)(r25 ̂ K s. ^2^1-4.^(I,J)£X(S) K circular
K + S

=2(2 M +I)+2 2 W -4 .2 W =2 2 W -2 .2 M +2==^-2? 2 +2

as required.

Lemma (10.7). — To prove Theorem B it suffices to prove the/allowing statements.

(i) If m is odd then

Xn=yU,-2^+?.

(ii) If m is even then
y^q2V^-^-q2+2q+2.

Proof. — Clear by Lemmas (9.4) and (10.5).

ii. Configurations in (5.

A configuration Q in (5 is a set of edges and vertices of ® such that for each edge
in Q, the vertices at both end points are also in Q. Edges may occur more than once.
An edge which occurs n times is said to have multiplicity n.

For example, any subset of S or any union of paths is a configuration.
If Q is a configuration let s{d) denote the number of short edges in Q, and let

/'(Q) denote the number of long edges in Q. Define e{Q)==s[Q)+£{Q). Thus e{Q)
is the total number of edges in Q.

If I,JcS and K^S such that 9^ ls a term in cpi9j when it is expanded by
using Theorem (3.4) then we will associate a configuration Q to this situation as follows:
if at some point in the expansion we take the 9, term in 92 then we place the edge i—>j
into Q, together with the vertices i, j. If we take the 90 term then we simply place
the vertex i in Q. If this occurs n times then the edge i—^j has multiplicity n in Q.
We will say that Q is associated to the pair {I,J} and results in K. A configuration Q, is
associated to the pair {I,J} if it is associated to the pair I, J and results in some K.

Let Q be a configuration associated to {I,J}. We wish to define partial configur-
ations -Q^. Q results in some set K. Let Qo be the empty configuration. For n >o
let Q^ consist ofQ^_i together with the vertices and edges in Q obtained by expanding
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every cpf which had not been expanded at the previous step. Clearly G==Q^ for
sufficiently large n.

Thus in particular Q^ arises from all the expansions of 9? with zeinj. In
particular Q=Qo is the empty configuration if InJ=0.

As an example let ^=5, I = J = = { i , 2 , 3 } and K=={i} . As a first step take
the <p3 term in both 9^ and cp| and the 94 term in 9!. Then Q^ is

As a second step take the 94 term in 9^. Then Qg is

where the double arrow indicates an edge of multiplicity 2. Finally take the 9^ term
in 94 to get Q=Q^ which is

Lemma (n. i). — Suppose that I' and]' are circular with I nj 4= e. Let Q, be a configur-
ation associated with {I,J}. Then none of the following four statements occur.

(i) Two distinct edges enter the same vertex in Q.
(ii) An edge occurs with multiplicity at least 2 in Q.
(iii) Two edges emerge from the same vertex in Q.
(iv) For some i, both i->i-{-2 and z+i^z+3 occur in Q.

Furthermore Q is a union of paths no two of which have a common edge, the first vertex of
each one being in InJ, and every other vertex, except perhaps the last in (luj)-(lnj).

Proof. — Let C^ be defined as above for %==o, i, . . . There are three ways in
which an edge can emerge from a vertex i in Q^:

( a ) i is the first vertex of a path in Q^.
( b ) i is the end point of an edge in Q,n-i ^d ^(1 ̂ ^—(I °J)-
( c ) i is the end point of two edges in Q^_r

We will now prove by induction on n that Q^ satisfies the conclusions of the Lemma
for all n. If n = o, Q^ is empty and the result is trivial. Suppose now that the result
has been proved for Q( with t<n.
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If (ii) or (iii) occurs in Q^ then either (i) or (ii) must occur in Qn-i which is not
the case. Thus neither (ii) nor (iii) occurs in Q,^. Since (i) does not occur in £^_i,
the possibility ( c ) for having an edge emerge from a vertex does not occur in Q,^.

Suppose that (i) occurs in Q^. Then for some i, i—^i-\- 2 and 2 + 1 -> i-\-2 are
both edges in Q,^. Since (ii) and (iii) do not occur and the possibility ( c ) does not
occur in C^ it follows that two paths in Q^ can have at most one vertex in common,
and this must be the last one in each path. Thus if (i) or (iv) occurs there exist two
paths of one of the following forms:

J-^J+2...

. . . j - i - ^ j+ i . . .
or

^J+i...

..J-i -^+l...

Since Q^_i satisfies the conclusions of the Lemma it follows that jelnj and j—leluj.
Thus either I or J contains a pair of adjacent edges contrary to the fact that I' and J'
are circular. Thus (i) and (iv) do not occur in Q^. The last statement is an immediate
consequence.

Corollary ( 1 1 . 2 ) . — Suppose that I' and J' are circular with InJ=(=0. Let K=h0 and
let d be the configuration associated to {I,J} which results in K. Then

Kn((Iuj)—(InJ))==Kn{j | j is not the end point of an edge in Q}.

Proof. — Suppose that jeK. Ifj is not the end point of an edge in Q then clearly
jeluj and J^lnj as 9^ ls a component of 9i<pj. Ifj is the end point of an edge then
this edge is unique by Lemma (i i . i). Since 9^ ls a component of (pjcpj this now implies
that either jelnj or j^luj by Lemma (11.1). This proves the result.

Lemma ( 11 .3 ) . — Suppose that I' and J' are circular with Inj4=0. Let KcS and
let Q be the configuration associated to {I,J} which results in K. Suppose that K is circular.
Then the following hold.

(i) If ̂  is a maximal path in Q, which is not closed then either ^8 consists of one vertex
and no edges or ^ is of the form i->i-\-i for some i.

(ii) Kn[IuJ—InJ]==0. Thus every element in K is the end point of an edge in Q.
(iii) I=J==E or E' and K=E or E'.

Proof. — (i) Suppose that ^5 contains at least two vertices and let i be the first
vertex in ^. By Lemma (11.1), zeinj. Thus z + i , z — i ^ l u j as I' and J' are
circular. By Corollary (11.2) z^K. Hence z + i e K as K is circular and so i+i is
the end point of an edge by Corollary (11.2). Since z+ i^ lu j it follows from
Lemma (10.1) that z + i is the last vertex in "SR. This completes the proof.

(ii) Suppose that zeKn((IuJ)—(InJ)). By Lemma (n . i) and Corollary (n .2),
i is neither the beginning or end point of an edge in Q. Since I', J' are circular, neither
?+ i or i—i is in InJ. Since K is circular z+seK for 2=1 or 2.

Suppose that x+£^( luj )—(lnj ) . Then by Corollary (11.2), z + s i s the end
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point of an edge in Q. If i+sslnj then s==2 and the edge z+ i->i-}-2 occurs in Q.
Since I' and J' are circular i-\-ifluj contrary to Lemma (11.1).

If i+s^I^J then either z + i — ^ + 2 or i—i->i+i occurs in Q. Sincez+s
is the end of a nonclosed path by Lemma (11. i) it follows from (i) and Lemma (11. i)
that z'+i or i—lelnj contrary to what has been shown above.

Therefore i-\-ee(luj)—(I^J)- If s=2 then z+i^lnj as I'and J'are circular.
Thus if this argument is iterated it implies that no element of S is in InJ contrary
to hypothesis. The second statement follows from Corollary (11.2).

(iii) Let zeinj. We consider 2 cases.

Case ( a ) . — The edge i->i-{-i occurs in Q. As i-{-i^Iu] it follows from
Lemma (i i . i) that i+2 is not the end point of an edge in Q. Thus z+2^K by (ii),
and so i-^-^eK. Hence z'+2elnj and the edge ?+2->z+3 occurs in Q. If this
argument is iterated it shows that m is even and Q, consists of either the edges 2j->2j+i
or the edges 2j—1-^2;. This implies that I==J=K/==E or E'.

Case ( b ) . — The edge ?->z+2 occurs in Q. Since i—i^luj it follows that
i+i is not the end point of an edge in Q. Thus i+ i^K by (ii) and so zeK. Thus
i—2eluj and i—2->i is in Q. If this argument is iterated it shows that m is even
and Q consists of either the edges 2J-> 2 (j +1) or the edges 2; — i -> 2 {j +1) — i • This
implies that I==J==K==E or E'.

Lemma (11 .4) . — Suppose that m is even. Let I==E or E'. Then <pi occurs with
multiplicity i as a constituent of cpj and cpp occurs with multiplicity 2m/2 === q as a constituent

of <?!•

Proof. — By Theorem (3.4)

9!=^(4+29,+l+y^a)=2m/^^^^,+^^^2+6=^+9I+9,

where 6 is a sum of terms, each of which is a product of at most w/2 characters 9,5 and
none of which is 91 or <pp.

Suppose that I' andj' are circular with InJ 4=0. A configuration Q is acceptable
for {I,J} if it is associated with {I,J} and results in 0. A configuration Q is acceptable
if it is acceptable for some pair {I,J} with I' and J' circular, and InJ 4=0.

Lemma (11.5). — Suppose that Q, is acceptable/or^,]}, where Inj40, I' and J'
are circular. Then Q, is a disjoint union of nonclosed paths, the first vertex of each being in InJ
and every other vertex in (luj)—(InJ). Every element in luj is a vertex in Q.

Proof. — This is an immediate consequence of Lemma (11.1).

Lemma (n.6). — Suppose that I' and J' are circular with InJ 40. There is at most
one configuration Q, which is acceptable for {I,J}.
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Proo/. — Elements of InJ must be first vertices of the maximal paths in Q and
all the remaining vertices are the elements in (luj)-(lnj). If i is a vertex in Q
such that both i+i and i+2 are in (luj)-(lnj) then by Lemma (11.1) (ii)
i -> i+1 -> i+ 2 must occur in Q. Thus the paths of Q are completely determined.

Lemma (11.7) . — A configuration Q is acceptable if and only if Q is non-empty and a
disjoint union of paths such that the following hold.

(i) The first edge of every path which contains an edge is of the form i->i+2.
(ii) If i and i+i are both vertices of Q then i-^i+i occurs in Q.
Furthermore if Q satisfies these conditions then the number of ordered pairs (I, J) such that

Q is acceptable for {I,J} is 2 .̂

Proof. — Suppose that Q is acceptable for {I,J}. If i is the first vertex of a path
in Q then zeinj and so z+i^ lu j as I 'and J'are circular. Thus the path either
consists of i or contains i-^i+2. Condition (ii) follows from Lemma (11.1) (iv).
Since InJ=t=0 it follows that Q is nonempty.

Conversely suppose that (i) and (ii) are satisfied. We will construct all possible
ordered pairs (I,J) such that Q is acceptable for {I,J}. By definition InJ is the set
of all first vertices of maximal paths in Q. Suppose that i is in I (J respectively). If
i^i+i is in Q then i+i is inj (I respectively). If i->i+2 is inQthen we can place
i+2 in either I or J. In this way we construct 2^ ordered pairs (I,J). Because
of condition (ii) adjacent vertices cannot belong to distinct paths and so neither I nor J
contains adjacent vertices. Thus I' and J' are circular. Since Q is non-empty,
I nj =(= 0. This construction clearly yields all ordered pairs (I, J) such that Q is acceptable
for{I,J}.

Suppose that Q is an acceptable configuration. Let e==e{Q). Let v==v(Q) be
the number of vertices in Q and let P-==p{Q) be the number of maximal paths in Q.
Define

(n.8) W(Q)=22w-2v+e.

Let W==W^== S W(Q).
-Q acceptable

Lemma (11.9) . — To prove Theorem B it suffices to prove that

W,= ^ W{G)=2mU^-22m+l+{-l)m-12m.
Q acceptable •

Proof. — If Q is acceptable for {I,J}, where I', J' are circular and InJ+0 then
by Lemma (11.7) |I| + |J| =p+v. Thus by Corollary (5.2)

(r2, <pr)(r2, (pj,)^"1-2!1^'"-2'1^2''"-1'-'').
Except in case I=J=E or E' it follows from Lemmas (11.3) and (n.6) that

(I^'Pi'P.^a^". By Lemmas (11.3) and (11.4)
(r2, <pi)=(r2, yi^a^^a^+i).
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Thus if m is odd then by Lemma (11.7)
Y^= S ^W^rn-p-.^sW^p^ ^ ^^

Q. acceptable Q acceptable

since /'(Q)+^(Q) ==€. The result follows from Lemma (10.7).
If m is even then by Lemma (11.7)

Y^= S 2£{Q)2m-p-v2s{Q)4p+2{2m!2+l)= S W(Q)+2(^+1).
-Q acceptable .Q acceptable

Thus the result also follows in this case by Lemma (10.7).

12. The computation of €00 completed.

Let (5^ denote the graph obtained by deleting the vertex m and all edges on which
it lies together with the edge m—i->i from (5^.

Let ®^ denote the graph obtained from ©^ by deleting the vertex m — i and
all edges on which it lies from ®^.

If Q, is an acceptable configuration containing i as the first vertex of one of its
maximal paths then by Lemma (11.7), neither the vertex m nor the path m—i->i
occurs in Q. Thus every vertex and edge in JQ, is in ®^.

Lemma (12.1). — There is a graph isomorphism from ©„, onto (5^_i which sends short
edges onto short edges and long edges onto long edges. Thus an acceptable configuration Q in ©^
with i as first vertex of one of its maximal paths can be considered as a configuration in ®^_i and
so in ®^_r

Proof. — The graph ©^ looks as follows:
m odd m even

m-4

m-2

m-3

m-1

The result is now obvious.

Let 3£p^ be the set of all acceptable configurations Q which have exactly p maximal
paths such that i is the first vertex of one of these paths. We will partition Xp^ into
three subsets.

Let Sly^^Xp^ consist of all configurations d which do not contain m—i as
a vertex.
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Let 93p^sXp^ consist of all Q, such that m—i is a first vertex in some path.
Let Cp^^3£p^ consist of all Q such that m—i is a vertex in Q but is not the

first vertex of any path in Q.
Define

A^=^S W(Q),
^ in Yl^, m

B p , » = S W(Q),
" -Q in 93j!,, m

C^- S W(Q).
-Qm(^,w

Therefore

(la.a) 2 W(Q)=A^+B^+C^.
^ in A^, w

For each acceptable configuration in ©^ we can specify an arbitrary element
ofS, instead of i, which is to occur as a first vertex of some path, and so obtain m acceptable
configurations in this way. However each configuration which contains p maximal
paths is then counted p times. Therefore by { 1 2 . 2 )

(12.3) W,- S .^(^-S^A^+B^+C^J.
•Q acceptable p p ' " "

We will now compute Ap^, By^, Cy^ by induction and so evaluate W^.

(i) If Q is in 9Iy^, let Q be the same configuration as Q but considered as a
configuration in ®^_i. By (n.8) W(Q)=4\V(Q). Each configuration in 3£p^_i
arises in this way from a unique one in 9Ip^. Hence

( ^ ' 4 ) A^=4(A^_i+B^_i+C^_i).

(ii) If Q is in ®p^, let Q denote the configuration in ®^_i obtained from Q by
deleting the vertex m— i (there are no edges in Q, with m— i as a vertex). Since m—2
is not in Q, Q is in SIp-i^-i and every configuration in 9Ip_i^-i arises in this way
from a unique Q in 93y^. We have

,(Q)= i+.(&), ^QJ^G).

Thus by (n. 8) W(Q)=W(Q) and so

(^.5) B^=A^,_^_,.

(iii) IfQ is in (£y^, let JQ be the configuration obtained by deleting the vertex m — i
and any edge with m—i as end point. Such an edge is either m—2->m—i or
m—^->m— i.

If m — 2 -> m — i is in Q then m — 2 is not the first vertex in any maximal path
in Q and Q, is in (£y^_i. In this case

y(Q)=i+^Q), e{Q)==i+e{Q)
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and so W(Q)=2W(Q) by (11.8). Every configuration in (£p^_i arises in this way
from a unique G in £ .

If m— 3 -> 772— i occurs in Q, then the vertex m—2 is not in Q and so Q is in
^p,m-2u^p,m-29 Every such Q arises in a unique way from such a Q in (£ ^. In
this case

v{Q)==i +y(Q), e{0)==i +,(Q)

and so by ( 1 1 . 8 ) W(Q) == 8W(Q). Therefore

(^•6) C!^=2G^_,+8(B^_,+C^_,).

Equations (12.4) and (12.5) hold for 7^3 and (12.6) holds for m>_^. Observe
that \,2=cp,2==cp,3=o for all j& while Byg^o for all ^4=1 and B^=4.

Define
/(^,j)= S 2;A,^y

w^2 p^:0

'̂̂ ^J.i,̂ .'"̂ '"
'̂ ^ ĵ.i,0-̂ '"-

Equations (12.4) to (12.6) yield the following statements

f-4y{f+g+h)
g == xyf+ Bi ̂  2 xf = ̂ /+ 4^2

A-8^+(8y+2^)A.

If ^ is eliminated from these linear equations we get that

(4^2 +4^-1)/+ 4^ == -16^3

8^/+ [6f+2y-i)h=- 32^.

This in turn implies that

r \ r, x —16^(2 V — l )

(I2-" 1^-^^w-^.-
By (12.3) and (12.4)

^•8) w»=if^A—•
Let F(J)=f7v 'J/fl^. Then (12.8) implies thatJo 4xy

(12.9) F'00= S W^"1-1

m^l
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Computing F(j/) we find

F(.)= f1 -4^-1)___
u/ JoA-(8y-4/)+32y-6^+i '

= — log(4qy3 — 4/ — 6y + i) + log (say — 6y + i).
Thus

(,,,o) F^-W-^-S) (96/-6)
V 2 I O ; r^ 4oy-4y-6y+I+32y-6J+I•

Let H(j')==-F'(j'/2). Then (12.9) implies that

(12.11) H(j»;)= S 2-"W.„yCT-l.
OT^l

By (12. i o)

Hf^- -^y+ay+s , igy-s
"/ 5./-y-3^+i'4y-3^+i"

Hence if a, p, y are the roots of x3—^xs—x+^ as in Section i, it follows that

H^=-o^+-p-+-^+-^———^.
i — oLy i — ̂ y i—^y i +j/ i — 2y

Hence the coefficient of ym~l in H(j/) is
a»»-|-p»» 4-y»» _p (_ i )w -1 __ ^w +1 ^

Hence (12.11) yields that

W^=2w(aw+^+YW+(-I)w- l-2w+l)=2w(U^+(-I)w- l-2w4- l).

By Lemma (11.9) this completes the proof of Theorem B.
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APPENDIX

This Appendix contains some combinatorial results which are needed in this paper.

Lemma. — Let c>o. Let X^g (resp. YJ be the sum Sc'^, where K ranges over
all subsets of m points arranged on a line (resp. circle) such that no points are adjacent. Then

v r /^+^7+4g^ ^i-viT^n . .
"^.7'T^————— I————— ' for "^3,

Vl+4C\\ 2 ) \ 2 / /

/i+vT+4'cy, ^-VT+^y
^-[———,———) +[———,———] for rn^.

Proof. — A subset of the line or circle is admissible if no two points are adjacent.
Let x^ (resp. jj denote the right hand side of the first (resp. second) equation

in the statement. Direct computation shows that
Xs •== x^ = i + c, X4 == ^4 == i + 2c
Y! =A = ̂  Y2 =^2 == I + ̂ '

It can furthermore be verified directly that X^=^ and Y^==j^ for small values
ofm so that it may be assumed that m is sufficiently large so that all quantities are defined.

The removal of an end point from the line with m points leaves a line with
m—i points. The sum over the admissible subsets which do not contain this end point
is X^^, while the sum over the admissible subsets which contain this end point is ^X^.
Thus ^+2=xm+l+cxm' It is easily verified that ^+2==^+i+^. Thus X^==^
for all 772^3.

The removal of a fixed point from the circle with m + 2 points leaves a line with
m + i points. Thus the sum over the admissible subsets which do not contain this point
is X^_^ and the sum over the admissible subsets which do contain this points is cX^_^.
Therefore

^m+2==^m+l+ ̂ m-l === X^ + ̂ m-1 + ̂ m-2 + ̂ ^m-S == YW+ 1 + ^YW •

since Jm-^^m+i+Om. ^ follows that Y^=j^ for m>_i.

Corollary. — (i) The number of subsets of m points arranged on a line which contains no
I I i ^ / ^ / -* /^^Vi / / i + V 5 \ / i — V ^ \ \adjacent points is F^=—— -———° — — — — ° .

V5\ \ 2 / \ 2 / /
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( i ^ / \ m i ^ / \ m
i_ j - 'yc \ ^ i — V 5 \

(ii) The number of circular subsets of S is T^ = ———— 4- ———— •
2 / \ 2 /

(iii) S 2^ is 2m for m even and 2m—2 for m odd.
K circular
|K ' |+0

Proof. — (i) Let c==i for X^g.
(ii) Let c==i for Y^.
(iii) Let c=2 for Y^.
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