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## THE INHONOGENEOUS MINIMA

## OF INDEFINITE BINARY QUADRATIC FORMS

Summary of a Thesis submitted by Jane Pitman for the Degree of Doctor of Philosophy of the University of Sydney, August, 1957.

Let

$$
f(x, y)=a x^{2}+b x y+c y^{2} \quad\left(D=b^{2}-4 a c>0\right)
$$

be an inderinite binary quadratic form which does not represent zero, and let $m(f)$, $M(f), M_{2}(f)$ be its homogeneous minimum and its first and second inhomogeneous minima,

Chapter 1. An introduction to problems on the inhomogeneous minima, some of which are investigated in this thesis.

Chaoter 2. An account of the 'divided cell method' for evaluating $M(f)$, which was derived by Barnes and SwinnertonDyer [1] and extended by Barnes [2]. The later chapters of the thesis all depend on this method.

Chapter 3. The 'divided cell method' depends on the correspondence between chains of divided cells (cells with one vertex in each quadrant) of an inhomogeneous lattice and chains of 'I-reduced' forms. Chapter 3 is a discussion of the question of whether it is possible to obtain all the chains of I-reduced forms equivalent to $f$ by taking all the chains which contain one particular form - in fact it is possible to obtain all the chains by starting from at mosty
three forms, and if $f$ is rational it is possible to obtain all the I-reduced forms equivalent to $f$ (though not all chains) by talking all the forms in chains from just one form.

Chapter 4. Let $g_{n}$ be the symmetric Markov form

$$
g_{n}(x, y)=u_{2 n+3^{x}} x^{2}+v_{2 n+3^{x y}-u_{2 n+3} y^{2}(n \geq 1), ~}^{n}
$$

Where $u_{i}, v_{i}, i=0,1, \ldots$ denote the Fibonacci and Lucas numbers, then for $n \geq 11$ we have
(i) if $n \equiv 0(\bmod 3)$, then

$$
M\left(g_{n}\right)=\frac{1}{4} u_{2 n+3}=\frac{1}{4} m\left(g_{n}\right)
$$

(ii) if $n \equiv 0(\bmod 3)$, then

$$
\begin{gathered}
m\left(g_{n}\right)=\frac{1}{4}\left(8 u_{2 n+3}-3 v_{2 n+3}\right)>\frac{1}{4} m\left(g_{n}\right) \\
M_{2}\left(g_{n}\right)=\frac{1}{4} u_{2 n+3}
\end{gathered}
$$

Chapter 5. It is shown that results similar to those of Chapter 4 hold for the early symmetric Markov forms; the inhomogeneous minimum of the form

$$
g(x, y)=x^{2}+15 x y-y^{2}
$$

is obtained.

Chapter 6. Let K denote Davenport's constant:

$$
K=\sup k ; M(f)>k \Delta .
$$

The results of Chapter 4 and the methods of Chapter 2 are used to show that

$$
\frac{1}{39} \leq \mathrm{K} \leq \frac{1}{12} \text {. }
$$
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## CHAPTER 1

## INTRODUCTION

### 1.1. Definitions and Minkowski's Theorem

Let

$$
\begin{equation*}
f(x, y)=a x^{2}+b x y+c y^{2} \tag{1.1}
\end{equation*}
$$

be an indefinite binary quadratic form with real coefficients and discriminant $D=b^{2}-4 a c>0$, and write $\Delta=+\sqrt{ } D$. If there exist integers $x, y$, not both zero, such that $f(x, y)=K$, the form $f$ is said to represent the number $K$; this thesis is mainly concerned with forms which do not represent zero (ie. such that $f(x, y) \neq 0$ for all integer pairs $(x, y) \neq(0,0))$.

The homogeneous minimum, $m(f)$, of the form $f$ is defined by

$$
\begin{gather*}
m(f)=\inf [\| f(x, y) \mid ; x, y \text { integral, }(x, y) \neq(0,0)] .(1.2) \\
\text { If } P=\left(x_{0}, y_{0}\right) \text { is any real point, we define } \\
M(f ; P)=M\left(f ; x_{0}, y_{0}\right)=\inf \left[\left|f\left(x+x_{0}, y+y_{0}\right)\right| ; x, y \text { integral }\right] . \tag{1.3}
\end{gather*}
$$

We now define the inhomogeneous minimum, $M(f)$, of the form $f$ by

$$
\begin{equation*}
M(f)=\sup _{P} M(f ; P) \tag{1.4}
\end{equation*}
$$

Where the supremum is taken over all real points P. Clearly, if $P^{\prime}=\left(x_{0}^{\prime}, y_{0}^{\prime}\right)$ and $P^{\prime} \equiv P(\bmod 1)\left(i . e\right.$. if $x_{0}^{\prime} \equiv x_{0}, y_{0}^{\prime} \equiv y_{0}$
$(\bmod 1))$, then $M\left(f ; P^{\prime}\right)=M(f ; P)$. Hence in (1.4) it is sufficient to take the supremum over any complete set of incongruent points (mod 1) (egg. the $\left.\operatorname{set}|x| \leq \frac{1}{2},|y| \leq \frac{1}{2}\right)$. Since

$$
f\left(x+\frac{1}{2}, y+\frac{1}{2}\right)=\frac{1}{4} f(2 x+1,2 y+1)
$$

it follows from (1.2) and (1.3) that

$$
M\left(f ; \frac{1}{2}, \frac{1}{2}\right) \geq \frac{1}{4} m(f) .
$$

Hence

$$
\begin{equation*}
M(f) \geq \frac{1}{4} m(f) \tag{1.5}
\end{equation*}
$$

It follows from (1.3) and (1.4) that corresponding to any point $P=\left(x_{0}, y_{0}\right)$ and any given $\varepsilon>0$, there exists an integer pair $(x, y)$ such that

$$
\left|f\left(x+x_{0}, y+y_{0}\right)\right|<M(f)+\varepsilon .
$$

If in fact corresponding to any point $\mathrm{P}=\left(\mathrm{x}_{0}, \mathrm{y}_{0}\right)$ there exists an integer pair ( $x, y$ ) such that

$$
\left|f\left(x+x_{0}, y+y_{0}\right)\right| \leq M(f),
$$

then we shall say that $M(f)$ is an attained minimum.
We define

$$
M_{2}(f)=\sup \left[\begin{array}{ll}
M(f ; F) ; P \in C & C
\end{array}\right],
$$

where

$$
C=[P ; M(f ; P)=M(f)]
$$

Obviously

$$
\begin{equation*}
M_{2}(f) \leq M(f) . \tag{1.6}
\end{equation*}
$$

If strict inequality holds in (1.6), we say that $M(f)$ is an isolated minimum and call $M_{2}(f)$ a second minimum. Similarly we define a sequence $M_{3}(f), M_{4}(f)$, ... of successive minima which is strictly decreasing until a non-isolated minimum is reached.

We shall say that two indefinite binary quadratic forms $\mathrm{f}(\mathrm{x}, \mathrm{y}), \mathrm{F}(\mathrm{x}, \mathrm{y})$ are equivalent if there exists an integral unimodular transformation

$$
\left[\begin{array}{l}
x  \tag{1.7}\\
y
\end{array}\right]=\left[\begin{array}{cc}
t & u \\
v & w
\end{array}\right]\left[\begin{array}{l}
x \\
y
\end{array}\right],
$$

where $t, u, v, w$ are integral, and $t w-u v= \pm 1$,
such that

$$
f(x, y)=F(X, Y)
$$

If further

$$
\left[\begin{array}{l}
x_{0} \\
y_{0}
\end{array}\right]=\left[\begin{array}{ll}
t & u \\
v & w
\end{array}\right]\left[\begin{array}{l}
x_{0} \\
y_{0}
\end{array}\right]
$$

then

$$
\begin{equation*}
f\left(x+x_{0}, y+y_{0}\right)=F\left(X+X_{0}, Y+Y_{0}\right) \tag{1.8}
\end{equation*}
$$

for all integral $x, y, X, Y$, and we shall sometimes say that $f^{\prime}\left(x+x_{0}, y+y_{0}\right)$ is equivalent to $F\left(x+X_{0}, y+Y_{0}\right)$, or that $f$ at $\left(X_{0}, y_{0}\right)$ is equivalent to $F$ at $\left(X_{0}, Y_{0}\right)$. It is clear from (1.8) that in this case

$$
M\left(f ; X_{0_{0}} y_{0}\right)=M\left(F ; X_{0}, Y_{0}\right)
$$

Thus, if the forms $f(x, y), F(x, y)$ are equivalent, then

$$
M(f)=M(F)
$$

We note that, trivially,

$$
M(K f)=|K| M(f)
$$

for any real K .
If the form $f$ is given by (1.1), then we may write

$$
\begin{equation*}
f(x, y)=(\alpha x+\beta y)(\gamma x+\delta y), \tag{1.9}
\end{equation*}
$$

where

$$
\begin{equation*}
|\alpha \delta-\beta \gamma|=\Delta . \tag{1.10}
\end{equation*}
$$

If further we write

$$
\begin{array}{ll}
\xi_{0}=\alpha x_{0}+\beta y_{0}, & \eta_{0}=\gamma x_{0}+\delta y_{0}, \\
\xi=\alpha x+\beta y+\xi_{0}, & \eta=\gamma x+\delta y+\eta_{0}, \tag{1.12}
\end{array}
$$

then

$$
\begin{equation*}
f\left(x+x_{0}, y+y_{0}\right)=\xi \eta \tag{1.13}
\end{equation*}
$$

so that

$$
\begin{equation*}
M\left(f ; x_{0}, y_{0}\right)=\inf [|\xi \eta| ; x, y \text { integral }] . \tag{1.14}
\end{equation*}
$$

For any real $\xi_{0}, \eta_{0}$, the pair of linear forms $\xi, \eta$ given by (1.12) is called a pair of inhomogeneous linear forms of determinant $\Delta$, where $\Delta$ is given by (1.10). If when $x, y$ undergo the integral unimodular transformation (1.7), we have

$$
\begin{gathered}
\xi(x, y)=\alpha^{\prime} X+\beta^{\prime} Y+\xi_{0}=\xi^{\prime}(X, Y), \\
\eta(x, y)=\gamma^{\prime} X+\delta^{\prime} Y+\eta_{0}=\eta^{\prime}(X, Y), \\
\\
\left|\alpha^{\prime} \delta^{\prime}-\beta^{\prime} \gamma^{\prime}\right|=\Delta,
\end{gathered}
$$

then we say that the pair of forms $\xi^{\prime}, \eta^{\prime}$, is equivalent to the pair of forms $\xi, \eta$. The classical result on pairs of
inhomogeneous linear forms was found by Minkowski [42], and may be expressed in several different ways:

Theorem 1.1 (Minkowski [42], §.4). (i) If $\xi, \eta$ are any two inhomogeneous linear forms with determinant $\Delta$, then there exists an integer pair $x, y$ such that

$$
|\xi \eta| \leq \frac{\Delta}{4} ;
$$

this is true with strict inequality unless the pair $\xi, \eta$ or $\eta, \xi$ is equivalent to a pair of forms,

$$
\theta\left(x+\xi_{0}\right), \quad \phi\left(y+\eta_{0}\right),
$$

such that

$$
\left|\theta_{0}\right|=\Delta, \quad\left(\xi_{0}, \eta_{0}\right) \equiv\left(\frac{1}{2}, \frac{1}{2}\right) \quad(\bmod 1) .
$$

It follows from (1.13) that this is equivalent to:
(ii) If $f(x, y)$ is any indefinite binary quadratic form with discriminant $D>0$, and if $\Delta=+N D$, then for any point $\left(\mathrm{x}_{\mathrm{o}}, \mathrm{y}_{0}\right)$ there exists an integer pair $\mathrm{x}, \mathrm{y}$ such that

$$
\begin{equation*}
\left|f\left(x+x_{0}, y+y_{0}\right)\right| \leq \frac{\Delta}{4} ; \tag{1.15}
\end{equation*}
$$

this is true with strict inequality unless $f(x, y)$ is equivalent to $\mathrm{k} x y$ and

$$
\left(x_{0}, y_{0}\right) \equiv\left(\frac{1}{2}, \frac{1}{2}\right) \quad(\bmod 1)
$$

The form (i) of the theorem led to the conjecture, attributed to Minkowski, that the following result holds for all n :

If $\xi_{1}, \xi_{2}, \ldots \xi_{n}$ are $n$ inhomogeneous linear forms in
$n$ variable $x_{1}, x_{2}, \ldots, x_{n}$, and if their determinant is $\Delta$, then there exist integers $x_{1}, \ldots, x_{n}$ such that

$$
\left|\xi_{1} \xi_{2} \ldots \xi_{n}\right| \leq \frac{\Delta}{2^{n}}
$$

This has been proved for $\mathrm{n}=3,4$, but for no higher value of $n$, though a weaker result has been proved for all $n$ (see Hardy and Wright [35], § 24.9). A very large number of proofs of Minkowski's theorem for $n=2$ have been produced (see Koksma [40], pp. 18-20) in the hope of finding a method which would generalize easily to higher dimensions.

It was soon realized that for certain forms $f$ a much stronger result than (1.15) holds, and this gave rise to the concept of the inhomogeneous minimum $M(f)$. The form (ii) of Minkowski's theorem implies that for every point $\left(x_{0}, y_{0}\right)$

$$
M\left(f ; x_{0}, y_{0}\right) \leq \frac{\Delta}{4} .
$$

'hus Minkowski's theorem may be expressed equivalently as:
(iii) If $f(x, y)$ is any indefinite binary quadratic form with discriminant $D>0$, and if $\Delta=+\sqrt{D}$, then

$$
\begin{equation*}
M(f) \leq \frac{\Delta}{4} ; \tag{1.16}
\end{equation*}
$$

this is true with strict inequality unless $f(x, y)$ is equivalent to $k x y$, when

$$
M(f)=M\left(f ; \frac{1}{2}, \frac{1}{2}\right)=\frac{\Delta}{4} .
$$

A number of authors have "shampened" Minkowski's theorem by replacing the "Minkowski constant" $\Delta / 4$ in (1.16)
by upper bounds for $M(f)$ in terms of the coefficients of $f$. In section 3.4, I shall obtain such a bound as an obvious consequence of Theorem 3.3, and then I shall discuss the other results of the same kind which have been given by different authors.

### 1.2. Davenport's Theorem

Davenport [27] has proved the following rather surprising result, which is complementary to Minkowski's theorem:

Theorem 1.2 (Davenport [27]). There exists an absolute constant $k$ such that, if

$$
f(x, y)=a x^{2}+b x y+c y^{2}
$$

is any indefinite binary quadratic form which does not represent zero and if $\Delta=+f\left(b^{2}-4 a c\right)>0$, then

$$
M(f)>k \Delta .
$$

We define Davenport's constant $K$ by

$$
\begin{equation*}
K=\sup [K ; M(f)>K \Delta], \tag{1.17}
\end{equation*}
$$

where the supremum is taken over all forms $f$ which do not represent zero.

In Chapter 6 I shall obtain bounds for the value of this constant and discuss bounās which have already been given. Theorem 1.2 actually holds also for forms which represent zero (see Cassel $[15,16]$ ), but this case will not be considered in Chapter 6.

Davenport $[28,29]$ has proved theorems similar to Theorem 1.2 for certain factorizable ternary cubic and quaternary quartic forms, and Cassels [15] has improved the constants in these theorems.

Clearly Theorem 1.2 is also closely related to the following result, which is a particular case of a theorem of Cassels [19] (see Ths. X,XI).

There exists an absolute constant $\Gamma_{1}, \neq$ such that for every $\theta$ there is an a for which

$$
|x||\theta x-y-a| \geq \Gamma_{1}, 1
$$

for all integral $x, y$ such that $x \neq 0$.
Cassels $[19]$ states that the best possible value of $\Gamma_{1,1}$ is greater than $1 / 45.2$ and less than or equal to $1 / 12$. Perhaps this best possible value may even be the same as that of K .
1.3. The Fuclidean Algorithm in Real Quadratie Fields

A real quadratic number field $\mathrm{k}(\mathrm{dm})$, where m is a square free positive integer, is said to be Euclidean if it has a Euclidean alcorithm, that is, if, corresponding to every number $\delta$ (integral or not) of the field, there is an integer $p$ of the field such that

$$
\begin{equation*}
\mid \text { norm }(\rho+\delta) \mid<1 \tag{1.18}
\end{equation*}
$$

It can be shown that the 'fundamental theorem of arithmetic' on the unique factorization of integers holds for the integers of any real quadratic field which is Euclidean
(see Hardy and Wright [35], §\$12.8, 12.9, 14.7).
The elements of a real quadratic field $k\left(N^{\prime \prime}\right)$, where $m$ is a square free positive integer, are of the form

$$
\begin{equation*}
x+\omega y \tag{1.19}
\end{equation*}
$$

where $x, y$ are rational and

$$
\begin{array}{ll}
\omega=\sqrt{m} & \text { if } m \equiv 2,3(\bmod 4) \\
\omega=\frac{1}{2}(\sqrt{m}+1) & \text { if } m \equiv 1 .(\bmod 4)
\end{array}
$$

The integers of $k(\sqrt{m})$ are numbers (1.19) with $x, y$ rational integers. Then norm $(x+\omega y)$ is an indefinite binary quadratic form $f_{m}(x, y)$ given by

$$
\left.\left.\begin{array}{rl}
f_{m}(x, y) & =x^{2}-m y^{2} \\
f_{m}(x, y) & =x^{2}+x y-\frac{1}{4}(m-1) y^{2} \\
\text { if } m \equiv 1 \quad(\bmod 4)
\end{array}\right\} \text { if } m, 20\right)
$$

If we write $\delta=x_{0}+\omega y_{0}, \rho=x+\omega y$, then (1.18) is equivalent to

$$
\left|f_{m}\left(x+x_{0}, y+y_{0}\right)\right|<1
$$

for some integral $x, y$. Thus $k(\sqrt{m})$ is Euclidean if and only if

$$
\begin{equation*}
M\left(f_{m} ; P\right)<1 \tag{1.21}
\end{equation*}
$$

for all rational points P. Clearly a sufficient condition for this is

$$
\begin{equation*}
M\left(f_{m}\right)<1 \tag{1.22}
\end{equation*}
$$

For this reason a large part of the work that has been done on the inhomogeneous minimum has been aimed at proving (1.22) or at disproving (1.21) for some rational $P$, in order to
determine whether or not the field $k(d / m)$ is Euclidean for different values of $m$. This has led to a special interest in the norm forms $f_{m}$ given by (1.20) and much effort has been devoted to the precise evaluation of the inhomogeneous minima of these forms. Barnes and Swinnerton-Dyer [9], § 12, tabulated all the results which were known for the first and second minima of forms $f_{m}$ with $m \leq 101$ up to 1952; since then Barnes and Swinnerton-Dyer [10], Barnes [6], and Godwin [34] have published further results on the minima of norm forms.

Davenport [30] proved that

$$
K \geq \frac{1}{128}
$$

Where $K$ is the constant defined by (1.17), and further that if the form $f$ has rational coefficients then there exists a rational point $P$ such that

$$
M(f ; P)>\frac{\Delta}{128}
$$

If $\Delta^{2}$ is the discriminant of the norm form $f_{m}$ then for $m$ large enough $\Delta$ is greater than 128; thus the number of Euclidean real quadratic fields $k(N / \mathrm{m})$ is finite. The set of Euclidean fields $\mathrm{k}(\sqrt{\mathrm{m}})$ has now been completely determined. Chatland and Davenport [22] and Barnes and Swinnerton-Dyer [9] settled the last few doubtful cases, thus establishing the result that $k(\sqrt{ } \mathrm{~m})$ is Euclidean if and only if $m$ is one of the numbers

$$
2,3,5,6,7,11,13,17,19,21,29,33,37,41,57,73 .
$$

1.4. The Markov Forms

Apart from the norm forms, the group of forms whose inhomogeneous minima have been studied most carefully are the Markov forms. This is due to the special importance of the homogeneous minima of these forms. Markov [41] proved the following theorem.

Theorem 1.3 (Markov [41]). There exists a sequence of forms $\left\{F_{i}\right\}(i \geq 0)$ such that:
if f is any indefinite binary quadratic form with homogeneous minimum $m(f)$ and discriminant $D>0$, and if $\Delta=+\sqrt{D}$, then

$$
m(f)>\frac{\Delta}{3}
$$

if and only if P is equivalent to a form proportional to $\mathrm{F}_{\mathrm{i}}$ for some i.

The sequence of forms

$$
F_{i}(x, y)=Q_{i} x^{2}+P_{i} x y+R_{i} y^{2}
$$

Which satisfy Theorem 1.3 and the condition that

$$
m\left(F_{i}\right)=Q_{i}
$$

are called the Markov forms. The discriminant of the form $\mathrm{F}_{i}$ is

$$
\Delta_{i}^{2}=9 Q_{1}^{2}-4
$$

The sequence

$$
\left\{\frac{m\left(F_{i}\right)}{\Delta_{i}}\right\}=\left\{\frac{Q_{i}}{\Delta_{i}}\right\}
$$

is strictly decreasing and tends down to $\frac{1}{3}$ as $i \rightarrow \infty$. Dickson [33] (Ch.VII) and Cassels [19] (Ch.II) both prove

Theorem 1.3 and give full accounts of the Markov forms.
The first few of the Markov forms are:
$F_{o}(x, y)=x^{2}+x y-y^{2} ;$

$$
F_{1}(x, y)=x^{2}+2 x y-y^{2} ;
$$

$$
F_{2}(x, y)=5 x^{2}+11 x y-5 y^{2} ;
$$

$$
F_{3}(x, y)=13 x^{2}+29 x y-13 y^{2} ;
$$

$$
F_{4}(x, y)=17 x^{2}+38 x y-17 y^{2} ;
$$

$$
\begin{aligned}
& m\left(F_{0}\right)=1=\Delta_{0} / \sqrt{5} ; \\
& m\left(F_{1}\right)=1=\Delta_{1} / N 8 ; \\
& m\left(F_{2}\right)=5=\Delta_{2} / N(221) ; \\
& m\left(F_{3}\right)=13=\Delta_{3} / N(1517) ; \\
& m\left(F_{4}\right)=17=\Delta_{4} / N(2600)
\end{aligned}
$$

Davenport [25] developed a method by which he obtained a denumerably infinite sequence of successive inhomogeneous minima of $F_{0}$, and Varmavides [49] used this method to obtain similar results for $F_{1}$. In particular,

$$
\begin{aligned}
& M\left(F_{0}\right)=\frac{1}{4}=\frac{1}{4} m\left(F_{0}\right), \\
& M\left(F_{1}\right)=\frac{1}{2}>\frac{1}{4} m\left(F_{1}\right) .
\end{aligned}
$$

Davenport [25] also proved that

$$
M\left(F_{2}\right)=\frac{5}{4}=\frac{1}{4} m\left(F_{2}\right)
$$

It was conjectured that for $1 \geq 2$,

$$
\begin{equation*}
M\left(F_{i}\right)=\frac{1}{4} m\left(F_{i}\right) \tag{1.23}
\end{equation*}
$$

In Chapter 4 I shall consider a sequence $\left\{g_{n}\right\}$ of symmetric forms which is a subsequence of $\left\{F_{i}\right\}$. I shall show that, when $n$ is great and $n \neq 0(\bmod 3)$,

$$
M\left(g_{n}\right)=\frac{1}{4} m\left(g_{n}\right)
$$

but, when $n \equiv 0(\bmod 3)$,

$$
M\left(g_{n}\right)>\frac{1}{4} m\left(g_{n}\right)
$$

Thus the conjecture (1.23) is certainly not true for all

Markov forms $F_{i}$ for which $i \geq 2$.
In Chapter 5 I shall discuss the inhomogeneous minima of the forms $\mathrm{F}_{0}$ to $\mathrm{F}_{4}$ and of the form

$$
g(x, y)=x^{2}+\sqrt{5 x y}-y^{2}
$$

which may be regarded as the 'limiting symmetric' Markov form.
1.5. A Method for Rational Forms and some General Results In order to show that $M(f)=k$, say, it is sufficient to show that

$$
\sup _{P_{0}}\left[M\left(f ; P_{0}\right) ; P_{0} \in S\right]=k
$$

where $S$ is the unit square $|x| \leq \frac{1}{2},|y| \leq \frac{1}{2}$. The natural thing to do is to exclude from consideration a set $S^{*}$ of points $P_{0}$ such that

$$
\begin{equation*}
M\left(f ; P_{0}\right)<k, \tag{1.24}
\end{equation*}
$$

and then to examine carefully the values of $M\left(f ; P_{0}\right)$ for the points $P_{o}$ in the region $S-S^{*}$. The inequality (1.24) holds if and only if there exists a pair of integers $x^{\prime}, y^{\prime}$ such that

$$
\left|f\left(x^{\prime}+x_{0}, y^{\prime}+y_{0}\right)\right|<k ;
$$

thus for $P_{0}$ to be a point of $S^{*}, P_{0}$ must be 'covered' by a hyperbolic region

$$
\begin{equation*}
\left|f\left(x^{\prime}+x, y^{\prime}+y\right)\right|<k \tag{1.25}
\end{equation*}
$$

for some integer pair ( $x^{\prime}, y^{\prime}$ ).
If

$$
T=\left[\begin{array}{ll}
\mathrm{t} & \mathrm{u} \\
\mathrm{v} & \mathrm{~W}
\end{array}\right]
$$

is an integral unimodular linear transformation such that (1.7) implies

$$
\mathrm{f}(\mathrm{X}, \mathrm{y})=\mathrm{f}(\mathrm{X}, \mathrm{Y}),
$$

then $T$ is called an automorph of $f$. (If further ww - uv $=+1$, $T$ is a proper automorph of $f$ ). If $P_{0}=\left(X_{0}, y_{0}\right), Q_{0}=\left(X_{0}, Y_{0}\right)$, and

$$
\left[\begin{array}{l}
x_{0}  \tag{1.26}\\
y_{0}
\end{array}\right]=\left[\begin{array}{ll}
t & u \\
v & w
\end{array}\right]\left[\begin{array}{l}
x_{0} \\
y_{0}
\end{array}\right],
$$

we shall write

$$
P_{0}=T\left(Q_{0}\right)
$$

Clearly, if $T$ is an automorph of $f$, then (1.7) and (1.26) imply that

$$
f\left(x+x_{0}, y+y_{0}\right)=f\left(X+X_{0}, Y+Y_{0}\right),
$$

so that

$$
\begin{equation*}
M\left(f ; T\left(Q_{0}\right)=M\left(f ; Q_{0}\right)\right. \tag{1.27}
\end{equation*}
$$

If $R$ is a region all of whose points satisfy (1.24) and the form $f$ has an automorph $T$, it follows from (1.27) that if the point $T^{ \pm n}\left(Q_{0}\right)$ lies in $R$ for some integral $n$, then the point $Q_{0}$ also satisfies (1.24). Thus, by starting from the region $R$ and considering the points $T^{ \pm n}\left(Q_{0}\right)$ corresponding to points $Q_{0}$ in $S-R$, we can obtain a larger set of 'covered' points $\mathrm{S}^{*}$.

Barnes and Swinnerton-Dyer [9] (Theorem J) gave a simple result by which it is possible to determine a 'covered' set of points $R$ in $S$ without any tedious examination of the hyperbolic regions (1.25). Then, starting from the fact that, if an indefinite binary
quadratic form $f$ has rational coefficients and does not represent zero, then $f$ has an infinity of automorphs (see Dickson [32],pp.111-115), and from the ideas of the preceding paragraphs, they developed a general method for evaluating the inhomogeneous minimum of a rational form $f$. They used this method to evaluate the minima of certain norm forms and then in [10] they extended it to obtain sequences of successive minima of some other norm forms. By the methods of [10] they were able to establish the general results given in Theorem 1.4, where we write $f(P)=f(x, y)$ if $P=(x, y)$.

Theorem 1.4 (Barnes and Swinnerton-Dyer [10], Ths. L, M.).
If $f(x, y)$ is an indefinite binary quadratic form which has rational coefficients and does not represent zero, then
(i) To any point $P$ there corresponds a point $P_{1}$ and an integer point $Q$ such that

$$
M(f ; P)=M\left(f ; P_{1}\right) \text { and } M\left(f ; P_{1}\right)=f\left(P_{1}+Q\right) ;
$$

(ii). The set of values of $M(f ; P)$, as $P$ varies, is closed (so that $M(f)$ is an attained minimum).
(iii) Given any $\varepsilon>0$ there is a rational point $P$ such that $M(f ; P)>M(f)-\varepsilon$.

Barnes and Swinnerton-Dyer [10] conjectured that if $f$ satisfies the conditions of Theorem 1.4, then $M(f)$ is rational and isolated, and there is at least one rational point $P$ such that $M(f ; P)=M(f)$.

### 1.6. Inhomogeneous Lattices

We now consider the problem of the inhomogeneous minimum of a form $f$ which satisfies (1.9) and (1.10) in terms of the $\xi, \eta$-plane, where $\xi$ and $\eta$ are determined by (1.11) and (1.12). If the set of points $(\xi, \eta)$, where $x$ and $y$ take all integral values, has no point on either of the axes, $\xi=0, \eta=0$, then this set is called an inhomogeneous lattice corresponding to $f$ and ( $x_{0}, y_{0}$ ), and is denoted by $L=L\left(\xi_{0}, \eta_{0}\right)$. (If there is a point on one of the axes, then $M\left(f ; x_{0}, y_{0}\right)=0$, and so from the point of view of the inhomogeneous minimum of $f$ we lose nothing by excluding this case.)

If $\xi^{\prime}, \eta^{\prime}$ are a pair of non-homogeneous linear forms equivalent to $\xi, \eta$ (see sect. 1.1), then $\xi^{\prime}, \eta^{\prime}$ determine the same inhomogeneous lattice as $\xi, \eta$, and $\xi^{\prime}$ ' $\eta$ ' determines a form equivalent to $f$. Also, if $\xi^{\prime}=K \xi, \eta^{\prime}=\frac{1}{K} \eta$, then the points ( $\xi^{\prime}, \eta^{\prime}$ ) form an inhomogeneous lattice corresponding to $f$ and $\left(x_{0}, y_{0}\right)$, and the values of $\left|\xi^{\prime} \eta^{\prime}\right|$ coincide with those of $|\xi \eta|$; the inhomogeneous lattice determined by the points $\left(\xi^{\prime}, \eta^{\prime}\right)$ is said to be similar to $L$.

It follows from (1.14) that

$$
\begin{equation*}
M\left(f ; x_{0}: Y_{0}\right)=[\inf |\xi \eta| ; \quad(\xi, \eta) \in I] . \tag{1.28}
\end{equation*}
$$

A parallelogram whose vertices are lattice points of $L$ is called a cell of the lattice if it contains no lattice points other than the vertices. The area of a parallelogram Whose vertices are lattice points is not less than $\Delta$, and
it is clear that such a parallelogram is a cell if and only if its area is $\Delta$.

If $P, Q$ are lattice points, then the infinite straight line $P Q$ is called a lattice line; and if the segment $P Q$ contains no lattice points except $P$ and $Q$, then the directed segment $P Q$ is called a lattice step. Any two lattice steps which form neighbouring edges of a cell may be used with a point of the lattice to generate the whole lattice.

A cell is said to be divided if one of its vertices is in each of the four quadrants. Delauney [31] proved Theorem 1.5 (Delauney [31]). Every inhomogeneous lattice has at least one divided cell.

Delauney's proof was given by Barnes and SwinnertonDyer [11], and Bambah [3] has given a different proof. Sawyer [47], assuming the existence of a divided quadrilateral with lattice points as vertices, gave a new and elegant proof of Minkowski's theorem (Theorem 1.1).

Barnes and Swinnerton-Dyer [11] have developed a powerful method for evaluating the inhomogeneous minimum of an indefinite binary quadratic form $f$ by constructing chains of divided cells of inhomogeneous lattices corresponding to f. All the work in this thesis depends on this method.
1.7. Plan of the Thesis.

In Chapter 2 I shall give an account of the theory of the divided cell method of Barnes and Swinnerton-Dyer [11], because this is the basis of the work in the later chapters. The chains of divided cells corresponding to a form $f$ turn out to be closely related to chains of 'I-reduced' forms equivalent to $f$ (see sect. 2.4). These chains are different from the classical chains of 'reduced' forms in that the number of chains corresponding to $f$ is infinite, and that in general a form has pairs of possible right and left neighbouring forms instead of unique right and left neighbouring forms. The question arises, whether we can obtain either all the chains of I-reduced forms equivalent to $f$, or at least chains containing all the I-reduced forms equivalent to $f$, by taking all the chains to which a given form belongs. In Chapter 3 I shall consider this question, which must be answered in order to use the divided cell method to find the inhomogeneous minima of forms for which the number of equivalent I-reduced forms depends on a parameter and so is unbounded (e.g. the forms $g_{n}$ of Chapter 4).

In Chapter 4 I shall apply the methods of Chapter 2 and the results of Chapter 3 to find the inhomogeneous minima of a sequence of forms $\left\{g_{n}\right\}$ which are a susequence of the symmetric Markov forms (see sect. 1.4). In Chapter 5 I shall consider the early symmetric Markov forms and the limiting symmetric Markov form (see sect. 1.4).

In Chapter 6 I shall use the methods of Chapter 2 to obtain a lower bound for Davenport's constant $K$ (see sect. 1.2).

Numbers in square brackets will refer to the bibliography at the end, and whenever results are not original, the appropriate references will be given.

I wish to thank my supervisor, Dr. E. S. Barnes, very much for all his help; in particular, I am grateful to him for suggesting the problems I have studied and for suggesting the application of the divided cell method of [11] to these problems. The work for this thesis was done while I held a Teaching Fellowship in the University of Sydney, and the computations for Chapters 4, 5, and 6 were done on a Brunsviga provided by the University.

## CHAPTER 2

## THE DIVIDED CELL METHOD

The results of the later chapters of this thesis all depend on the divided cell method for evaluating the inhomogeneous minimum of an indefinite binary quadratic form. Therefore, for the sake of completeness, I give in this chapter a full account of the theory of the method, which was devised by Barnes and Swinnerton-Dyer [11], and then extended and applied by Barnes [6]. I use the notation introduced by Barnes and Swinnerton-Dyer [11], and, apart from some rearrangements and extensions, I follow the general lines of their discussion. After the headings of theorems and lemmas I list theorems or lemmas of [11] or [6] which contain any of the same results; where proofs are given completely in [11] or [6] I include only those points which are essential to the understanding of the divided cell method.
2.1. The Chain of Divided Cells of an Inhomogeneous Lattice Throughout this chapter $f$ denotes the indefinite binary quadratic form

$$
\begin{equation*}
f(x, y)=(\alpha x+\beta y)(\gamma x+\delta y), \tag{2.1}
\end{equation*}
$$

where $\alpha / \beta, \delta / \gamma$ are irrational, $|\alpha \delta-\beta \gamma|=\Delta=\sqrt{ }$, and $D>0$ is the discriminant of the form; we consider an inhomogeneous
lattice $L$ (see sect. 1.6) corresponding to $f$ and to the point ( $x^{\prime}, y^{\prime}$ ). By Delauney's Theorem (Theorem 1.5), L has at least one divided cell; and since $\alpha / \beta, \delta / \gamma$ are irrational none of the lattice lines of $L$ can be parallel to either of the axes. The method of Barnes and Swinnerton-Dyer depends on an algorithm, based on these two facts, for constructing a doubly infinite chain of divided cells, $\left\{S_{n}\right\}(-\infty<n<\infty)$.

Suppose $A_{0}, B_{0}, C_{0}, D_{0}$ are the vertices of the divided cell $S_{0}$, and are either in the first, fourth, third, and second quadrants respectively, or in the third, second, first, and fourth quadrants respectively, so that $A_{0} D_{0}, B_{0} C_{0}$ intersect the $\eta$-axis. Then $S_{1}$, with vertices $A_{1}, B_{1}, C_{1}, D_{1}$, is the cell derined by taking $A_{1} B_{1}$ as the unique lattice step in the line $A_{0} D_{0}$ which cuts the $\xi$-axis, and $C_{1} D_{1}$ as the unique lattice step in the line $B_{0} C_{o}$ which cuts the $\xi$-axis. Thus

$$
\begin{aligned}
& A_{1}=A_{0}+\left(h_{0}+1\right)\left(D_{0}-A_{0}\right), \\
& B_{1}=A_{0}+h_{0}\left(D_{0}-A_{0}\right)
\end{aligned}
$$

, Where $h_{0}$ is the unique integer such that $\eta\left(A_{1}\right), \eta\left(B_{1}\right)$ are opposite in sign; and

$$
\begin{aligned}
& C_{1}=C_{0}+\left(k_{0}+1\right)\left(D_{0}-A_{0}\right), \\
& D_{1}=C_{0}+k_{0}\left(D_{0}-A_{0}\right),
\end{aligned}
$$

Where $k_{0}$ is the unique integer such that $\eta\left(C_{1}\right), \eta\left(D_{1}\right)$ are opposite in sign. It is clear that $s_{1}$ is again a divided cell, where $A_{1} G_{1}$ lie one in each of the first and third
quadrants, and $B_{1}, D_{1}$ lie one in each of the second and fourth quadrants. The unique divided cell which can thus be constructed from a given divided cell $S_{o}$ will be called the successor of $S_{0}$.

Similarly, we can construct a unique divided cell $s_{-1}$, the predecessor of $S_{o}$, by taking the unique lattice steps in the lines $A_{0} B_{o}, C_{o} D_{0}$ which cut the $\eta$-axis; it follows from the construction that $S_{0}$ must then be the successor of $S_{-1}$.

Since there are no lattice lines parallel to the axes, and $S_{-1}, S_{1}$ are themselves divided cells, we can use the same constructions again to obtain the divided cells $S_{-2}, S_{2}$, and so on indefinitely. In this way, starting from $S_{o}$, we get a doubly infinite chain of divided cells $\left\{\mathrm{S}_{\mathrm{n}}\right\}(-\infty<n<\infty)$ of the lattice $L$; if now we apply this process to any cell $S_{n}$ of the chain, we shall obtain exactly the same chain because the constructions for the successor and for the predecessor of a divided cell are mutually inverse. For each $n$, the vertices $A_{n}, B_{n}, C_{n}, D_{n}$ of $S_{n}$ lie in the first, fourth, third, and second quadrants respectively, or in the third, second, first, and fourth quadrants respectively, and satisfy the relations

$$
\left.\begin{array}{l}
A_{n+1}=A_{n}+\left(h_{n}+1\right)\left(D_{n}-A_{n}\right)  \tag{2.2}\\
B_{n+1}=A_{n}+n_{n}\left(D_{n}-A_{n}\right) \\
C_{n+1}=C_{n}+\left(k_{n}+1\right)\left(B_{n}-C_{n}\right) \\
D_{n+1}=C_{n}+k_{n}\left(D_{n}-A_{n}\right)
\end{array}\right\}
$$

Where $h_{n}$ is the unique integer such that $\eta\left(A_{n+1}\right), \eta\left(B_{n+1}\right)$ are opposite in sign, and $k_{n}$ is the unique integer such that $\eta\left(C_{n+1}\right), \eta\left(D_{n+1}\right)$ are opposite in sign. If we write

$$
\begin{equation*}
V_{n}=A_{n}-D_{n}=B_{n}-C_{n}=B_{n+1}-A_{n+1}=C_{n+1}-D_{n+1} \text {, } \tag{2.3}
\end{equation*}
$$

we have

$$
\begin{equation*}
{\underset{\sim}{V+1}}=-\left(h_{n}+k_{n}\right){\underset{\sim}{n}}-{\underset{\sim}{n}}^{V}-1 \tag{2.4}
\end{equation*}
$$

The chain of integer pairs $h_{n}, k_{n}$ and the vertices of the divided cells $S_{n}$ satisfy the following lemmas.

Lemma 2.1. For all $n, h_{n} \neq 0, k_{n} \neq 0$ and $h_{n}, k_{n}$ have the same sign.

Proof. $\eta\left(A_{n}\right), \eta\left(D_{n}\right)$ have the same sign, so that $h_{n} \neq 0$; similarly $k_{n} \neq 0$. Also $\eta\left(D_{n}-A_{n}\right), n\left(C_{n}-B_{n}\right)$ have the same sign, so that $h_{n}, k_{n}$ have the same sign.

Lemma 2.2 ([11], Lemma 1). Each of the following statements is impossible:
(i) $h_{n}=-1$ for all $n \geq n_{0}$ or for all $n \leq-n_{0}$;
(ii) $k_{n}=-1$ for all $n \geq n_{o}$ or for all $n \leq-n_{0}$;
(iii) $h_{n_{0}+2 r}=k_{n_{0}+2 r+1}=1$ for all $r \geq 0$ or for all $r \leq 0$.

Proof. The proof is given fully in [11].
Lemma 2. 3 ([11], Lemma 2). Each of

$$
\begin{gathered}
\left|\eta\left(V_{\sim}\right)\right|,\left|\eta\left(A_{n}\right)\right|,\left|\eta\left(B_{n}\right)\right|,\left|\eta\left(C_{n}\right)\right|,\left|\eta\left(D_{n}\right)\right|, \\
\left|\xi\left(V_{\sim-n}\right)\right|,\left|\xi\left(A_{-n}\right)\right|,\left|\xi\left(B_{-n}\right)\right|,\left|\xi\left(C_{-n}\right)\right|,\left|\xi\left(D_{-n}\right)\right|
\end{gathered}
$$

tends to zero as $n \rightarrow+\infty$ and tends to infinity as $n \longrightarrow-\infty$.

Proof. In [11], it is shown in the proof of Lemma 1 that $\left|V_{\sim}\right|$ is strictly decreasing, and in the proof of Lemma 2 that the inequality

$$
\begin{equation*}
\left|n\left(V_{\sim}\right)\right|<\frac{3}{5}\left|n\left(V_{\sim n-1}\right)\right| \tag{2.5}
\end{equation*}
$$

holds for arbitrarily large positive $n$ (though not necessarily for all large positive $n$ ). Hence $\left|\eta\left(V_{n}\right)\right|$ tends to zero as $n \rightarrow+\infty$. Since

$$
\left|\eta\left(V_{n-1}\right)\right|=\left|n\left(B_{n}\right)\right|+\left|n\left(A_{n}\right)\right|=\left|n\left(C_{n}\right)\right|+\left|n\left(D_{n}\right)\right|,
$$

it now follows that each of $\left|\eta\left(A_{n}\right)\right|,\left|n\left(B_{n}\right)\right|,\left|\eta\left(C_{n}\right)\right|,\left|n\left(D_{n}\right)\right|$ tends to zero as $n \rightarrow \infty$. The corresponding results for $\left|\xi\left(V_{\sim-n}\right)\right|,\left|\xi\left(A_{-n}\right)\right|,\left|\xi\left(B_{-n}\right)\right|,\left|\xi\left(C_{-n}\right)\right|,\left|\bar{\zeta}\left(D_{-n}\right)\right|$ may be proved similarly.

By a similar argument to that used in [11], it can be shown that (2.5) holds for arbitrarily large negative $n$, so that $\left|n\left(V_{n}\right)\right| \rightarrow \infty$ as $n \rightarrow \infty$.

Suppose $\left|\eta\left(A_{n}\right)\right|$ does not tend to infinity as $n \rightarrow-\infty$, so that there exists $K>0$ such that $\left|\eta\left(A_{n}\right)\right|<K$ for arbitrarily large negative $n$. Since $\left|\xi\left(A_{n}\right)\right| \rightarrow 0$ as $n \rightarrow-\infty$, this means that, for arbitrarily large negative $n, A_{n}$ lies in the square $|\xi|<K,|\eta|<K$. This square contains only a finite number of lattice points, for each of which $|\xi|>0$. Thus $\left|\xi\left(A_{n}\right)\right|$ cannot tend to zero as $n \rightarrow-\infty$, and we have a contradiction. Hence $\left|\eta\left(A_{n}\right)\right| \rightarrow \infty$ as $n \rightarrow-\infty$.

The other results may be proved similarly.

Theorem 2.1 ([11], Theorem 5). If $L$ is the inhomogeneous lattice corresponding to $f$ and to the point ( $x^{\prime}, y^{\prime}$ ), then there is a doubly infinite chain of divided cells $S_{n}$ $(-\infty<n<\infty)$ of $L$ whose vertices $A_{n}, B_{n}, C_{n}, D_{n}$ satisfy (2.2), and
$M\left(f ; x^{\prime}, y^{\prime}\right)=\inf \left[|\xi \eta| ;(\xi, \eta) \in\left\{A_{n}, B_{n}, C_{n}, D_{n}\right\},-\infty<n<\infty\right] \cdot(2.6)$
Theorem 2.2. If a chain $\left\{S_{n}\right\}$ or divided cells satisfies the condition of Theorem 2.1, then it includes all the divided cells of $L$.

The existence of a chain $\left\{S_{n}\right\}$ was shown above. In $[11]$, the proof of Theorem 5 is sketched; (2.6) is an immediate consequence of this theorem. Theorem 2.2 means that every inhomogeneous lattice corresponding to $f$ has a unique chain of Givided cells; this result is not stated explicitly or proved in [11] or [6]. It is convenient to combine the proofs of (2.6) and Theorem 2.2.

Proof of Theorems 2.1 and 2.2. Let $\left\{S_{n}\right\}$ be a chain of divided cells of $L$, and for each $n$ let $P_{n}, Q_{n}, R_{n}, T_{n}$ be the vertices of $S_{n}$ which lie in the first, second, third, and fourth quadrants respectively. If $P_{n}, P_{n+1}$ are distinct first quadrant vertices of successive cells, then one of the following statements holds:
(i) $T_{n}, P_{n}, P_{n+1}, Q_{n+1}$ lie on one lattice line, while $T_{n+1}, R_{n+1}, R_{n}, Q_{n}$ lie on the neighbouring lattice line parallel to it and on the other side of the origin $O$ (see fig. 1);
(ii) $P_{n}, T_{n}, T_{n+1}, R_{n+1}$ lie on one lattice line, while $P_{n+1}, Q_{n+1}, Q_{n}, R_{n}$ lie on the neighbouring lattice line parallel to it and on the other side of 0 (see fig. 2 ).



Fig. 1. Case (i)
Fig. 2. Case (ii)
By Lemma $1.3 \xi\left(P_{n}\right)$ tends to zero as $n \rightarrow-\infty$ and to infinity as $n \rightarrow+\infty$, while $\eta\left(P_{n}\right)$ tends to infinity as $\mathrm{n} \rightarrow-\infty$ and to zero as $\mathrm{n} \rightarrow+\infty$; and it follows from the construction that, for all $n, \xi\left(P_{n+1}\right) \geq \xi\left(P_{n}\right)$,
$\eta\left(P_{n+1}\right) \leq \eta\left(P_{n}\right)$. Hence, if $P$ is any first quadrant lattice point, there exists an $n$ such that $P$ lies either on the line $O P_{n}$ or in the interior of the acute angle determined by $O P_{n}$, $O P_{n+1}$, where $P_{n+1} \neq P_{n}$.

It is clear from the figures that, whether (i) or (ii) holds, there can be no lattice point in the interior of the triangle determined by the line $P_{n} P_{n+1}$ and the positive axes. * It now follows from the strict convexity of the region $|\xi \eta| \geq K$ that, if $P$ is on $O P_{n}$, then $P$ lies in the region if and only if $P_{n}$ does, while, if $P$ is in the interior of the acute angle determined by $O P_{n}, O P_{n+1}$, then $P$ lies in the region $|\xi \eta| \geq K$ if and only if $P_{n}, P_{n+1}$ do. Thus $|\xi \eta| \geq K$ for all first quadrant lattice points $(\xi, \eta)$ if and only if $|\xi \eta| \geq K$ for all points $P_{n}$. By applying the same argument to the other quadrants, we have
$\inf [|\xi \eta| ;(\xi, \eta) \in L]=\left[\inf |\xi \eta| ;(\xi, \eta) \in\left\{P_{n}, Q_{n}, R_{n}, T_{n}\right\},-\infty<n<\infty\right] ;$ since $A_{n}, B_{n}, C_{n}, D_{n}$ are a permutation of $P_{n}, Q_{n}, R_{n}, T_{n}$, this proves (2.6).

Now suppose that $P, Q, R, T$ are the first, fourth, third, and second quadrant vertices of a divided cell such that $P \neq P_{n}$
*Note, however, that, if (ii) holds, there may be lattice points on the line $P_{n} P_{n+1}$ between $P_{n}$ and the $n$-axis, or between $P_{n+1}$ and the $\xi$-axis; it is easily shown that the set of all such points must coincide with $P_{n-1}, P_{n-2}, \ldots, P_{n-r}$, for some $r$, or with $P_{n+2}, P_{n+3}, \ldots, P_{n+s}$ for some $s$.
for all n. As PQRT contains no lattice points, $P$ must lie in the interior of the acute angle determined by $O P_{n}, O P_{n+1}$, for some $n$ for which $P_{n+1} \neq P_{n}$.

Suppose (i) holds. Then if either $Q$ or $T$ is on or above the line $P_{n}, P_{n+1}, P Q R T$ contains one of $P_{n}, P_{n+1}$. Hence $Q, T$ must be on or below the line $T_{n+1} Q_{n}$, so that the triangle PQT contains $R_{n}, R_{n+1}$. Thus, if (i) holds, $P Q R T$ cannot be a cell.

Suppose (ii) holds, so that $P$ cannot lie between the lines $P_{n} T_{n}, Q_{n} R_{n}$. If $P$ is on or above the line $P_{n} T_{n}$, then the triangle OPT contains $P_{n}$, while, if $P$ is on or below the line $Q_{n} R_{n}$, the triangle $O P Q$ contains $P_{n+1}$. Thus, if (ii) holds, PQRT cannot be a divided cell.

Thus we get a contradiction unless $P=P_{n}$ for some $n$. By applying the same argument to the other quadrants, we see that the set of points
$\left[\left\{P_{n}, Q_{n}, R_{n}, T_{n}\right\},-\infty<n<\infty\right]=\left[\left\{A_{n}, B_{n}, C_{n}, D_{n}\right\},-\infty<n<\infty\right]$ incluaes all the vertices of divided cells of $L$.

Let $P \equiv P_{n} \neq P_{n+1}, Q=Q_{m} \neq Q_{m+1}$ be the first and fourth quadrant vertices of a divided cell, and $P^{\prime}, Q^{\prime}$ be the first and fourth quadrant vertices of its successor. It follows from the construction that, for any $n$, if $P_{n+1} \neq P_{n}$, then $\xi\left(P_{n+1}\right)>\xi\left(P_{n}\right), \eta\left(P_{n+1}\right)<\eta\left(P_{n}\right) ;$ similarly, if $P^{\prime} \neq P$, $\xi\left(P^{\prime}\right)>\xi(P), \eta\left(P^{\prime}\right)<\eta(P)$. Suppose $P^{\prime} \neq P$. Then, since $P^{\prime}$ must coincide with $P_{r}$ for some $r, P^{\prime}$ must be one of $P_{n+1}, P_{n+2}, \ldots$. There can be no lattice point inside the
triangle determined by $\mathrm{PF}^{\prime}$ and the positive axes, but this triangle contains $P_{n+1}$ if $P^{\prime} \neq P_{n+1}$; hence $P^{\prime}=P_{n+1}$. It is clear from Figs. 1 and 2 that there can be only one pair of successive divided cells with $P_{n}, P_{n+1}$ as first quadrant vertices, so that $P=P_{n}, P^{\prime}=P_{n+1}$ implies $Q=Q_{n}$. If $P^{\prime}=P$, then $Q^{\prime} \neq Q$, and by a similar argument $P=P_{m}$

Hence, if $P_{n} \neq P_{n+1}, Q_{m} \neq Q_{m+1}$ are the first and fourth quadrant vertices of a divided cell, the cell must be one of $S_{n}, S_{m}$. By applying the same argument to the other quadrants, we see that $\left\{S_{n}\right\}$ includes all the divided cells of $I$.

Theorems 2.1 and 2.2 show the importance of chains of divided cells for the evaluation of the inhomogeneous minimum. In order to study the chains of divided cells further, we need to set up a special type of continued fraction, for which the necessary results will now be given.
2.2. A Special Type of Continued Fraction

If $\left\{a_{n}\right\}(n \geq 1)$ is a sequence of integers such that $\left|a_{n}\right| \geq 2$ for $n \geq 1$, we write

$$
\left.\begin{array}{c}
p_{-1}=0, q_{-1}=1 ; p_{0}=1, q_{0}=0 ; p_{1}=a_{1}, q_{1}=1 ; \\
p_{n+1}=a_{n+1} p_{n}-p_{n-1}(n \geq 1),  \tag{2.7}\\
q_{n+1}=a_{n+1} q_{n}-q_{n-1}(n \geq 1) .
\end{array}\right\}
$$

The following lemma is easily proved by induction.

Lemma 2.4 ([11], Lemma 3). If $\left\{p_{n}\right\},\left\{q_{n}\right\}$ are defined by (2.7), then
(i) for all $n \geq 1, p_{n-1} q_{n}-p_{n} q_{n-1}=1$;
(ii) for all $n \geq 1$,

$$
\left|p_{n}\right| \geq n+1,\left|q_{n}\right| \geq n, \quad \frac{p_{n}}{q_{n}} \geq 1+\frac{1}{n}
$$

(iii) if $a_{i}>0$ for $i=1,2, \ldots, n$, then $p_{n}>0, q_{n}>0$.

It follows from Lemma 2.4 that, for $n \geq 2$,

$$
\left|\frac{p_{n}}{q_{n}}-\frac{p_{n-1}}{q_{n-1}}\right|=\frac{1}{\mid q_{n} q_{n-1}} \leq \frac{1}{n(n-1)},
$$

so that the series

$$
\Sigma\left(\frac{p_{n}}{q_{n}}-\frac{p_{n-1}}{q_{n-1}}\right)
$$

is convergent. Hence the sequence $\left\{p_{n} / q_{n}\right\}_{\text {converges }}$ to a limit $\alpha$, which, by (ii), satisfies $|\alpha| \geq 1$. This justifies the following definition.

Definition 2.1. For any sequence of integers $\left\{a_{n}\right\}$ such that $\left|a_{n}\right| \geq 2$ for $n \geq 1, \alpha=\left[a_{1}, a_{2}, a_{3}, \ldots\right]$ is defined by

$$
\alpha=\left[a_{1}, a_{2}, a_{3}, \ldots\right]=\lim _{n \rightarrow \infty} p_{n} / q_{n}
$$

Where $p_{n}, q_{n}$ are defined by (2.7) and $|\alpha| \geq 1$.
Clearly,

$$
\alpha=a_{1}-\frac{1}{a_{2}}-\frac{1}{a_{3}}-\ldots
$$

so that $\left[a_{1}, a_{2}, a_{3}, \ldots\right]$ is easily transformed into a classical semi-regular continued fraction

$$
\begin{equation*}
\alpha=a_{1}+\frac{\mu_{2}}{\left|a_{2}\right|}+\frac{\mu_{3}}{\left|a_{3}\right|}+\ldots \quad\left(\mu_{i}= \pm 1\right), \tag{2.8}
\end{equation*}
$$

whose convergents have the same value (though the signs of $p_{n}$ and $q_{n}$ may be different). We shall never use classical semi-regular continued fraction expansions of the type (2.8); so without confusion we may call $a=\left[a_{1}, a_{2}, a_{3}, \ldots\right]$ a semiregular continued fraction expansion of $\alpha$, to distinguish it from the simple continued fraction expansion of $a$.

Lemma 2.5 ([11], Lemma 4). If $\alpha=\left[a_{1}, a_{2}, a_{3}, \ldots\right]$, then
(i) $|\alpha|>1$ if $a_{n}$ is not constantly equal to 2 or to -2 for large $n$;
(ii) the convergents $p_{n} / q_{n}$ form a strictly decreasing sequence if further $a_{n}>0$ for all $n$.

Proof. A complete proof of (i) is given in [11]; (ii) is an immediate consequence of (i) and (iii) of Lemma 2.4.

In fact we shall consider only semi-regular continued fractions which satisfy conaition (i) of Lemma 2.5. Any irrational $\alpha$ has a unique expansion by the nearest integer above; $a=\left[a_{1}, a_{2}, a_{3}, \ldots\right]$, with $a_{n} \geq 2$ for $n \geq 2$ and $a_{n} \geq 3$ Por some arbitrarily large $n$; but, on the other hand, if the $a_{n}$ are restricted only by the conditions that $\left|a_{n}\right| \geq 2$ and that $a_{n}$ be not constantly equal to 2 or to -2 for all large $n$, then any irrational $\alpha$ has infinitely many expansions.

## 2. 3. The Correspondence between Chains of Divided Cells

## and Pails of Chains of Integers.

Let $\left\{s_{n}\right\}(-\infty<n<\infty)$ be the doubly infinite chain of divided cells of the inhomogeneous lattice $L$ corresponding to the form I and the point ( $\mathrm{x}^{\prime}, \mathrm{y}^{\prime}$ ), so that, for all n , the vertices of $S_{n} ; S_{n+1}$ satisfy (2.2), (2.3), and (2.4). Let the $\xi, \eta$-coordinates of the vertices of $S_{n}$ be given by

$$
\begin{gather*}
A_{n}=\left(\xi_{n}^{\prime}+\alpha_{n}+\beta_{n}, \eta_{n}^{\prime}+\gamma_{n}+\delta_{n}\right), B_{n}=\left(\xi_{n}^{\prime}+\alpha_{n}, \eta_{n}^{\prime}+\gamma_{n}\right), \\
C_{n}=\left(\xi_{n}^{\prime}, \eta_{n}^{\prime}\right), D_{n}=\left(\xi_{n}^{\prime}+\beta_{n}, \eta_{n}^{\prime}+\delta_{n}\right), \tag{2.9}
\end{gather*}
$$

and define the point $\left(x_{n}, y_{n}\right)$ by

$$
\begin{equation*}
\xi_{n}^{\prime}=\alpha_{n} x_{n}+\beta_{n} y_{n}, \eta_{n}^{\prime}=\gamma_{n} x_{n}+\delta_{n} y_{n} \tag{2.10}
\end{equation*}
$$

Theorem 2.3 ([11], Theorem 2). For all n, let

$$
\begin{gather*}
a_{n+1}=h_{n}+k_{n}, \quad \varepsilon_{n}=h_{n}-k_{n} \\
\theta_{n}=\left[a_{n}, a_{n-1}, a_{n-2}, \cdots\right], \phi_{n}=\left[a_{n+1}, a_{n+2}, a_{n+3}, \ldots\right] \tag{2.11}
\end{gather*}
$$

Then

$$
\begin{gather*}
\alpha_{n} / \beta_{n}=\theta_{n}, \quad \delta_{n} / \gamma_{n}=\phi_{n},  \tag{2.12}\\
2 \xi_{n}^{\prime}+\alpha_{n}+\beta_{n}=\dot{\beta}_{n}\left(\varepsilon_{n-1}+\sum_{r=1}^{\infty}(-1)^{r} \frac{\varepsilon_{n-r-1}}{\theta_{n-1} \theta_{n-2} \cdots \theta_{n-r}}\right),  \tag{2.13}\\
2 n_{n}^{\prime}+\gamma_{n}+\delta_{n}=\gamma_{n}\left(\varepsilon_{n}+\sum_{r=1}^{\infty}(-1)^{r} \frac{\varepsilon_{n+r}}{\phi_{n+1} \phi_{n+2} \cdots \phi_{n+r}}\right), \tag{2.14}
\end{gather*}
$$

and $f\left(x+x^{\prime}, y+y^{\prime}\right)$ is equivalent to

$$
\begin{equation*}
f_{n}\left(x+x_{n}, y+y_{n}\right)=\left(\alpha_{n} x+\beta_{n} y+\xi_{n}^{\prime}\right)\left(\gamma_{n} x+\delta_{n} y+\eta_{n}^{\prime}\right) \tag{2.15}
\end{equation*}
$$

Proof. Using (2.3), we have

$$
{\underset{\sim}{V}}=\left(\alpha_{r}, \gamma_{r}\right)=\left(-\beta_{r+1},-\gamma_{r+1}\right),
$$

so that, by (2.4),

$$
\begin{aligned}
& {\underset{\sim}{r}}_{r+1}=-a_{r+1}{\underset{\sim}{V}}_{r}-{\underset{\sim}{V}}_{r-1}, \\
& a_{r+1}=-a_{r+1} a_{r}-\alpha_{r-1}, \\
& \gamma_{r+1}=-a_{r+1} \gamma_{r}-\gamma_{r-1} .
\end{aligned}
$$

Thus

$$
{\underset{\sim}{V}}_{r}=\left(\alpha_{r}, \gamma_{r}\right)=(-1)^{r}\left(\alpha_{o} p_{r}-\beta_{o} q_{r}, \gamma_{o} p_{r}-\delta_{o} q_{r}\right),
$$

where

$$
\begin{aligned}
& p_{-1}=0, q_{-1}= 1 ; p_{0}=1, q_{0}=0 ; p_{1}=a_{1}, \\
& q_{1}=1 ; \\
& p_{r+1}=a_{r+1} p_{r}-p_{r-1} \\
&(r \geq 1) \\
& q_{r+1}=a_{r+1} q_{r}-q_{r-1}(r \geq 1) .
\end{aligned}
$$

It is easily shown by induction that $\left|q_{r}\right| \rightarrow \infty$ as $r \rightarrow \infty$; and, by Lemma 2.3, $\eta\left({\underset{\sim}{V}}^{r}\right) \rightarrow 0$. Hence, by Definition 2.1,

$$
\delta_{o} / \gamma_{0}=\lim _{r \rightarrow \infty} p_{r} / q_{r}=\left[a_{1}, a_{2}, a_{3}, \ldots\right]=\phi_{0} .
$$

Similarly, $\alpha_{0} / \beta_{o}=\theta_{0}$. Thus (2.12) holds for $n=0$, and similarly for all n .

It follows from (2.2), (2.3), and (2.4) that, for $n \geq 1$,

$$
\begin{aligned}
& A_{n}=A_{0}-\left(h_{0}+1\right) \underset{\sim}{V}{ }_{\sim}-\left(h_{1}+1\right) \underset{\sim}{V_{1}}-\ldots-\left(h_{n-1}+1\right){\underset{\sim}{V}-1}^{V_{n}}, \\
& C_{n}=C_{0}+\left(k_{0}+1\right) \underset{\sim}{V}+\left(k_{1}+1\right) \underset{\sim}{V}+\ldots+\left(k_{n-1}+1\right) \underset{\sim}{V_{n-1}}
\end{aligned}
$$

Hence

$$
A_{0}+C_{0}=A_{n}+C_{n}+\sum_{r=0}^{n-1}\left(h_{r}-k_{r}\right){\underset{\sim}{r}}^{r}
$$

so that
$2 \eta_{0}^{\prime}+\gamma_{0}+\delta_{0}=\eta\left(A_{n}\right)+\eta\left(c_{n}\right)+\sum_{r=0}^{n-1}(-1)^{r_{r}} \varepsilon_{r}\left(\gamma_{0} p_{r}-\delta_{0} q_{r}\right) \cdot(2.16)$
By (2.11) and Definition 2.1, we have, for all $r \geq 1$,

$$
\phi_{o}=\frac{p_{r} \phi_{r}-p_{r-1}}{q_{r} r_{r}-q_{r-1}},
$$

that is,

$$
p_{r-1}-\phi_{o} q_{r-1}=\phi_{r}\left(p_{r}-\varphi_{o} q_{r}\right) .
$$

Thus, since $p_{0}-\phi_{0} q_{0}=1$,

$$
\begin{equation*}
\gamma_{0} p_{r}-\delta_{o} q_{r}=\gamma_{0}\left(p_{r}-\phi_{o} q_{r}\right)=\frac{\gamma_{0}}{\rho_{1} \phi_{2} \cdots \phi_{r}} \tag{2.17}
\end{equation*}
$$

Since, by Leman 2.3, $n\left(A_{n}\right), n\left(C_{n}\right) \rightarrow 0$ as $n \rightarrow \infty,(2.14)$ now follows from (2.16) and (2.17) for $n=0$, and similarly for all $n$; (2.13) may be proved in a corresponding way. The last statement of the theorem follows from (2.9) and (2.10) and the fact that $A_{n}, B_{n}, C_{n}, D_{n}$ are the vertices of a cell of the inhomogeneous lattice corresponding to $\hat{I}$ and the point ( $x^{\prime}, y^{\prime}$ ).

Lemma $2.6\left([6]\right.$, Lemmas 2.3, 2.4). Let $\left\{a_{n}\right\},(-\infty<n<\infty)$ be a doubly infinite chain or integers such that
(i) $\left|a_{n}\right| \geq 2$ and $a_{n}$ is not constantly equal to 2 or to -2 for large $n$ of either sign.
Let $\left\{\varepsilon_{n}\right\}(-\infty<n<\infty)$ be any corresponding chain of integers which satisfy the following conditions:
(ii) $\left|\varepsilon_{n}\right| \leq\left|a_{n+1}\right|-2$ and $\varepsilon_{n}$ has the same parity as $a_{n+1}$;
(iii) neither $a_{n+1}+\varepsilon_{n}$ nor $a_{n+1}-\varepsilon_{n}$ is constantly equal to -2 for large $n$ of either sign;
(iv) for any $n$, the relation

$$
a_{n+2 r+1}+\varepsilon_{n+2 r}=a_{n+2 r+2}-\varepsilon_{n+2 r+1}=2
$$

does not hold either for all $r \geq 0$ or for all $r \leq 0$. For all $n$, let

$$
\theta_{n}=\left[a_{n}, a_{n-1}, a_{n-2}, \ldots\right], \phi_{n}=\left[a_{n+1}, a_{n+2}, a_{n+3}, \ldots\right] . \text { (2.18) }
$$

Then the series

$$
\begin{aligned}
& \varepsilon_{n-1}+\sum_{r=1}^{\infty}(-1)^{r} \frac{\varepsilon_{n-r-1}}{\theta_{n-1}^{\theta} n-2^{\cdots} \theta_{n-r}} \\
& \varepsilon_{n}+\sum_{r=1}^{\infty}(-1)^{r} \frac{\varepsilon_{n+r}}{\phi_{n+1} \phi_{n+2} \cdots \phi_{n+3}}
\end{aligned}
$$

are absolutely convergent with sums whose moduli are less than $\left|\theta_{n}\right|-1,\left|\phi_{n}\right|-1$, respectively.
proof. The proof is given in [6] and requires all the conditions (i) to (iv).

Theorem 2.4 ([6],§2). Let $\left\{a_{n}\right\},\left\{\varepsilon_{n}\right\}, \theta_{n}, \phi_{n}$ be defined as in Lemma 2.6, and for each $n$ let

$$
\begin{align*}
& 2 \xi_{n}+\theta_{n}+1=\varepsilon_{n-1}+\sum_{r=1}^{\infty}(-1)^{r} \frac{\varepsilon_{n-1}-1}{\theta_{n-1} \theta_{n-2} \cdots \theta_{n-r}},(2.19) \\
& 2 \eta_{n}+1+\phi_{n}=\varepsilon_{n}+\sum_{r=1}^{\infty}(-1)^{r} \bar{\phi}_{n+1} \frac{\varepsilon_{n+r}}{\varepsilon_{n+2} \cdots \phi_{n+r}} . \tag{2.20}
\end{align*}
$$

Then the Pour points $A_{n}, B_{n}, C_{n}, D_{n}$ given by $\left.\begin{array}{l}A_{n}=\left(\xi_{n}+\theta_{n}+1, \eta_{n}+1+\phi_{n}\right), \\ B_{n}=\left(\xi_{n}+\theta_{n}, \eta_{n}+1\right),(2.21) \\ D_{n}=\left(\xi_{n}+1, \eta_{n}+\phi_{n}\right)\end{array}\right\}$
are vertices of a divided cell of an inhomogeneous lattice; the coordinates of the vertices $A_{n+1}, B_{n+1}, C_{n+1}, D_{n+1}$ of the successive divided cell are of the same form:

$$
\begin{aligned}
& A_{n+1}=\left(\beta\left(\xi_{n+1}+\theta_{n+1}+1\right), \gamma\left(\eta_{n+1}+1+\phi_{n+1}\right)\right), \\
& B_{n+1}=\left(\beta\left(\xi_{n+1}+\theta_{n+1}\right), \gamma\left(\eta_{n+1}+1\right)\right), \\
& C_{n+1}=\left(\beta \xi_{n+1}, \gamma \eta_{n+1}\right), \\
& D_{n+1}=\left(\beta\left(\xi_{n+1}+1\right), \gamma\left(\eta_{n+1}+\phi_{n+1}\right)\right),
\end{aligned}
$$

Where $\beta=-\theta_{n}, \gamma=-1 / \phi_{n+1}$.
Proof. By Lemma 2.6, we have

$$
\begin{aligned}
& \left|2 \xi_{n}+\theta_{n}+1\right|<\left|\theta_{n}\right|-1, \\
& \left|2 \eta_{n}+1+\phi_{n}\right|<\left|\dot{\phi}_{n}\right|-1,
\end{aligned}
$$

from which we can immediately deduce that

$$
\left.\begin{array}{l}
\operatorname{sgn} \xi_{n}=\operatorname{sgn}\left(\xi_{n}+1\right)=-\operatorname{sgn} \theta_{n}, \\
\operatorname{sgn}\left(\xi_{n}+\theta_{n}\right)=\operatorname{sgn}\left(\xi_{n}+\theta_{n}+1\right)=\operatorname{sgn} \theta_{n} ;
\end{array}\right\}
$$

Thus the points $A_{n}, B_{n}, C_{n}, D_{n}$ given by (2.21) lie one in each of the four quadrants and are the vertices of a divided cell of the lattice

$$
\left.\begin{array}{l}
\xi=\xi_{n}+\theta_{n} x+y  \tag{2.23}\\
\eta=\eta_{n}+x+\phi_{n} y
\end{array}\right\}
$$

By a similar argument, the points $A_{n+1}, B_{n+1}, C_{n+1}, D_{n+1}$ given by (2.22) are the vertices of a divided cell of a lattice.

From (2.18), (2.19), and (2.20) we can deduce that

$$
\left.\begin{array}{l}
-\theta_{n} \xi_{n+1}=\xi_{n}+\left(k_{n}+1\right) \theta_{n},  \tag{2.24}\\
-\eta_{n+1} / \phi_{n+1}=\eta_{n}+k_{n}+1
\end{array}\right\}
$$

where $2 k_{n}=a_{n+1}-\varepsilon_{n}$. If now we write $2 h_{n}=a_{n+1}+\varepsilon_{n}$, then a simple calculation shows that the points (2.22) satisfy

$$
\begin{aligned}
& A_{n+1}=A_{n}-\left(h_{n}+1\right){\underset{\sim}{V}}, \quad B_{n+1}=A_{n}-h_{n}{ }_{\sim}^{V}, \\
& C_{n+1}=C_{n}+\left(k_{n}+1\right) \underset{\sim}{V}, \quad D_{n+1}=C_{n}+k_{n}{ }_{\sim}^{V}{ }_{n},
\end{aligned}
$$

where ${ }_{\sim}{ }_{n}=A_{n}-D_{n}$. Since the points are the vertices of a divided cell, it follows from (2.2) and (2.3) that this cell is the successor of the cell determined by $A_{n}, B_{n}, C_{n}, D_{n}$.

Thus a pair of chains $\left\{a_{n}\right\},\left\{\varepsilon_{n}\right\}$ which satisfy the conditions of Lemma 2.6 determines the chain of divided cells of a lattice which is unique apart from similarity. We write

$$
\begin{gathered}
h_{n}+k_{n}=a_{n+1}, \quad h_{n}-k_{n}=\varepsilon_{n}, \\
\xi_{n}^{\prime}=\beta_{n} \xi_{n}, \quad n_{n}^{\prime}=\gamma_{n}{ }^{n},
\end{gathered}
$$

where

$$
\beta_{n} \gamma_{n}=\frac{\Delta}{\left|\theta_{n} \phi_{n}-1\right|} .
$$

Then, conversely, it is clear from Lemmas 2.1, 2.2 and Theorem 2.3 that a chain of divided cells whose vertices are given by (2.9) determines a unique pair of chains of integers $\left\{a_{n}\right\},\left\{\varepsilon_{n}\right\}$ such that the conditions of Lemma 2.6 and the relations (2.19), (2.20) are satisfied.

### 2.4. I-reduced Forms

We shall say that the form f is inhomogeneously reduced, or I-reduced, if it can be factorized in the form

$$
\begin{equation*}
\mathrm{r}(\mathrm{x}, \mathrm{y})= \pm \frac{\Delta}{|\theta \phi-1|}(\theta \mathrm{x}+\mathrm{y})(\mathrm{x}+\phi \mathrm{y}) \tag{2.25}
\end{equation*}
$$

where

$$
|\theta|>1 . \quad|\phi|>1 .
$$

It is well known (see Dickson [32], Th. 76 ) that, coresponding to any indefinite quadratic form $\mathbb{P}(x, y)$ which does not represent zero, there is an equivalent Gauss-reduced form, that is a form (2.25) which satisfies the more stringent conditions

$$
\theta<-1, \quad \phi>1 .
$$

## Hence we have

Lemma 2. 7 ([6], Lemma 2.2). If $F(x, y)$ is an indefinite quadratic form which does not represent zero, there exists an I-reduced form equivalent to it.

Since any form which does not represent zero can be written in the form (2.1), Lemma 2.7 also follows from Theorem 2.3; for, by Lemmas 2.1, 2.2, and 2.5, $\left|\theta_{n}\right|>1$, $\left|\phi_{n}\right|>1$ for all $n$, so that, by (2.11), the forms $r_{n}$ of (2.15) must be I-reduced for all $n$.

## 2. 5 The Evaluation of the Inhomogeneous Minimum

We now combine our results and apply them to the problem of evaluating the inhomogeneous minimum of an inderinite binary quadratic form f given by (2.1). The notation of this section will be used throughout the thesis.

Let

$$
f_{0}(x, y)= \pm \frac{\Delta}{0_{0} \phi_{0}-1}\left(\theta_{0} x+y\right)\left(x+\phi_{0} y\right)
$$

be any I-peduced form equivalent to $f$. Then any chain of integers $\left\{a_{n}\right\}(-\infty<n<\infty)$ for which condition (i) of Lemma 2.6 holds and for which

$$
\theta_{0}=\left[a_{0}, a_{-1}, a_{-2}, \ldots\right], \quad \phi_{0}=\left[a_{1}, a_{2}, a_{3}, \ldots\right]
$$

is called an a-chain of $f$. A chain of equivalent I-reauced forms $\left\{f_{n}\right\}$ is defined by

$$
\begin{equation*}
f_{n}(x, y)= \pm \frac{\Delta}{\theta_{n} \phi_{n}-1}\left(\theta_{n} x+y\right)\left(x+\phi_{n} y\right), \tag{2.26}
\end{equation*}
$$

where

$$
\theta_{n}=\left[a_{n}, a_{n-1}, a_{n-2}, \ldots\right], \phi_{n}=\left[a_{n+1}, a_{n+2}, a_{n+3}, \ldots\right] ;(2.27)
$$

there is clearly a one to one correspondence between the chains $\left\{a_{n}\right\}$ and $\left\{f_{n}\right\}$.

Any chain of integers $\left\{\varepsilon_{n}\right\}(-\infty<n<\infty)$ which satisfies conditions (ii), (iii), and (iv) of Lemma 2.6 is called an $\varepsilon$-chain corresponding to the a-chain $\left\{a_{n}\right\}$ (or, equivalently, to the chain of forms $\left\{f_{n}\right\}$ ).
We write

$$
\begin{align*}
& \sigma_{n}=\varepsilon_{n-1}+\sum_{r=1}^{\infty}(-1)^{r} \frac{\varepsilon_{n-r}-1}{\theta_{n-1}{ }_{n-2} \cdots \theta_{n-r}},  \tag{2.28}\\
& \tau_{n}=\varepsilon_{n}+\sum_{r=1}^{\infty}(-1)^{r} \frac{\varepsilon_{n+r}}{\phi_{n+1}{ }^{\rho} n+2 \cdots \phi_{n+r}} \tag{2.29}
\end{align*}
$$

and define $\pi_{n}$ as
$\frac{\Delta}{\theta_{n} \phi_{n}-1 \mid} \min \left[\begin{array}{l}\left|\left(1+\theta_{n}+\sigma_{n}\right)\left(1+\psi_{n}+\tau_{n}\right)\right|,\left|\left(-1+\theta_{n}+\sigma_{n}\right)\left(1-\phi_{n}+\tau_{n}\right)\right|, \\ \left|\left(-1-\theta_{n}+\sigma_{n}\right)\left(-1-\phi_{n}+\tau_{n}\right)\right|,\left|\left(1-\theta_{n}+\sigma_{n}\right)\left(-1+\phi_{n}+\tau_{n}\right)\right|\end{array}\right] \cdot(2,30)$
We define $\left(x_{n}, y_{n}\right)(-\infty<n<\infty)$ by

$$
\left.\begin{array}{l}
\theta_{n} x_{n}+y_{n}=\frac{1}{2}\left(-1-\theta_{n}+\sigma_{n}\right)  \tag{2.31}\\
x_{n}+\phi_{n} y_{n}=\frac{1}{2}\left(-1-\phi_{n}+\tau_{n}\right)
\end{array}\right\}
$$

Theorem 2.5. If $\left\{a_{n}\right\}$ is an a-chain of $f$, and $\left\{\varepsilon_{n}\right\}$ a corresponding $\varepsilon$-chain, and if we put

$$
\begin{equation*}
M\left(\left\{a_{n}\right\},\left\{\varepsilon_{n}\right\}\right)=\inf _{n} \pi_{n} / 4 \tag{2.32}
\end{equation*}
$$

then there exists a point $P$ such that (for all $n$ ).

$$
\begin{equation*}
M(P)=M(f ; P)=M\left(f_{n} ; x_{n}, y_{n}\right)=M\left(\left\{a_{n}\right\},\left\{\varepsilon_{n}\right\}\right) ; \tag{2.33}
\end{equation*}
$$

and if $M(S)$ is the inhomogeneous minimum, then

$$
\begin{equation*}
\mathbb{M}(f)=\sup \mathbb{M}\left(\left\{a_{n}\right\},\left\{\varepsilon_{n}\right\}\right), \tag{2.34}
\end{equation*}
$$

Where the supremum is taken over all the a-chains of $f$ and all possible corresponding $\varepsilon$-chains.

Proof. In Theorem 2.4,

$$
\beta \gamma=\theta_{n} / \phi_{n+1}=\frac{\Delta /\left(\theta_{n} \phi_{n}-1\right)}{\Delta /\left(\theta_{n+1} \phi_{n+1}-1\right)},
$$

and, by (2.27) and (2.28),

$$
\left.\begin{array}{l}
2 \xi_{n}+\theta_{n}+1=\sigma_{n}  \tag{2.35}\\
2 \eta_{n}+1+\phi_{n}=\tau_{n}
\end{array}\right\}
$$

Hence, by Theorem 2.4, the set oi f values of $\pi_{\mathrm{n}} / 4$, $(-\infty<n<\infty)$ given by (2.30) coincides with the set of values

$$
\min \left[|\xi \eta| ;(\xi, \eta) \in\left\{A_{n}, B_{n}, C_{n}, D_{n}\right\}\right] \quad(-\infty<n<\infty),
$$

where $A_{n}, B_{n}, C_{n}, D_{n}$ are the vertices of the divided cell $S_{n}$, an $\tilde{\alpha}\left\{S_{n}\right\}$ is the chain of divided cells of the inhomogeneous lattice which, by (2.23), (2.31), and (2.35) corresponds to the form $f_{n}$ and the point $\left(X_{n}, y_{n}\right)$ for any $n$. Since all the $I_{n}$ are equivalent to $f,(2.33)$ now follows from Theorem 2.1.

By Lemmas 2.1 and 2.2 and Theorem 2.3, the chains of divided cells of all possible inhomogeneous lattices
corresponding to $f$ are included by taking all a-chains of f with all possible corresponding $\varepsilon$-chains. This proves (2.34).

Lemma 2.8 ([6],§3). The points $\left(x_{n}, y_{n}\right),\left(x_{n+1}, y_{n+1}\right)$
determined by (2.31) satisfy the equations

$$
\left.\begin{array}{l}
x_{n+1}=y_{n}  \tag{2.36}\\
y_{n+1}=-\left(x_{n}+a_{n+1} y_{n}+1+k_{n}\right)
\end{array}\right\}
$$

where

$$
2 k_{n}=a_{n+1}-\varepsilon_{n} .
$$

Also, if

$$
\left.\begin{array}{l}
x^{\prime}=y  \tag{2.37}\\
y^{\prime}=-x-a_{n+1} y+k_{n}+1
\end{array}\right\}
$$

then

$$
f_{n+1}\left(x^{\prime}+x_{n+1}, y^{\prime}+y_{n+1}\right)=f_{n}\left(x+x_{n}, y+y_{n}\right)
$$

Proof. By (2.31) and (2.35)

$$
\left.\begin{array}{l}
\hat{\theta}_{n} x_{n}+y_{n}=\xi_{n} \\
x_{n}+\phi_{n} y_{n}=\eta_{n}
\end{array}\right\}
$$

the lemma now follows from (2.24). A detailed proof is given in [6].

Corollary. If the chains $\left\{a_{n}\right\},\left\{\varepsilon_{n}\right\}$ are both periodic, then the points $\left(x_{n}, y_{n}\right)$ are rational.

This follows immediately from (2.36).
The success of this approach to the problem of the
inhomogeneous minimum depends on the rapid convergence of the series (2.28) and (2.29). Estimates of the error made in replacing these series by partial sums are given in Lemmas 2.9 and 2.10 below.

We here introduce the permanent notation \|x\| for a quantity whose modulus does not exceed $|x|$.

Lemma 2.2 ([6],83). If $\left\{a_{n}\right\}$ is an a-chain of $f$, and $\left\{\varepsilon_{n}\right\}(-\infty<n<\infty)$ is a chain of integers which satisfies condition (ii) of Lemma 2.6, then

$$
\begin{align*}
& \sigma_{n}=\varepsilon_{n-1}-\frac{\varepsilon_{n-2}}{\theta_{n-1}}+\ldots+(-1)^{r} \frac{\varepsilon_{n-r-1}}{\theta_{n-1} \cdots \theta_{n-r}} \\
&+\left\|\frac{1}{\theta_{n-1} \cdots \theta_{n-r}}\left(1-\frac{1}{\theta_{n-r-1}}\right)\right\|  \tag{2.38}\\
& \tau_{n}=\varepsilon_{n}-\frac{\varepsilon_{n+1}}{\phi_{n+1}}+\cdots+(-1)^{r} \frac{\varepsilon_{n+r}}{\rho_{n+1} \cdots \phi_{n+r}} \\
&+\left\|\phi_{n+1} \cdots \phi_{n+r}\left(1-\frac{1}{\mid \rho_{n+1+1}}\right)\right\| \tag{2.39}
\end{align*}
$$

Proof. First we note that, by (2.28),

$$
\tau_{n}=\varepsilon_{n}-\frac{\varepsilon_{n+1}}{\phi_{n+1}}+\ldots+\frac{(-1)^{r} \varepsilon_{n+r}}{\phi_{n+1} \cdots \phi_{n+r}}+\frac{(-1)^{r+1} \tau_{n+r+1}}{\phi_{n+1} \cdots \phi_{n+r+1}} \cdot(2.40)
$$

Since $\left|\varepsilon_{n}\right| \leq\left|a_{n+1}\right|-2$ for all $n$, we have, from (2.28),

$$
\begin{equation*}
\left|\tau_{n}\right| \leq\left|a_{n+1}\right|-2+\sum_{r=1}^{\infty} \frac{\left|a_{n+r+1}\right|-2}{\left|\phi_{n+1} \cdots \phi_{n+r+1}\right|} \tag{2.41}
\end{equation*}
$$

By (2.27),

$$
\begin{equation*}
\phi_{n}=a_{n+1}-\frac{1}{\varphi_{n+1}} \tag{2.42}
\end{equation*}
$$

so that

$$
\left|\phi_{n}\right|-1 \geq\left|a_{n+1}\right|-\frac{1}{\left|\phi_{n+1}\right|}-1=\left|a_{n+1}\right|-2+\frac{\left|\phi_{n+1}\right|-1}{\left|\phi_{n+1}\right|}
$$

Repeated application of this inequality gives

$$
\left|\dot{\varphi}_{n}\right|-1 \geq\left|a_{n+1}\right|-2+\frac{\left|a_{n+2}\right|-2}{\left|\dot{\phi}_{n+1}\right|}+\frac{\left|a_{n+3}\right|-2}{\mid \hat{\rho}_{n+1} \phi_{n+2}}+\ldots,
$$

so that, for all $n$, by (2.40)

$$
\begin{equation*}
\left|\tau_{n}\right| \leq\left|\phi_{n}\right|-1 \tag{2.43}
\end{equation*}
$$

From (2.40) and (2.43) we now get. (2.39); (2.33) may be proved similarly.

Lemma 2.10 (not given in [11] or [6]). If $\left\{a_{n}\right\},\left\{\varepsilon_{n}\right\}$ are given in Lemma 2.9, then
(i) if further $\theta_{n-r-1}, \theta_{n-r-2}$ differ in sign (ice. if $a_{n-r-1}, a_{n-r-2}$ differ in sign), then

$$
\begin{aligned}
\sigma_{n}= & \varepsilon_{n-1}-\frac{\varepsilon_{n-2}}{\theta_{n-1}}+\ldots+(-1)^{r} \frac{\varepsilon_{n-r-1}}{\theta_{n-1} \cdots \theta_{n-r}} \\
& +\| \frac{1}{\theta_{n-1} \cdots \theta_{n-r}}\left(1-\frac{1}{\left|\theta_{n-r-1}\right|}-\frac{2}{\left|\theta_{n-r-1} \theta_{n-r-2}\right|}\right) ;(2.44)
\end{aligned}
$$

(ii) if further $\phi_{n+r+1}, \phi_{n+r+2}$ differ in sign (ice. if $a_{n+r+2}, a_{n+r+3}$ differ in sign), then

$$
\tau_{n}=\varepsilon_{n}-\frac{\varepsilon_{n+1}}{\phi_{n+1}}+\ldots+(-1)^{r} \frac{\varepsilon_{n+r}}{\phi_{n+1} \cdots \phi_{n+r}}
$$

$$
+\left\|\frac{1}{\phi_{n+1} \cdots \phi_{n+r}}\left(1-\frac{1}{\mid \phi_{n+r+1}}-\frac{2}{\left|\phi_{n+r+1} \phi_{n+r+2}\right|}\right)\right\| \cdot \text { (2.45) }
$$

Proof. If $\phi_{n}, \phi_{n+1}$ differ in sign, (2.42) gives

$$
\left|\phi_{n}\right|=\left|a_{n+1}\right|+\frac{1}{\left|\phi_{n+1}\right|},
$$

so that

$$
\left|\phi_{n}\right|-1-\frac{2}{\left|\phi_{n+1}\right|}=\left|a_{n+1}\right|-2+\frac{\left|\phi_{n+1}\right|-1}{\left|\phi_{n+1}\right|}
$$

By (2.40) and (2.43)

$$
\left|\tau_{n}\right| \leq\left|\varepsilon_{n}\right|+\frac{\left|\tau_{n+1}\right|}{\left|\phi_{n+1}\right|} \leq\left|a_{n+1}\right|-2+\frac{\left|\phi_{n+1}\right|-1}{\left|\phi_{n+1}\right|} .
$$

Hence

$$
\left|\tau_{n}\right| \leq\left|\psi_{n}\right|-1-\frac{2}{\left|\phi_{n+1}\right|}
$$

Applying this result to $\tau_{n+r+1}$ and using (2.40), we get (2.4.5); (2.4! ) may be proved similarly.

When we wish to evaluate $M(f)$, we try first to find and reject those a-chains (with the corresponding chains of forms $\left\{\varepsilon_{n}\right\}$ ) for which $M\left(\left\{a_{n}\right\},\left\{\varepsilon_{n}\right\}\right)$ is low for any corresponding $\varepsilon$-chain, and then to examine the other chains more closely. At this preliminary stage, strict inequalities
are not needed, and it is unnecessary to decide whether $\left\{\varepsilon_{n}\right\}$ satisfies all the conditions of Lemma 2.6; therefore, it is convenient in Lemmas 2.9 and 2.10 to assume only that $\left\{\varepsilon_{n}\right\}$ satisfies condition (ii) of Lemma 2.6. It is possible to eliminate a large number of chains $\left\{f_{n}\right\}$ with the . corresponäing a-chains by using Lemmas 2.11, 2.12 below.

We first introduce a symbol which will be used repeatedly in later chapters.

Definition 2.2. For any indefinite binary quadratic form f , given by

$$
f(x, y)=a x^{2}+b x y+c y^{2}
$$

we define

$$
\lambda=\lambda(f)=\min |a \pm b+c|=\min |f(1, \pm 1)|
$$

In particular, for forms $f_{n}$ given by (2.26),

$$
\lambda\left(f_{n}\right)=\frac{\Delta}{\left|\theta_{n} \phi_{n}-1\right|} \min \left[\left|\left(\theta_{n}-1\right)\left(\phi_{n}-1\right)\right|,\left|\left(\theta_{n}+1\right)\left(\phi_{n}+1\right)\right|\right] \cdot(2.46)
$$

Lemina 2.11 ([6], Lemmas 3.2, 3.3). If $\left\{f_{n}\right\}$ is a chain of I-reduced forms equivalent to $f$, and $\left\{a_{n}\right\}$ is the corresponding a-chain, then for every corresponding $\varepsilon$-chain and for every $r$ we have

$$
M(I ; P)=\mathbb{M}\left(\left\{a_{n}\right\},\left\{\varepsilon_{n}\right\}\right)=\mathbb{M}\left(f_{n} ; x_{r}, y_{r}\right) \leq \pi_{r} / 4 \leq \lambda\left(f_{r}\right) / 4
$$

Proof. The proof is given in [6].

Lemma 2.12. In Lemma 2.11, we can have

$$
M(f ; P)=\lambda\left(f_{r}\right) / 4
$$

if and only if conditions (i) and (ii) are both satisfied:
(i) $\lambda\left(f_{r}\right)=\inf _{n} \lambda\left(f_{n}\right)$;
(ii) $\left(x_{r}, y_{r}\right) \equiv\left(\frac{1}{2}, \frac{1}{2}\right) \quad(\bmod 1)$.

The condition (ii) implies that
(iii) the chain $\left\{a_{n}\right\}$ is even, i.e. $a_{n}$ is even for all $n$;
(iv) $\varepsilon_{n}=0$ for all $n$;
(v) $P \equiv\left(\frac{1}{2}, 0\right)$ or $\left(0, \frac{1}{2}\right)$ or $\left(\frac{1}{2}, \frac{1}{2}\right)(\bmod 1)$.

Proof. It is clear from (2.32) and (2.46) that
$M(f ; P)=\lambda\left(f_{r}\right) / 4$ if and only if (i) and (ii) hold; if (ii) holds, then $\sigma_{r}=\tau_{r}=0$, which implies (iii) and (iv); (v) follows from (ii) also.

As a corollary to the two lemmas we have a simple inequality for $M(f)$ :

Corollary. If the form $f(x, y)$ is I-reduced, then

$$
M(f) \leq \lambda(f) / 4 ;
$$

equality can occur only if $M(f)=M(f ; P)$, where $P \equiv\left(\frac{1}{2}, \frac{1}{2}\right)(\bmod 1)$.

It is clear that this result is closely related to the estimate for $M(f)$ given in Barnes [5]. The connection between these two results and the relation of these results to others of the same type will be discussed in section 3.4.

Finally, to avoid unnecessary enumeration of cases, we need another lemma of [6].

Lemma 2.13 ([6], Lemma 3.1). If $\left\{\varepsilon_{n}\right\}$ is any $\varepsilon$-chain corresponding to the a-chain $\left\{a_{n}\right\}$, the value of $\mathbb{M}(P)=\mathbb{M}\left(\left\{a_{n}\right\},\left\{\varepsilon_{n}\right\}\right)$ is unaltered by any of the following operations:
(i) reversing the chains $\left\{a_{n+1}\right\},\left\{\varepsilon_{n}\right\}$ about the same point;
(ii) changing the signs of all $\varepsilon_{n}$;
(iii) changing the signs of all $a_{n}$ and of alternate $\varepsilon_{n}$. Proof. The proof is given in [6].

## EQUIVALEITT I-REDUCED FORMS

In order to use the method of section 2.5 for evaluating the inhomogeneous minimun of an indefinite binary quadratic form $g$ which does not represent zero, we must be able to determine all the a-chains of $g$. In this chapter I consider the problem of determining all possible chains $\left\{f_{n}\right\}$ of $I$-reduced forms equivalent to $g$ (and hence all possible a-chains of g).

In section 3.1 I give, as Theorem 3.1, a condition for a form to be I-reduced which corresponds to the condition for a form to be Gauss-reduced given by Inkeri [39] (see sect. 2.4). Barnes [6] showed that there is only a finite number of I-reduced forms equivalent to a form gith integral coefficients; for the sake of completeness I include this result, which is easily derived from Theorem 3.1, as 'theqrem 3.2.

In section 3.2 I give some results on equivalence which are needed in the following section.

It follows from Theorem 3.2 that, if $g$ is proportional to a form with integral coefficients, we can obtain all the

I-reduced forms equivalent to $g$ by a finite number of trials. However, this method becomes laborious if the discriminant of $g$ is large and of course breaks down altogether if the number of I-reduced forms equivalent to $g$ is infinite. Thus another method is needed.

The natural thing to do is to start from a particular I-reduced form equivalent to $g$, say $I$, where

$$
f(x, y)= \pm \frac{\Delta}{\theta_{\phi}-1 \mid}(\theta x+y)(x+\phi y) \quad(|\theta|>1,|\phi|>1),
$$

and, by expanding $\theta, \phi$ in all possible ways as semi-regular continued fractions, to obtain all the chains $\left\{f_{n}\right\}$ to which f belongs. The questions then arise, whether we can obtain all the I-reduced forms equivalent to $g$ in this way, by starting from just one form, and whether we can get all the airerent chains of forms in some such way. In section 3.3 I consider these questions.

As an immediate consequence of Lemma 2.11 and 2.12 and of Theorem 3.3 of section 3.3, I obtain a bound for the inhomogeneous minimum of a Gauss-reduced form f (see sect.2.4) in terms of the coerficients of $f$ which is the same as the bound for the inhonogeneous minimum of any indefinite binary quadratic form given by Barnes [5]. In section 3.4 I discuss these results and others of the same type obtained by different authors.
3.1. The Condition for a form to be I-reduced and a Theorem on Forms with Integral Coefficients
theorem 3.1 (cf. Inkeri [39], \$5). An indefinite form

$$
f(x, y)=a x^{2}+b x y+c y^{2}
$$

is I-reduced in and only if

$$
\begin{equation*}
|b|>|a+c| \tag{3.1}
\end{equation*}
$$

(ie. if and only if $a+b+c, a-b+c$ differ in sign).
Proof. We have

$$
\left.\begin{array}{rl}
f(x, y) & =\frac{2 a c}{b+\Delta}\left(\frac{b+\Delta}{2 c} x+y\right)\left(x+\frac{b+\Delta}{2 a} y\right) \\
& =\frac{2 a c}{b-\Delta}\left(x+\frac{b-\Delta}{2 a} y\right)\left(\frac{b-\Delta}{2 c} x+y\right) \tag{3.2}
\end{array}\right\}
$$

Where $\Delta=+\|\left(b^{2}-4 a c\right)$. It now follows from the definition of an I-reduced form (see sect. 2.4) that $a x^{2}+b x y+c y^{2}$ is I-reduced if and only if $a x^{2}-b x y+c y^{2}$ is. Hence, without loss of generality, we may take $b \geq 0$. In this case it is clear that $f(x, y)$ is $I$-reduced if and only if

$$
\begin{equation*}
b+\Delta>2|a|, \quad b+\Delta>2|c| \tag{3.3}
\end{equation*}
$$

If, now, (3.1) is satisfied, then

$$
\begin{equation*}
b>|a+c| \tag{3.4}
\end{equation*}
$$

Hence

$$
\Delta^{2}=b^{2}-4 a c>(a+c)^{2}-4 a c=(a-c)^{2}
$$

so that

$$
\begin{equation*}
\Delta>|a-c| . \tag{3.5}
\end{equation*}
$$

By (3.4) and (3.5)

$$
b+\Delta>|a+c|+|a-c|=2 \max [|a|,|c|] .
$$

Thus (3.3) holds, and $f(x, y)$ is I-reduced.
If, on the other hand, (3.1) does not hold, then

$$
\mathrm{b} \leq|a+c|
$$

and by a similar argument we get

$$
b+\Delta \leq 2 \max [|a|,|c|],
$$

so that (3.3) does not hold and $f(x, y)$ is not I-reduced.
Thus $f(x, y)$ is I-reduced if and only if (3.1) holds.

Theorem _3.2 (Barnes [6], Lemma 2.1). If an indefinite quadratic rom $f(x, y)$ has integral coefficients, there is only a finite number of I-reduced forms equivalent to it.

Proof. We suppose that $f(x, y)$ has discriminant $\Delta^{2}$ and show that there is only a finite number of I-reduced forms with integral coefficients and discriminant $\Delta^{2}$. If $a x^{2}+b x y+c y^{2}$ has discriminant $\dot{L}^{2}$ and is I-reduced, then, by Theorem 3.1,

$$
0<b^{2}-(a+c)^{2}=(b-a-c)(b+a+c)=\Delta^{2}-(a-c)^{2}
$$

Thus $|a-c|$ is less than $\Delta$, and for each of the finite number of possible integral values of $|a-c|$ there is only a finite number of possible integral values of $b-a-c$, $b+a+c$, and so of $a, b, c$.

### 3.2. Some Results on Equivalences for I-reduced Forms

If the form $F$ is equivalent to the form $f$ under an integral unimodular linear transformation

$$
T=\left[\begin{array}{cc}
t & u \\
v & w
\end{array}\right]
$$

Where $t, u, v, w$ are integral, and tw - uv $= \pm 1$
(that is, if

$$
\left[\begin{array}{l}
x \\
y
\end{array}\right]=\left[\begin{array}{ll}
t & u \\
v & w
\end{array}\right]\left[\begin{array}{l}
x \\
y
\end{array}\right]
$$

gives

$$
f(x, y)=\mathbb{F}(X, Y))
$$

then we shall write

$$
\mathrm{F}=\mathrm{f}=\mathrm{r}=\mathrm{r}\left[\begin{array}{ll}
t & u \\
\mathrm{v} & \mathrm{w}
\end{array}\right]
$$

Uith this notation $\left(f T_{1}\right) T_{2}=r\left(T_{1} T_{2}\right)$. If tw $-u v=+1$, the forms will be called properly equivalent; and if neither of the statements $t=w=0, u=v=0$ holds, the transformation I will be called non-trivial.

Throughout this chapter we denote by $f=(a, b, c)$ an I-reduced form which does not represent zero:

$$
f(x, y)=a x^{2}+b x y+c y^{2}
$$

Where $D=b^{2}-4 a c$ is the discriminant of the form, and $+N=\Delta$. It follows from (3.2) that $P(x, y)$ is I-reduced if and only if $f(x,-y), f(y, x)$, and $f(y,-x)$ are I-reduced; also, any chain containing one or these forms can be converted into a chain containing $f(x, y)$ by reversing the chain $\left\{a_{n}\right\}\left(\left\{a_{-n}\right\}\right.$ is the reverse of $\left.\left\{a_{n}\right\}\right)$ or by replacing $\left\{a_{n}\right\}$ by
$\left\{-a_{n}\right\}$ (its negative) or both (see Lemma 2.13). It would therefore be sufficient to consider only those I-reduced forms ( $a, b, c$ ) with $b>0,|a| \leq|c| ;$ here we adopt the convention of considering only I-reduced forms for which b > O. With this convention, the I-reduced form $f=(a, b, c)$ can be factorized as
$f(x, y)=a x^{2}+b x y+c y^{2}=\frac{\Delta}{\left|r_{1} r_{2}-1\right|}\left(r_{1} x+y\right)\left(x+r_{2} y\right),(3.6)$
where

$$
\begin{aligned}
& r_{1}=\frac{b+\Delta}{2 c}, \quad r_{2}=\frac{b+\Delta}{2 a}, \\
& b>0,\left|r_{1}\right|>1,\left|r_{2}\right|>1
\end{aligned}
$$

and $r_{1}, r_{2}$ are irrational. We shall call $r_{1}$ and $r_{2}$ the first and second roots of $f$ respectively.

$$
\begin{aligned}
& \text { If } f=(a, b, c) \text {, we shall call the form } \\
& (c, b, a)=f\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]
\end{aligned}
$$

the reverse of $f$.
We denote by $T$ a nontrivial linear transformation

$$
T=\left[\begin{array}{ll}
\mathrm{t} & \mathrm{u}  \tag{3.7}\\
\mathrm{v} & \mathrm{w}
\end{array}\right]
$$

where $t, u$, $v$, w are integral, $w \geq 0$, and $t w-u v=1$; and by $F=(A, B, C)$ the $I-r e d u c e d$ form

$$
\begin{align*}
F(x, y) & =A x^{2}+B x y+C y^{2} \quad\left(B>0, B^{2}-4 A C=\Delta^{2}\right)  \tag{3.8}\\
& =\frac{\Delta}{\mid R_{1} R_{2}-1}\left(R_{1} x+y\right)\left(x+R_{2} y\right)
\end{align*}
$$

whose first and second roots are

$$
R_{1}=\frac{B+\Delta}{2 C}, \quad R_{2}=\frac{B+\Delta}{2 A},
$$

so that

$$
\left|R_{1}\right|>1,\left|R_{2}\right|>1
$$

We note that if $F=f T$, where $T$ is given by (3.7) then

$$
\left.\begin{array}{l}
A=a t^{2}+b t v+c v^{2} \\
B=2 a t u+b(t w+u v)+2 c w w  \tag{3.9}\\
C=a u^{2}+b u w+c w^{2}
\end{array}\right\}
$$

Thus $f T=f(-T)$ and there is no loss of generality in assuming in (3.7) that $w \geq 0$.

We now prove five lemmas which are needed for the next section.

I emma 3.1. If $F=f T$, where $T$ is given by (3.7), then

$$
\begin{equation*}
R_{1}=\frac{t r_{1}+v}{u r_{1}+w}, \quad R_{2}=\frac{w r_{2}+u}{v r_{2}+t} \tag{3.10}
\end{equation*}
$$

Proof. The relations (3.10) follow from (3.6), (3.8), and (3.9).

Lemma 3.2. If $\mathrm{F}=\mathrm{fT}$, where T is given by (3.7), and if

$$
R_{2}=\left[a_{1}, \frac{w_{1} r_{2}+u_{1}}{v_{1} r_{2}+t_{1}}\right],
$$

where

$$
\pm\left[\begin{array}{ll}
t_{1} & u_{1} \\
v_{1} & w_{1}
\end{array}\right]=\left[\begin{array}{ll}
a_{1} t-u & t \\
a_{1} v-w & v
\end{array}\right],
$$

then

$$
\frac{t_{1} r_{1}+v_{1}}{u_{1} r_{1}+w_{1}}=\left[a_{1}, R_{1}\right]
$$

Proof. The lemma follows immediately from the expression for $R_{1}$ given in (3.10).

Lemma 3.3. If $F=$ IT, where $T$ is given by (3.7), then
(i) $|u|>|t|$ implies $w \geq|u| ;|v| \geq|t|$;
(ii) $|v|>w$ implies $|t| \geq|v|,|u| \geq w$.

Proof. From (3.10) we have

$$
\begin{equation*}
r_{1}=\frac{-w R_{1}+v}{u R_{1}-t}=-\frac{w}{u}-\frac{1}{u\left(u R_{1}-t\right)}=-\frac{v}{t}-\frac{R_{1}}{t\left(u R_{1}-t\right)} \tag{3.11}
\end{equation*}
$$

If $|t|=0$, then $|u|=|v|=1$, and since $T$ is nontrivial, $W \geq 1$, so that (i) holds. If $|u|>|t| \geq 1$, then, since $\left|R_{1}\right|>1$,

$$
\left|u R_{1}-t\right| \geq(|t|+1)\left|R_{1}\right|-|t|>\left|R_{1}\right| ;
$$

thus $\left|r_{1}\right|<1$ by (3.11) unless $w \geq|u|,|v| \geq|t|$. This proves (i) for all cases, and (ii) is proved similarly.

Lemma 3.4. If $t, u, v, w$ are integers such that $\mathrm{tw}-u v=1$, and it is not true that $t=w=0$ or that $u=v=0$, then exactly one of the following sets of relations holds:

$$
\begin{align*}
& \begin{cases}w=|v|=1, & |u|>|t| ; \\
w>|v|, & |u| \geq|t| ;\end{cases}  \tag{3.12}\\
& \begin{cases}w=|v|=1, & |u|<|t| ; \\
w<|v|, & |u| \leq|t| ;\end{cases} \tag{3.13}
\end{align*}
$$

Proof. Clearly we cannot have $w=|v|,|u|=|t|$, as this contradicts mw - uv $=1$.

$$
\begin{aligned}
& \text { If } w>|v|,|u|>|t|, \text { then } \\
& |t w-u v| \geq(|u|+1)(|v|+1)-|u v|=|u|+|v|+1 ;
\end{aligned}
$$

since we cannot have $u=v=0$, this contradicts ww - uv = 1. Similarly, $w<|v|,|t|<|u|$ leads to a contradiction.

Thus (3.12) to (3.15) cover all the possibilities; as they are mutually exclusive, this proves the lemma.

Lemma 3.5. If $F=f T$, where $T$ is given by (3.7), and if (3.12) or (3.13) holds, then $T$ must be one of the following matrices (where $k$ is a positive integer):

$$
\left.\begin{array}{c}
{\left[\begin{array}{rr}
0 & \mp 1 \\
\pm 1 & 1
\end{array}\right],} \\
{\left[\begin{array}{cc}
1 & \pm 1 \\
\pm(k-1) & k
\end{array}\right]} \\
{\left[\begin{array}{cc}
t & u \\
v & w
\end{array}\right]} \\
(|u|>|t|>0, w>|v|, w>|u|,|v|>|t|)
\end{array}\right\}, \begin{array}{cl}
{\left[\begin{array}{cc}
0 & \mp 1 \\
\pm 1 & k
\end{array}\right]} & (k \geq 2), \\
& {\left[\begin{array}{cc}
1 & \pm(k-1) \\
\pm 1 & k
\end{array}\right]} \\
& (k \geq 2),
\end{array}
$$

Proof. We use (i) of Lemma 3.2, and the fact that ww $-u v=1$.

If ( 3.12 ) holds, $T$ must be given by (3.16).

Now suppose that (3.13) holds, so that $w>|v|$, $|u| \geq|t|$. If $|u|=|t|(=1)$, then for $|v|>1, T$ is given by (3.17), for $|v|=1, T$ is given by (3.20) with $k=2$, and for $v=0, T$ is given by (3.21). If $|u|>|t|$, then $w \geq|u|,|v| \geq|t|$; for $|v|=|t|(=1)$, $T$ is then given by (3.20) with $k>3$, and for $|v|>|t|, T$ is given by (3.18) if $t \neq 0$, and by (3.19) if $t=0$.

This covers all possibilities.

### 3.3. Chains of I-reduced Forms Equivalent to a given

## I-reduced Form

An a-chain $\left\{a_{n}\right\},(-\infty<n<\infty)$ of $F$ such that

$$
R_{1}=\left[a_{0}, a_{-1}, a_{-2}, \ldots\right] ; R_{2}=\left[a_{1}, a_{2}, a_{3}, \ldots\right]
$$

will be called an a-chain from $F$, and the corresponding chain $\left\{\mathrm{I}_{\mathrm{n}}\right\}$ of I -reduced forms will be described as from $F$.

We now turn to the problem of determining all the I-reduced forms equivalent to a given I-reduced form $f$. We note first that there exist forms for which it is not possible to obtain all the I-reduced forms equivalent to P by taking all the forms in all the chains from $f$. For example, in section 5.5 we shall consider the form

$$
g=(1, \sqrt{5},-1)
$$

with roots

$$
\begin{aligned}
& r_{1}=-r_{2} \\
& r_{2}=\frac{3+\sqrt{5}}{2}=\left[3, r_{2}\right]=\left[2,-2,-r_{2}\right]
\end{aligned}
$$

The equivalent form

$$
G=g\left[\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right]=(1,2+\sqrt{5}, \sqrt{5})
$$

has roots

$$
R_{1}=\frac{1+\sqrt{5}}{2}, \quad R_{2}=\frac{5+\sqrt{5}}{2} .
$$

Since every form in any chain from $g$ has one root whose modulus is

$$
\frac{3+\sqrt{5}}{2}\left(=r_{2}\right)
$$

it is clear that $G$ cannot belong to any chain of I-reduced forms which contains g.

In this section we prove the following theorem.
Theorem 3.3. Let $f=(a, b, c)(b>0)$ be a Gauss-reduced form given by (3.6) (so that $r_{1}<-1, r_{2}>1$ - see sect. 2.4), and let $F=(A, B, C)(B>0)$ be an $I$-reduced form which is properly equivalent to $f$ under the nontrivial linear transformation $T$ given by (3.7). Then any chain of I-reduced forms which contains $F$ must contain at least one of the three forms

$$
\begin{align*}
& f=(a, b, c) \\
& f\left[\begin{array}{rr}
1 & 1 \\
0 & 1
\end{array}\right]=(a, 2 a+b, a+b+c)  \tag{3.22}\\
& f\left[\begin{array}{rr}
1 & 0 \\
-1 & 1
\end{array}\right]=(a-b+c, b-2 c, c) \tag{3.23}
\end{align*}
$$

Since $f$ is given by (3.6) and is Gauss-reduced, we have

$$
a>0, b>0, c>0
$$

and so, by Theorem 3.1,

$$
a+b+c>0, \quad a-b+c<0
$$

Thus

$$
2 a+b+c+(2 a+b)>a+b+c>0
$$

while

$$
2 a+b+c-(2 a+b)=c<0,
$$

so that, by Theorem 3.1, the form (3.22) is always I-reduced when $f$ is Gauss-reduced. Similarly, the form (3.23) is always I-reduced when f is Gauss-reduced. If $F$ is equivalent to $f$ under a non-trivial transformation

$$
\left[\begin{array}{ll}
t & u \\
v & w
\end{array}\right]
$$

for which tw - uv $=-1$, then $F$ is properly equivalent to the reverse of $f$ under the non-trivial transformation

$$
\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]\left[\begin{array}{ll}
t & u \\
v & w
\end{array}\right]
$$

Hence we can include the case of improper equivalence by replacing ' $f$ ' by 'the reverse of $f$ ' in Theorem 3.3.

Thus Theorem 3.3 means that if $f=(a, b, c)(b>0)$ is a Gauss-reduced form, then we can obtain all the chains of I-reduced forms equivalent to $f$ by taking all the chains from $f$ and from the two forms (3.22) and (3.23). Since there is at least one Gauss-reduced form equivalent to any indefinite binary quadratic form $g$ which does not represent zero, it follows that we can obtain all the chains of I-reduced forms equivalent to $g$ by taking all the a-chains from at most three forms equivalent to $g$. This enables us
to apply the method of section 2.5 to sets of forms whose coefficients depend on a parameter for which the number of equivalent I-reduced forms is unbounded (e.g. the forms $g_{n}$ discussed in Ch.4), as well as to forms which have an infinite number of equivalent I-reduced forms (e.g. the form $g$ discussed in sect. 5.5).

We shall say that the a-chain $\left\{a_{n}\right\}$ (or, equivalently, the corresponding chain of I-reduced forms) from F leads forwards to $f$ if, for some $n$,

$$
\begin{aligned}
& R_{2}=\left[a_{1}, a_{2}, \ldots, a_{n}, r_{2}\right], \\
& r_{1}=\left[a_{n}, a_{n-1}, \ldots, a_{1}, R_{1}\right] .
\end{aligned}
$$

We shall say that an a-chain from $F$ leads backwards to $f$ if it leads forwards from $f$ to $F$. We shall say that all a-chains from $F$ lead forwards without choice ${ }^{*}$ to if, for some k > O, either

$$
r_{1}=\left[2_{k}, R_{1}\right], \quad R_{2}=\left[2_{k}, r_{2}\right], \quad r_{2}>0,
$$

or

$$
r_{1}=\left[-2_{k}, R_{1}\right], \quad R_{2}=\left[-2_{k}, r_{2}\right], \quad r_{2}<0,
$$

so that $R_{2}$ must be the 'tail' of any semi-regular continued
*We say 'Without choice' because it follows from Defn. 2. 1 that, if $1<\alpha<2$, then $a_{1}=2$ for every semiregular continued fraction expansion $\alpha=\left[a_{1}, a_{2}, a_{3}, \ldots\right]$ of $a$.
fraction expansion of $R_{2}$. Similarly, we shall say that all a-chains from $F$ lead backwards without choice to $f$ if, for some k > 0 ,

$$
R_{1}=\left[( \pm 2)_{k}, r_{1}\right], \quad r_{2}=\left[( \pm 2)_{k}, R_{2}\right], \pm r_{1}>0 .
$$

We now give a sequence of four lemmas, from which we deduce the proof of Theorem 3.3. In these lemmas we take $f$ as given by (3.6) and do not assume that $r_{1}<0, r_{2}>0$. We suppose that $F=f T$, where $F$ is given by (3.8) and $T$ by (3.7), and that the elements of $T$ satisfy (3.12) or (3.13), so that, by Lemma 3.5, T must be one of the matrices ( 3.16 ) to (3.21). We show that if $T$ is one of the special matrices (3.16) or (3.17) or if $T$ is of the general type (3.18) then any a-chain from $F=f T$ must lead forwards to a form fU where U is either the matrix

$$
\left[\begin{array}{rr}
1 & 0  \tag{3.24}\\
\pm 1 & 1
\end{array}\right]
$$

or one of the matrices (3.19), (3.20), and (3.21); and we show that if $F=f T$, where $T$ is given by (3.19) or (3.20), then any a-chain from $F$ must lead forwards to a form fU where $U$ is one of the matrices (3.21), (3.24). In the lemmas we prove rather more than this because more precise results will be needed to prove Theorem 3.4.

Lemma 3.6. If $\mathrm{F}=\mathrm{fT}$, then
(i) if T is the matrix $(3.16)$, then all a-chains from F lead forwards without choice to fU , and all a-chains from fU lead backwards without choice to $F$, where $U$ is given by (3.24);
(ii) if $T$ is the matrix (3.17), then all a-chains from F lead forwards without choice to fU , where U is the matrix

$$
\left[\begin{array}{rr}
1 & \pm 1  \tag{3.25}\\
\pm 1 & 2
\end{array}\right]
$$

(i.e. Where $U$ is given by ( 3.20 ) with $k=2$.).

Proof. If T is given by (3.16), then by (3.10)

$$
R_{1}=\frac{ \pm 1}{\mp r_{1}+1}, \quad R_{2}=\frac{r_{2} \mp 1}{ \pm r_{2}},
$$

Where $\pm r_{1}>0, \pm r_{2}<0$ (so that $\left|R_{1}\right|>1,\left|R_{2}\right|>1$ ). Thus

$$
R_{2}= \pm 1-\frac{1}{r_{2}}=\left[ \pm 2, \frac{r_{2}}{ \pm x_{2}+1}\right]
$$

and

$$
r_{1} \pm 1= \pm 2-\left(-r_{1} \pm 1\right)=\left[ \pm 2, R_{1}\right]
$$

By (3.10), this proves (i).
We note that $y=\left|2_{k}, x\right|$ if and only if

$$
\begin{equation*}
y=\frac{(k+1) x-k}{k x-(k-1)} \tag{3.26}
\end{equation*}
$$

Where $k$ is any positive integer.
If T is the matrix (3.17), then by (3.10) and (3.26)

$$
R_{2}=\frac{k r_{2} \pm 1}{ \pm(k-1) r_{2}+1}=\left[ \pm 2_{k-2}, \frac{2 r_{2} \pm 1}{ \pm r_{2}+1}\right]
$$

By Lemmas 3.1 and 3.2 , this gives (ii).

Lemma 3.7. If $F=f T$, where $T$ is the matrix (3.18), then every a-chain from $F$ leads forwards to a form fU, where $U$ is one of the matrices (3.19), (3.20).

Proof. By ( 3.10 ), we have

$$
R_{2}=\frac{w r_{2}+u}{v r_{2}+t}=\frac{w}{v}-\frac{1}{v\left(v r_{2}+t\right)}=\frac{u}{t}+\frac{r_{2}}{t\left(v r_{2}+t\right)}
$$

so that

$$
\begin{equation*}
R_{2}=\frac{w}{v}+\frac{h}{v}=\frac{u}{t}+\frac{h^{\prime}}{t} \tag{3.27}
\end{equation*}
$$

where, by $(3.18),|h|<1,\left|h^{\prime}\right|<1$, and $w / v$ is not integral.

By Definition 2.1, for any semi-regular continued fraction expansion $R_{2}=\left|a_{1}, a_{2}, a_{3}, \ldots\right|$ of $R_{2}, a_{1}$ is an integer such that $\left|a_{1}\right| \geq 2$ and $\left|R_{2}-a_{1}\right|<1$. For any such $a_{1}$, we have

$$
R_{2}=\left[a_{1}, \frac{w_{1} r_{2}+u_{1}}{v_{1} r_{2}+t_{1}}\right],
$$

where

$$
\pm\left[\begin{array}{ll}
t_{1} & u_{1} \\
v_{1} & w_{1}
\end{array}\right]=\left[\begin{array}{ll}
a_{1} t-u & t \\
a_{1} v-w & v
\end{array}\right] .
$$

It follows from (3.27) that

$$
\left|w / v-a_{1}\right|<1, \quad\left|u / t-a_{1}\right| \leq 1 ;
$$

and without loss of generality $w_{1}>0$. Hence, by Lemma 3.2, every a-chain from $F$ leads forwards to a form $\mathrm{fT}_{1}$, where

$$
\begin{array}{r}
T_{1}=\left[\begin{array}{ll}
t_{1} & u_{1} \\
v_{1} & w_{1}
\end{array}\right] \quad\left(t_{1} w_{1}-u_{1} v_{1}=1\right), \\
\left|u_{1}\right| \geq\left|t_{1}\right|, w_{1}>\left|v_{1}\right|, w_{1}>\left|u_{1}\right|, u_{1} \neq 0, v_{1} \neq 0
\end{array}
$$

and

$$
\left|t_{1}\right| \leq|t|,\left|u_{1}\right|<|u|,\left|v_{1}\right|<|v|, w_{1}<w .
$$

We use the same type of argument as in the proof of Lemma 3. 5. Suppose first that $\left|u_{1}\right|=\left|t_{1}\right|$. If $\left|v_{1}\right|=1$, $\mathrm{T}_{1}$ is the matrix (3.20) with $\mathrm{k}=2$; while if $\left|\mathrm{V}_{1}\right|>1, \mathrm{~T}$ is the matrix (3.17), so that, by (ii) of Lemma 3.6, all a-chains from $\mathrm{fT}_{1}$ lead forwards without choice to fU , where $U$ is the matrix (3.20) with $k=2$. Suppose now that $\left|u_{1}\right|>\left|t_{1}\right|$. If $\left|v_{1}\right|=\left|t_{1}\right|$, then $T_{1}$ is given by (3.20); while if $\left|v_{1}\right|>\left|t_{1}\right|$ and $t_{1}=0$, then $T_{1}$ is given by (3.19).

The only other possibility is that

$$
\left|u_{1}\right|>\left|t_{1}\right|>0, w_{1}>\left|v_{1}\right|, w_{1}>\left|u_{1}\right|,\left|v_{1}\right|>\left|t_{1}\right|
$$

If this is so, $T_{1}$ satisfies the same conditions as $T$, and we can apply the same type of argument again.

Thus we obtain a sequence of matrices

$$
T_{r}=\left[\begin{array}{ll}
t_{r} & u_{r} \\
v_{r} & w_{r}
\end{array}\right]
$$

such that every a-chain from the form $f T_{r-1}$ leads forwards either to a form Pu (where $U$ is given by (3.19) or (3.20) or to a form $\mathrm{fT}_{r}$, where

$$
\left.\left.\left|u_{r}\right| \geq\left|t_{r}\right|, w_{r}\right\rangle\left|v_{r}\right|, w_{r}\right\rangle\left|u_{r}\right|, u_{r} \neq 0, v_{r} \neq 0
$$

and

$$
\left|t_{r}\right| \leq\left|t_{r-1}\right|,\left|u_{r}\right|<\left|u_{r-1}\right|,\left|v_{r}\right|<\left|v_{r-1}\right|, w_{r}<w_{r-1}
$$

It follows that we must eventually reach a $\mathrm{T}_{\mathrm{r}}$ for which $\left|u_{r}\right|=\left|t_{r}\right|$ or $\left|v_{r}\right|=\left|t_{r}\right|$ or $t_{r}=0$, that is, a $T_{r}$ such that $f T_{r}$ either is, or leads forwards without choice to, a form of $U$, where $U$ is given by (3.19) or (3.20). This proves the lemma.

Lemma 3.8. If $F=f T$, where $T$ is the matrix (3.19) then there is an a-chain from $F$ which leads forwards to $f$, and every a-chain from F leads forwards to $f$ or to $f U$, where $U$ is one of the matrices (3.24).

Proof. By (3.10) we have

$$
R_{2}=\frac{ \pm k r_{2}-1}{r_{2}}= \pm k-\frac{1}{r_{2}}=\left[ \pm k, r_{2}\right]
$$

If $\pm k \neq-2$ and $r_{2}<0$, then

$$
R_{2}=\left[ \pm k+1, \frac{r_{2}}{r_{2}+1}\right],
$$

While if $\pm k \neq 2$ and $r_{2}>0$, then

$$
R_{2}=\left[ \pm k-1, \frac{r_{2}}{-r_{2}+1}\right]
$$

The lemma now follows from Lemma 3.2.
Lemma 3.9. If $F=f T$, where $T$ is given by $(3.20)$ and if $\Psi_{2}>0$, then there is an a-chain from $F$ which leads forwards to the form AU, where

$$
\mathrm{U}=\left[\begin{array}{rr}
1 & \pm 1 \\
0 & 1
\end{array}\right] ;
$$

and every a-chain from $F$ leads forwards either to AU or to IV, where

$$
V=\left[\begin{array}{rr}
1 & 0 \\
+1 & 1
\end{array}\right]
$$

Proof. By (3.10)

$$
R_{2}=\frac{k r_{2} \pm(k-1)}{ \pm r_{2}+1}= \pm k-\frac{1}{r_{2} \pm 1}=\left[ \pm k, r_{2} \pm 1\right] \quad\left( \pm r_{2}>0\right)
$$

or

$$
R_{2}=\left[ \pm k \mp 1, \frac{r_{2} \pm 1}{\mp r_{2}}\right] \quad\left( \pm k \neq 2, \pm r_{2}>0\right)
$$

The lemma now follows from Lemma 3.1, 3.2, and 3.6(i).
Proof of Theorem 3.3. Let the I-reduced forms $f, F$ satisfy the conditions of Theorem 3.3 , so that $r_{1}<0$, $r_{2}>0$. We first note that, since $r_{1}<0, r_{2}>0$, it follows from Lemma 3.1 that none of the following forms is I-reduced:

$$
f\left[\begin{array}{ll}
1 & 0 \\
1 & 1
\end{array}\right], \quad f\left[\begin{array}{rr}
1 & -1 \\
0 & 1
\end{array}\right], \quad f\left[\begin{array}{cc}
1 & -1 \\
-(k-1) & k
\end{array}\right], \quad f\left[\begin{array}{rr}
1 & -(k-1) \\
-1 & k
\end{array}\right]
$$

(where $k$ is an integer greater than one).
We first suppose that either (3.12) or (3.13) holds. If we exclude possibilities which would give non-I-reduced forms, and use Lemmas 3.5 to 3.9 , then we see that either any a-chain from $F$ must lead forwards to $f$ or to one of the forms (3.22), (3.23) or $F$ itself is one of the forms (3.22), (3.23).

By Lemma 3.4, if (3.12) and (3.13) as not hold, then
(3.14) or (3.15) holds. In this case the reverse of $F$ is

$$
F\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]=f\left[\begin{array}{ll}
t & u \\
v & w
\end{array}\right]\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]=f\left[\begin{array}{ll}
u & t \\
w & v
\end{array}\right]=f\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]\left[\begin{array}{ll}
w & v \\
u & t
\end{array}\right]
$$

where

$$
\mathrm{f}\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]
$$

is the reverse of $f$. Without loss of generality we may take $t \geq 0$ instead of $w \geq 0$, so that either $t=|u|=1$, $|v|>|w|$, or $t>|u|,|v| \geq|w|$. Then, by an argument exactly similar to that given above, it follows that either every a-chain from the reverse of $F$ must lead forwards to the reverse of f or to one of the forms

$$
\begin{align*}
& f\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]\left[\begin{array}{rr}
1 & -1 \\
0 & 1
\end{array}\right]=\mathrm{f}\left[\begin{array}{rr}
1 & 0 \\
-1 & 1
\end{array}\right]\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right],  \tag{3,28}\\
& f\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]\left[\begin{array}{lr}
1 & 0 \\
1 & 1
\end{array}\right]=\mathrm{f}\left[\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right]\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right],
\end{align*}
$$

으 the reverse of $F$ is itself one of the forms (3.28), which are the reverses of the forms (3.22), (3.23). This is equivalent to saying that, if (3.12) and (3.13) do not hold, then either every a-chain from $F$ leads backwards to $f$ or to one of the forms (3.22), (3.23), or Fis itself one of the forms (3.22), (3.23).

Thus the theorem holds in all cases.

If $f$ and $F$ are given by (3.6) and (3.8) respectively, then there exist integers $a_{i}, i=1, \ldots, n\left(\left|a_{i}\right| \geq 2\right)$, such that

$$
\begin{aligned}
& R_{2}=\left[a_{1}, \ldots, a_{n}, r_{2}\right] \\
& r_{1}=\left[a_{n}, \ldots, a_{1}, R_{1}\right] .
\end{aligned}
$$

Hence, by Lemma 3.1, $F=I T$, where $T$ is the matrix

$$
\left[\begin{array}{cc}
-q_{n-1} & -p_{n-1}  \tag{3.29}\\
q_{n} & p_{n}
\end{array}\right] \quad(n \geq 1)
$$

and $p_{n}, q_{n}$ are given by (2.7).
Thus, if there is an a-chain from $f$ which leads forwards to one of the forms (3.22), (3.23), then $f$ is equivalent to $f$ under one of the transformations

$$
\left[\begin{array}{ll}
1 & 1  \tag{3.30}\\
0 & 1
\end{array}\right] \mathrm{T},\left[\begin{array}{rr}
1 & 0 \\
-1 & 1
\end{array}\right]_{\mathrm{T}}
$$

where T is given by (3.29). Similarly, if there is an a-chain from the form (3.22) to the form (3.23), then $f$ is equivalent to $f$ under the transformation

$$
\left[\begin{array}{rr}
1 & 0  \tag{3.31}\\
-1 & 1
\end{array}\right] \mathrm{T}\left[\begin{array}{rr}
1 & -1 \\
0 & 1
\end{array}\right],
$$

where $T$ is given by (3.29). It follows from (2.7) and Lemma 2.4 that, for $n \geq 1$,
$\left|p_{n-1} \pm q_{n-1}\right| \geq 1,\left|p_{n} \pm p_{n-1}\right| \geq 1,\left|q_{n} \pm q_{n-1}\right| \geq 1,\left|p_{n-1}\right| \geq 1$. Hence the transformations (3.30) and (3.31) are nontrivial. If we denote the negative of $f$ by $\bar{f}$, then for any transformation

$$
\left[\begin{array}{ll}
t & u \\
v & w
\end{array}\right] \quad(t w-u v=1)
$$

the negative of the form

$$
\mathrm{f}\left[\begin{array}{ll}
\mathrm{t} & \mathrm{u}  \tag{3.32}\\
\mathrm{v} & \mathrm{w}
\end{array}\right]
$$

is the form

$$
\bar{f}\left[\begin{array}{rr}
-t & u \\
v & -w
\end{array}\right] ;
$$

and the reverse of the form (3.32) is the form

$$
f\left[\begin{array}{ll}
t & u \\
v & w
\end{array}\right]\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]=f\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]\left[\begin{array}{ll}
v & v \\
u & t
\end{array}\right]
$$

By using these results and arguing as in the previous paragraph, we see that if there is a chain of I-reduced forms which contains any two of the forms $f$, (3.22), (3.23), or their negatives, or their reverses, or the reverses of their negatives, then $f$ or $f$ reversed or $\bar{f}$ or $\bar{f}$ reversed is equivalent to $f$ under a non-trivial integral unimodular linear transformation, that is, $f$ has a non-trivial automorph, $U$, say; if $U$ is of infinite order, then $f$ must be proportional to a form with integral coefficients.

We now turn to forms with integral coefficients, for which we can prove a stronger result than Theorem 3.3. Theorem 3.4, which will be given below, really means that we can obtain all the I-reduced forms equivalent to a given integral form $g$ by taking all the forms which belong to chains of I-reduced forms from any Gauss-reduced form $f$ equivalent to g. However, although we can obtain all forms equivalent to $g$ by starting from such a form $f$, we cannot always obtain all chains of forms $\left\{\mathrm{f}_{\mathrm{n}}\right\}$ (or equi-
valently all a-chains) in this way. For example, in Chapter 4 we shall consider Gauss-reduced forms $g_{n}$ whose first and second roots are

$$
\begin{aligned}
& R_{1}=-R_{2}, \\
& R_{2}=\left[3_{n}, 2,-2, R_{2}\right]=\left[3_{n}, \frac{5 R_{2}+2}{2 R_{2}+1}\right]=\left[3_{n+1}, 2, R_{2}+1\right]
\end{aligned}
$$

The form

$$
g_{n}\left[\begin{array}{ll}
1 & 1  \tag{3.33}\\
0 & 1
\end{array}\right]
$$

has first and second roots

$$
\frac{R_{1}}{R_{1}+1}=\frac{R_{2}}{R_{2}-1}, \quad R_{2}+1
$$

Since $g_{n}$ has roots of opposite signs, it cannot belong to the chain of forms from the form (3.33) determined by the periodic semi-regular continued fraction expansion of $R_{2}+1$ :

$$
R_{2}+1=\left[4,3 n, 2, R_{2}+1\right] .
$$

First we give a lemma which is needed to prove Theorem 3.4, and then we give Theorem 3.4.

Lemma 3.10. Let $f=(a, b, c)(b>0)$ be an integral Gauss-reduced form given by (3.6); then at least one a-chain from $f$ leads forwards to $f$.

Proof. Since $f$ is an integral form, it has a nontrivial proper automorph $T$ (see sect. 1.5) such that $f=f T$, where

$$
T=\left[\begin{array}{ll}
t & u \\
v & w
\end{array}\right]
$$

$t, u, v, w$ are integral, $w \geq 0$, and $t w-u v=1$.

Also, $f=f T^{-1}$, where

$$
T^{-1}=\left[\begin{array}{rr}
w & -u \\
-v & t
\end{array}\right]
$$

so that by Lemma 3.4 we may assume without loss of generality that the elements of $T$ satisfy (3.12) or (3.13).

If $T$ is the matrix $(3.16)$, then, by ( 3.10 ),

$$
r_{1}=\frac{ \pm 1}{\mp r_{1}+1}, \quad r_{2}=\frac{r_{2} \mp 1}{ \pm r_{2}}
$$

so that

$$
\mp r_{1}^{2}+r_{1} \mp 1=0, \pm r_{2}^{2}-r_{2} \pm 1=0
$$

This is impossible for real $r_{1}, r_{2}$, so $T$ cannot be given by ( 3.16 ).

It now follows from Lemmas 3.5 to 3.9 that there is at least one a-chain from $f$ which leads fowards either to $f$ or to the form (3.22).

Similarly we can use the fact that

$$
\mathrm{f}\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]=\mathrm{fT}^{-1}\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]
$$

Where the elements of $T^{-1}$ satisfy (3.14) and (3.15) to show that there is at least one a-chain from $f$ which leads backwards to $f$ or to the form (3.23).

If there is an a-chain from $f$ which leads backwards or forwards to $f$, the lemma is proved. If not, then there is an a-chain from the form (3.23) which leads forwards to f , and an a-chain from $f$ which leads forwards to the form (3.22). Then one of the following statements must hold for a set of
integers $a_{i}, i=1, \ldots, n\left(\left|a_{i}\right| \geq 2\right):$

$$
\begin{align*}
& r_{2}=\left[a_{1}, \ldots, a_{n}, r_{2}+1\right] \quad\left(a_{n} \neq 2\right)  \tag{i}\\
& \frac{r_{1}}{r_{1}+1}=\left[a_{n}, \ldots, a_{1}, r_{1}\right] ;
\end{align*}
$$

(ii)

$$
\begin{aligned}
& r_{2}=\left[a_{1}, \ldots, a_{k}, 2_{\ell}, r_{2}+1\right] \quad(k \geq 1, \ell \geq 1), \\
& \frac{r_{1}}{r_{1}+1}=\left[{ }^{2} \ell, a_{k}, \ldots, a_{1}, r_{1}\right] ;
\end{aligned}
$$

(iii)

$$
\begin{aligned}
& r_{2}=\left[2_{k}, r_{2}+1\right]=\left[2_{k}, 3,2_{k-1}, r_{2}+1\right] \quad(k \geq 1) \\
& \frac{r_{1}}{r_{1}+1}=\left[2_{k}, r_{1}\right]=\left[2_{k-1}, 3,2_{k}, r_{1}\right] .
\end{aligned}
$$

If (i) holds, then

$$
\begin{gathered}
r_{2}=\left[a_{1}, \ldots, a_{n}-1, \frac{r_{2}+1}{-r_{2}}\right]=\left[a_{1}, \ldots, a_{n}-1,-2, \frac{r_{2}}{-r_{2}+1}\right] \\
r_{1}-1=\left[-2, \frac{-1}{r_{1}+1}\right]=\left[-2, \frac{r_{1}}{r_{1}+1}-1\right],
\end{gathered}
$$

so that there is an a-chain from $f$ which leads fowards to the form (3.23); as there is an a-chain from the form (3.23) which leads forward to $f$, this means that there is an a-chain from $f$ which leads forwards to $f$.

If (ii) holds, then by using (3.26) we can show that

$$
\begin{gathered}
r_{2}=\left[a_{1}, \ldots, a_{k}-1,-(\ell+1), r_{2}\right], \\
r_{1}=\frac{1}{\left(r_{1}+1\right) / r_{1}-1}=\left[-(\ell+1), a_{k}-1, \ldots, a_{1}, r_{1}\right]
\end{gathered}
$$

so that there is a chain from $f$ which leads forwards to $f$.

If (iii) holds with $k=1$, then (i) holds, and if (iii) holds with $k>1$, then (ii) holds. Thus in all cases there is an a-chain from $f$ which leads forwards to $f$.

Theorem 3.4. Let $f=(a, b, c)(b>0)$ be an integral Gauss-reduced form given by (3.6) and let $F=(A, B, C)(B>0)$ be an I-reduced form which is properly equivalent to $f$ under a nontrivial transformation

$$
T=\left[\begin{array}{ll}
\mathrm{t} & \mathrm{u} \\
\mathrm{v} & \mathrm{w}
\end{array}\right]
$$

where $t, u, v, w$ are integral, $w \geq 0$, and $t w-u v=1$. Then there is an a-chain from $f$ which leads either forwards or backwards to $F$.

Proof. By Lemma 3. 10 there exist integers $a_{i}, i=1, \ldots, n\left(\left|a_{i}\right| \geq 2\right)$, such that

$$
\begin{aligned}
& r_{2}=\left[a_{1}, \ldots, a_{n}, r_{2}\right] \\
& r_{1}=\left[a_{n}, \ldots, a_{1}, r_{1}\right] .
\end{aligned}
$$

As $f$ is Gauss-reduced, we have $r_{1}<0$ and therefore $a_{n}<0$, so that also

$$
\begin{aligned}
& r_{2}=\left[a_{1}, \ldots, a_{n}-1, \frac{r_{2}}{-r_{2}+1}\right], \\
& r_{1}-1=\left[a_{n}-1, \ldots, a_{1}, r_{1}\right] ;
\end{aligned}
$$

thus there is an a-chain from the form (3.23) which leads backwards to f. Similarly, since $r_{2}>0$ and therefore $a_{1}>0$, there is an a-chain from the form (3.22) which leads forwards to $f$.

If we exclude possibilities which give non-I-reduced forms and use Lemmas 3.5 to 3.9 , we see (by arguing in the same way as in the proof of Theorem 3.3) that one of the following statements holds:
(i) all a-chains from $F$ lead forwards without choice to the form (3.23) and all a-chains from this form lead backwards without choice to f (see Lemma 3.6);
(ii) all a-chains from $F$ lead backwards without choice to the form (3.22) and all a-chains from this form lead forwards Without choice to F;
(iii) there is an a-chain from $F$ which leads forwards to for to the form (3.22);
(iv) there is an a-chain from $F$ which leads backwards to f or to the form (3.23).

Since there is an a-chain from the form (3.22) which leads forwards to $f,(i i)$ and (iii) imply the existence of an a-chain from $F$ which leads formards to f. Similarly, (i) and (iv) imply the existence of on a-chain from $F$ Which leads backwards to $f$.

As with Theorem 3.3, the case of improper equivalences can easily be included by using the reverse of $f$.
3.4. A Bound for $M(f)$ in Terms of the Coefficients of $f$ For any indefinite binary quadratic form $f=(a, b, c)$ we define

$$
\begin{align*}
\mu(f) & =\max [|a|,|c|, \min |a \pm b+c|] \\
& =\max [|a|,|c|, \lambda(f)] \quad(\text { see } \operatorname{Defn} .2 .2) \\
& =\max [|f(1,0)|,|f(0,1)|, \min |f(1, \pm 1)|] . \tag{3.34}
\end{align*}
$$

As an immediate consequence of Theorem 3.3, we have Theorem 3.5. If $f=(a, b, c)$ is a Gauss-reduced form which does not represent zero, then

$$
M(f) \leq \mu(f) / 4 ;
$$

equality can occur only when $M(f)=M(f ; P)$ and $2 P \equiv 0$ (mod 1).

Proof. If we write

$$
F_{0}=f\left[\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right], \quad F_{1}=f\left[\begin{array}{rr}
1 & 0 \\
-1 & 1
\end{array}\right]
$$

then, by (3.22),

$$
\lambda\left(F_{0}\right)=\min [|c|,|4 a+2 b+c|] .
$$

Since f is Gauss-reduced, we may suppose $\mathrm{a}>0, \mathrm{~b}>\mathrm{O}_{\mathrm{s}} \mathrm{c}<0$, so that, by Theorem 3.1,

$$
|b|=b>|a+c|
$$

Thus

$$
4 a+2 b+2 c>2(a+b+c)>0
$$

and

$$
4 a+2 b+c>-c=|c|
$$

so that $\lambda\left(F_{0}\right)=|c|$. Similarly, $\lambda\left(F_{1}\right)=|a|$.

The result now follows from Theorem 3.3 and Lemmas 2.11 and 2.12.

It is convenient to note here the following results, which will be used in the next chapter:

$$
\begin{equation*}
M\left(f ; \frac{1}{2}, 0\right)=\frac{1}{4} \inf \lambda\left(f_{n}\right) \leq \frac{1}{4}|a| \text {, } \tag{3.35}
\end{equation*}
$$

where $\left\{f_{n}\right\}$ is the chain of I-reduced forms corresponding to the even chain from the form $F_{1}$ (given by (3.23));

$$
\begin{equation*}
M\left(f ; 0, \frac{1}{2}\right)=\frac{1}{4} \inf _{n} \lambda\left(f_{n}\right) \leq \frac{1}{4}|c|, \tag{3.36}
\end{equation*}
$$

Where $\left\{f_{n}\right\}$ is the chain of I-reduced forms corresponding to the even chain from the form $\mathrm{F}_{\mathrm{o}}$ (given by (3.22));

$$
\begin{equation*}
M\left(f ; \frac{1}{2}, \frac{1}{2}\right)=\frac{1}{4} \inf _{n} \lambda\left(f_{n}\right) \leq \frac{1}{4} \lambda(f), \tag{3.37}
\end{equation*}
$$

where $\left\{f_{\dot{n}}\right\}$ is the chain of I-reduced forms corresponding to the even a-chain from $f$.

Theorem 3. 5 is clearly a special case of the following theorem given by Barnes [5]:
(i) If $f=(a, b, c)$ is any indefinite binary quadratic form, then

$$
M(f) \leq \mu(f) / 4 ;
$$

equality can occur only when $M(f)=M(f ; P)$ and

$$
2 P \equiv 0 \quad(\bmod 1)
$$

Similar bounds for $M(f)$ in terms of the coefficients of f had been obtained by Heinhold [36], Davenport [24], and Inkeri [38].

Inkeri [39] proved the following result:
(ii) If $f=(a, b, c)$ is any indefinite binary quadratic form, then there exists a 'reduced' form $q=(A, B, C)$ which is equivalent to $f$ and for which

$$
\mu(q) \leq \mu(f) .
$$

Inkeri [39] then proved the result (i) for 'reduced' forms, and, by using (ii), showed that the corresponding results of Heinhold [36], Davenport [24], Inkeri [38], and Bames [5] could be derived from this.

For forms which do not represent zero, Inkeri's 'reduced' forms are Gauss-reduced forms. Hence it follows from (ii) that if $f$ does not represent zero then the best bound for $M(f)$ that can be obtained from (i) by considering forms equivalent to $f$ can also be obtained from Theorem 3.5 by considering only Gauss-reduced forms equivalent to $f$.

Inkeri [39] showed that the best bound for $M(f)$ obtainable in this way is greater than or equal to $\Delta / 4 \sqrt{5}$ (where $\Delta=+\sqrt{ }\left(b^{2}-4 a c\right)$ ), because always

$$
\mu(f) \geq \Delta / \sqrt{5}
$$

For the first Markov form (see sect. 1.4), $f=(1,1,-1)$, it is wellknown that

$$
M(f)=\frac{1}{4}=\frac{1}{4} \frac{\Delta}{\sqrt{5}}=\frac{1}{4} \mu(f)
$$

Theorem 3.5 and (i) are best possible in the sense that there exist many forms for which $M(f)=\frac{1}{4} \mu(f)$. For example, Davenport [24] showed that if $f=(1,2 k,-1)$, where $k$ is a positive integer, then $M(f)=\frac{1}{2} k=\frac{1}{4} \mu(f)$. However,
in Chapter 4 we shall consider a set of forms $f=(a, b, c)$ for many of which $M(f)=\frac{1}{4}|a|$, where $|a|$ is much smaller than $\mu(f)$, so that for these forms $\mu(f)$ does not give a good bound for $M(f)$.

More recently, Rogers [46] has given a geometrical proof of a more general result from which (i) can be deduced:
(iii) If $f(x, y)$ is a continuous function such that the region $|f(x, y)| \leq K$ has two asymptotes and satisfies certain other conditions, then, for any real ( $x_{0}, y_{0}$ ), there exist $(x, y) \equiv\left(x_{0}, y_{0}\right)(\bmod 1)$ such that

$$
|f(x, y)| \leq \max \left[\left|f\left(\frac{1}{2}, 0\right)\right|,\left|f\left(0, \frac{1}{2}\right)\right|, \min \left|f\left(\frac{1}{2}, \pm \frac{1}{2}\right)\right|\right] ;
$$

equality can occur only when

$$
\left(2 x_{0}, 2 y_{0}\right) \equiv(0,0) \quad(\bmod 1)
$$

Bambah [2], Chalk [21], Mordell [44], and Bambah and Rogers [4] have proved similar results for differentiy: shaped regions $|f(x, y)| \leq K$.

The results discussed by Inkeri [39] were originally put forward as attempts to sharpen Minkowski's Theorem (Theorem 1.1), and in fact this theorem can be deduced from any of them. In particular, if $f$ is Gauss-reduced, then, by Theorem 3.1,

$$
\Delta^{2}=b^{2}+4|a||c|>b^{2}>(a+c)^{2}
$$

and

$$
\Delta^{2}>\Delta^{2}-(a-c)^{2}=b^{2}-(a+c)^{2}>0
$$

so that

$$
\Delta>|a+c|, \Delta>|a-c|, \Delta>\min |a \pm b+c|
$$

## Hence

$$
\Delta>\mu(f),
$$

and Theorem 3.5 (With (ii)) implies Minkowski's Theorem for forms which do not represent zero.

## A SEQUENCE OF SYMMETRICAL MARKOV FORMS

### 4.1. Introduction - Definition of the Forms $g_{n}$ and

## Statement of Theorem 4.1

Let $\left\{g_{n}\right\}(n \geq 1)$ be the subsequence of the symmetric Markov forms (see sect. 1.4 ) defined by

$$
g_{n}(x, y)=u_{2 n+3} x^{2}+v_{2 n+3} x y-u_{2 n+3} y^{y^{*}} \quad(n \geq 1), \quad(4,1)
$$

where $u_{r}, r=0,1, \ldots$, denote the Fibonacci numbers ( $u_{0}=0, u_{1}=1, u_{r+1}=u_{r}+u_{r-1}$ for $r \geq 1$ ), and $v_{r}, r=0,1, \ldots$, denote the Lucas numbers $\left(v_{0}=2, v_{1}=1\right.$, $v_{r+1}=v_{r}+v_{r-1}$ for $r \geq 1$ ); and let $M\left(g_{n}\right), M_{2}\left(g_{n}\right)$ denote the first and second inhomogeneous minima of $g_{n}$, and $m\left(g_{n}\right)$ the homogeneous minimum of $g_{n}$.
In this chapter I prove

[^0]Theorem 4.1. For $n \geq 11$ the following statements hold:
(i) If $n \neq 0(\bmod 3)$, then

$$
M\left(g_{n}\right)=\frac{1}{4} u_{2 n+3}=\frac{1}{4} m\left(g_{n}\right)
$$

(ii) if $n \equiv 0(\bmod 3)$, then

$$
\begin{gathered}
M\left(g_{n}\right)=\frac{1}{4}\left(8 u_{2 n+3}-3 v_{2 n+3}\right)>\frac{1}{4} m\left(g_{n}\right), \\
M_{2}\left(g_{n}\right)=\frac{1}{4} u_{2 n+3} .
\end{gathered}
$$

In the next chapter I shall discuss the behaviour of the first few of the forms $g_{n}$.

Since $v_{2 n+3}^{2}=5 u_{2 n+3}^{2}-4$ (see Hardy and Wright [35], § 10. 14, for properties of the Fibonacci and Lucas numbers), the discriminant of the form $g_{n}$ is $9 u_{2 n+3}^{2}-4$, as we should expect for a Markov form. If we write

$$
\begin{gathered}
\Delta=+\sqrt{ }\left(9 u_{2 n+3}^{2}-4\right) \\
s=\frac{\Delta+v_{2 n+3}}{2 u_{2 n+3}}
\end{gathered}
$$

then the first and second roots (see (3.6) and the definition which follows it) of $g_{n}$ are

$$
R_{1}=-S, \quad R_{2}=S
$$

In section 4.2 I obtain the simple continued fraction expansion of $S$ and deduce some results which are needed for the proof of Theorem 4.1; in the course of the discussion I verify that $g_{n}$ is in fact a Markov form with $m\left(g_{n}\right)=u_{2 n+3}$

In section 4.2 I discuss the semi-regular continued fraction expansion (see Defn. 2.1) of $S$ and obtain some further results needed for the proof of Theorem 4.1. Throughout this chapter

$$
a=\left(a_{1}, a_{2}, a_{3}, \ldots\right)
$$

denotes the simple continued fraction expansion of $\alpha$, while

$$
a=\left[a_{1}, a_{2}, a_{3}, \ldots\right]
$$

denotes a semi-regular continued fraction expansion of $a$.
The proof of Theorem 4.1 depends on the fact that, by Theorem 3.1, since $g_{n}$ is Gauss-reduced, every chain of I-reduced forms equivalent to $g_{n}$ must contain at least one of the forms

$$
\begin{align*}
& g_{n}=\left(u_{2 n+3}, v_{2 n+3},-u_{2 n+3}\right) \\
& g_{n}\left[\begin{array}{cc}
1 & 1 \\
0 & 1
\end{array}\right]=\left(u_{2 n+3}, \quad 2 u_{2 n+3}+v_{2 n+3}, v_{2 n+3}\right)  \tag{4.2}\\
& g_{n}\left[\begin{array}{cc}
1 & 0 \\
-1 & 1
\end{array}\right]=\left(-v_{2 n+3}, \quad 2 u_{2 n+3}+v_{2 n+3},-u_{2 n+3}\right) \tag{4.3}
\end{align*}
$$

If $f$ is either of the forms (4.2), (4.3), then $\lambda(f)=u_{2 n+3}$;
it now follows from Lemmas 2.11 and 2.12 that, if $\left\{a_{r}\right\}$ is an a-chain from one of these forms and is not even (ice. not all $a_{r}$ are even), then for every corresponding $\varepsilon$-chain

$$
M(P)=M\left(g_{n} ; P\right)=M\left(\left\{a_{r}\right\},\left\{\varepsilon_{r}\right\}\right)<\frac{1}{1_{4}} u_{2 n+3^{*}}
$$

In section 4.4 I shall show that if $\left\{a_{r}\right\}$ is an a-chain from $g_{n}$ for which not all $a_{r}$ are even, then for every corresponding $\varepsilon$-chain

$$
M(P)<\frac{1}{4} u_{2 n+3}
$$

This, with the results of sections 4.2 and 4.3, will complete the proof of Theorem 4.1.
4.2. The Simple Continued Fraction Expansion of a Root of $g_{n}$

$$
\text { Since } t=3 u_{2 n+3}, u=1 \text { satisfy } t^{2}-\Delta^{2} u^{2}=4 \text {, the }
$$

transformation

$$
T=\left[\begin{array}{cc}
\frac{1}{2}\left(3 u_{2 n+3}-v_{2 n+3}\right) & u_{2 n+3} \\
u_{2 n+3} & \frac{1}{2}\left(3 u_{2 n+3}+v_{2 n+3}\right)
\end{array}\right]
$$

is a proper automorph of $g_{n}$ (seeDiekson[32],569). From the relationships between the Fibonacci and the Lucas numbers we obtain

$$
\begin{equation*}
v_{2 n+3}=u_{2 n+4}+u_{2 n+2}=u_{2 n+3}+2 u_{2 n+2} \tag{4.4}
\end{equation*}
$$

Hence

$$
T=\left[\begin{array}{ll}
u_{2 n+1} & u_{2 n+3} \\
u_{2 n+3} & u_{2 n+5}
\end{array}\right]
$$

Since $R_{2}=S$, we have, by Lemma 3.1,

$$
\begin{equation*}
s=\frac{u_{2 n+5} s+u_{2 n+3}}{u_{2 n+3} s+u_{2 n+1}} \tag{4.5}
\end{equation*}
$$

Also we have

$$
\frac{u_{2 n+5}}{u_{2 n+3}}=\left(2,1_{2 n+2}\right)=\left(2,1_{2 n}, 2\right), \quad \frac{u_{2 n+3}}{u_{2 n+1}}=\left(2,1_{2 n}\right)
$$

It follows that

$$
\begin{equation*}
s=\left(2,1_{2 n}, 2, s\right), \tag{4.6}
\end{equation*}
$$

so that $g_{n}$ is in fact a Markov form (see Dickson [33], Ch. VII).

Lemma 4. 1. For integral $(x, y) \neq(0,0)$ we have

$$
\left|g_{n}(x, y)\right| \geq u_{2 n+3} ;
$$

and if in addition $\left|g_{n}(x, y)\right| \neq u_{2 n+3}$, then

$$
\left|g_{n}(x, y)\right| \geq 8 u_{2 n+3}-3 v_{2 n+3}
$$

Proof. It follows from Lagrange's Theorem (Dickson [32], Th. 85) that all the values of $\left|f_{n}(x, y)\right|$ less than $\Delta / 2$ for coprime integers $(x, y)$ are given by the set of values of $\Delta / z$, where

$$
z \in\left[\left(1_{r}, 2,5\right)+\left(0,1_{2 n-r}, 2,5\right) ; r=0,1, \ldots, 2 n\right] \cdot(4.7)
$$

If $a<b$, then $(1,1, a)<(1,1, b)$, and if $a>2$, then
$(1,1, a)<a$. Thus, if $a>2$, we have

$$
\left(1_{2 r+2}, a\right)<\left(1_{2 r}, a\right)<\ldots<(1,1, a)<a,
$$

and

$$
\left(0,1_{2 r+2}, a\right)>\left(0,1_{2 r}, a\right)>\ldots>(0,1,1, a)>(0, a)
$$

Hence, for $n-1 \geq r \geq 0$,

$$
\left(1_{2 r+1}, 2, s\right)+\left(0,1_{2 n-2 r-1}, 2, s\right)=\left(0,1_{2 r}, 2, s\right)+\left(1_{2 n-2 r}, 2, s\right)
$$

$$
\begin{equation*}
\leq\left(0,1_{2 \mathrm{n}-2}, 2, \mathrm{~s}\right)+(1,1,2,5) \tag{4.8}
\end{equation*}
$$

and, for $n \geq r \geq 1$,
$\left(1_{2 r}, 2, s\right)+\left(0,1_{2 n-2 r}, 2, s\right) \leq(1,1,2, s)+\left(0,1_{2 n-2}, 2, s\right) ;(4,9)$ and

$$
\begin{equation*}
(1,1,2, s)+\left(0,1_{2 n-2}, s\right)<(2, s)+\left(0,1_{2 n}, 2, s\right) \tag{4.10}
\end{equation*}
$$

Also

$$
\begin{equation*}
(2, s)+\left(0,1_{2 n}, 2, s\right)=s+\frac{1}{s}=\Delta / u_{2 n+3} \tag{4.11}
\end{equation*}
$$

and

$$
\begin{align*}
(1,1,2, s)+\left(0,1_{2 n-2}, 2, s\right) & =(0,1,2, s)+\left(1_{2 n-1}, 2, s\right) \\
& =\frac{2 s+1}{3 s+1}+\frac{2}{s-\frac{s}{3}} \\
& =\Delta /\left(8 u_{2 n+3}-3 v_{2 n+3}\right) \tag{4.12}
\end{align*}
$$

It follows from (4.8) to (4.11) that if $z$ satisfies (4.7) then always

$$
z \leq \Delta / u_{2 n+3}
$$

and from (4.12) that if $z \neq \Delta / u_{2 n+3}$, then

$$
z \leq \Delta /\left(8 u_{2 n+3}-3 v_{2 n+3}\right)
$$

This proves the lemma.

$$
\begin{aligned}
& \text { Since } g_{n}(1,0)=u_{2 n+3} \text {, we have the following } \\
& \text { Corollary. } m\left(g_{n}\right)=u_{2 n+3^{*}}
\end{aligned}
$$

Lemma 4.2. If $n \equiv 0(\bmod 3)$ and $x, y$ are both odd integers, then

$$
\left|g_{n}(x, y)\right| \geq 8 u_{2 n+3}-3 v_{2 n+3}
$$

Proof. We note first that $g_{n}(3,1)=8 u_{2 n+3}-3 v_{2 n+3}$, so that equality is possible. By Lemma 4.1, it is now sufficient to show that if $n \equiv 0(\bmod 3)$, and $x, y$ are both odd, then $\left|g_{n}(x, y)\right| \neq u_{2 n+3^{\circ}}$ We write $n=3 \ell, x=2 X+1, y=2 Y+1$, and use the facts that $u_{r} \mid u_{r s}$ for every $s$, and that $u_{r}, u_{s}$ are coprime if $r, s$ are coprime.

By (4.4),

$$
v_{2 n+3}=4 u_{2 n+1}+3 u_{2 n}=4 u_{6 \ell+1}+3 u_{6 \ell}
$$

also, $8=u_{6}$, so that $8 \mid u_{62}$. Therefore

$$
\begin{equation*}
4 \mid v_{2 n+3} \tag{4.13}
\end{equation*}
$$

From (4.4) we have

$$
u_{2 n+3}=v_{2 n+3}-2 u_{2 n+2}=v_{2 n+3}-2 u_{6 l+2}
$$

Since $2=u_{3}, 2 / u_{6 \ell+2}$; it follows that

$$
\begin{equation*}
2 \mid u_{2 n+3}, \quad 4 / u_{2 n+3^{\circ}} \tag{4.14}
\end{equation*}
$$

Now
$g_{n}(2 X+1,2 Y+1)=u_{2 n+3}\left\{(2 X+1)^{2}-(2 Y+1)^{2}\right\}+v_{2 n+3}(2 X+1)(2 Y+1)$, and $2 \mid\left\{(2 X+1)^{2}-(2 Y+1)^{2}\right\}$. Hence, by $(4 \cdot 13)$ and (4.14) $4 \mid g_{n}(2 X+1,2 Y+1)$, so that

$$
g_{n}(2 X+1,2 Y+1) \neq \pm u_{2 n+3^{\circ}}
$$

This proves the lemma.

The following lemma is an immediate deduction from Lemmas 4.1 and 4.2 and the relations (3.35) and (3.36).

Lemma 4. 3. For all $n$

$$
M\left(g_{n} ; \frac{1}{2}, \frac{1}{2}\right) \geq M\left(g_{n} ; \frac{1}{2}, 0\right)=M\left(g_{n} ; 0, \frac{1}{2}\right)=\frac{1}{4} u_{2 n+3} ;
$$

and if $n \equiv 0(\bmod 3)$ then

$$
M\left(g_{n} ; \frac{1}{2}, \frac{1}{2}\right)=\frac{1}{4}\left(8 u_{2 n+3}-3 v_{2 n+3}\right)
$$

4.3. The Semi-regular Continued Fraction Expansions of a Root of $g_{n}$

We have

$$
\frac{u_{2 n+5}}{u_{2 n+3}}=\left[3_{n+1}, 2\right]=\left[3_{n}, 2,-2\right], \frac{u_{2 n+3}}{u_{2 n+1}}=\left[3_{n}, 2\right],
$$

so that, by ( 4.5 )

$$
\begin{equation*}
s=\left[3_{n}, 2,-2, s\right] \tag{4.15}
\end{equation*}
$$

It follows from the last paragraph of section 4.1 that

$$
M(P)=M\left(\left\{a_{r}\right\},\left\{\varepsilon_{r}\right\}\right) \leq \frac{1}{4} u_{2 n+3}
$$

for all a-chains (and all corresponding $\varepsilon$-chains) except possibly for those a-chains from $g_{n}$ which do not lead backwards or forwards to one of the forms (4.2), (4.3), and which we shall call permissible. By Lemma 3.1, the roots of the forms (4.2) and (4.3) are, respectively,

$$
-s /(-s+1), \quad s+1
$$

and

$$
\begin{equation*}
-(s+1), \quad s /(-s+1) ; \tag{4.17}
\end{equation*}
$$

since $g_{n}$ has integral coefficients, any form which has one of the numbers $(4.16),(4.17)$ as a root must be one of the forms (4.2), (4.3). Hence permissible a-chains are determined by semi-regular continued fraction expansions of $R_{1}=-S, R_{2}=S$ which are not, for any $n$, of the form

$$
\left[a_{1}, a_{2}, \ldots, a_{n}, z\right]
$$

where $z$ is any of the numbers (4.16), (4.17); we shall call
such expansions of $\pm$ permissible expansions.
We note the following results

$$
\begin{array}{r}
{[-2, s]=[-3, s /(-s+1)], \quad[2,-2, s]=[3,2, s+1],(4.18)} \\
{[3,2,-2, s]=[2,-2,-3, s]=[2,-2,-4, s /(-s+1)],(4.19)} \\
{[3,3,2,-2, s]=[2,-2,-3,-3, s]=[2,-2,-2,2,2, s+1] \cdot(4.20)}
\end{array}
$$

Also, for any $z$ such that $|z|>1$, we have

$$
[3,3, z]=\left[2,-2, \frac{2 z-1}{-z+1}\right] ;
$$

and from this we deduce that, for $k \geq 0$,

$$
\begin{gather*}
{\left[3_{k+3}, 2,-2, s\right]=\left[2,-2,-3_{k+3}, s\right],}  \tag{4.21}\\
{\left[-3_{k+3}, s\right]=\left[-2,2,3_{k}, 2,-2, s\right]}  \tag{4.22}\\
{\left[3_{k+3}, 2,-2, s\right]=\left[2,-2,-2,2,3_{k}, 2,-2, s\right]} \tag{4.23}
\end{gather*}
$$

We can now prove
Lemma 4. 4. If $n \neq 0(\bmod 3)$, then

$$
M\left(g_{n} ; \frac{1}{2}, \frac{1}{2}\right)=\frac{1}{4} \dot{u}_{2 n+3}
$$

Proof. By (4.19) and (4.23), if $n \equiv 1$ (mod 3), the even a-chain from $g_{n}$ is determined by the expansion

$$
s=\left[[2,-2,-2,2]_{k}, 2,-2,-4, s /(-s+1)\right],
$$

and so is not permissible. Similarly, by (4.20) and (4.23), if $n \equiv 2(\bmod 3)$, the even a-chain from $g_{n}$ is not permissible. The lemma now follows from Lemma 4. 3. (We note that, by (4.23), if $n \equiv 0(\bmod 3)$, the even a-chain
from $g_{n}$ is permissible, which explains why $M\left(g_{n} ; \frac{1}{2}, \frac{1}{2}\right)$ is larger in this case.)

As there are infinitely many semi-regular continued fraction expansions of any given number, we need a notation which indicates which particular expansion we are using; therefore we write

$$
\alpha \equiv\left[a_{0}, a_{1}, \ldots, a_{r}, z\right]
$$

when we mean that $\alpha=\left[a_{0}, a_{1}, \ldots, a_{p}, z\right]$ and that we are choosing expansions of $a$ whose first $r+1$ partial quotients are $a_{0}, a_{1}, \ldots, a_{r}$. We note that, if $a=[ \pm 2, z]$ and $|\alpha|<2$, then $\alpha \equiv[ \pm 2, z]$ and no expansion of $\alpha$ can begin in any other way.

Lemma 4. 5. Let $\left\{a_{r}\right\}$ be an a-chain from $g_{n}$ which is not even. Then $\left\{a_{r}\right\}$ (or its negative or its reverse or its negative reversed) contains a subchain determined by pairs of expansions of the roots $R_{1}=-S, R_{2}=S$ of $g_{n}$ Which begin in one of the following ways:

$$
\text { (i) }-s \text { arbitrary, } \quad s \equiv\left[3_{k}, 2,-2, y\right]
$$

where

$$
y=\left[-3_{n-k}, s\right], \quad 3 \leq k \leq n ;
$$

(ii) $-s$ arbitrary, $\quad s \equiv[3,3,2,-2, y]$,
where $y=\left[-3_{n-2}, s\right]$;
(iii) $-s \equiv[-3,-2,2,-y], s \equiv[3,2,-2, y]$,
where

$$
\mathrm{y}=\left[-3_{\mathrm{n}-1}, \mathrm{~s}\right] ;
$$

(iv) $-S \equiv[-2,2, x]$,
$s \equiv[3,2,-2, y]$,
where $x=\left[3_{n},-s\right], \quad y=\left[-3_{n-1}, s\right]$;
(v) $-S \equiv[-2,2, x]$,
$S \equiv\left[[2,-2,-2,2]_{k}, 2,-2,-3, y\right]$,
where $x=\left[3_{n},-5\right], \quad y=[-3, s], 3 k+\ell+1=n, k \geq 0$;
(vi) $-\mathrm{S} \equiv[-2,2, x], \quad \mathrm{S} \equiv\left[2,-2,[-2,2,2,-2]_{k},-2,2,3, y\right]$,
where $x=[3 n,-5], \quad y=[3,2,-2, s], 3 k+l+1=n, k \geq 0$.
Proof. By (4.18), $[-2,5]$ and $[2,-2,5]$ have no permissible alternative expansions; it now follows from (4.15) and equations (4.19) to (4.23) that any permissible expansion of $S$ must begin in one of the following ways.
where

$$
s \equiv\left[3_{k}, 2,-2, y\right]
$$

$$
y=\left[-3_{n-k}, s\right], \quad 0<k \leq n ;
$$

$$
S \equiv\left[[2,-2,-2,2]_{\mathrm{K}}, 3, y\right],
$$

where

$$
y=[3 \hat{\imath}, 2,-2, \leq], \quad 3 k+\hat{i}+1=n, \quad k>0 ;
$$

$$
s \equiv\left[[2,-2,-2,2]_{k}, 2,-2,-3, y\right],
$$

where $y=[-3, B], 3 k+l+1=n, k \geq 0 ;$

$$
\begin{aligned}
& S \equiv[2,-2, y] \\
\text { Where } & y=[-3 n-2, s] .
\end{aligned}
$$

(We note that the last expansion includes the two previous ones as special cases, and that of course many expansions which are not permissible may begin in the se ways also). Lemma 4.5 now follows from the symmetry of $g_{n}$ and the fact that the a-chains are assumed not to be even.

### 4.4 A Sequence of Lemmas leading to the Proof of Theorem 4.1

Theorem 4.1 now follows immediately from Lemmas 4.3 and 4.4 and the following lemma.

Lemma 4.6. If $n \geq 11$ and $\left\{a_{r}\right\}$ is a permissible a-chain from $g_{n}$ which is not even, then for every corresponding $\varepsilon$-chain

$$
M(P)=M\left(\left\{a_{r}\right\},\left\{\varepsilon_{r}\right\}\right)<\frac{1}{4} u_{2 n+3^{\circ}}
$$

In Lemmas 4.7 to 4.15 we prove that, if $n \geq 11$, then for a-chains which contain certain subchains and for certain corresponding $\varepsilon$-chains, we have, for some $r$,

$$
\pi_{r}<\Delta / 3 \quad(\operatorname{see}(2.30),(2.32),(2.33)), \text { so that }
$$

so that

$$
M(P) \leq \frac{1}{4} \pi_{r}<\frac{1}{4} \frac{\Delta}{3}=\frac{1}{4} \pi\left(u_{2 n+3}^{2}-\frac{4}{9}\right)<\frac{1}{4} u_{2 n+3^{\circ}}
$$

We then prove Lemma 4.6 by using Lemna 4.5 to show that the a-chains and $\varepsilon$-chains considered in Lemnas 4.7 to 4.15 include all permissible a-chains from $g_{n}$ which are not even, and all corresponding $\varepsilon$-chains.

In the proofs of Lemmas 4.7 to 4.15 we use the notation and results of section 2.5. We introduce the following notation: by a chain pair

$$
\begin{aligned}
& \ldots, p, q, r, s, t, u, \ldots \\
& \ldots, a, b, \underline{c}, d, e, f, \ldots
\end{aligned}
$$

we mean an a-chain $\left\{a_{r}\right\}$ such that $a_{1}=r, a_{2}=s$, $a_{0}=q, a_{-1}=p, \ldots$, with a corresponding $\varepsilon$-chain $\left\{\varepsilon_{r}\right\}$ such that $\varepsilon_{0}=c, \varepsilon_{1}=d, \varepsilon_{-1}=b, \varepsilon_{-2}=a, \ldots$. If in addition the values of one $\theta$ and one $\phi$ are given, then $\theta_{0}, \phi_{0}$ are determined and $\left\{a_{r}\right\}$ is an a-chain from $f_{0}$ which contains the subchain determined by the pair of expansions

$$
\theta_{0} \equiv\left[q, p, \theta_{-2}\right], \quad \phi_{0} \equiv\left[r, s, t, u, \phi_{4}\right],
$$

and hence also $\theta_{-1}, \theta_{-2}, \phi_{1}, \phi_{2}, \ldots$ are determined. Sometimes, for the sake of clarity, the values of two $\theta^{\prime}$ s or two $\phi$ 's are given, though only one of each is needed to determine the subchain.

By (4.5),

$$
\begin{aligned}
s & =\frac{u_{2 n+5}}{u_{2 n+3}}-\frac{1}{u_{2 n+3}\left(u_{2 n+3}+u_{2 n+1}\right)} \\
& >\frac{u_{2 n+5}}{u_{2 n+3}}-\frac{1}{u_{2 n+3}\left(2 u_{2 n+3}+u_{2 n+1}\right)}
\end{aligned}
$$

Hence, for $n \geq 4$, we have

$$
2.61803<s<2.61804
$$

We give in Table 1 some numerical information which is valid for $n \geqslant 4$ and which is needed for the proofs of Lemmas 4.7 to 4.15. As we shall want to use this
information for obtaining inequalities, we adopt the following convention.

$$
\text { If } \alpha=\alpha(x) \text { (where } x \text { is given in the first column) }
$$

is one of the numbers tabulated, then the value corresponding to a given in the table will be

$$
a_{0} \cdot a_{1} a_{2} a_{3} a_{4}
$$

Where

$$
a_{0} \cdot a_{1} a_{2} a_{3} a_{4}<a<a_{0} \cdot a_{1} a_{2} a_{3} a_{4}+10^{-4} \text { if } \alpha>0,
$$

and

$$
a_{0} \cdot a_{1} a_{2} a_{3} a_{4}>{ }^{\alpha}>a_{0} \cdot a_{1} a_{2} a_{3} a_{4}-10^{-4} \text { if } \alpha<0
$$

## TABLE 1

| $x$ | $x$ | $1 / x$ | $[-2, x]$ | $1 /[-2, x]$ | $[2,-2, x]$ | $1 /[2,-2, x]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $s$ | 2.6180 | 0.3819 | -2.3819 | -0.4198 | 2.4198 | 0.4132 |
| $[-3, s]$ | -3.3819 | -0.2956 | -1.7043 | -0.5867 | 2.5867 | 0.3865 |
| $[-3, s]$ | -2.7043 | -0.3697 | -1.6302 | -0.6134 | 2.6134 | 0.3826 |
| $[-3, s]$ | -2.6302 | -0.3801 | -1.6198 | -0.6173 | 2.6173 | 0.3820 |
| $[-3, s]$ | -2.6198 | -0.3817 | -1.6183 | -0.6179 | 2.6179 | 0.3819 |
| $\left[-3_{5}, s\right]$ | -2.6183 | -0.3819 | -1.6180 | -0.6180 | 2.6180 | 0.3819 |
| $\left[-3_{k}, s\right]$ | -2.6180 | -0.3819 |  |  |  |  |
| $(k \geq 6)$ |  |  |  |  |  |  |

$$
\text { If } \alpha=\left[a_{0}, a_{1}, a_{2}, \ldots\right] \text {, then }-\alpha=\left[-a_{0},-a_{1},-a_{2}, \ldots\right] ;
$$

and by (4.19), (4.20), and (4.21) we have

$$
\left[3_{k}, 2,-2,-3_{m}, s\right]=\left[2,-2,-3_{k+m}, S\right] \quad(k \geq 0, m \geq 0, k+m \leq n)
$$

Hence it is sufficient to tabulate $\left[2,-2,-3_{k}, s\right]$.

All inequalities given in the course of the proofs of Lemmas 4.7 to 4.15 are strict inequalities.

Lemma 4. 7. If $n \geq 11$, then $\pi_{0}<\Delta / 3$ for the chain pairs
$\ldots, 3,3,3,2,-2, \ldots$ and $\ldots, 3,3, \frac{3}{2}, 2,-2, \ldots$.
where

$$
\begin{aligned}
\theta_{-2} & =\left[3_{m},-s\right] \quad(m \geq 0) \\
\phi_{3} & =\left[-3_{k}, s\right] \quad(k \geq 0)
\end{aligned}
$$

Proof.

$$
\tau_{0}=1+\frac{1}{\phi_{1} \phi_{2}}\left(1-\frac{1}{\phi_{3} \mid}\right)
$$

For $k=0$,

$$
\begin{equation*}
\tau_{0}=1+\|.414 \times .420 \times .619\| \tag{4.24}
\end{equation*}
$$

For $k \geq 2$,

$$
\tau_{0}=1+\|.3827 \times .6181 \times .6303\| .
$$

For $k=1$, we must have $\phi_{3} \equiv[-3,5]$ as no other expansion of $\phi_{3}$ is permissible, so that $\phi_{3}, \phi_{4}$ are opposite in sign, and, by Lemma 2.10,

$$
\begin{align*}
\tau_{0} & =1+\left\|\frac{1}{\phi_{1} \phi_{2}}\left(1-\frac{1}{\phi_{3} \mid}-\frac{2}{\mid \phi_{3} \phi_{4}}\right)\right\| \\
& =1+\|.387 \times .587 \times(1-.295-.295 \times .762)\| \\
& =1+\|.387 \times .587 \times .481\| . \tag{4.25}
\end{align*}
$$

Thus for all k

$$
\begin{equation*}
\tau_{0}=1+\|.1491\|>.8509 \tag{4.26}
\end{equation*}
$$

Also

$$
\begin{equation*}
2.586<\phi_{0}<2.6181 . \tag{4.27}
\end{equation*}
$$

Hence

$$
\begin{gather*}
\left|1-\phi_{0}+\tau_{0}\right|<.7672 .  \tag{4.28}\\
\text { If } \varepsilon_{-1}=1, \sigma_{0}<0, \text { and if } \varepsilon_{-1}=\varepsilon_{-2}=1 \text {, then } \\
\sigma_{0}=1-\frac{1}{\theta_{-1}}+\frac{1}{\theta_{-1}}\left(1-\frac{1}{\left|\theta_{-2}\right|}\right) \|
\end{gather*}
$$

Hence in either case,

$$
\sigma_{0}<1-\frac{1}{\theta_{-1}}+\left|\frac{1}{\theta_{-1}}\left(1-\frac{1}{\left.\right|^{\theta}-2 \mid}\right)\right| .
$$

For $m=0$,

$$
\begin{gathered}
\sigma_{0}<1-.295+.296 \times .6181, \\
2.704<\theta_{0}<2.705 .
\end{gathered}
$$

Therefore

$$
\left.\begin{array}{l}
\left|-1+\theta_{0}+\sigma_{0}\right|<2.593 \\
3 /\left|\theta_{0} \phi_{0}-1\right|<3 /(2.704 \times 2.586-1)<.501 \tag{4.29}
\end{array}\right\}
$$

For $m \geq 2$,

$$
\begin{gathered}
\sigma_{0}<1-.380+.3820 \times .631 \\
2.618<\theta_{0}<2.620 .
\end{gathered}
$$

Therefore

$$
\left.\begin{array}{l}
\left|-1+\theta_{0}+\sigma_{0}\right|<2.482 \\
3 /\left|\theta_{0} \Phi_{0}-1\right|<3 /(2.618 \times 2.586-1)<.520 \tag{4.30}
\end{array}\right\}
$$

For $m=1$, by the same type of argument as that used to get (4.25),

$$
\begin{gathered}
\sigma_{0}<1-\frac{1}{\theta-1}+\left|\frac{1}{\theta-1}\left(1-\frac{1}{\left|\theta_{-2}\right|}-\frac{2}{\left.\right|^{\theta}-2^{\theta}-3 \mid}\right)\right| \\
<1-.369+.370 \times .481, \\
2.630<\theta_{0}<2.631 .
\end{gathered}
$$

Therefore

$$
\left.\begin{array}{l}
\left|-1+\theta_{0}+\sigma_{0}\right|<2.440  \tag{4.31}\\
3 /\left|\theta_{0} \phi_{0}-1\right|<.520
\end{array}\right\}
$$

From (4.28), (4.29), (4.30), and (4.31), it now
follows that, for all km,

$$
3 \pi_{0} / \Delta<.7672 \times 1.2991<.997<1 .
$$

Lemma 4.8. If $n \geq 11$, then $\pi_{-1}<\Delta / 3$ for the chain pair

$$
\begin{aligned}
& \cdots, 3,3,3,2,-2, \ldots \\
& \cdots,-1,1,1,0,0, \ldots
\end{aligned}
$$

where

$$
\begin{aligned}
\theta_{-2} & =\left[3_{m},-s\right] \quad(m \geq 0), \\
\phi_{3} & =\left[-3_{k}, s\right] \quad(k \geq 0) .
\end{aligned}
$$

Proof.

$$
\tau_{-1}=1-\frac{1}{\phi_{0}} \tau_{0} .
$$

Hence, using (4.26) and (4.27),

$$
\begin{gathered}
\tau_{-1}>.555 \\
2.613<\phi_{-1}<2.6181 .
\end{gathered}
$$

Therefore

$$
\begin{gather*}
\left|1-\phi_{-1}+\tau_{-1}\right|<1.0631 \\
\sigma_{-1}=-1+\left|1-\frac{1}{\left|\theta_{-2}\right|}\right|
\end{gather*}
$$

For $m \geq 1$,

$$
\begin{aligned}
& \sigma_{-1}=-1+\|.705\| \\
& 2.618<\theta_{-1}<2.705 .
\end{aligned}
$$

Therefore

$$
\left.\begin{array}{l}
\left|-1+\theta_{-1}+\sigma_{-1}\right|<1.410 \\
3 /\left|\theta_{-1} \phi_{-1}-1\right|<.520
\end{array}\right\}
$$

For $\mathrm{m}=0$,

$$
\begin{aligned}
& \sigma_{-1}=-1+\|.6181\| \\
& 3.3819<\theta_{-1}<3.3820
\end{aligned}
$$

Therefore

$$
\left.\begin{array}{l}
\left|-1+\theta_{-1}+\sigma_{-1}\right|<2.0001 \\
3 /\left|\theta_{-1} \phi_{-1}-1\right|<3 /(3.3819 \times 2.613-1)<.383
\end{array}\right\}
$$

It now follows from ( 4.32 ) , ( 4.33 ), and ( 4.34 ) that

$$
3 \pi_{-1} / \Delta<.815<1
$$

Lemma 4.9. If $n \geq 11$, then $\pi_{0}<\Delta / 3$ for the chain pair
(1)

$$
\begin{aligned}
& \cdots, 3,3,2,-2,-2,2, \cdots \\
& \cdots, \pm 1,1,0,0,0,0, \cdots
\end{aligned}
$$

where

$$
\theta_{-1}=-s, \phi_{-1}=s, \quad \phi_{5}=\left[3_{k}, 2,-2, s\right] \quad(k \geq 6)
$$

and for the chain pair
(ii)

$$
\begin{aligned}
& \cdots, 3,3,2,-2,-3,-3, \cdots \\
& \cdots, \pm 1,1,0,0,-1, \pm 1, \cdots
\end{aligned}
$$

where

$$
\theta_{-1}=-S, \phi_{-1}=s, \quad \phi_{5}=\left[-3_{m}, s\right] \quad(m \geq 7)
$$

Proof. For the chain pair (1),

$$
\begin{align*}
\tau_{0} & =1+\frac{1}{\phi_{1} \phi_{2}^{\phi_{3} \phi_{4}}}\left(1-\frac{1}{\phi_{5} \mid}\right) \\
& =1+\left|(.618)^{3} \times(.3821)^{2}\right|=1+\mid .035 \| \tag{4.35}
\end{align*}
$$

For the chain pair (ii),

$$
\tau_{0}=1+\frac{1}{\rho_{1}{ }_{2} \phi_{3}}+\left|\frac{1}{\phi_{1}{ }_{2} \phi_{3}}\left(1-\frac{1}{\mid \phi_{4}}\right)\right|>1
$$

Hence in both cases

$$
\begin{gathered}
\tau_{0}>.965 \\
2.6180<\phi_{0}<2.6181 .
\end{gathered}
$$

Therefore

$$
\begin{equation*}
\left|1-\phi_{0}+\tau_{0}\right|<.6531 \tag{4.36}
\end{equation*}
$$

Also, in both cases

$$
\begin{array}{r}
\sigma_{0}= \pm 1+\left\lvert\, 1-\frac{1}{\left|\theta_{-1}\right|}<1.6181\right. \\
3.3819<\theta_{0}<3.3820 .
\end{array}
$$

Thus

$$
\left.\begin{array}{l}
\left|-1+\theta_{0}+\sigma_{0}\right|<4.0001 \\
3 /\left|\theta_{0} \phi_{0}-1\right|<3 /(3.3819 \times 2.6180-1)<.382
\end{array}\right\}
$$

It now follows from (4.36) and (4.37) that, in both cases,

$$
3 \pi / \Delta<.998<1 .
$$

Lemma 4.10. If $n \geq 11$, then $\pi_{0}<\Delta / 3$ for the chain pair

$$
\begin{aligned}
& \cdots, 3,2,-2,-\frac{3}{1},-2,2, \ldots \\
& \cdots, \pm 1,0,0,1,0,0, \ldots
\end{aligned}
$$

where

$$
\begin{gathered}
\theta_{-3}=-s \text { or }[3,-\mathrm{s}], \quad \phi_{-3}=\mathrm{s} \text { or }\left[3_{n-1}, 2,-2, \mathrm{~s}\right], \\
\phi_{3}=\left[3_{k}, 2,-2, \mathrm{~s}\right],(\mathrm{k} \geq 5) \quad(\text { see }(4,22)) .
\end{gathered}
$$

Proof. As in (4.28), we get

$$
\begin{equation*}
\left|1+\phi_{0}+\tau_{0}\right|<.7672 \tag{4.38}
\end{equation*}
$$

Also

$$
\begin{gathered}
\sigma_{0}=\left\|\frac{1}{\theta_{-1}}\left(1-\frac{1}{\mid \theta^{\theta}-2}\right)\right\|<.614 \times .705, \\
2.586<\left|\theta_{0}\right|<2.614 .
\end{gathered}
$$

Therefore

$$
\left.\begin{array}{l}
\left|1+\theta_{0}+\sigma_{0}\right|<2.047 \\
3 /\left|\theta_{0} \phi_{0}-1\right|<.520(\text { as } \operatorname{in}(4.30)) \tag{4.39}
\end{array}\right\}
$$

It follows from (4.38) and (4.39) that

$$
3 \pi_{0} / \Delta<.817<1
$$

Lemma 4.11. If $n \geq 11$, then $\pi_{0}<\Delta / 3$ for the chain pair

$$
\begin{aligned}
& \cdots, 3,2,-2,-3,-3, \\
& \cdots, 1,0,0,1, \pm 1, \cdots
\end{aligned}
$$

where

$$
\begin{gathered}
\theta_{-4}=-s \text { or }[3,-s], \phi_{-4}=s \quad \text { or }\left[3_{n-1}, 2,-2, s\right], \\
\phi_{1}=\left[-3_{k}, s\right] \quad(k \geq 8) .
\end{gathered}
$$

Proof.
Since

$$
\begin{gathered}
\tau_{0}= \pm 1+\left|1-\frac{1}{\mid \phi_{1}}\right|, \\
2.6180<\left|\phi_{0}\right|<2.6181
\end{gathered}
$$

we have

$$
\begin{equation*}
\left|1+\phi_{0}+\tau_{0}\right|<3.2362 \tag{4.40}
\end{equation*}
$$

Also

$$
\sigma_{0}=1-\frac{1}{\theta^{\theta}-1^{\theta}-2^{\theta}-3}+\frac{1}{\theta^{\theta}-1^{\theta}-2^{\theta}-3}\left(1-\frac{1}{T^{\theta}-4 \mid}\right) .
$$

Thus if $\theta_{-4}=-s$,

$$
\sigma_{0}>1+.386 \times .586 \times .295-.387 \times .587 \times .296 \times .619,
$$

While if $\theta_{-4}=[3,-5]$,

$$
\sigma_{0}>1+.382 \times .613 \times .369-.383 \times .614 \times .370 \times .705
$$

Hence in both cases

$$
\begin{gathered}
\sigma_{0}>1.022 \\
2.613<\left|\theta_{0}\right|<2.618 .
\end{gathered}
$$

Therefore

$$
\left.\begin{array}{l}
\left|1+\theta_{0}+\sigma_{0}\right|<.596  \tag{4.41}\\
3 /\left|\theta_{0} \phi_{0}-1\right|<3 /(2.613 \times 2.618-1)<.514
\end{array}\right\}
$$

It now follows from (4.40) and (4.41) that

$$
3 \pi_{0} / \Delta<.992<1
$$

Lemma 4.12. If $n \geq 11$, then $\pi_{0}<\Delta / 3$ for the chain pair

$$
\begin{aligned}
& \cdots, 2,-2,-3, \frac{3}{2}, 2,-2, \ldots \\
& \cdots, 0,0, \pm 1,1,0,0, \cdots
\end{aligned}
$$

where

$$
-\theta_{0}=\phi_{0}=s, \quad-\theta_{-3}=\phi_{3}=\left[-3_{k}, s\right] \quad(k \geq 10)
$$

Proof. As in (4.26),

$$
\tau_{0}=1+\|\cdot 1491\|
$$

Similarly,

$$
\sigma_{0}= \pm 1+1491
$$

Also

$$
2.6180<\left|\theta_{0}\right|<2.6181, \quad 2.6180<\phi_{0}<2.6181 .(4.42)
$$

Thus, if $\varepsilon_{-1}=1$, so that $\sigma_{0}>0$,

$$
\left|\left(-1+\theta_{0}+\sigma_{0}\right)\left(1-\phi_{0}+\tau_{0}\right)\right|<2.7672 \times .7672
$$

While, if $\varepsilon_{-1}=-1$, so that $\sigma_{0}<0$,

$$
\left|\left(-1-\theta_{0}+\sigma_{0}\right)\left(-1-\phi_{0}+\tau_{0}\right)\right|<.7672 \times 2.7672 .
$$

By (4.42),

$$
\begin{equation*}
3 /\left|\theta_{0} \phi_{0}-1\right|<3 /\left((2.618)^{2}+1\right)<.382 \tag{4.44}
\end{equation*}
$$

It now follows from (4.43) and (4.44) that

$$
3 \pi_{0} / \Delta<.811<1
$$

Lemma 4.13. If $n \geq 11$, then $\pi_{0}<\Delta / 3$ for the chain pair

$$
\begin{equation*}
\cdots, 2,-2, \frac{3}{1}, 2,-2,-2,2, \ldots \tag{i}
\end{equation*}
$$

where

$$
\begin{gathered}
-\theta_{0}=\phi_{0}=s \\
\theta_{-2}=\left[3_{m},-s\right](m \geq 11), \quad \phi_{5}=\left[3_{k}, 2,-2, s\right](k \geq 7)
\end{gathered}
$$

and for the chain pair

$$
\begin{align*}
& \ldots, 2,-2,3,2,-2,-3,-3, \ldots  \tag{ii}\\
& \cdots, 0,0,1,0,-1,-1, \pm 1, \ldots
\end{align*}
$$

where

$$
\begin{gathered}
-\theta_{0}=\phi_{0}=S \\
\theta_{-2}=\left[3_{m},-S\right](m \geq 11), \quad \phi_{5}=\left[-3_{k}, s\right](k \geq 8) .
\end{gathered}
$$

Proof. As in ( 4.36 ), in both cases we have

$$
\begin{equation*}
\left|1-\phi_{0}+\tau_{0}\right|<.6531 \tag{4.45}
\end{equation*}
$$

Also, in both cases,

$$
\begin{aligned}
\sigma_{0}= & \left.\| \frac{1}{\theta-1}\left(1-\frac{1}{|\theta-2|}\right) \right\rvert\,<.3821, \\
& 2.6180<\theta_{0}<2.6181 .
\end{aligned}
$$

Thus

$$
\left.\begin{array}{l}
\left|-1+\theta_{0}+\sigma_{0}\right|<4.0002,  \tag{4.46}\\
3 /\left|\theta_{0} \phi_{0}-1\right|<.382 \quad(\text { as in }(4.44) .
\end{array}\right\}
$$

By (4.45) and (4.46)

$$
3 \pi_{0} / \Delta<.9983<1 .
$$

Lemma 4. 14. If $n \geq 11$, then $\pi_{0}<\Delta / 3$ for the chain pair
(i)

$$
\begin{aligned}
& \ldots, 2,-2,[2,-2,-2,2]_{k}, 2,-2,-3,-2,2, \ldots \\
& \ldots, 0,0,[0,0,0,0]_{k}, 0,0,1,0,0, \ldots
\end{aligned}
$$

Where

$$
\begin{gathered}
-0-4 k-3=\phi-4 k-3=s \\
\theta_{-4 k-5}=\left[3_{n},-s\right], \quad \phi_{2}=\left[3_{m}, 2,-2, s\right] \quad(m \geq 0),
\end{gathered}
$$

and for the chain pair

$$
\begin{aligned}
\text { (ii) } \ldots, 2,-2,[2,-2,-2,2]_{k}, 2,-2,-3,-3,-2,2, \ldots & (k \geq 0),
\end{aligned}
$$

where

$$
\begin{gathered}
-\theta_{-4 k-3}=\phi_{-4 k-3}=5 \\
\theta_{-4 k-5}=\left[3_{n},-s\right], \quad \phi_{3}=\left[3_{m}, 2,-2, s\right] \quad(m \geq 0)
\end{gathered}
$$

Proof. For the chain pair (i)

$$
\begin{gathered}
\left|\tau_{0}\right|<1 \\
2.6180<\left|\phi_{0}\right|<2.6303
\end{gathered}
$$

and for the chain pair (ii)

$$
\begin{gathered}
\tau_{0}= \pm 1+\left|\frac{1}{\phi_{1} \phi_{2}}\left(1-\frac{1}{\phi_{3}}\right)\right|= \pm 1+\mid .382 \times .6303 \times .6181 \|,(4.47) \\
2.618<\left|\phi_{0}\right|<2.620 .
\end{gathered}
$$

Hence in both cases,

$$
\begin{equation*}
\left|1+\phi_{0}+\tau_{0}\right|<2.769 \tag{4.48}
\end{equation*}
$$

Also in both cases,

$$
\begin{aligned}
\sigma_{0} & =1+\| \frac{1}{\theta-1^{\theta}-2^{\theta}-4 k-3^{\theta}-4 k-4}\left(1-\frac{1}{\theta_{-4}-4 k-5}\right) \\
& =1+4.414 \times .382 \times(.6181)^{3}\|=1+\| .038 \%,(4.49)
\end{aligned}
$$

$$
2.586<\left|\theta_{0}\right|<2.6181 .
$$

Thus

$$
\left.\begin{array}{c}
\left|1+\theta_{0}+\sigma_{0}\right|<6561 \\
3 /\left|\theta_{0} \phi_{0}-1\right|<.520 \quad(\text { as in }(4.30))
\end{array}\right\}
$$

It now follows from (4.48) and (4.50) that

$$
3 \pi_{0} / \Delta<.945<1
$$

Lemma 4.15. If $n \geq 11$, then $\pi_{0}<\Delta / 3$ for the chain pair
(i) $\quad \ldots, 2,-2,2,-2,\left[\begin{array}{c}-2,2,2,-2 \\ -1 \\ 0,0,0, \\ 0,0\end{array}\right] \frac{-2,2,3,2,-2, \ldots}{k}, 0,1, \underline{0}, 0, \ldots(k \geq 0)$,
where

$$
\begin{gathered}
{ }^{-\theta}-4 k-5=\phi_{-4 k-5}=s \\
{ }_{-4 k-7}=\left[3_{n},-s\right], \quad \phi_{2}=\left[-3_{m}, s\right] \quad(m \geq 3) .
\end{gathered}
$$

and for the chain pair

$$
\begin{align*}
& \ldots, 2,-2,2,-2,\left[\begin{array}{c}
-2,2,2,-2 \\
\cdots, 0,0,0,0,
\end{array}\right]_{k},-2,2,3,3,2,-2, \ldots(k \geq 0), \tag{ii}
\end{align*}
$$

where

$$
\begin{gathered}
-\theta-4 k-5=\phi_{-4 k-5}=s \\
{ }_{-4 k-7}=\left[3_{n},-s\right], \quad \phi_{3}=\left[-3_{m}, s\right] \quad(m \geq 3) .
\end{gathered}
$$

Proof. For the chain pair (i)

$$
\left|\tau_{0}\right|<1
$$

and for the chain pair (ii), in a way similar to (4.47), we get

$$
\tau_{0}= \pm 1+\|\cdot 147\| .
$$

In both cases,

$$
2.6173<\phi_{0}<2.6181
$$

so that

$$
\begin{equation*}
\left|-1+\phi_{0}+\tau_{0}\right|<2.766 \tag{4.51}
\end{equation*}
$$

Also, for both dain pairs, (4.49) holds, and

$$
2.6180<\theta_{0}<2.6199
$$

Hence

$$
\left.\begin{array}{l}
\left|1-\theta_{0}+\sigma_{0}\right|<.658 \\
3 /\left|\theta_{0} \phi_{0}-1\right|<3 /(2.6180 \times 2.6173-1)<513 . \tag{4.52}
\end{array}\right\}
$$

It now follows from (4.51) and (4.52) that

$$
3 \pi_{0} / \Delta<.933<1
$$

Proof of Lemma 4.6. By Lemma 2.13 and the discussion following the statement of Lemma 4.6 , it is sufficient to show that if $\left\{a_{r}\right\}$ is a permissible a-chain which contains one of the subchains (i) to (vi) of Lemma 4.5, and $\left\{\varepsilon_{r}\right\}$ is a corresponding $\varepsilon$-chain, then $\left\{a_{r}\right\}$ or its negative or its reverse or its negative reversed is one of the a-chains considered in Lemmas 4.7 to 4.15 and $\left\{\varepsilon_{r}\right\}$ or its negative is one of the corresponding $\varepsilon$-chains considered in these lemmas.

The chain pairs of Lemmas 4.7 and 4.8 include all the a-chains containing (i) and all corresponding $\varepsilon$-chains or their negatives.

$$
\text { If } y=\left[-3_{k}, 5\right] \text {, then by }(4.22) \text {, any semi-regular }
$$

continued fraction expansion of $y$ must begin in one of the
following ways:

$$
\begin{array}{lll}
y \equiv[-2,2, z], & z=\left[3_{k-3}, 2,-2, s\right] & (k \geq 3) ;(4.53) \\
y \equiv[-3,-2,2, z], & z=\left[3_{k-4}, 2,-2, s\right] & (k \geq 4) ;(4.54) \\
y \equiv[-3,-3, z], & z=\left[-3_{k-2}, 5\right] & (k \geq 2) .(4.55)
\end{array}
$$

Hence the chain pairs of Lemmas $4.9,4.10$, and 4.11 include all a-chains containing (ii) and all corresponding e-chains or their negatives.

The chain pairs of Lemma 4.12 consist of all a-chains containing (iii) with all corresponding $\varepsilon$-chains or their negatives.

For the subchain (iv), y must be given by one of (4.53), (4.54), and (4.55). Hence the chain pairs of Lemmas 4.10 , 4.11, and 4.13 include all a-chains containing (iv) and all corresponding $\varepsilon$-chains or their negatives.

For the subchain (v), y must be given by one of (4.53), (4.54), or (4.55). If y satisfies (4.53) or (4.54), then all a-chains containing ( $v$ ) and all corresponding $\varepsilon$-chains or their negatives are included in the chain pairs of Lemma 4.14. If $y$ satisfies (4.55), then the chain pairs of Lemmas 4.7 and 4.8 include the reverses of the negatives of all a-chains containing (v) and all corresponding $\varepsilon$-chains or their negatives.

For the subchain (vi), the semi-regular continued fraction expansion of $y$ must begin in one of the following ways (see (4.21)):

$$
\begin{array}{llll}
y \equiv[2,-2, z], & z=\left[-3_{m}, s\right] & (m \geq 0), & (4.56) \\
y \equiv[3,2,-2, z], & z=\left[-3_{m}, s\right] & (m \geq 0), & (4.57) \\
y \equiv\left[3_{p}, 2,-2, z\right], & z=\left[-3_{m}, s\right] & (m \geq p \geq 2) . & (4.58) \tag{4.58}
\end{array}
$$

If $y$ is given by $(4.56)$ or ( 4.57 ) with $m \geq 3$, then all a-chains containing (vi) and all corresponding $\varepsilon$-chains or their negatives are included in the chain pairs of Lemma 4. 15. If $y$ satisfies (4.56) or (4.57) with $m=0,1,2$, then it follows from (4.18), (4.19), and (4.20) that every permissible a-chain containing (vi) must be the reverse of the negative of an a-chain containing one of the subchains (i) to (v). If y satisfies (4.58), then all a-chains containing (vi) and all corresponding $\varepsilon$-chains are included in the chain pairs of Lemmas 4.7 and 4.8.

This completes the proof of Lemma 4.6 and so of Theorem 4.1.

## CHAPTER 5

## SOME SPECIAL FORMS

In Chapter 4 I considered the subsequence $\left\{g_{n}\right\}(n \geq 1)$ of the symmetric Markov forms defined by (4.1) and obtained the inhomogeneous minimum of $g_{n}$ for $n \geq 11$. In sections 5.1 to 5.4 of this chapter I shall discuss the first few of the forms $g_{n}$, and then in section 5.5 I shall discuss the form $\mathrm{g}=(1, \sqrt{5},-1)$, which may be regarded as the limiting symmetric Markov form. In this chapter I shall use the notation and results of section 2.5 and of Chapter 4 .
5.1. The Early Symmetric Markov Forms

The first two Markov forms $F_{o}, F_{1}$ (see sect. 1.4) do not belong to the sequence $\left\{g_{n}\right\}$ for $n \geq 1$ and were not included in the general discussion of chapter 4 because the continued fraction expansions, both simple and semi-regular, of their roots are rather special; however the coefficients of $F_{o}, F_{1}$ are of the same form as those of the $g_{n}$, and so we may write

$$
\begin{gathered}
g_{-1}(x, y)=x^{2}+x y-y^{2}=F_{0}(x, y) \\
g_{0}(x, y)=2 x^{2}+4 x y-2 y^{2}=2 F_{1}(x, y)
\end{gathered}
$$

The inhomogeneous minima of $F_{0}$ and $F_{1}$ have been studied exhaustively by Davenport [24,25] and Varnavides [49]. For the sake of completeness I include the following two theorems.

Theorem 5.1. For the form $g_{-1}=(1,1,-1)=F_{0}$, we have

$$
M\left(g_{-1}\right)=\frac{1}{4}=\frac{1}{4} m\left(g_{-1}\right) .
$$

Proof. (Barnes [5]). Clearly $m\left(g_{-1}\right)=1$, and so

$$
M\left(g_{-1}\right) \geq \frac{1}{4} m\left(g_{-1}\right)=\frac{1}{4}
$$

and by Theorem 3.5,

$$
M\left(g_{-1}\right) \leq \frac{1}{4} \mu\left(g_{-1}\right)=\frac{1}{4}
$$

Theorem 5.2. For the form $g_{0}=(2,4,-2)=2 \mathbb{F}_{1}$, we have

$$
\begin{aligned}
M\left(g_{0}\right) & =1 \\
M_{2}\left(g_{0}\right)=\frac{1}{2} & =\frac{1}{4} m\left(g_{0}\right)
\end{aligned}
$$

Proof. Clearly $m\left(g_{0}\right)=2$, and, for integral $x, y$,

$$
\left|5_{0}(2 x+1,2 y+1)\right|=|2(2 x+2 y+2)(2 x-2 y)+4(2 x+1)(2 y+1)| \geq 4
$$

Hence

$$
\begin{gathered}
M\left(g_{0} ; \frac{1}{2}, 0\right)=M\left(g_{0} ; 0, \frac{1}{2}\right)=\frac{1}{2}, \\
M\left(g_{0} ; \frac{1}{2}, \frac{1}{2}\right)=1 .
\end{gathered}
$$

The only I-reduced form equivalent to $g_{0}$ is $f=(2,8,4)$. Since $\lambda(f)=2$, it follows from Lemma 2.11 that $M(P) \leq \frac{1}{2}$ for every chain of $I-r e d u c e d$ forms containing $f$ and every corresponding $\varepsilon$-chain. The only chain of I-reduced forms,
equivalent to $g_{0}$ which does not contain $f$ is the one corresponding to the even a-chain from $g_{0}$ for which, by (3.37),

$$
M(P)=M\left(g_{0} ; \frac{1}{2} \cdot \frac{1}{2}\right)
$$

The result now follows.

Since $4=8 \times 2-3 \times 4$, Theorems 5.1 and 5.2 mean that Theorem 4.1 holds for $\mathrm{n}=-1,0$. In sections 5.2, 5.3, and 5.4 I shall show that Theorem 4.1 holds for $n=1,2$, and 3 . This strongly suggests that the theorem holds also for $4 \leq n \leq 10$ and so for all $n \geq-1$, but the details of the proof for $4 \leq n \leq 10$ would be very tedious.

The inhomogeneous minimum of the form $g_{q}$ was obtained by Davenport [25] by a different method.

All the results of sections $4.1,4.2$, and 4.3 except Lemma 4.5 hold for $n=1,2,3$; hence, in order to prove Theorem 4.1 for $n=1,2,3$, it is sufficient to show that if $n=1,2,3$ and $\left\{a_{r}\right\}$ is a permissible a-chain from $g_{n}$ which is not even, then for every corresponding $\varepsilon$-chain

$$
M(P)=M\left(\left\{a_{r}\right\},\left\{\varepsilon_{r}\right\}\right)<\frac{1}{4} u_{2 n+3^{\circ}}
$$

5.2. The Form $g_{1}=(5,11,-5)=\mathrm{F}_{2}$

Theorem 5. 3. For the form $g_{1}=(5,11,-5)=F_{2}$ we have

$$
M\left(g_{1}\right)=\frac{5}{4}=\frac{1}{4} m\left(g_{1}\right)
$$

## Proof. By (4.15)

$$
S=[3,2,-2, s] .
$$

Hence, by (4.19), the only permissible expansions of $s$ are

$$
\begin{aligned}
& S \equiv[3,2,-2, s] \\
& S \equiv[2,-2,-3, S] .
\end{aligned}
$$

It now follows from the symmetry of the form $g_{1}$, whose roots are $R_{1}=-S, R_{2}=S$, that any permissible a-chain from $g_{1}$ must be an arrangement of either or both of the blocks of numbers

$$
\begin{aligned}
& A=3,2,-2, \\
& B=2,-2,-3,
\end{aligned}
$$

In Lemmas 5.1 and 5.2 we shall show that, if an a-chain contains $B A$ or AAAA, then, for every corresponding $\varepsilon$-chain, we have, for some $r$,

$$
M(P) \leq \frac{1}{4} \pi r<\frac{5}{4} .
$$

Since $B$ is the negative of $A$ reversed, this result holds also for a-chains containing BBBB . An arrangement of either or both of $A, B$ which does not contain $A A A A$ or $B B B B$ must contain BA. Thus the a-chains of Lemmas 5.1 and 5.2 include all permissible a-chains from $g_{1}$ or their negatives reversed. Hence the proof of Theorem 5.3 will follow from Lemmas 5.1 and 5.2.

For the proof's of Lemmas 5.1 and 5.2 we need the numerical information given in Table 2 , in which the same conventions are used as in Table 1.

TABLE 2

| $x$ | $x$ | $1 / x$ | $[-2, x]$ | $1 /[-2, x]$ | $[2,-2, x]$ | $1 / 12,-2, x]$. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $s$ | 2.5866 | 0.3866 | -2.3866 | -0.4190 | 2.4190 | 0.4133 |
| $[-3, s]$ | -3.3866 | -0.2952 | -1.7047 | -0.5866 | 2.5866 | 0.3866 |
| $14.86606<\Delta<14.86607$ |  |  |  |  |  |  |

The proofs of Lemmas 5.1 and 5.2 and of the other lemmas of this chapter follow exactly the same lines as those of Lemmas 4.7 to 4.15. Therefore less detail will be given in the computations than was given in Chapter 4.

By Lemma 2.13, we can fix the sign of one $\varepsilon_{r}$ in a given e-chain without loss of generality; we do so without comment in the lemmas of this chapter.

Lemma 5.1. $\pi_{0}<5$ for the chain pair

$$
\begin{aligned}
& \cdots, 2,-2,-3,3,2,-2, \ldots \\
& \cdots, 0,0, \pm 1,1,0,0, \ldots
\end{aligned}
$$

where

$$
\theta_{-3}=-5, \quad \phi_{3}=s .
$$

Proof. We have

$$
\tau_{0}=1+\left|\frac{1}{\varphi_{1} \phi_{2}}\left(1-\frac{1}{\left|\phi_{3}\right|}\right)\right|=1+\|\cdot 107\|
$$

Similarly,

$$
\sigma_{0}= \pm 1+\|.107\|
$$

Also

$$
\begin{equation*}
2.586<\phi_{0}<2.587, \quad 2.586<\left|\theta_{0}\right|<2.587 . \tag{5.1}
\end{equation*}
$$

Thus, if $\varepsilon_{-1}=1$ so that $\sigma_{0}>0$,

$$
\left.\begin{array}{c}
\left|\left(-1+\theta_{0}+\sigma_{0}\right)\left(1-\phi_{0}+\tau_{0}\right)\right|<2.694 \times .694 \\
\text { while, if } \varepsilon_{-1}=-1 \text { so that } \sigma_{0}<0, \\
\left|\left(-1-\theta_{0}+\sigma_{0}\right)\left(-1-\phi_{0}+\tau_{0}\right)\right|<.694 \times 2.694 \cdot \\
\Delta /\left|\theta_{0} \phi_{0}-1\right|<14.867 /\left((2.586)^{2}+1\right)<1.935 \tag{5.3}
\end{array}\right\}
$$

It follows from (5.2) and (5.3) that

$$
\pi_{0}<3.7<5
$$

Lemma 5.2. $\pi_{0}<5$ for the chain pair

$$
\begin{aligned}
& \cdots, 3,2,-2,3,2,-2,3,2,-2,3,2,-2, \ldots \\
& \cdots, \pm 1,0,0, \pm 1,0,0,1,0,0, \pm 1,0,0, \cdots
\end{aligned}
$$

where

$$
\theta_{-6}=-s, \quad \phi_{6}=s .
$$

Proof. We have

$$
\begin{aligned}
\tau_{0} & =1 \pm \frac{1}{\phi_{1} \phi_{2}^{\phi_{3}}}+\frac{1}{\phi_{1}^{\phi_{2} \phi_{3}^{\phi} 4^{\phi} 5}}\left(1-\frac{1}{\phi_{6} \mid}\right) \\
& >1-.068-.008=.924
\end{aligned}
$$

Since $\theta_{0}, \phi_{0}$ satisfy (5.1), it follows that (5.3) holds and

$$
\begin{equation*}
\left|1-\phi_{0}+\tau_{0}\right|<.663 \tag{5.4}
\end{equation*}
$$

Also

$$
\begin{aligned}
\sigma_{0} & =\frac{1}{ \pm-1-2} \pm \frac{1}{-1^{\theta}-2^{\theta}-3^{\theta}-4^{\theta}-5}+\frac{1}{\theta_{-1}^{\theta}-2^{\theta}-3^{\theta}-4^{\theta}-5}\left(1-\frac{1}{\mid \theta-6}\right) \\
& <174+(.174 \times .068)+(.174 \times .068 \times .614)<.194
\end{aligned}
$$

Hence

$$
\begin{gather*}
\left|-1+\theta_{0}+\sigma_{0}\right|<3.781 .  \tag{5.5}\\
\text { It follows from }(5.3),(5.4) \text {, and }(5.5) \text { that } \\
\pi_{0}<4.86<5 .
\end{gather*}
$$

By the argument following the statement of Theorem 5.3, this completes the proof of Theorem 5.3.
5.3. The Form $g_{2}=(13,29,-13)=F_{3}$

Theorem 5.4. For the form $g_{2}=(13,29,-13)=F_{3}$, we have

$$
m\left(g_{2}\right)=\frac{13}{4}=\frac{1}{4} m\left(g_{2}\right)
$$

Proof. By (4.15),

$$
s=[3,3,2,-2, s]
$$

Hence, by (4.19) and (4.20), the only permissible expansions of S are

$$
\begin{aligned}
& S \equiv[3,3,2,-2, s], \\
& S \equiv[3,2,-2,-3, s], \\
& S \equiv[2,-2,-3,-3,5] .
\end{aligned}
$$

It now follows from the symmetry of the form $g_{2}$, whose roots are $R_{1}=S, R_{2}=S$, that any permissible a-chain from $g_{2}$ must be an arrangement of some or all of the three blocks of numbers

$$
\begin{aligned}
& A=3,3,2,-2, \\
& B=3,2,-2,-3, \\
& C=2,-2,-3,-3,
\end{aligned}
$$

In Lemmas 5.3 to 5.7 we shall show that, if an a-chain contains $A A, B B, A C, B A B$, or $B C A B$, then for every corresponding $\varepsilon_{-c h a i n}$,

$$
M(P)<\frac{13}{4}
$$

Since C is the negative of A reversed and B is its own negative reversed, this result holds also for a-chains containing $C C$ and $B C B$. Any arrangement of some or all of $A, B$, and $C$ which does not contain $B B$ must contain $A$ or $C ;$ any arrangement which contains $A$ but none of $A A, B B, A C, C C$, must contain BAB or BCAB , and similarly any arrangement which contains $C$ but none of $A A, B B, A C, C C$ must contain $B C B$ or $B C A B$. Thus the chains of Lemmas 5.3 to 5.7 include all permissible a-chains from $g_{2}$ or their negatives reversed. Hence the proof of Theorem 5.4 will follow from Lemmas 5.3 to 5.7.

For the proofs of these lemmas we need the numerical information given in Table 3, in which the same conventions are used as in Table 1.

## TABLE 3

| $x$ | $x$ | $1 / x$ | $[-2, x]$ | $1 /[2, x]$ | $[2,-2, x]$ | $1 / 2,-2, x]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $s$ | 2.6134 | 0.3826 | -2.3826 | -0.4197 | 2.4197 | 0.4132 |
| $[-3, s]$ | -3.3826 | -0.2956 | -1.7043 | -0.5867 | 2.5867 | 0.3865 |
| $[-3, s]$ | -2.7043 | -0.3697 | -1.6302 | -0.6134 | 2.6134 | 0.3826 |
| $38.94868<\Delta<38.94869$ |  |  |  |  |  |  |

Lemma 5.3. $\pi_{0}<13$ for the chain pair

$$
\begin{aligned}
& \cdots, 3,3,2,-2,3,3,2,-2, \ldots \\
& \cdots, \pm 1, \pm 1,0,0, \pm 1,1,0,0, \ldots
\end{aligned}
$$

where

$$
-\theta_{-5}=\phi_{3}=s
$$

Proof. We have

$$
\begin{align*}
\tau_{0}= & 1+\left\|\frac{1}{\phi_{1}}\left(1-\frac{1}{\mid \phi_{2}}-\frac{2}{\mid \phi_{2} \phi_{3}}\right)\right\| \\
= & 1+\|.109\|_{\| .891} \\
& 2.586<\phi_{0}<2.587 . \tag{5.6}
\end{align*}
$$

Therefore

$$
\begin{equation*}
\left|1-\phi_{0}+\tau_{0}\right|<.696 \tag{5.7}
\end{equation*}
$$

Also

$$
\begin{align*}
\sigma_{0}= & \left. \pm 1+\| 1-\frac{1}{\mid \theta-1}-\frac{2}{\theta_{-1}^{\theta}-2} \right\rvert\, \\
= & \pm 1+\|.150\|<1.150 \\
& 3.382<\theta_{0}<3.383 . \tag{5.8}
\end{align*}
$$

Thus

$$
\begin{gathered}
\left|-1+\theta_{0}+\sigma_{0}\right|<3.533, \\
\Delta /\left|\epsilon_{0} \phi_{0}-1\right|<38.949 /(2.586 \times 3.382-1)<5.03 \\
\text { It follows from }(5.7),(5.9) \text {, and }(5.10) \text { that } \\
\pi_{0}<12.37<13 .
\end{gathered}
$$

Lemma 5.4. $\pi_{0}<13$ for the chain pair
$\ldots, 3,2,-2,-2,3,2,-2,-3, \ldots$
$\cdots, \pm 1,0,0, \pm 1,1,0,0, \pm 1, \ldots$
where

$$
-\theta_{-4}=\phi_{4}=s
$$

Proof. We have

$$
\tau_{0}=1+\left|1-\frac{1}{\left|\phi_{1}\right|}-\frac{2}{\left|\phi_{1} \phi_{2}\right|}\right|=1+\|.162\|_{0}
$$

Similarly,

$$
\sigma_{0}= \pm 1+\|.162\|
$$

Also

$$
2.613<\left|\theta_{0}\right|<2.614, \quad 2.613<\phi_{0}<2.614 .
$$

Thus, if $\varepsilon_{-1}=1$ so that $\sigma_{0}>0$,

$$
\begin{equation*}
\left|\left(-1+\theta_{0}+\sigma_{0}\right)\left(1-\phi_{0}+\tau_{0}\right)\right|<2.776 \times .776 \tag{5.11}
\end{equation*}
$$

while, if $\varepsilon_{-1}=-1$ so that $\sigma_{0}<0$,

$$
\left|\left(-1-\theta_{0}+\sigma_{0}\right)\left(-1-\phi_{0}+\tau_{0}\right)\right|<.776 \times 2.776 .
$$

Also

$$
\begin{equation*}
\Delta /\left|\theta_{0} \phi_{0}-1\right|<4.977 \tag{5.12}
\end{equation*}
$$

It follows from (5.11) and (5.12) that

$$
\pi_{0}<10.8<13
$$

Lemma 5.5. $\pi_{0}<13$ for the chain pair

$$
\begin{aligned}
& \cdots, 3,3,2,-2,2,-2,-3,-3, \cdots \\
& \cdots, \pm 1,1,0,0,0,0, \pm 1, \pm 1, \cdots
\end{aligned}
$$

where

$$
-\theta_{-1}=\phi_{7}=s, \quad \phi_{5}=[-3,-3,5]
$$

Proof. We have

$$
\begin{aligned}
\tau_{0} & =1+\| \frac{1}{\phi_{1} \phi_{2}}\left(1-\frac{1}{\phi_{3} \mid}-\frac{2}{\phi_{3} \phi_{4} \mid}\right) \\
& =1+\|.027\|
\end{aligned}
$$

$\theta_{0}, \phi_{0}$ satisfy (5.6) and (5.8); hence (5.10) holds, and

$$
\begin{equation*}
\left|1-\phi_{0}+\tau_{0}\right|<.614 \tag{5.13}
\end{equation*}
$$

Also

$$
\sigma_{0}= \pm 1+\left\|1-\frac{1}{\left|\theta_{-1}\right|}= \pm 1+\right\| .618
$$

so that

$$
\begin{equation*}
\left|-1+\theta_{0}+\sigma_{0}\right|<4.001 \tag{5.14}
\end{equation*}
$$

It follows from $(5.10),(5.13)$, and $(5.14)$ that

$$
\pi_{0}<12.4<13
$$

Lemma 5. 6. $\pi_{0}<13$ for the chain pair

$$
\begin{align*}
& \cdots, 3,2,-2,-3,3,3,2,-2,3,2,-2,-3, \ldots  \tag{i}\\
& \cdots, \pm 1,0,0,1, \pm 1, \pm 1,0,0, \pm 1,0,0, \pm 1, \ldots
\end{align*}
$$

Where

$$
-\theta_{-1}=\phi_{-1}=s, \quad \phi_{0}=[3,2,-2, s]
$$

and for the chain pair
(ii) $\ldots, 3,2,-2,-3,2,-2,-3,-3,3,3,2,-2,3,2,-2,-3, \ldots$

$$
\cdots, \pm 1,0,0, \pm 1,0,0,-1,1, \pm 1, \pm 1,0,0, \pm 1,0,0, \pm 1, \ldots
$$

where

$$
-_{-1}=\phi_{-1}=s, \quad \phi_{0}=[3,2,-2, s]
$$

Proof. If $\varepsilon_{0}=1$, then

$$
\begin{align*}
\tau_{0} & = \pm \frac{1}{\phi_{1} \phi_{2}^{\phi_{3}}}+\frac{1}{\phi_{1} \phi_{2}^{\phi_{3}}}\left(-\frac{1}{\left|\phi_{4}\right|}-\frac{2}{\mid \phi_{4}^{\phi_{5}}}\right) \\
& >1-.067+\|.067 \times .162\|>.921 ; \tag{5.15}
\end{align*}
$$

also $\theta_{0}, \phi_{0}$ satisfy (5.6) and (5.8). Hence (5.10) holds and

$$
\begin{equation*}
\left|1-\phi_{0}+\tau_{0}\right|<.666 \tag{5.16}
\end{equation*}
$$

For the chain pair (i),

$$
\begin{aligned}
\sigma_{0} & = \pm 1-\frac{1}{\theta-1}+\frac{1}{\theta-1^{\theta}-2^{\theta}-3}\left(\left.-\frac{1}{\left.\right|^{\theta}-4} \right\rvert\,\right. \\
\left|\sigma_{0}\right| & <1+.383+.062<1.445
\end{aligned}
$$

and for the chain pair (ii),

$$
\begin{aligned}
\sigma_{0} & \left.= \pm 1-\frac{1}{\theta-1}-\frac{1}{\theta-1 \theta^{\theta}-2}+\| \frac{1}{\theta_{-1}^{\theta}-2}\left(-\frac{1}{\left|\theta_{-3}\right|}\right) \right\rvert\, \\
\left|\sigma_{0}\right| & <1-\frac{1}{\theta-1} .
\end{aligned}
$$

Thus in both cases

$$
\begin{equation*}
\left|-1+\theta_{0}+\sigma_{0}\right|<3.828 \tag{5.17}
\end{equation*}
$$

Hence, if $\varepsilon_{0}=1$, then by (5.16) , (5.17), and (5.10),

$$
\pi_{0}<12.9<13 ;
$$

if $\varepsilon_{0}=-1$, we get the same result by considering the product

$$
\left|\left(-1+\phi_{0}+\tau_{0}\right)\left(1-\theta_{0}+\sigma_{0}\right)\right| .
$$

Lemma 5.7. $\pi_{-2}<13$ for the chain pair
$\ldots, 3,2,-2,-3,2,-2,-3,-3,3,3,2,-2,3,2,-2,-3, \ldots$
$\ldots, \pm 1,0,0, \pm 1,0,0,1,1, \pm 1, \pm 1,0,0, \pm 1,0,0, \pm 1, \ldots$
where

$$
-_{-1}=\phi_{-1}=s, \quad \theta_{-2}=\phi_{0}=[3,2,-2, s] .
$$

Proof. The relation (5.10) holds, since

$$
2.586<\left|\theta_{-2}\right|<2.587, \quad 3.382<\left|\phi_{-2}\right|<3.383 .
$$

By the same argument as was used to obtain (5.15)
vie have

$$
\sigma_{-2}>.921
$$

so that

$$
\begin{equation*}
\left|1+\theta_{-2}+\sigma_{-2}\right|<.666 \tag{5.18}
\end{equation*}
$$

Also

$$
\tau_{-2}=1+\left|1-\frac{1}{\left|\phi_{-1}\right|}\right|>.295
$$

so that

$$
\left|1+\phi_{-2}+\tau_{-2}\right|<2.088
$$

It follows from (5.18), (5.19), and (5.10) that

$$
\pi_{-2}<7<13 .
$$

By the remarks following the statement of Theorem 5.4, this completes the proof of Theorem 5.4
5.4. The Form $g_{3}=(34,76,-34)=2 F_{4}{ }^{\circ}$

Theorem 5.5. For the form $g_{3}=(34,76,-34)=2 F_{4}$ we have

$$
\begin{gathered}
M\left(g_{3}\right)=11, \\
M_{2}\left(g_{3}\right)=\frac{17}{2}=\frac{1}{4} m\left(g_{3}\right) .
\end{gathered}
$$

Proof. By (4.15)

$$
S=[3,3,3,2,-2, s]
$$

Using the relations (4.18) to (4.23) we deduce that the only permissible expansions of $S$ are

$$
\begin{aligned}
& S \equiv[3,3,3,2,-2, s], \\
& S \equiv[2,-2,-3,-3,-3, s], \\
& S \equiv[3,3,2,-2,-3, s], \\
& S \equiv[3,2,-2,-3,-3,3], \\
& S \equiv[2,-2,-2,2,2,-2, s] .
\end{aligned}
$$

It now follows from the symmetry of the form $g_{3}$, whose roots are $R_{1}=-S, R_{2}=S$, that any pernissible a-chain from $g_{3}$ must be an arrangement of some or all of the five blocks of numbers:

$$
\begin{aligned}
& A=3,3,3,2,-2, \\
& B=2,-2,-3,-3,-3, \\
& C=3,3,2,-2,-3, \\
& D=3,2,-2,-3,-3, \\
& E=2,-2,-2,2,2,-2,
\end{aligned}
$$

In Lemmas 5.8 and 5.9 we shall show that if an a-chain from $g_{3}$ contains $A$, then, for every corresponding $\varepsilon$-chain

$$
M(P)<\frac{17}{2}
$$

since $B$ is the negative of $A$ reversed, this is true also for a-chains from $g_{3}$ contining $B$. In Lemma 5.10 we shall show that the same result holds for a-chains from $g_{3}$ containing EC or DC; and we shall deduce from Lemmas 5.10 to 5.12 that it holds also for a-chains from $g_{3}$ containing CC. Any permissible a-chain from $g_{3}$ which is not even and does not contain A or B must contain C or D (which is the negative of $C$ reversed) and must therefore contain one of $E C, D C, C C$ or their negatives reversed. Thus, by the remarks at the end of section 5.1, the proof of. Theorem 5.5 will follow from Lemmas 5.8 to 5.12.

The result actually proved in each lemma is that, for the chain-pair considered and for some r,

$$
\pi_{r}<\frac{\Delta}{3} .
$$

Since $\Delta / 3<34$, this implies that $M(P)<17 / 2$.
For the proofs of these lemmas we need the numerical information given in Table 4, in which the same conventions are used as in Table 1.

TABLE 4

| $x$ | $x$ | $1 / x$ | $[-2, x]$ | $1 /[-2, x]$ | $[2,-2, x]$ | $1 / 2,-2, x]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $s$ | 2.6173 | 0.3820 | -2.3820 | -0.4198 | 2.4198 | 0.4132 |
| $[-3, s]$ | -3.3820 | -0.2956 | -1.7043 | -0.5867 | 2.5867 | 0.3865 |
| $[-3, s]$ | -2.7043 | -0.3697 | -1.6302 | -0.6134 | 2.6134 | 0.3826 |
| $[-3, s]$ | -2.6302 | -0.3801 | -1.6198 | -0.6173 | 2.6173 | 0.3820 |

Lemmas 5.8 and 5.9 are similar to Lemmas 4.7 and 4.8 .

Lemma 5.8. $3 \pi_{0} / \Delta<1$ for the chain pairs

$$
\begin{aligned}
& \cdots, 3,3,3,2,-2, \ldots \\
& \cdots, 1,1,1,0,0, \cdots
\end{aligned} \text { and } \quad \cdots, 3,3,3,2,-2, \ldots
$$

where

$$
-_{-2}=\phi_{3}=s
$$

Proof. We have

$$
\begin{gather*}
\tau_{0}=1+\| \frac{1}{\phi_{1} \phi_{2}}\left(1-\frac{1}{\phi_{3} T}\right)>.892,  \tag{5.20}\\
2.586<\phi_{0}<2.587 . \tag{5.21}
\end{gather*}
$$

Thus

$$
\begin{gather*}
\left|1-\phi_{0}+\tau_{0}\right|<.695 .  \tag{5.22}\\
\text { If } \varepsilon_{-1}=-1, \sigma_{0}<0, \text { and if } \varepsilon_{-1}=\varepsilon_{-2}=1, \text { then } \\
\left.\sigma_{0}=1-\frac{1}{\theta_{-1}}+\frac{1}{\theta_{-1}}\left(1-\frac{1}{\left|\theta_{-2}\right|}\right) \right\rvert\,
\end{gather*}
$$

Hence in both cases

$$
\begin{gathered}
\sigma_{0}<.888 \\
2.704<\theta_{0}<2.705 .
\end{gathered}
$$

Therefore

$$
\left.\begin{array}{l}
\left|-1+\theta_{0}+\sigma_{0}\right|<2.593 \\
3 /\left|\theta_{0} \phi_{0}-1\right|<.501
\end{array}\right\}
$$

(5.23)

It follows from (5.22) and (5.23), that

$$
3 \pi_{0} / \Delta<.903<1
$$

Lemma 5.9. $3 \pi_{-1} / \Delta<1$ for the chain pair
$\ldots, 3,3,3,2,-2, \ldots$
where

$$
-\theta_{-2}=\phi_{3}=S
$$

Proof.

$$
\tau_{-1}=1-\frac{1}{\phi_{0}} \tau_{0} ;
$$

hence, by (5.20) and (5.21),

$$
{ }_{-1}>.571
$$

Also

$$
2.613<\phi_{-1}<2.614
$$

so that

$$
\left|1-\phi_{-1}+\tau_{-1}\right|<1.043
$$

(5.24)

We have

$$
\begin{aligned}
\sigma_{-1}= & \left.-1+\| 1-\frac{1}{\theta_{-2} \mid} \right\rvert\,<-.382, \\
& 3.382<\theta_{-1}<3.383 .
\end{aligned}
$$

Hence

$$
\left.\begin{array}{l}
\left|-1+\theta_{-1}+\sigma_{-1}\right|<2.001  \tag{5.25}\\
3 /\left|\theta_{-1} \phi_{-1}-1\right|<.383 .
\end{array}\right\}
$$

It follows from (5.24) and (5.25) that

$$
3 \pi_{0} / \Delta<.8<1
$$

Lemma 5.10. $3 M(P) / \Delta<1$ for the following chain pairs

$$
\begin{align*}
& \cdots, 3, \frac{3}{2},-2,-3, \ldots  \tag{i}\\
& \cdots,-1,1,0,0, \pm 1, \ldots
\end{align*}
$$

$$
\begin{align*}
& \cdots, 2,-2,-2,2,2,-2,3,3,2,-2,-3, \ldots  \tag{ii}\\
& \ldots, 0,0,0,0,0,0,1,1,0,0, \pm 1, \ldots
\end{align*}
$$

$$
\begin{align*}
& \cdots, 3,2,-2,-3,-3,3,3,2,-2,-3, \ldots  \tag{iii}\\
& \cdots, \pm 1,0,0,1,-1,1,1,0,0, \pm 1, \cdots
\end{align*}
$$

$$
\begin{align*}
& \cdots, 3,2,-2,-3,-3,3,3,2,-2,-3, \ldots  \tag{iv}\\
& \cdots, \pm 1,0,0,-1,1,1,1,0,0, \pm 1, \ldots
\end{align*}
$$

where, in each case,

$$
-_{-1}=\phi_{-1}=s, \quad \phi_{0}=[3,2,-2,-3, s] .
$$

Proof. For the chain pairs (i), (ii), and (iii) we have

$$
\begin{gather*}
\left.\tau_{0}=1+\frac{1}{\phi_{1} \phi_{2}}\left(1-\frac{1}{\left|\phi_{3}\right|}-\frac{2}{\mid \phi_{3} \phi_{4}}\right) \right\rvert\,>.890 \\
2.613<\phi_{0}<2.614 \tag{5.26}
\end{gather*}
$$

Therefore

$$
\begin{equation*}
\left|1-\phi_{0}+\tau_{0}\right|<.724 \tag{5.27}
\end{equation*}
$$

For the chain pair (i), $\sigma_{0}<0$; for the chain pair (iii),

$$
\sigma_{0}=1+\frac{1}{\theta-1}+\left|\frac{1}{\theta-1}\left(1-\frac{1}{|\theta-2|}\right)\right|<1 ;
$$

and for the chain pair (ii)

$$
\sigma_{0}=1+\left|\frac{1}{\theta_{-1}-2 \ldots \theta^{6}-6}\left(1-\frac{1}{\left|{ }^{\theta}-7\right|}\right)\right|
$$

Thus in all three cases

$$
\begin{gather*}
\sigma_{0}<1.010 \\
3.382<\theta_{0}<3.383 . \tag{5.28}
\end{gather*}
$$

Hence

$$
\begin{align*}
\left|-1+\theta_{0}+\sigma_{0}\right| & <3.393  \tag{5.29}\\
3 /\left|\theta_{0} \phi_{0}-1\right| & <.383 .
\end{align*}
$$

It follows from (5.27), (5.29) and (5.30) that, for the chain pairs (i), (ii), and (iii),

$$
3 \pi_{0} / \Delta<.95<1 .
$$

Similarly, by considering the product

$$
\left|\left(-1-\theta_{-2}+\sigma_{-2}\right)\left(-1-\phi_{-2}+\tau_{-2}\right)\right|,
$$

we can show that, for the chain pair (iv),

$$
3 \pi_{-2} / \Delta<1 .
$$

Since $3 M(P) / \Delta<1$ for the chain pair (i), it follows that $3 M(P) / \Delta<1$ also for the negative of its reverse:

$$
\begin{align*}
& \ldots, \frac{3}{2},-2,-3,-3, \ldots  \tag{v}\\
& \ldots, \pm 1,0,0,1,1, \ldots
\end{align*}
$$

where

$$
-\theta_{0}=\phi_{0}=s
$$

Thus in Lemma 5.10 we have considered every possible $\varepsilon$-chain (or its negative) corresponding to the a-chains
of the pairs (ii), (iii), and (iv).

Lemma 5.11. $3 \pi_{o} / \Delta<1$ for the chain pair

$$
\begin{aligned}
& \ldots, 3,3,2,-2,-3, \ldots \\
& \cdots, 1,1,0,0,-1, \ldots
\end{aligned}
$$

where

$$
-\theta_{-1}=\phi_{-1}=s, \quad \phi_{0}=[3,2,-2,-3, s] .
$$

Proof. The relation (5.26) holds, and

$$
\tau_{0}=1+\frac{1}{\phi_{1} \phi_{2} \phi_{3}}+\frac{1}{\phi_{1} \phi_{2} \phi_{3}}\left(1-\frac{1}{\left|\phi_{4}\right|}\right) \gg 1 ;
$$

hence

$$
\begin{equation*}
\left|1-\phi_{0}+\tau_{0}\right|<.614 \tag{5.31}
\end{equation*}
$$

Also (5.28) holds and

$$
\sigma_{0}=1+\left|1-\frac{1}{\mid \theta-1}\right|<1.618 ;
$$

thus (5.30) holds and

$$
\begin{gather*}
\left|-1+\theta_{0}+\sigma_{0}\right|<4.001 .  \tag{5.32}\\
\text { It follows from }(5.30),(5.31) \text {, and }(5.32) \text { that } \\
3 \pi_{0} / \Delta<.95<1 \text {. }
\end{gather*}
$$

Lemma 5.12. $3 \pi_{0} / \Delta<1$ for the chain pair

$$
\begin{aligned}
& \ldots, 3,3,2,-2,-3,3,3,2,-2,-3, \ldots \\
& \cdots, 1,1,0,0,1,1,1,0,0,1, \cdots
\end{aligned}
$$

Where

$$
\theta_{-1}=\phi_{-1}=s, \quad \phi_{0}=[3,2,-2,-3, s] .
$$

Proof. The inequalities (5.26) and (5.28) hold, so that (5.30) holds.

We have

$$
\tau_{0}=1-\frac{1}{\phi_{1} \phi_{2} \phi_{3}}+\left|\frac{1}{\phi_{1} \phi_{2}^{\phi_{3}}}\left(1-\frac{1}{\left|\phi_{4}\right|}\right)\right|<.976 .
$$

Thus

$$
\begin{equation*}
\left|-1+\phi_{0}+\tau_{0}\right|<2.590 . \tag{5.33}
\end{equation*}
$$

Also

$$
\begin{aligned}
\sigma_{0} & =1-\frac{1}{\theta^{\theta}-1}+\frac{1}{\theta_{-1}-2}+\left\lvert\, \frac{1}{\theta^{-1}-2}\left(1-\frac{1}{\mid{ }^{\theta}-3}\right)\right. \\
& >1.382 ;
\end{aligned}
$$

thus

$$
\left|1-\theta_{0}+\sigma_{0}\right|<1.001
$$

It follows from (5.30), (5.33), and (5.34) that

$$
3 \pi_{0} / \Delta<.993<1 .
$$

The $\varepsilon$-chains of the chain pairs (i) and (v) of Lemma 5.10 and of the chain pairs of Lemma 5.11 and 5.12 include every possible $\varepsilon$-chain (or its negative) corresponding to an a-chain from $g_{3}$ which contains $C C$, where $C$ is the block of numbers

$$
c=3,3,2,-2,-3,
$$

By the argument following the statement of Theorem 5.5, this completes the proof of the theorem.

### 5.5. Note on the Limiting Symmetric Markov Form

I now consider the form

$$
g(x, y)=x^{2}+\sqrt{5 x y}-y^{2}
$$

If $F(x, y)$ is any symmetric Markov form, then

$$
F(x, y)=Q x^{2}+P x y-Q y^{2},
$$

Where $P^{2}=5 Q^{2}-4($ see sect. 1.4), so that $P(x, y)$ is proportional to the form

$$
f(x, y)=x^{2}+r\left(5-4 / Q^{2}\right) x y-y^{2}
$$

As $Q \rightarrow \infty, f(x, y)$ tends to the form $g(x, y)$. Thus we may regard $g(x, y)$ as the limit of forms proportional to the symnetric Markov forms, and, in particular, as the limit as $n \rightarrow \infty$ of forms proportional to the forms $g_{n}(x, y)$ discussed in Chapter 4. The form $g$ behaves in some ways like one of the forms $g_{n}$ for which $n \equiv 0(\bmod 3)$. This is illustrated by the following lemma.

Lerma 5.13. For the form $g=(1,15,-1)$, we have

$$
\begin{gathered}
m(g)=1, \\
M\left(g ; \frac{1}{2}, \frac{1}{2}\right)=\frac{8-3 \sqrt{5}}{4} .
\end{gathered}
$$

Proof. The form $g$ has determinant 3 and first and second roots $R_{1}=-R, R_{2}=R$, where

$$
\begin{equation*}
R=\frac{3+1 / 5}{2}=(2,1 \infty) \tag{5.36}
\end{equation*}
$$

As in the proof of Lemma 4.1, it can now be deduced from (5.36) and Lagrange's Theorem that for integral ( $x, y \neq(0,0)$ we have

$$
|g(x, y)| \geq 1
$$

and that if $|g(x, y)| \neq 1$, then

$$
|g(x, y)| \geq 8-3 / 5
$$

For integral $X, Y$

$$
g(2 X+1,2 Y+1)=(2 X+1)^{2}-(2 Y+1)^{2}+(2 X+1)(2 Y+1) \cdot r 5 \neq \pm 1
$$

Since $g(1,0)=1$ and $g(3,-1)=8-365$, this completes the proof of the lemma.

The following theorem can be proved geometrically; however I shall prove it by using the methods of section 2.5 and the results of Chapters 3 and 4 , to illustrate the fact that these methods can be applied to forms whose coefficients are not rational.

Theorem 5.6. For the form $g=(1,: 55,-1)$ we have

$$
M(g)=\frac{8-3 \cdot 5}{4}
$$

Proof. By Theorem 3.1 any chain of I-reduced forms equivalent to $g$ must contain one of the forms

$$
\left.\begin{array}{c}
g=(1, \sqrt{5},-1), \\
G\left[\begin{array}{cc}
1 & 1 \\
0 & 1
\end{array}\right]=(1,2+\sqrt{5}, \sqrt{5}),  \tag{5.37}\\
G\left[\begin{array}{cc}
1 & 0 \\
-1 & 1
\end{array}\right]=(-\sqrt{5}, 2+\sqrt{5},-1) .
\end{array}\right\}
$$

If $f$ is either of the forms (5.37), then $\lambda(f)=1$; therefore it follows from Lemmas 2.11 and 2.12 that if
$\left\{a_{p}\right\}$ is an a-chain from either of these forms, then, for every corresponding $\varepsilon$-chain,

$$
m(p) \leq \frac{1}{4}
$$

It follows from (5.36) that any expansion of $R$ must begin in one of the following ways:

$$
\begin{aligned}
\text { (i) } R & \equiv[2,-2,-R] \\
\text { (ii) } R & \equiv\left[3_{k}, 2,-2,-R\right] \\
\text { (iii) } R & \equiv\left[3_{\infty}\right]
\end{aligned}
$$

If $\left\{a_{r}\right\}$ is an a-chain from $g$ such that (i) holds, then $\left\{a_{r}\right\}$ leads forwards to the form

$$
h=(3-2 \sqrt{5}, 4-\sqrt{5}, 1)
$$

Whose roots are

$$
[2,-R], \quad[-2,-R] .
$$

Since $\lambda(h)=8-3.5$, this means that, for any corresponding $\varepsilon$-chain,

$$
M(P) \leq \frac{8-3 \cdot \sqrt{5}}{4}
$$

If $g_{n}$ is one of the forms (4.1) With first and second roots $-S$ and $S$, and if $n$ and $m$ are sufficiently great, then

$$
\mathrm{s}, \quad\left[3_{\mathrm{m}},-\mathrm{s}\right], \quad\left[3_{\mathrm{m}}, 2,-2, \mathrm{~s}\right]
$$

are arbitrarily close to $R$. Hence it follows from Lemmas 4.7 to 4.13 that if $\left\{a_{r}\right\}$ is an a-chain from $g$ such that (ii) holds, then, for any corresponding $\varepsilon$-chain,

$$
M(P)<\frac{1}{4} \frac{\Delta}{3}=\frac{1}{4}
$$

In Lemma 5.16 we show that if $\left\{a_{r}\right\}$ is an a-chain from $g$ such that (iii) holds, then, for any corresponding $\varepsilon$-chain

$$
M(P)<\frac{8-3 \cdot 5}{4}
$$

Lemma 5.14. $\pi_{0}<1$ for the chain pairs

$$
\begin{align*}
& \ldots, 3,3,3,3,3,3, \ldots  \tag{i}\\
& \cdots, 1,1,1,1,1,1, \cdots
\end{align*}
$$

$$
\begin{align*}
& \cdots, 3,3,3,3, \ldots  \tag{ii}\\
& \cdots, \pm 1,-1,1, \pm 1, \cdots
\end{align*}
$$

where, in each case,

$$
\theta_{0}=\left[3_{k},-R\right] \quad(k \geq 7), \quad \phi_{0}=R .
$$

Proof. In both cases

$$
\begin{gather*}
2.6180<\theta_{0}<2.6181, \quad 2.6180<\phi_{0}<2.6181, \\
3 /\left|\theta_{0} \phi_{0}-1\right|<.513 \tag{5.38}
\end{gather*}
$$

If (i) holds, then

$$
\tau_{0}=1-\frac{1}{\phi_{1}}+\frac{1}{\phi_{1} \phi_{2}}+\left\|\frac{1}{\phi_{1} \phi_{2}}\left(1-\frac{1}{\left|\phi_{3}\right|}\right)\right\|,
$$

so that

$$
\begin{aligned}
& .672<\tau_{0}<.856 . \\
& .672<\sigma_{0}<.856
\end{aligned}
$$

Hence

$$
\left(-1+\theta_{0}+\sigma_{0}\right)\left(1-\phi_{0}+\tau_{0}\right)<2.475 \times .947<2.344 .(5.39)
$$

If (ii) holds, then

$$
\tau_{0}=1+\left\|1-\frac{1}{\left|\phi_{1}\right|}\right\|=1+\|\cdot 619\| .
$$

Similarly,

$$
\sigma_{0}=-1+\|.619\| .
$$

Hence

$$
\left(-1+\theta_{0}+\sigma_{0}\right)\left(1-\varphi_{0}+\tau_{0}\right)<1.238 \times 1.238<1.533 .(5.40)
$$

It follows from (5.38), (5.39) and (5.40) that in both
cases

$$
\pi_{0}<1.21<8-3.55
$$

Theorem 5.6 now follows from Lemmas 5.13 and 5.14.

## CHAPTER 6

## DAVENPORT'S CONSTANT

### 6.1. Introduction

Davenport's constant $K$ is defined by

$$
K=\sup [k ; M(f)>k \Delta],
$$

Where the supremum is taken over all indefinite binary quadratic forms

$$
f(x, y)=a x^{2}+b x y+c y^{2}
$$

which do not represent zero, and $\Delta=+\Delta\left(b^{2}-4 a c\right)$. The existence of K follows from Theorem 1.2 , and in section 1.2 I mentioned a number of results related to this theorem; in this chapter I discuss the value of $K$.

By Theorem 4.1, if the forms $\varepsilon_{n}$ are defined by (4.1), then, for arbitrarily large $n \not \equiv 0(\bmod 3)$, we have

$$
m\left(g_{n}\right)=\frac{1}{4} m\left(g_{n}\right)
$$

Since $m\left(g_{n}\right)$ tends down to $\Delta / 3$ as $n \rightarrow \infty$, this means that there are forms $g_{n}$ with $\mathbb{N}\left(g_{n}\right)$ arbitrarily close to $\Delta / 12$. Thus we have an upper bound for the value of K :

$$
K \leq \frac{1}{12} .
$$

Davenport. [30] showed that $K \geq 1 / 128$, and Cassels $[15,16]$ has improved this result to about $K \geq 1 / 45.2$. In this chapter I use the me thod of

Chapter 2 to obtain

$$
K>.0256>\frac{1}{39} .
$$

By Lemma 2.11, if a chain of I-reduced forms contains a form $f$ for which $\lambda(f)$ is small, then $M(P)$ is small for all corresponding $\varepsilon$-chains; and the examination of chain pairs in $[6]$ and in Chapters 4 and 5 shows that, if $\left\{a_{r}\right\}$ contains certain combinations of $2^{\prime} \mathrm{s}, 3^{\prime} \mathrm{s}$, and $4^{\prime} \mathrm{s}$, then $M(P)$ is small for all corresponding $\varepsilon-c h a i n s$. For any form $f$ it is always possible to find a chain $\left\{f_{r}\right\}$ of I-reduced forms such that, for all $r, \lambda\left(f_{r}\right)$ is not too small (e.g. $\lambda\left(f_{r}\right)>\Delta / 3$ for the Hurwitz chain defined in sect. 6.2); but alternative expansions to blocks of $2^{\prime} s, 3^{\prime} s$, and $4^{\prime} s$ usually contain $2^{\prime} \mathrm{s}, 3^{\prime} \mathrm{s}$, and $4^{\prime} \mathrm{s}$ again or lead to forms with small $\lambda^{\prime} \mathrm{s}$. Since the a-chains of a Markov form consist only of $2^{\prime} \mathrm{s}, 3^{\prime} \mathrm{s}$, and 4's, this suggests that the Markov forms are among those with the smallest inhomogeneous minima. For all Markov forms $F$,

$$
M(F) \geq \frac{1}{4} m(F) \geq \frac{\Delta}{12} ;
$$

thus the existence of symmetric Markov forms $g_{n}$ with $M\left(g_{n}\right)$ arbitrarily close to $\Delta / 12$ supports the conjecture that $K$ may in fact be $1 / 12$. Apart from the symmetric Markov forms, the form with the smallest known inhomogeneous minimum is the norm form

$$
f(x, y)=x^{2}-73 y^{2},
$$

for which Godwin [34] showed that

$$
m(f)=\frac{1541}{2136}=.721 \ldots,
$$

while

$$
\frac{\Delta}{12}=\frac{\sqrt{73}}{6}=.712
$$

(It can be shown that all the a-chains of $f$ contain 'bad' combinations of $2^{\prime} s, 3^{\prime} s$, and $4^{\prime}$ s, so we should expect $M(f)$ to be small). Thus all the known evidence supports the conjecture that the value of $K$ is $1 / 12$.

An advantage of the method of Chapter 2 is that it is quite general, and so could perhaps be used eventually for the precise evaluation of K . To obtain a bound for K , we would need to choose an a-chain of any given form which is not too 'bad' (where a 'bad' a-chain is one such that $M(P)$ is small for all corresponding $\varepsilon$-chains) and then to choose a corresponding $\varepsilon$-chain such that $\inf _{r} \pi_{r}$ is as large as possible. Before we could hope to get a good bound for $K$, we would therefore need to know which a-chains are particularly bad, and which $\varepsilon-c h a i n s$ corresponding to a given a-chain will make $M(P)$ small or large. It might be possible to obtain some information of this kind by using a high speed computer. The main difficulty is that this information would be local, and an $\varepsilon$-chain which is 'good' at one place may be very 'bad' at another - it might be impossible to obtain an $\varepsilon$-chain which is everywhere 'good' (and so makes $M(P)$ large) by joining subchains which are locally 'gooó!

The work of this chapter is only a preliminary attack on the problem for the purpose of showing that the method of Chapter 2 will yield a bound for K . I have not attempted to find the ideal a-chain but have used the Hurwitz chain, of Which I give an account in section 6.2 ; this chain was also used by Davenoort [30]. The Hurvitz chain has the advantage that, for every form $f_{r}$ in the chain, $\lambda\left(f_{r}\right)>\Delta / 3$, and a further reason for using it is that it has simple properties which make the calculations easier. The corresponding a-chain cannot contain ..., $2, k, \ldots,(k>0)$; this excludes long sequences of $2^{\prime} \mathrm{s}$, which are bad, but may exclude sequences which are good (e.g. for the forms $g_{n}$ of Ch. 4 the Hurwitz chain gives $M(P)<\Delta / 12$, while, for $n \equiv 0(\bmod 3), M(f)$ is much greater then $\Delta / 12$ ). The work done here on the Hurwitz chain shows which subchains are particularly bad and so provides information which would be useful for choosing a better chain.

In section 6.3 I describe a set of mules for choosing an $\varepsilon$-chain corresponding to the Hurvitz chain. These rules vere suggested by experience with the symmetric Markov forms $\left\{g_{n}\right\}$ and are designed so that $\pi_{r}$ will not obviously be very small for any r. Their main advantage is that they are simple - they are certainly not best possible.

Then in sections 6.4 and 6.5 I show that if $\left\{a_{p}\right\}$ is any Hurwitz chain and $\left\{\varepsilon_{r}\right\}$ is the corresponding $\varepsilon$-chain chosen according to the rules of section 6.3 , then for all $r$

$$
\pi_{r} / \Delta>.1025
$$

so that

$$
M(P)>\frac{.1025}{4} \Delta>.0256 \Delta>\frac{\Delta}{39}
$$

This will prove
Theorem 6.1. If

$$
f(x, y)=a x^{2}+b x y+c y^{2}
$$

is an indefinite binary quadratic form which does not represent zero, and $\Delta=+\sqrt{ }\left(b^{2}-4 a c\right)$, then

$$
M(f)>.0256 \Delta>\Delta / 39
$$

If the form $f(x, y)$ has rational coefficients, then its Hurwitz chain is periodic and the $\varepsilon$-chain chosen according to the rules of section 6.3 is periodic also (though its period may be twice that of the Hurwitz chain). Therefore, by the Corollary to Lemma 2.8, we have the following

Corollary. If the form $f$ of Theorem 6.1 has rational coefficients, then there exists a rational point ( $x^{\prime}, y^{\prime}$ ) such that

$$
M\left(f ; x^{\prime}, y^{\prime}\right)>.0256 \Delta>\Delta / 39
$$

In this chapter I exclude from the discussion forms which represent zero because I use the methods of Chapter 2, Which were given explicitly for forms whose roots are irrational. However, as Barnes [8] has shown, the methods of Chapter 2 can be modified to include singly infinite or finite chains of divided cells, which correspond to forms With one or two rational roots. It should be possible, by
these modified methods, to obtain results for forms which represent zero corresponding to those of this chapter, and in particular to obtain bounds for the constant $\Gamma_{1 \prime 1}$ defined by Cassels [19] (see sect.1.2), which may in fact have the same value as Davenport's constant $K$.

### 6.2. The Hurwitz Chain

The Hurwitz chain is a special type of chain of equivalent forms which was defined and used by Hurwitz [37]; as the argument in the rest of this chapter depends on the properties of the Hurwitz chain, I now give an account of them.

It is convenient to represent the numbers $\frac{3+\sqrt{5}}{2}, \frac{1+\sqrt{5}}{2}$, by the first few digits of their decimal expansions:

$$
\begin{aligned}
& \frac{3+\sqrt{5}}{2}=2.6180 \ldots, \\
& \frac{1+\sqrt{5}}{2}=1.6180 \ldots ;
\end{aligned}
$$

we note that the reciprocals of these numbers are

$$
\begin{aligned}
& \frac{2}{3+\sqrt{5}}=\frac{3-\sqrt{5}}{2}=.3819 \ldots, \\
& \frac{2}{1+\sqrt{5}}=\frac{\sqrt{5}-1}{2}=.6180 \ldots
\end{aligned}
$$

A form $f(x, y)$ which does not represent zero is said to be Hurwitz-reduced or H-reduced if it can be factorized in the form

$$
f(x, y)= \pm \frac{\Delta}{\mid \theta_{\phi}-1 T}\left(\theta_{x}+y\right)\left(x+\phi_{y}\right)
$$

Where $\theta, \phi$ are irrational and

$$
\left.\begin{array}{c}
|\phi|>2, \\
|\theta|>1.618 \ldots \text { if } \theta, \phi \text { differ in sign, }  \tag{6.1}\\
|\theta| \geq 2.618 \ldots \text { if } \theta, \phi \text { have the same sign. }
\end{array}\right\}
$$

Equivalently, $f$ is H-reduced if $\theta, \phi$ are irrational and

$$
\left.\begin{array}{cc}
\frac{-1}{2}<\frac{1}{\phi}<\frac{1}{2}, & \\
-.6180 \ldots<\frac{1}{\theta} \leq .3819 \ldots & \text { if } \phi>0,  \tag{6.2}\\
-.3819 \ldots \leq \frac{1}{\theta}<.6180 \ldots & \text { if } \phi<0 .
\end{array}\right\}
$$

Clearly a form which is H -reduced is I-reduced.
For any chain of $I$-reduced forms $\left\{f_{n}\right\}$ and for any corresponding a-chain $\left\{a_{n}\right\}\left(\left|a_{n}\right| \geq 2\right)$ we have, for $-\infty<n<\infty$,

$$
\left.\begin{array}{c}
f_{n}(x, y)=\frac{ \pm \Delta}{\left|\theta_{n} \phi_{n}-1\right|}\left(\theta_{n} x+y\right)\left(x+\phi_{n} y\right) \\
\phi_{n}=a_{n+1}-\frac{1}{\phi_{n+1}}  \tag{6.3}\\
\theta_{n+1}=a_{n+1}-\frac{1}{\theta_{n}}
\end{array}\right\}
$$

If the form $f_{o}$ is H-reduced, the Hurwitz chain of forms from $f_{0}$ is the chain of I-reduced forms $\left\{f_{n}\right\}$ which corvesponds to the a-chain $\left\{a_{n}\right\}$ determined by the expansions of $\phi_{0}, \theta_{0}$ such that

$$
\begin{gather*}
-\frac{1}{2}<\frac{1}{\phi_{n}}<\frac{1}{2} \quad(n \geq 1),  \tag{6.4}\\
\left.-6180 \ldots<\frac{1}{\theta_{n}} \leq .3819 \ldots \text { if } \theta_{n+1}>0, \quad(n \leq-1)\right\}(6.5) \\
-.3819 \ldots \leq \frac{1}{\theta_{n}}<.6180 \ldots \text { if } \theta_{n+1}<0 .
\end{gather*}
$$

The chain $\left\{a_{n}\right\}$ is uniquely determined and is called the H-chain from $f_{0^{\circ}}$ It is easily deduced from (6.2) and (6.3) that, if $f_{r}$ is $H$-reduced and (6.4) holds for $n=r+1$, then (6.5) holds for $n=r+1$; similarly if $f_{r}$ is $H-r e d u c e d$ and (6.5) holds for $n=r-1$, then (6.4) holds for $n=r-1$. Thus if $\left\{f_{n}\right\}$ is the Hurwitz chain from $f_{0}$, then (6.4) and (6.5) hold for all $n$, so that all the forms of the chain are $H$-reduced, and the Hurwitz chain from any of them is $\left\{f_{n}\right\}$. If $f$ is a Gauss-reduced form equivalent to a given form then either for at least one of the equivalent forms (3.22), (3.23) is H-reduced. Thus there is at least one H-reduced form equivalent to any given form $g$, and $g$ has at least one $H-c h a i n$. (It can be shown that the H-chain of a given form $g$ is unique, apart from taking its negative, but this result is not used here.)

We note that the definition of the Hurwitz chain given here is slightly different from the classical one because we use the semi-regular continued fractions given by Definition 2.1 instead of classical semi-regular continued fractions.

For the remainder of this chapter $\left\{a_{n}\right\}$ is an H-chain of any given form f. We shall frequently use without comment the relations (6.1) or (6.2) and the fact that,
since $\left|\phi_{n}\right|>2$ for all $n$, the chain cannot contain any of the subchains:
$\ldots, 2, k, \ldots, \ldots,-2,-k, \ldots, \ldots, 2_{m}, \ldots, \quad . . .,-2_{m}, \ldots$,
where $k>0, m \geq 2$.
6. 3. Rules for Choosing the enchain corresponding to a given H-chain

In this section and in the remainder of this chapter we use the notation and results of section 2.5.

Given an H-chain $\left\{a_{n}\right\}$, we choose a corresponding $\varepsilon$-chain $\left\{\varepsilon_{n}\right\}$ according to the following rules:

$$
\begin{aligned}
& \text { (i) }\left|\varepsilon_{n}\right| \leq 1 \quad \text { for all } n \text {; } \\
& \text { (ii) } \operatorname{sgn} \varepsilon_{n}=\operatorname{sgn} \frac{n+1}{\phi_{n+1}} \text { if } \varepsilon_{n} \neq 0 \text {. }
\end{aligned}
$$

By the definition of an $\varepsilon$-chain (Lemma 2.6 (ii), (iii), and (iv)), it follows from (i) that:

$$
\begin{aligned}
& \varepsilon_{n}=0 \quad \text { if } a_{n+1} \text { is even } \\
& \varepsilon_{n}= \pm 1 \text { if } a_{n+1} \text { is odd. }
\end{aligned}
$$

For all n,

$$
\begin{aligned}
& \left.\tau_{n+1}=\varepsilon_{n+1}+\| 1-\frac{1}{\mid \phi_{n+2}} \right\rvert\, \\
&=\varepsilon_{n+1}-\frac{\varepsilon_{n+2}}{\phi_{n+2}}+\ldots+\frac{(-1)^{r-1} \varepsilon_{n+r}}{\phi_{n+2} \ldots{ }_{n+r}} \\
&+\frac{1}{\phi_{n+2} \ldots \phi_{n+r}}\left(1-\frac{1}{\left|\phi_{n+r+1}\right|}\right)
\end{aligned}
$$

Hence, if $\varepsilon_{n+1} \neq 0$, then $\operatorname{sgn} \tau_{n+1}=\operatorname{sgn} \varepsilon_{n+1}$, and if $\varepsilon_{n+1}=\varepsilon_{n+2}=\ldots=\varepsilon_{n+r-1}=0, \varepsilon_{n+r} \neq 0$, then

$$
\operatorname{sgn} \tau_{n+1}=\operatorname{sgn}\left\{(-1)^{r-1} \phi_{n+2} \cdots \phi_{n+r}\right\} \operatorname{sgn} \varepsilon_{n+r^{*}}
$$

Thus if we fix the sign of one $\varepsilon_{n}=0$, then the rule (ii) uniquely determines the sign of every other nonzero $\varepsilon_{r}$, and so (i) and (ii) uniquely determine the $\varepsilon$-chain. By Lemma 2. 13 we may fix the sign of one $\varepsilon_{n}$ without loss of generality.

From (ii) we deduce in particular that, if $\varepsilon_{n} \neq 0$, $\varepsilon_{n+1} \neq 0$, then
(iii) $\left.\begin{array}{rl}\operatorname{sgn} \varepsilon_{n} & =\operatorname{sgn} \varepsilon_{n+1} \\ \operatorname{sgn} \varepsilon_{n} & =-\operatorname{sgn} \varepsilon_{n+1} \\ \text { when } a_{n+1}>0, a_{n+2}>0, \\ a_{n+1}<0, a_{n+2}<0 .\end{array}\right\}$

The rule (i) is satisfied in any case by subchains of $\left\{\varepsilon_{n}\right\}$ corresponding to most bad subchains of $\left\{a_{n}\right\}$, and Was therefore chosen for the sake of simplicity. If (iii) does not hold, $\pi_{\mathrm{n}}$ is always small ( $\mathrm{e}, \mathrm{g}$. see the chain pair (i) of Lemma 5.10), so that an $\varepsilon$-chain which does not satisfy (iii) is certainly bad. It turns out that, if $\left\{a_{n}\right\}$ is an H-chain, then $\tau_{n}$ is likely to be small if $\left|\tau_{n}\right|$ is large, so that a good enchain must ensure that $\left|\tau_{n}\right|$ is small. Since

$$
\begin{equation*}
\tau_{n}=\varepsilon_{n}-\frac{\tau_{n+1}}{\phi_{n+1}}=\varepsilon_{n}+\left|1-\frac{1}{\left|\phi_{n+1}\right|}\right| \tag{6.6}
\end{equation*}
$$

the rules (j) and (ii) mean that $\left|\tau_{n}\right|$ is always small. This and the fact that (ii) implies (iii) were the main reasons for the choosing the male (ii),

From (i) and (ii) and the properties (6.1), (6.2) of the Hurwitz chain we deduce the following lemmas.

Lemma 6.1. If $\left\{a_{n}\right\}$ is an $H$-chain and $\left\{\varepsilon_{n}\right\}$ is the corresponding $\varepsilon$-chain which satisfies (i), then for all $n$,

$$
\frac{\left|\sigma_{n}\right|}{\left|\theta_{n}\right|} \leq 0.6180 \ldots
$$

Proof. We have

$$
\begin{aligned}
\sigma_{n}= & \varepsilon_{n-1}+\sum_{r=1}^{\infty}(-1)^{r} \frac{\varepsilon_{n-r-1}}{\theta_{n-1} \cdots \theta_{n-r}} \\
= & \varepsilon_{n-1}-\frac{\varepsilon_{n-2}}{\theta_{n-1}}+\cdots \pm \frac{\varepsilon_{n-r-1}}{\theta_{n-1} \cdots \theta_{n-r}} \\
& +\left\lvert\, \frac{1}{\theta_{n-1} \cdots \theta_{n-r}}\left(1-\frac{1}{\left|\theta_{n-r-1}\right|}\right)\right.
\end{aligned}
$$

Hence, if $\left|\theta_{n}\right| \geq 2.6180 \ldots$, and $\left|\theta_{n-r}\right| \geq 2.6180 \ldots$ for all $r \geq 1$, then

$$
\begin{aligned}
\left\lvert\, \frac{\sigma_{n} \mid}{\left|\theta_{n}\right|}\right. & \leq \frac{1}{2.6180 \ldots}\left(1+\frac{1}{2.6180 \ldots}+\frac{1}{(2.6180 \ldots)^{2}}+\ldots\right) \\
& =0.6180 \ldots ;
\end{aligned}
$$

while if $\left|\theta_{n}\right|>2.6180 \ldots,\left|\theta_{n-1}\right| \geq 2.6180 \ldots, \ldots$,

$$
\left|\theta_{n-r}\right| \geq 2.6180 \ldots, \text { and } 1.6180 \ldots<\left|\theta_{n-r-1}\right|<2.6180 \ldots
$$

then

$$
\begin{aligned}
& \frac{\left|\sigma_{n}\right|}{\left|\sigma_{n}\right|} \leq \frac{1}{2.6180 \ldots}\left(1+\frac{1}{2.6180 \ldots}+\ldots+\frac{1}{(2.6180 \ldots)^{1}}\right. \\
& \left.+\left\|\frac{1}{(2.6180 \ldots)^{r}}\left(1-\frac{1}{2.6180 \ldots}\right)\right\|\right) \\
& \leq 0.6180 . \ldots \text {. }
\end{aligned}
$$

If $1.6180 \ldots<\left|\theta_{n}\right|<2.6180 \ldots$, then $\left|a_{n}\right|=2$, so that $\varepsilon_{n-1}=0$ and $\left|\sigma_{n}\right|<1$; thus

$$
\left|\frac{\sigma_{n}}{\theta_{n}}\right|<0.6180 \ldots .
$$

in this case also. This completes the proof of the lemma.

Lemme 6.2. If $\left\{a_{n}\right\}$ is an $H$-chain and $\left\{\varepsilon_{n}\right\}$ is the corresponding $\varepsilon$-chain which satisfies (i) and (ii), then for all $n$,

$$
\left|\tau_{n}\right| \leq 1 \quad \text { and } \quad\left|\frac{\tau_{n}}{\phi_{n}}\right|<0.4
$$

Proof. It follows from (i), (ii) and (6.6) that $\left|\tau_{n}\right| \leq 1$ for all $n$. Since $\left|\rho_{n}\right|>2$ this implies that

$$
\frac{\left|\tau_{n}\right|}{\left|\phi_{n}\right|}<0.5 .
$$

If $\left|\phi_{n}\right|>2.5$, then

$$
\frac{\left|\tau_{n}\right|}{\left|\phi_{n}\right|}<0.4
$$

and if $2<\left|\phi_{n}\right|<2.5$, then $\varepsilon_{n}=0$ and

$$
\frac{\left|\tau_{n}\right|}{\left|\phi_{n}\right|}=\frac{\left|\tau_{n+1}\right|}{\left|\phi_{n} \phi_{n+1}\right|}<\frac{0.5}{?}=0.25 .
$$

Thus the lemma holds in all cases.

We shall use the following deductions from Lemmas 6.1 and 6.2.

Lemma 6.3. If $\left\{a_{n}\right\}$ is an H-chain and $\left\{\varepsilon_{n}\right\}$ is the corresponding $\varepsilon$-chain which satisfies (i) and (ii), then for all $n$

$$
\begin{aligned}
\sigma_{n} & =\varepsilon_{n-1}+\| 0.6180 \ldots \\
\tau_{n} & =\varepsilon_{n}+0.4 \\
\left|\tau_{n}\right| & <1 .
\end{aligned}
$$

Proof. We have

$$
\begin{equation*}
\sigma_{n}=\varepsilon_{n-1}-\frac{\sigma_{n-1}}{\theta_{n-1}} . \tag{6.7}
\end{equation*}
$$

The lemma follows from Lemmas 6.1 and 6.2 by ( 6.6 ) and (6.7).

The bounds for $\sigma_{n}$ and $\tau_{n}$ used in sections 6.4 and 6.5 are all obtained by using $(6.6),(6.7)$, the rules $(i)$ and (ii), and the results of Lemma 6.3. To avoid too much computation, we shall mostly use the cruder bounds for $\sigma_{n}$ given by

$$
\sigma_{n}=\varepsilon_{n-1}+\|0.619\| .
$$

### 6.4. Proof of Theorem 6.1 - the Case when $\theta \phi>0$

In this section and section 6.5 we shall prove Theorem 6.1 by showing that if $\left\{a_{n}\right\}$ is any H-chain and $\left\{\varepsilon_{n}\right\}$ is the corresponding $\varepsilon$-chain which satisfies (i) and (ii) of section 6.3, then, for all $n$,

$$
\pi_{n} / \Delta>0.1025
$$

clearly it is sufficient to show that always

$$
\pi_{0} / \Delta>0.1025
$$

In this section we show that this is true when $\theta_{0}$, $\phi_{0}$ have the same $\operatorname{sign}\left(\theta_{0} \phi_{0}>0\right)$, and in section 6.5 we show that it is true also when $\theta_{0}, \phi_{0}$ differ in sign $\left(\theta_{0} \phi_{0}<0\right)$. As in both cases we shall always consider $\pi_{0}$, we shall write

$$
\pi=\pi_{0}, \theta=\theta_{0}, \phi=\phi_{0}, \sigma=\sigma_{0}, \tau=\tau_{0},
$$

Where no confusion arises.
Without loss of generality we may assume in this section that $\theta>0$, $\phi>0$, so that, by ( 6.1 ),

$$
\begin{equation*}
\theta \geq 2.6180 \ldots, \quad \phi>2 ; \tag{6.8}
\end{equation*}
$$

and we may also fix the sign of one $\varepsilon_{n}$. If $\varepsilon_{n} \neq 0$, we take $\varepsilon_{0}>0$, and if $\varepsilon_{0}=0, \varepsilon_{-1} \neq 0$, we take $\varepsilon_{-1}>0$; it
follows from (i) and (ii) that one of the following possibilities must occur:

$$
\begin{align*}
& \varepsilon_{-1}=0, \varepsilon_{0}=1 \\
& \varepsilon_{-1}=\varepsilon_{0}=1  \tag{6.9}\\
& \varepsilon_{-1}=1, \varepsilon_{0}=0, \tau>0 \\
& \varepsilon_{-1}=\varepsilon_{0}=0
\end{align*}
$$

By (2.30), $\pi / \Delta$ is given by

$$
\frac{1}{|\theta \phi-1|} \min \left[\begin{array}{ll}
|(1+\theta+\sigma)(1+\phi+\tau)|, & |(-1+\theta+\sigma)(1-\phi+\tau)|, \\
|(-1-\theta+\sigma)(-1-\phi+\tau)|, & |(1-\theta+\sigma)(-1+\phi+\tau)|
\end{array}\right]
$$

By Lemma 6.3| $\tau \mid \leq 1$, and by (2.43)

$$
|\sigma| \leq|\theta|-1, \quad|\tau| \leq|\phi|-1 .
$$

Hence

$$
\begin{align*}
\frac{\pi}{\Delta} & =\frac{1}{\theta \phi-1} \min [(\theta-1+\sigma)(\phi-1-\tau),(\theta-1-\sigma)(\phi-1+\tau)]  \tag{6.10}\\
& >\min \left[\frac{(\theta-1+\sigma)}{\theta} \frac{(\phi-1-\tau)}{\phi}, \frac{(\theta-1-\sigma)}{\theta} \frac{(\phi-1+\tau)}{\phi}\right] . \tag{6.11}
\end{align*}
$$

In most cases we can show that $\pi / \Delta>.1025$ by considering the products (6.11).

If

$$
0<\underline{\theta} \leq \ddot{\theta}, \sigma \leq \sigma \leq \bar{\sigma}, \text { where } \sigma \leq 1, \bar{\sigma} \geq-1 \text {, }
$$

then

$$
\begin{aligned}
& \frac{\theta-1+\sigma}{\theta} \geq \frac{\theta-1+\sigma}{\underline{\theta}}, \\
& \frac{\theta-1-\sigma}{\theta} \geq \frac{\theta-1-\bar{\sigma}}{\theta}
\end{aligned}
$$

These results were used to obtain Table 5, where, for each range of values of $\theta$ and corresponding range of values $\sigma$, values less than $(\theta-1 \pm \sigma) / \theta$ are given.

The ranges of values of $\sigma$ were obtained by using (6.1), Lemma 6.3, and the relations (6.6) to (6.9). Table 6, which gives values less than $(\phi-1 \mp \tau) / \phi$ is similar.

## TABLE 6

CASE WHEN $\theta \phi>0$


It follows from (6.9) that if $\theta$ is of any of the types 1.1 to 1.5 (Table 5), then $t$ is of one of the types $1.1,2$, 3.1, 4, 5.1 (Table 6); while if 0 is of type 2, then $\phi$ is of one of the types $1.2,2,3.2,4,5.2$, and if $\theta$ is of type 3, then may be of any type. Calculation of the products shows that the products (6.11) are greater than 0.1025 for all these cases except when $\theta$ is of one of the types $1.2,1.3$ and $\phi$ is of the type 1.1 , or when $\theta$ is of the type 1.3 and $\phi$ is of the type 3.1. In each of these cases

$$
\frac{\theta-1+\sigma)}{\theta} \frac{(\phi-1-\tau)}{\phi}>0.1025
$$

so we only need to show, by using more careful methods, that

$$
p=\frac{(\theta-1-\sigma)(\phi-1+\tau)}{\theta \phi-1}>0.1025
$$

If $\theta$ is of type 1.2 and $\phi$ is of type 1.1 , then, by Tables 5 and 6 ,

$$
p>\frac{(\theta-1-1.172)(\phi-1)}{\theta \phi-1}
$$

Which is an increasing function of $\theta$ and $\phi$. Hence

$$
p>\frac{(2.618-2.172)}{4.236}>0.103
$$

If $\theta$ is of type 1.3, then

$$
\theta=[3,-3, \ldots]>3.276
$$

If now $\phi$ is of type 1.1 , then, arguing as in the previous paragraph, we get

$$
p>\frac{(3.276-2.619)}{5.552}>0.118
$$

If $\theta$ is of type 1.3 and $\phi$ is of type 3.1 , then by a similar argument we get

$$
p>\frac{(3.276-2.619) 2.5}{10.466}>0.156
$$

Hence in all cases, if $\theta, \phi$ have the same sign, we have

$$
\pi / \Delta>0.1025
$$

(It is clear that a very much stronger result could be obtained by more precise analysis; however this would not be
worth while because, for our choice of $\left\{a_{n}\right\}$ and $\left\{\varepsilon_{n}\right\}$, it is not possible to obtain easily a much stronger result for the case when $\theta, \phi$ differ in sign.)
6.5. Proof of Theorem 6.1 - the Case when $\theta \phi<0$

In this section we show that

$$
\begin{equation*}
\pi / \Delta>0.1025 \tag{6.12}
\end{equation*}
$$

When $\theta, \phi$ differ in $\operatorname{sign}(\theta \phi<0)$. In this case, by (6.1) ,

$$
\begin{equation*}
|\theta|>1.6180 \ldots, \quad|\phi|>2 . \tag{6.13}
\end{equation*}
$$

By (2.43)

$$
|\sigma| \leq|\theta|-1, \quad|\tau| \leq|\phi|-1 .
$$

Hence it follows from (2.30) that $\pi / \Delta$ is greater than or equal to

$$
\begin{aligned}
& \frac{1}{|\theta \phi|+1} \min [(|\theta|+1-|\sigma|)(|\phi|-1-|\tau|),(|\theta|-1-|\sigma|)(|\phi|+1-|\tau|)] \\
&= \frac{|\theta \phi|}{|\theta \phi|+1} \min \left[\frac{(|\theta|+1-|\sigma|)}{|\theta|} \frac{(|\phi|-1-|\tau|)}{|\phi|}, \frac{(|\theta|-1-|\sigma|)(|\phi|+1-|\tau|)}{|\theta|}\right] \\
& \operatorname{If}|\theta|>\theta,|\sigma|<\bar{\sigma}, \text { then } \\
& \frac{|\theta|+1-|\sigma|}{|\theta|}>\min \left[1, \frac{\theta+1-\bar{\sigma}}{\theta}\right], \\
& \frac{|\theta|-1-|\sigma|}{|\theta|}>\frac{\theta-1-\bar{\sigma}}{\theta} .
\end{aligned}
$$

These results were used to obtain Table 7 , where, for each range of values of $|\theta|$ and corresponding upper bound of $|\sigma|$, values less than $(|\theta| \pm 1-|\sigma|) /|\theta|$ are given.

TABLE 7
CASE WHEN $\theta \phi<0$

$k$ denotes a positive integer, $k \geq 2$.

TABLE 7 - CONTINUED

$k$ denotes a positive integer, $k \geq 2$.

The upper bounds for $|\sigma|$ in Table 7 , were obtained by using (i) and (ii) of section 6.3, Lemma 6.3, and the relations (6.1), (6.6), (6.7), and (6.13). The expansions of $\pm \theta$ given in this table cover all possibilities since those which are omitted cannot occur in an H-chain (eng. $\pm \theta \equiv[3,2, \ldots]$ ). Table 8 , which gives values less than $(|\phi| \mp 1-|\tau|) /|\phi|$, is similar to Table 7 .

## TABLE 8

CASE WHEN $\theta \phi<0$
$\phi$ type $\quad|\phi| \quad|\tau|(|\phi|-1-|\tau|) /|\phi| \underset{>}{(|\phi|+1-|\tau|) /|\phi|} \underset{>}{(\mid}$

| 1 | $2.0<\|\phi\|<2.5$ | 0.4 | 0.3 | 1.24 |
| :--- | :--- | :--- | :--- | :--- |
| 2 | $2.5<\|\phi\|<3.5$ | 1.0 | 0.2 | 1.0 |
| 3 | $3.5<\|\phi\|<4.5$ | 0.4 | 0.6 | 1.133 |
| 4 | $4.5<\|\phi\|$ | 1.0 | 0.555 | 1.0 |

If (6.13) holds, then

$$
\begin{equation*}
\frac{|\theta \phi|}{|\theta \phi|+1}>0.764 \tag{6.14}
\end{equation*}
$$

It follows from Tables 7 and 8 and from (6.14) that in all cases

$$
\frac{|\theta \phi|}{|\theta \phi|+1} \frac{(|\theta|+1-|\sigma|)}{|\theta|}(|\phi|-1-|\tau|)>0.121
$$

Thus we now need only to show that

$$
p=\frac{|\theta \phi|}{|\theta \phi|+1} \frac{(|\theta|-1-|\sigma|)}{|\theta|} \frac{(|\phi|+1-|\tau|)}{|\phi|}>0.1025 .
$$

The results given in Table 9 were derived from Tables 7 and 8 .

By calculating $p$ from Table 9 , we see that

$$
p>0.1028
$$

except when $\theta$ is of one of the types $1.4,1.9$ and $\phi$ is of type 2. These cases must be considered separately.

## TABLE 9

CASE WHEN $\theta_{\phi}<0$
$\theta$ type

$$
\phi \text { type } \frac{|\theta \phi|}{|\theta \phi|+1} \frac{|\theta|-1-|\sigma|}{|\theta|} \underset{>}{|\theta|} \frac{|\phi|}{\left\lvert\, \frac{1-|\tau|}{|\phi|}\right.}
$$

| any | 1. | 0.764 | 0.117 | 1.24 |
| :---: | :---: | :---: | :---: | :---: |
| $1.1,1.2,1.3,1.5,1.6,1.8$ | 2 | 0.764 | 0.145 | 1 |
| 1.4 | 2 | 0.803 | 0.123 | 1 |
| 1.7 | 2 | 0.806 | 0.129 | 1 |
| 1.9 | 0.808 | 0.117 | 1 |  |
| $2,3.1,3.2,4$ | 0.833 | 0.127 | 1 |  |
| any | 0.849 | 0.117 | 1.333 |  |
| any | 4 | 0.879 | 0.117 | 1 |

If $\theta$ is of type 1.4, then one of the following statemints holds (where $k$ is a positive integer, $k \geq 2$ ):

$$
\begin{aligned}
\text { (i) } \pm^{\theta} & \equiv[2,3,4,-k, \ldots], \\
\text { (ii) } \pm^{\theta} & \equiv[2,3,4, k, \ldots] \quad \text { ( } k \text { even, } k \neq 2), \\
\text { (iii) } \pm^{\theta} & \equiv[2,3,4, k, \ldots] \quad \text { ( } k \text { odd). } .
\end{aligned}
$$

If (i) holds, then

$$
|\sigma|<\frac{1+\frac{0.619}{4}}{2.75}<0.420
$$

if (ii) holds, then

$$
|\sigma|<\frac{\left.1+\frac{0.619}{3.618}\right)^{2}}{2.723}<0.385
$$

and if (iii) holds, then it follows from rule (ii) of section 6.3 that

$$
\operatorname{sgn} \varepsilon_{-4}=-\operatorname{sgn} \varepsilon_{-2}
$$

so that $\left|\sigma_{-1}\right|<1$ and

$$
|\sigma|=\left|\sigma_{0}\right|<\frac{1}{2.723}<0.368
$$

Thus if $\theta$ is of type 1.4 , then

$$
|\sigma|<0.420 ;
$$

if now $\phi$ is of type 2, it follows from Tables 7 and 8 that

$$
p>\frac{(|\theta|-1-0.420)(|\phi|+1-1)}{|\theta \phi|+1}
$$

which is an increasing function of $|\theta|$ and $|\phi|$. Hence

$$
p>\frac{(1.632-1.420) 2.5}{5.08}>0.1043>0.1025
$$

If $\theta$ is of type 1.9, then one of the following statements holds (where $k$ is a positive integer, $k \geq 2$ ):

$$
\begin{aligned}
& \text { (iv) } \pm^{\theta} \equiv[2,3,-3, k, \ldots], \\
& \text { (v) } \left. \pm^{\theta} \equiv[2,3,-3, k, \ldots] \text { (k even, } k \neq 2\right), \\
& \text { (vi) } \pm^{\theta} \equiv[2,3,-3,-k, \ldots] \text { (k odd). }
\end{aligned}
$$

If (iv) holds, then

$$
|\sigma|<\frac{1+\frac{1.619}{3}}{3.276}<0.470
$$

if (v) holds, then

$$
\begin{gathered}
\left|\sigma_{-1}\right|<1+\frac{1}{2.618}+\frac{0.619}{2.618 \times 3.618}<1.4488 \\
|\sigma|<\frac{1.448}{3.276}<0.443
\end{gathered}
$$

and if (vi) holds, then $\left|\sigma_{-2}\right|<1$, so that

$$
|\sigma|<\frac{1+\frac{1}{2.618}}{3.276}<0.422 .
$$

Thus if $\theta$ is of type 1.9 , then

$$
|\sigma|<0.470
$$

If now is of type 2 , then, by an argument similar to that of the previous paragraph, we get

$$
p>\frac{(1.694-1.470) 2.5}{5.235}>0.106>0.1025
$$

This completes the proof of Theorem 6.1.
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[^0]:    *The simple and semi-regular continued fraction expansions of a root of this form (see (4.6) and (4.15)) are simply related to the number $n$; hence we call the form $g_{n}$ even though this makes the definition of $g_{n}$ in terms of its coefficients seem rather clumsy.

