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“Once you eliminate the impossible, whatever remains, no matter how improbable, must be

the truth”

Sir Arthur Conan Doyle

“Because it is there”

George Mallory



Abstract
Electronic Spectra of Aromatic Hydrocarbons: A Deductive Approach to the

Diffuse Interstellar Bands

by Gerard D. O’Connor

The diffuse interstellar bands are a series of more than 500 interstellar absorption features,

the carriers of which have remained unidentified since 1919.

In order to determine which aromatic chemical species are likely to be carriers of the dif-

fuse interstellar bands, trends observed in the spectroscopic features of polycyclic aromatic

hydrocarbon (PAH) species with chromophores ranging from 6 to 17 carbon atoms are con-

sidered. These trends are explored for PAHs with differing charge states and multiplicities,

for multiple electronic transitions.

Previously unreported electronic transitions of the neutral radicals 1-naphthylmethyl, 2-

napthylmethyl, 9-methylanthracene and 1-pyrenylmethyl as well as the 9-methylanthracenium+

and phenalenium+ radical cations and the closed-shell neutral molecule 1H-phenalene were

recorded. The consideration of these experimental spectra in light of theoretical results in a

synergistic understanding of the electronic and spectroscopic properties of these molecules

that experiments or theory in isolation cannot achieve.

The D1 ← D0 transitions of small PAH resonance stabilized radicals (RSRs) are shown

to be unlikely to be responsible for the DIBs, due to their weak transition intensities and

pronounced vibronic structure. The spectroscopic properties of larger PAH RSRs were

empirically extrapolated from experimental and computational trends, showing that these

larger molecules are also unlikely to be responsible for the diffuse interstellar bands. The

vibronic structures of these molecules were assigned. These assignments were guided by

TD-B3LYP methods as well as Franck-Condon and Herzberg-Teller simulations.

As the D1 ← D0 transitions of PAH RSRs are weak, techniques were developed to obtain

the gas-phase spectra of more intense electronic transitions to higher excited-states by

double-resonance spectroscopy. Several strong transitions were observed, which were then

assigned using ab-initio and TD-DFT computational methods (including TD-B3LYP, TD-

CAM-B3LYP and TD-M06). These transitions are also dismissed as potential carriers of

the DIBs due to the extremely broad spectral features they produced.

The spectra of PAH radical cations were observed through the resonant photodissociation

of weakly bound van der Waals complexes. The recorded spectra covered a range from

the mid infrared to the ultraviolet, with one such spectrum showing features of seven

distinct electronic transitions. These electronic transitions were assigned based with the

assistance of X-MCQDPT2 calculations. The vibronic spectra of the D1 ← D0 transition

of the 9-methylanthracene+ radical cation was also assigned, and the intensity pattern was

modelled as a combined Franck-Condon pseudo-Jahn-Teller system.



Molecules based on the phenalenyl motif were examined spectroscopically and theoreti-

cally, giving an overview of the effects of symmetry, multiplicity, charge and heteroatomic

substitution on the spectroscopic properties of aromatic molecules.

As a result of the work presented, several classes of PAH can now be dismissed as possible

carriers of the DIBs. Further avenues of research have been suggested. The role of this

work as part of the ongoing search for the carriers of the DIBs will be discussed.
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Chapter 1
Introduction

1.1 Astronomical Chemistry and Spectroscopy

With the notable exception of data acquired by space probe exploration of the solar sys-

tem’s moons, planets and comets, as well as the terrestrial examination of meteorites, all

knowledge of extraterrestrial chemistry has thus far been obtained through the analysis of

astronomical spectra. This limitation in knowledge of the chemical species which compose

our galaxy fundamentally restricts our understanding of the nature of chemistry beyond

the solar-system. While much work has been done to model the chemical processes that

transform atoms produced in stellar nuclear-synthesis1 into the molecules of the interstellar

medium (ISM),2–8 and then into planetary systems,9–14 these models must always be tested

against our understanding of the reactants involved in extraterrestrial chemistry and the

environment in which it occurs.

The Milky Way galaxy is rich in organic molecules. Carbon is formed as part of the

carbon-nitrogen-oxygen (CNO)-cycle of stars on the asymptotic giant branch (AGB).1,15

This carbon is then released into the ISM by either the formation of a planetary nebulae or

through a supernova.16 Extreme AGB stars, protoplanetary nebulae and planetary nebula

all exhibit the spectroscopic signatures of organic molecules.15,17,18 These molecules enrich

the ISM and lead to the formation of diffuse clouds.15

As the density increases through the aggregation of diffuse, translucent and then molecular-

clouds,16 these molecules conglomerate to form organic nanoparticles and carbon dust.19

These molecules are then present during the formation of planetary disks and are funda-

mental to the rich organic chemistry we observe in the solar system. This rich chemistry is

1
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Figure 1.1: Cycle of matter in the interstellar medium: Diffuse clouds containing organic molecules
condense to form translucent clouds, molecular clouds, core formations, star-forming regions and
planetary systems. Supernovae, circumstellar envelopes, and planetary nebulae then release enriched
matter back into the ISM. Image from a review paper by Ralf Kaiser.16

demonstrated by the abundance of organic molecules such as those found in meteorites,20

and on Earth.18,21,22 Remnants of the interstellar environment in which the solar system

formed can be observed in comets.21 Indeed, it has been suggested that pre-biotic organic

molecules delivered to earth by early cometary impacts may have introduced precursors to

the molecules now found in living organisms.23–25 Much of this knowledge of the chemistry

has come from the combination of astronomical and laboratory spectroscopy.

1.1.1 The Sun and Other Stars

Astronomical spectra were first observed during Sir Isaac Newton’s early work on the nature

of light, in which he used glass prisms to refract the light of the sun.26 Dark features were

observed in this solar spectrum, first by William Hyde Wollaston in 1802,27 then by Joseph

von Fraunhofer in 1815.28 Fraunhofer made detailed measurements of the wavelength of

574 dark spectral lines, similar to those observed in Figure 1.2. Fraunhofer noted that
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Figure 1.2: The Solar absorption spectrum. This image was created from a digital atlas observed
with the Fourier Transform Spectrometer at the McMath-Pierce Solar Facility at the National Solar
Observatory on Kitt Peak, near Tucson, Arizona. Absorption features such as these were first re-
ported by Wollaston27 and Fraunhofer.28 Credit and Copyright: N.A.Sharp, NOAO/NSO/Kitt Peak
FTS/AURA/NSF. Image available at http : //apod.nasa.gov/apod/ap000815.html

that the same pattern of dark lines were observed in the spectrum of Venus, which we now

know to be reflected sunlight. Fraunhofer also observed dark lines in the spectrum of the

bright fixed star Sirius. However, these lines had a distinctly different intensity pattern.

Indeed, Fraunhofer observed only three strong lines in the spectrum of Sirius, one in the

green, two in the blue.29 In 1823, Fraunhofer also reported the spectrum of Castor, Pollux,

Capella, Betelgeuse and Procyon, all featuring their own distinct pattern (with Betelgeuse

being especially rich in dark lines).29,30

It was Gustav Kirchhoff and Robert Bunsen that first observed that these dark lines corre-

sponded to bright emission lines observed in the flame spectra of specific chemical elements,

correctly postulating that the dark lines in the solar spectrum were due to the absorption

by these same elements, and as such these elements exist in the solar atmosphere.31–33

Since then the analysis of stellar spectra, both atomic and molecular in origin, has al-

lowed deeper insight into the chemistry of the photospheres of stars and the nature of stars

themselves.34,35
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1.1.2 The Solar System

In addition to the Earth and the Sun, the other bodies of the solar system have also long

drawn the interest of astronomical spectroscopists. One early example is the observation

that a complex set of bright emission features observed in flames by Wollaston,27 then inde-

pendantly recorded in detail by Swan (after whom the bands are named),36 were matched

with bright emission features observed by Huggins in the the spectrum of a comet.37 The

carrier of this spectrum was a strong topic of debate for some time, with the primary

candidates being either the diatomic carbon molecule (C2) or acetylene (C2H2).38,39 How-

ever, the Swan emission bands did not correspond to observed acetylene gas absorption

measurements,40 and improved modelling of the rotational structure in these bands led to

the increasing acceptance that C2 was the likely carrier of the Swan bands.40–42 As such,

the assignment of C2 is one of the earliest examples of a molecular carrier of an extrater-

restrial spectrum being assigned by the fitting of an experimental laboratory spectrum to

a theoretical model. Emission and absorption bands of C2 are now observed throughout

the galaxy.43–46

The atmospheres of the planets and moons of the Solar System have also been widely

examined by astronomical chemists. Early observations of the chemical composition of

planetary atmospheres were made via radio-astronomy, in the centimetre and millimetre

range,47–50 IR astronomy,51 and optical astronomy.52,53 Remote observation of planetary

spectra continues to be a rich source of information on the molecular composition of a wide

variety of environments. From this we have learned that that the atmospheres of the solar

system contain complex chemical systems.54–56

The understanding of the chemistry of planetary atmospheres has more recently been

enhanced by the exploration undertaken by space probes since the latter half of the last

century. These probes have not only added to the vast bank of spectroscopic information

available,57–60 but have enabled planetary atmospheres to be sampled by techniques such

as mass-spectrometry,61–67 which has allowed us to gain insight into the processes that

govern the chemistry of these environments.54–56

The large Saturnian satellite, Titan, has attracted significant interest in the astronomical

chemistry community. Kuiper, by recording optical spectra, confirmed that Titan has

an atmosphere in which he detected molecules such as methane and ammonia.68 Since

then, Titan has been visited by the Voyager space probes69–76 as well as the Cassini-

Huygens probe.64,66,67,77,78 These probes determined that the atmosphere of Titan, while

consisting mostly of N2, has a complex chemistry of organic compounds including aromatic
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Figure 1.3: Image of Saturns moon Titan, obtained on the Cassini space-probe, showing an atmo-
spheric haze containing small particles of organic molecules. Image Credit: NASA/JPL/Space Science
Institute. Availible at http : //www.nasa.gov/mission pages/cassini/media/cassini− 072904.html

species such as benzene.79,80 This has led to a number of laboratory-based and theoretical

studies aimed at understanding the chemical processes leading to this rich mixture of

molecules.55,56,81–91

In recent years, an increasingly vast array of molecular spectra is now being observed in

exoplanets.12–14,92 Many of the exoplanets that have been observed have conditions unlike

any of those observed in the solar-system, such as the hot super-earths.14,93,94 Understand-

ing the chemistry of these distant atmospheres has the potential to be one of the frontiers

of astronomical spectroscopy in the 21st century.

1.2 The Interstellar Medium (ISM)

It is now known that the interstellar medium (ISM) of a spiral galaxy is far from an empty

void. Stars larger than approximately 0.4 solar masses end their life as either planetary

nebulae1 or supernovae.95,96 Supernovae, as well as the processes that lead to the formation

of planetary nebulae, enrich the ISM with atoms such as carbon, nitrogen and oxygen, from

which form the molecules which interstellar chemistry is based.

To understand the chemical processes which form interstellar molecules, several models for

interstellar chemistry have been introduced. These models, such as the ‘UMIST Gas-Phase

Chemical Network’ of Millar and co-workers4 and the ‘New Standard Model’ of Herbst

and co-workers3 are based on known properties of the ISM. These properties include the
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Table 1.1: A list of molecules identified in the ISM and circumstellar shells as of June 2015, available
from The Cologne Database for Molecular Spectroscopy (CDMS).6–8 Carbon chains as long as HC11N
have been observed in molecular clouds by millimetre-wave spectroscopy. Underlined species have
been observed due to their vibration-rotation spectra in the infrared. C2 has only been observed by
electronic spectroscopy, in the optical region.

No. of atoms Molecular Formulae
2 AlF AlCl C2 CH CH+ CN CO CO+ CP CS CSi HCl H2 KCl NH NO NS NaCl

OH PN SO SO+ SiN SiO SiS HF SH FeO? O2 CF+ SiH PO AlO OH+ CN− SH+

HCl+ TiO ArH+ NO+?
3 C3 C2H C2O C2S CH2 HCN HCO HCO+ HCS+ HOC+ H2O H2S HNC HNO

MgCN MgNC N2H+ N2O NaCN OCS SO2 c-SiC2 CO2 NH2 H+
3 AlNC SiCN

SiNC HCP CCP AlOH H2O+

H2Cl+ KCN FeCN HO2 TiO2 C2N Si2C
4 c-C3H l-C3H C3N C3O C3S C2H2 HCCN HCNH+ HNCO HNCS HOCO+

H2CO H2CN H2CS H3O+ NH3 SiC3 CH3 C3N− PH3 HCNO HOCN HSCN

H2O2 C3H+ HMgNC HCCO
5 C5 C4H C4Si l-C3H2 c-C3H2 CH2CN CH4 HC3N HC2NC HCOOH H2CNH

H2C2O H2NCN HNC3 SiH4 H2COH+ CH4
− HC(O)CN HNCNH CH3O

NH4
+ H2NCO+

6 C5H C5O C2H4 CH3CN CH3NC CH3OH CH3SH HC3NH+ HC2CHO HCONH2

l -HC4H? l-H2C4 C5N l -HC4H c-H2C3O C5N− HNCHCN

7 C6H C6H− CH2CHCN CH3C2H HC5N CH3CHO NH2CH3 c-C2H4O
H2CCHOH C6H−

8 CH3C3N HCOOCH3 CH3COOH C7H H2C6 CH2OHCHO l -HC6H? CH2CHCHO?
CH2CCHCN H2NCH2CN CH3CHNH

9 CH3C4H CH3CH2CN (CH3)2O CH3CH2OH HC7N C8H CH3CONH3 C8H−

C3H6 CH3CH2SH?
10 CH3C5N? (CH3)2CO NH2CH2COOH? (CH2OH)2? CH3CH2CHO
11 HC9N CH3C6H C2H5OCHO CH3OCOCH3

12 c-C6H6 n-C3H7CN i -C3H7CN
13 HC11N
60 C60

70 C70

abundance of currently identified molecules, molecular temperature (obtained by observing

rotational band profiles of interstellar molecules), vacuum ultraviolet (VUV) flux, estimated

density and the theoretical ratio of heavy atoms to hydrogen atoms in the galactic plane

based on the abundance of observable species.2

The accuracy of these models is therefore limited by the knowledge of the relative abun-

dance of interstellar molecules. This can be improved by assigning interstellar spectral

features to known carriers. To assign the carrier of an interstellar band, they must be

compared with spectra obtained in a simulated interstellar environment. This requires

the spectrum of the chemical species to be recorded in the gas phase at low temperature

and under high vacuum.97 Techniques which allow these measurements, particularly in the

visible region of the spectrum, will be discussed in Chapter 3. Spectral information on
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interstellar molecules has been detected across many regions of the electromagnetic spec-

trum. Currently more than 180 molecules have been detected in the interstellar medium

or circumstellar shells.6–8 These are listed in Table 1.1.

Millimetre-wave and radio-wave astronomy have successfully identified numerous inter-

stellar molecules,98 as can be observed in Table 1.1.6–8 Molecules with permanent dipole

moments can lose rotational energy by emitting photons in the radio and millimetre range.

It is a major advantage of this technique that rotational spectroscopy also gives the ex-

act vibrationally averaged geometry of the molecule, allowing unambiguous assignment of

observed spectra.99

The molecules responsible for astronomical millimetre-wave features can be identified by

comparison with laboratory millimetre-wave spectra, where much work has been done.

In particular, Thaddeus, McCarthy and co-workers at the Harvard-Smithsonian Center

for Astrophysics have recorded the laboratory spectra of over 50 molecules of interest to

interstellar chemistry98,100–104. Molecules with larger dipole moments are easier to identify

from their microwave spectra. This method of identification is therefore responsible for

the large number of asymmetric carbon chains, including carbon chain cations and anions,

identified in the ISM as shown in Table 1.1. Molecules as large as HC11N have been

identified by these techniques.105

The quality of astronomical rotational spectra has improved significantly in recent years.

Spectroscopic information of numerous astronomical environments has recently been re-

ported by the Atacama Large Millimeter/Submillimeter Array (ALMA).106–108 Addition-

ally, work continues towards the construction of the Australian Square Kilometer Array

Pathfinder (ASKAP). With more than 50 times the sensitivity of the previous generation of

radio telescopes, ASKAP is expected to greatly increase the pool of information available

to interstellar chemistry, and radio astronomy in general.109

Another area of astronomy which has yielded information about molecules in the ISM is

infra-red (IR) astronomy. Until recently, much of the IR region was inaccessible to astron-

omy due to water vapour in the Earth’s atmosphere.97 This did not prevent observations

in the far IR region of the electromagnetic spectrum. Some interstellar molecules have

been identified by far IR astronomy, including Hinkle, Bernath and Keady’s identification

of the C3 and C5 molecules.110,111

In recent years, orbital IR telescopes such as COBE112, ISO17 and the Spitzer Space

Telescope have allowed access to previously inaccessible regions of the IR spectrum. This

has led to the further identification of interstellar molecules, such as the discovery by the
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Spitzer Space Telescope of C60 and C70 fullerenes in the circumstellar shell of a planetary

nebula,113 and their subsequent discovery in other astronomical environments.114–116

1.2.1 Electronic Transitions of Interstellar Molecules.

Some of the earliest molecules detected in the ISM were assigned based on optical spec-

troscopy. As mentioned previously, C2 has been observed in various astronomical environ-

ments.43–46 Another optically observed interstellar molecule that has attracted significant

interest is SiC2. Unidentified bands in the blue and green regions of the visible spectrum

of N-type stars, that also showed strong carbon lines, were first observed in 1926.117,118 In

1956 Kleman, using a graphite oven charged with Silica, proved that the carrier of these

“Merrill-Sanford bands” was a molecule containing only silicon and carbon.119 The struc-

ture of this molecule was originally considered to be a linear molecule with the formula

SiC2, analogous of the C3 molecule.120–122 However, detailed analysis of the rotationally

resolved jet-cooled spectrum of these bands by Michalopoulos proved that this molecule in

fact has a triangular structure in both the ground and excited state.123 SiC2 continues to

be of significant interest to astronomy.124 Recently Steglich and Maier recorded the most

complete excitation spectra of the Merrill-Sanford system of SiC2 so far published.125

Many of the interstellar spectral features observed in the visible spectrum remain uniden-

tified. Two such sources of unidentified visible features include the Red-Rectangle bands

(RRBs), a series of emission features observed in the biconical protoplanatary nebular

the Red-Rectangle,126,127 and the diffuse interstellar bands (DIBs), a series of absorption

features attributed to molecules in the ISM. Interstellar spectra with no assigned carriers

is not unique to the visible region, with prominent unidentified features also observed by

millimetre-wave astronomy (such as the anomalous microwave emission (AME))128,129 and

IR (such as the unidentified infrared emission (UIR)).130,131

Given that the molecules creating these features are unknown, the models describing in-

terstellar chemistry are based on an incomplete picture of the ISM. To better understand

interstellar chemistry, it is therefore necessary to identify the molecules responsible for these

unidentified spectral features. This study was aimed at making a contribution towards the

ongoing efforts to identify the carriers of the DIBs.
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Figure 1.4: Images of two plates of ζ-Persei obtained by Mary Lea Heger at Lick Observatory in
1919. Heger’s measurements, made using these plates in 1920, contain the first documented record of
the DIBs. Image from McCall and Griffin (2013)137

1.3 The Diffuse Interstellar Bands (DIBs)

The carriers of the DIBs, a series of more than 500 interstellar absorption features in the

visible and NIR attributed to the ISM, have remained unidentified since the bands were

first observed almost a century ago.132,133 In 1934 Merrill confirmed that some anomalous

spectral absorption features, reported by Mary Lea Heger in 1919,134,135 remained station-

ary with respect to the oscillating stellar spectral features of binary stars.136 The plates on

which Mary Lea Heger’s spectra is recorded is shown in Figure 1.4. Since these stationary

absorption features could not be carried by the moving stellar source, it was hypothesised

that the additional absorption features belonged to chemical species existing in the space

between the stars and the Earth. The identity of the carriers of these absorption fea-

tures remains the longest unsolved mystery in astronomy.132 A simulated DIB spectrum is

presented in Figure 1.5.

Numerous theories regarding the possible identities of the DIB carriers have been suggested,

including ultracold solid oxygen, metastable H2, MgO grains and contaminated hydrogen

clusters.133,138 However, the majority of proposals are carbonaceous molecules.133 There

are numerous reasons for this. Firstly, due to the abundance of the DIBs it is often

assumed that the carriers of the DIBs are most likely formed from the most abundant

reactive interstellar elements, hydrogen, carbon, oxygen and nitrogen.139 Also, there is an

acknowledged shortfall between the interstellar carbon accounted for by observed species

relative to the expected abundance of carbon in the ISM.140 Another reason that organic

molecules are hypothesised to exist in diffuse clouds is due to their known importance to

the interstellar cycle of matter and the formation of planetary systems such as our own. If

the DIBs are indeed carried by organic species, as seems likely, understanding the processes

by which these molecules form would prove a valuable insight into the chemistry of carbon

in the ISM.
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Figure 1.5: Simulated spectrum of the diffuse interstellar bands. Reproduced from the DIB catalogue
of Jenniskens et al.141–143

The number of DIBs observed in the ISM now exceeds 500.137,144,145 It has been shown

that the intensities of the DIBs are not correlated,146 which suggests the DIBs each have a

unique carrier. Therefore, the number of DIB carriers outnumber the number of identified

interstellar molecules, shown in Table 1.1, by approximately three-to-one. Snow and Mc-

Call have argued that “once the DIB carriers are known and their chemistry understood,

the DIBs may represent a powerful multidimensional probe of the physical conditions (tem-

perature, density, radiation field, etc.) in diffuse clouds.”139 This makes identifying the

carriers of the DIBs an important astrophysical building block, as well as a curious puzzle

to solve.

1.3.1 Properties of DIB Carriers

Molecules that can be considered as plausible candidates as carriers of the DIBs must have

certain properties. Initially, the molecule in question must absorb in the same spectral

region as the observed DIBs. Figures 1.5 and 1.6 both show that the DIBs are observed

exclusively in the visible and NIR regions, and therefore only chemical species that have

electronic transitions of the appropriate energy need be considered.

Additionally, the band profiles of potential carrier transitions, observed at low-temperature

in simulated astronomical conditions, must match that observed in the DIBs. Figure 1.6
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shows the full-width-at-half-maximum (FWHM) of the confirmed DIBs observed in the

spectrum of HD183143 by Hobbs et. al. (2009).145 It can be seen that the FWHM of all

observed DIBs appear in a range between 0.42 Å (λ5840.7 Å) and 22.56 Å (λ4428.8 AA).

However the vast majority of the observed bands have a FWHM of approximately one

Å. The limitations of band widths are further discussed in Chapters 5, 6 and 7. With

the exception of the broad lorentzian DIBs, the profiles of most DIBs are attributed to

rotational structure. The profiles of some of these DIBs, such as the λ6614 Å DIB, show

a broad red tail. It has been suggested by Oka et. al. that these features are the result

of large polar carriers with population in many high-J levels, due to radiative pumping

by dust emission.147 However, Bernstein et. al. have shown that these structures can be

described by a simple bi-modal distribution, suggesting the convolution of two overlapping

DIBs.148

Matching of the band profile of a DIB is just as important as matching the energy. With

such a large number of DIBs observed in the visible/NIR, coincidental matches in energy

are to be expected. It is also important that the transition being suggested as a carrier

of a DIB is the only strong transition for that molecule in the visible spectrum, as any

additional intense structure would also have to be observed in the DIBs. As the intensities

of the DIBs have been shown to be uncorrelated, this is unlikely.146
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Figure 1.6: Log-linear scatter plot of FWHM (Å) and Wavelength (Å) of confirmed DIBs in the
spectrum of HD183143.145 Data obtained through http : //dibdata.org/
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An additional limitation on the possible assignment of DIBs is the intensity of the proposed

carrier transition. Modelling of organic DIB carriers assumes that the observed transitions

have an oscillator strength f = 10−2.140 While transitions stronger than this will still be

valid carriers with lower column densities, carrier transitions with oscillator strength signif-

icantly lower than f = 10−2 would require significantly higher abundances than expected

by current models. The expected abundance of carbon in diffuse clouds makes this unlikely.

Potential DIB carriers must also be able to survive the harsh radiation environment of

the ISM. It is believed that most DIB carriers exist in the diffuse atomic clouds (where

hydrogen is primarily in its atomic form, rather than its diatomic molecular form),139

although some also appear to be present in the lower radiation diffuse molecular clouds.139

This has led to the suggestion that many DIB carriers may be ionised.149

The carbon-chain hypothesis was first put forward by Douglas in 1977,150 and has since then

been thoroughly investigated, primarily by the group of J. P. Maier of The University of

Basel.151–154 There have been some promising coincidences between observed and measured

spectral features, notably C–
7, l-C3H2

− and C3H2,155–157 but these identifications have, in

each case, been refuted by further evidence.158,159

However this work will focus on the hypothesis that polycylic aromatic hydrocarbons

(PAHs) may be carriers of DIBs.

1.3.2 Polycyclic Aromatic Hydrocarbon (PAH) Hypothesis

PAHs are networks of sp2 hybridized carbon atoms, whose “dangling bonds” are passivated

with hydrogen. In the limit of large system size, one arrives at graphene,160 which has no

band gap. The smallest PAH is naphthalene, a white crystalline material which absorbs in

the UV.161 PAHs serve as theoretical benchmarks for larger carbon networks and graphene

nano-particles. Some PAHs have found technological applications in solar energy and

molecular electronics.162,163 PAHs are also important pollutants in Earth’s atmosphere, as

they are produced in combustion reactions.164,165

The existence of PAHs in the ISM was first invoked to explain the ultraviolet extinction

curve.166,167 Further evidence for interstellar PAHs came from in the form of the IR as-

tronomy.130,131 In the mid-1980s it was observed that star-forming regions and carbon rich

nebula exhibit IR emission features ranging from 3.3µm to 11µm (the UIRs), appearing to

be consistent vibrational modes of aromatic molecules, such as PAHs.130,131 These modes

include the 3.3µm C-H stretching mode, the 6.2 and 7.7µm C-C stretching modes as well
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Figure 1.7: Left: IR Spectra of embedded protostar Mon R2:IRS 1 showing emission corresponding
to known PAH vibrational modes. Adapted from spectrum published by Spoon et al.170; Right:
False colour IR image of W5 region. The red in this image corresponds to the vibrational modes of
PAHs. Image: NASA/JPL-Caltech/Harvard-Smithsonian CfA/ESA/STScI

as the 8.6 and 11.3µm C-H bending modes. These bands have been labeled in Figure

1.7. In recent years, sources of this IR emission have received much attention from the

COBE112, ISO17 and Spitzer orbital IR space telescopes. These studies provide strong

evidence for the widespread abundance of PAHs in the ISM. However the exact structure

of the PAHs responsible remains unclear. Indeed, it has recently been suggested that the

UIRs are better fit by combined aromatic-aliphatic molecules.168,169

As PAHs are suspected to already be present in the ISM, because of the UIRs, it was

hypothesized by several groups that the PAH family might be responsible for the DIBs, in

neutral, ionic, radical or closed-shell form.171–173 PAHs have several additional features that

made them appear to be good candidates for the carriers of the DIBs. Larger PAHs are

predicted to be able survive the harsh radiation field of the diffuse interstellar medium.174

They are primarily made up of carbon and hydrogen, which are abundant in the ISM, and

as such could exist in the column densities required to produce the absorption intensities

observed in the DIBs.140,174 Finally, some PAHs have strong transitions in the visible part

of the spectrum.174

As mentioned previously, proposed DIB carriers must absorb in the visible or NIR. A simple

Hückel picture is sufficient to determine which PAHs are likely to have visible transitions.

The classes of PAH, in terms of oxidation state and multiplicity, are described in terms of

simple Hückel fronter orbitals in Figure 1.8.
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Figure 1.8: Fronter orbitals of typical ground state electronic structure of PAHs, as prediced by the
Hückel model. PAHs can be devided into classes based on mulitplicity and charge. The single electron
transitions likely to contribute to the first electronic excited state are indicated by the black curled
arrows

Most spectroscopic studies on the band gaps and vibrational frequencies of PAHs have

focussed on the closed-shell species, which are often commercially available,161,175 or readily

synthesized.176 The S1 ← S0 transition of a neutral closed-shell PAHs is primarily due to

single electron transitions that are energetically similar to a transition from the highest

occupied molecular orbital (HOMO) to the lowest unoccupied molecular orbital (LUMO),

shown in the leftmost diagram of Figure 1.8. For small PAHs, the S1 ← S0 transitions

correspond to absorptions in the UV spectrum, and as such these molecules cannot be

carriers of the DIBs. Only relatively large neutral closed shell PAHs, such as tetracene

(C18H12)177 and Hexa-peri -hexabenzocoronene (C42H18)176 absorb in the spectral regions

relevant to the DIBs. The S1 ← S0 transitions of closed shell PAHs will be examined

further in Chapter 7.

Ionising these molecules creates radical cations. These resonance stabilised radical cation

species generally have weak IR D1 ← D0 transitions, with stronger visible D2 ← D0

transitions. These strong visible transitions have been suggested as carriers of the DIBs.

However the D2 higher excited state of these cations is generally short lived, resulting in

transitions that are significantly lifetime broadened. These lifetime broadened state have

lorentzian profiles, and it is possible that a strong transition to a short-lived state may

be responsible for the broad lorenzian DIB at λ4428.8 Å, as well of some of the other

broad DIBs. Indeed, several PAH radical cations have been proposed as carriers of the

DIBs.178–180 However, these assignments have been shown to be inconsistent with further

observation.181,182 These transitions will be examined further in Chapters 6 and 7.

The D1 ← D0 transitions of medium sized neutral PAH resonance stabilised radicals

(RSRs) absorb in the visible and NIR spectrum. These PAH RSRs have been considered
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possible products of interstellar photofragmentation,183–185 and have been the focus of

several recent studies.183,185–203

Visible and NIR transitions of many aromatic species have now been observed in the gas

phase under simulated astronomical conditions (high vacuum, low temperature),204 includ-

ing the S1 ← S0 transitions of large closed-shell neutral species,176 D2 ← D0 transitions

of radical cations,205,206 the D1 ← D0 transitions of neutral radicals183,185–203 and recently

the S1 ← S0 transitions of closed shell cations.207–209 All have been dismissed as potential

carriers of the DIBs.

1.4 Focus of This Work

This work aims to build on the work of previous studies, by looking for trends in the

spectroscopic properties of aromatic molecules of a particular multiplicity and of a partic-

ular charge. The interpretation of these trends will be guided by theoretical analysis of

the spectra in question, understanding the changing nature of excited states as examined

by techniques ranging from the conceptually simple Hückel level of theory through to the

application of modern excited state computational chemistry. The trends observed will

include excitation energy, excited state lifetime, electronic transition intensities, Franck-

Condon210,211 and Herzberg-Teller212 vibronic intensities and the spectroscopic width of

observed bands. These trends will be extrapolated from experimentally examining excited

states of varying energy, symmetry, energy-gap and density-of-states for aromatic chro-

mophores ranging from 6-17 carbon atoms. These trends will be extrapolated to larger

aromatic chromophores. This was done to determine which of the previously considered

classes of PAH can be dismissed as plausible carriers of the DIBs, and which aromatic

species may still be plausible carriers based on existing evidence.

Chapter 2 will outline the computational and theoretical techniques used in this work and

how they can, in conjunction with experimental results, lead to an understanding of the

spectral properties of similar transitions. Chapter 2 will also outline the effectiveness of

computational chemistry tools that will be used to assign the spectra obtained in this

study. Chapter 3 will outline the experimental techniques and equipment used to acquire

spectra in this work.

Chapter 4 examines the D1 ← D0 transitions of neutral PAH RSRs by recording the

D1 ← D0 excitation spectra of 9-anthracenylmethyl (9-AnMe) and 1-pyrenylmethyl (1-

PyMe), the largest neutral radicals yet observed in the gas-phase. Computational chemistry
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methods are used to assist in the assignment of the recorded spectra. Chapter 4 then

compares the recorded spectra with previously recorded spectra of smaller PAH RSRs

to extrapolate the spectral properties of larger molecules of this type. Chapter 4 also

introduces a means of improving the accuracy of time-dependant density functional theory

(TD-DFT) electronic transition energies through empirical correction.

Chapter 5 looks at transitions to higher-excited states of neutral PAH RSRs through

double-resonance techniques. The transitions viewed are those with calculated oscillator

strength greater than f = 10−2, in line with astronomical modelling.140 Further theoretical

methods are introduced to empirically enhance the calculation of excited state energies. A

new R2C2PI after internal conversion technique is demonstrated, thanks to a serendipitous

near match between the ionisation energy of 9-AnMe and the output of an ArF excimer

laser.

Chapter 6 explores the spectral properties of radical cations by examining the photodis-

sociation spectrum of argon tagged 9-methylanthracenium+ cation (Ar· · · 9-MeAn+) for

the spectral range from 8000 cm−1 to 44444 cm−1. Eight distinct electronic transitions are

observed and assigned in this region based on ab-initio methods previously developed in

Chapter 5. The vibronic structure of the weak D1 ← D0 transition of Ar· · · 9-MeAn+

was assigned, and the highly vibronic structure of the unreported D1 ← D0 transition of

anthracenium+ will be discussed.

Chapter 7 looks at molecules based on the phenalenyl motif. Phenalenyl is stable as a neu-

tral radical, a cation and an anion. The phenalenyl radical and its cation are discussed, in

conjunction with new theoretical results, regarding their unusual electronic structure and

possible interstellar importance. In Chapter 7, the S1 ← S0 spectrum of the closed shell

neutral, 1H-phenalene, is also reported and the possible astronomical relevance of larger

closed shell PAH molecules are discussed. Chapter 7 also reports three visible electronic

transitions of the 1H-phenalenium+ radical cation and these are assigned. The nitrogen

heterocycles, 1-azaphenalene and 9b-azaphenalene are explored theoretically and the as-

tronomical relevance of nitrogen containing PAHs (PANHs) is discussed.

Chapter 8 reflects on the results of the previous chapters and the methodologies introduced.

Classes of molecules requiring further analysis are discussed and further experiments are

suggested. Several classes of PAH are dismissed as potential carriers of the DIBs.

Overall, this work aims to set out a methodology by which future proposed carriers of

the DIBs may be considered, and potentially eliminated, based on trends observed in

spectroscopically related molecular species. If these methods fail to eliminate suggested
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molecules, further measurements may be warranted. However such deductive methods

rely on having proposed carriers to test, and in this regard experimental spectroscopists

remain dependant on the insight and imagination of their colleagues in astrophysics and

theoretical chemistry.



Chapter 2
Computational Methods

Spectroscopy, in isolation, is a powerful tool for the detection and identification of known

chemical species. For example, the carriers of many of the stellar absorption features

observed by Fraunhofer28 were identified by Kirchhoff and Bunsen through the simple

process of recording the flame spectra of known samples, and comparing these spectra

with those observed astronomically, with little understanding of the nature of the atoms

producing the spectra.31–33 This direct comparison of astronomical spectra with known

laboratory spectra is still a fundamental component of interstellar spectroscopy.

However, the usefulness of spectroscopy in understanding the physico-chemical and en-

ergetic properties of molecules is greatly enhanced when complemented with theoretical

analysis of the spectrum. Therefore, knowing what photon energy a molecule can absorb

can be practically useful. However, greater theoretical understanding is required to un-

derstand the quantum mechanical processes responsible for these absorptions. This has

led to a symbiotic development in the understanding of molecular spectra and theoretical

quantum mechanics.

It was the spectra of atoms, in particular hydrogen, that led Niels Bohr to add the quan-

tisation of energy levels213,214 to Rutherford’s model.215 This model, based on the earlier

work of Max Planck,216 gave rise to the earliest form of atomic quantum theory. This basic

model was eventually expanded and generalised, resulting in the Schrödinger equation that

is the basis of today’s molecular electronic structure theory.217

18
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2.1 Molecular Electronic Structure Theory

Molecular electronic structure theory is governed by the non-relativistic time-independent

Schrödinger equation. This equation, in its simplest form, can be expressed

ĤΨi = εiΨi (2.1)

All states of the system are described by the wavefunctions Ψi. These wavefunctions

are eigenfunctions of the hamiltonian operator, Ĥ. The eigenvalues εi of this equation

correspond to the total energies of the states.217

All observable properties of the system are described by the wavefunctions of that system.

With the appropriate operator, Q̂, the expectation value 〈q〉i for observable Q can be

obtained by the equation;

〈q〉i =

∫
Ψ∗i Q̂Ψidτ∫
Ψ∗iΨidτ

(2.2)

Written in Dirac notation, this is simplified as;

〈q〉i =
〈i|Q̂|i〉
〈i|i〉

(2.3)

For molecular systems total energy can be given as the sum of the kinetic energies (cor-

responding to operators T̂ ) and potential energies (corresponding to operators V̂ ) of the

nuclei, N , and the electrons, e. The full hamiltonian for Equation 2.1 can be written as;

Ĥ = T̂N + T̂e + V̂Ne + V̂NN + V̂ee (2.4)

In this equation, T̂N is the nuclear kinetic energy operator and T̂e is the electronic kinetic

energy operator. V̂Ne is the operator corresponding to coulomb attraction between the

electrons and the nuclei. V̂NN and V̂ee respectively correspond to the nuclear and electronic

coulomb repulsion terms.

This equation governs molecular electronic structure theory and could, in theory, be used

to predict all observable properties for a molecule. Unfortunately, this equation can only be

solved analytically for the hydrogen atom. For larger molecules, approximations have to be

made to determine the wavefunctions and energy eigenvalues of the Schrödinger equation.

Different computational methods use different approximations to solve the Schrödinger

equation. As such, the answers obtained provide different insights into the internal struc-

ture of molecules.
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2.1.1 The Variational principle

As the exact vibronic wavefunctions and energies of a molecule cannot be determined

analytically, they must be approximated. The approximate wave function,Ψtrial, may be

written as a linear combination of the linearly independant eigenstates, Ψ0,Ψ1..., with

coefficients ci;

Ψtrial =
∑
i

ciΨi (2.5)

The energy of the approximate wavefunction, εtrial is defined by its energy expectation

value (Equation 2.3).

εtrial =

∑
i c

2
i 〈i|Ĥ|i〉∑
i c

2
i 〈i|i〉

≥ ε0 (2.6)

As the energy is minimised with respect to each ci coefficient, the energy approaches that

of the true ground state. As such, the calculated energy represents an upper bound to

the true ground state energy of the system.218 By this technique, approximate numerical

solutions of the Schrödinger equation can be calculated.

2.1.2 The Adiabatic Born-Oppenheimer Approximation

The adiabatic Born-Oppenheimer approximation provides the framework for much of our

understanding of molecular quantum mechanics. It is implicitly used by all electronic struc-

ture codes. This approximation assumes that electrons instantly adapt to the position of

the nuclei,219 adopting a wavefunction, ψe which obeys the electronic Schrödinger equation

Ĥeψe(q; Q) = ε(Q)ψe(q; Q) (2.7)

where

Ĥe = T̂e + V̂Ne + V̂ee + V̂NN . (2.8)

Under this approximation the wavefunction of electrons, ψe(q; Q), depend only paramet-

rically on nuclear positions, Q. By plotting the potential energy, ε(Q), for each geometry

Q the solutions obtained from this hamiltonian can be used to plot the potential energy

surface for the molecule.
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The full vibronic wavefunction is written as a product of the electronic wavefunction and

the vibrational wavefunction,

Ψ(q,Q) = ψe(q; Q)ψv(Q)

= |e〉|v〉. (2.9)

The adiabatic approximation, that the electrons spontaneously adapt to changes in the

nuclear position, has the computational advantage of diagonalising the electronic potential

operator in the matrix representation of the hamiltonian. For three electronic states, the

hamiltonian may be written

Ĥ =


T11 T12 T13

T21 T22 T23

T31 T32 T33

+


V11 0 0

0 V22 0

0 0 V33

 (2.10)

where 〈vi|ε(Q)|vj〉 from Equation 2.7, and the elements Tij of the nuclear kinetic energy

operator are of the form

〈ei|〈vi|T̂N |vj〉|ej〉 =
∑
n

−~2

2Mn

〈
ei

∣∣∣∣〈vi ∣∣∣∣ ∂2

∂Q2
n

∣∣∣∣ vj〉∣∣∣∣ ej〉
=

∑
n

−~2

2Mn

[
〈ei|ej〉

〈
vi

∣∣∣∣ ∂2

∂Q2
n

∣∣∣∣ vj〉+

〈
ei

∣∣∣∣ ∂2

∂Q2
n

∣∣∣∣ ej〉 〈vi|vj〉
+2

〈
ei

∣∣∣∣ ∂

∂Qn

∣∣∣∣ ej〉〈vi ∣∣∣∣ ∂

∂Qn

∣∣∣∣ vj〉] . (2.11)

The first term gives the nuclear kinetic energy while the second and third terms in Equation

2.11, the derivative couplings, describe how motion in a nuclear coordinate mixes electronic

states.

If derivative coupling between the electronic states is negligible, the nuclear kinetic energy

operator can be approximated by a diagonalised matrix,

Ĥ =


T11 0 0

0 T22 0

0 0 T33

+


V11 0 0

0 V22 0

0 0 V33

 . (2.12)

While this approximation holds for most systems, it breaks down in systems with strong

derivative coupling between electronic states, rendering the Born-Oppenheimer approxi-

mation invalid. For example, if the coupling exists between electronic states 2 and 3, the
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hamiltonian becomes;

Ĥ =


T11 0 0

0 T22 T23

0 T32 T33

+


V11 0 0

0 V22 0

0 0 V33

 (2.13)

In situations with this strong coupling, the off diagonal terms introduced makes solving

Equation 2.13 extremely difficult. One approach to obtaining computational solutions for

such systems is to use the diabatic, rather than adiabatic, representation. Here a unitary

transformation decouples the electronic states with respect to the nuclear kinetic energy

operator. In an infinite electronic basis, this is equivalent to the crude Born-Oppenheimer

approximation, where the electrons in the molecule being examined are insensitive to the

positions of the nuclei. This is at the expense of coupling the electronic energy states;

Ĥ =


T11 0 0

0 T22 0

0 0 T33

+


V11 0 0

0 V22 V23

0 V23 V33

 (2.14)

Such strong coupling is observed in the D3h symmetric phenalenyl radical, which was the

focus of the author’s undergraduate honours thesis as well as a subsequent paper.201,220

This molecule will be briefly discussed in Chapter 7.

By their nature, electronic structure codes diagonalize the electronic energy at the specified

geometry, and thus operate with in the framework of the adiabatic Born-Oppenheimer

approximation. This approximation holds for the majority of molecules examined in this

work. Two computational chemistry packages were used in this study: Gaussian09221

and Firefly222. The approximations used by these programs, and the theoretical methods

they invoke, are outlined later in this this chapter.

2.2 Computational Methods

2.2.1 Ab-initio methods

Ab-initio, literally meaning “from the beginning” in Latin, was a description of compu-

tational methods first used by Parr et. al. in 1950.223 It has come to mean quantum

mechanical methods derived from first principles. These methods seek to find ways of
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simplifying a quantum chemical problem, allowing the Schrödinger equation for the sim-

plified system to be solved or approximately solved. Such methods include Hartree-Fock,

perturbation theory and multi-reference methods, as well as methods that combine these.

The methods used in this work are outlined below.

2.2.1.1 Restricted [Open shell] Hartree Fock (RHF/ROHF) - Self Consistent

Field (SCF) Method

To create the wavefunctions of the molecular orbitals, required for later use in configuration

interaction equations, RHF/ROHF-SCF calculations were performed using the Firefly

package.222 The RHF technique is applicable to closed-shell molecules, whereas ROHF has

been adapted for radicals. These methods use an average field approximation to model

electron-electron interactions. Each of the N electrons is described as moving in the average

field of the other N − 1 electrons.

The N -electron wavefunction is first given as a Hartree product of one electron wavefunc-

tions;

Φ(1, 2, ..., N) = φ1(1)φ2(2)...φN(N) (2.15)

where i ≡ qi. The spin-orbitals, {φi}Ni=1, representing molecular orbitals with up or down

spin electrons, are formed from a linear combination of atomic basis functions, {χ};

φi =
∑
k

ckiχk, (2.16)

these, in turn, being represented by a sum over gaussian primitives in fixed ratios.

The overall wavefunction is the normalised and antisymmetrised Hartree product, known

as a Slater determinant;

Φ(1, 2, . . . , n)| = 1√
N !

∣∣∣∣∣∣∣∣∣∣∣

φ1(1) φ2(1) · · · φN(1)

φ1(2) φ2(2) · · · φN(2)
...

...
. . .

...

φ1(n) φ2(N) · · · φN(N)

∣∣∣∣∣∣∣∣∣∣∣
(2.17)

where φi(j) indicates electron j occupies spin-orbital i. As such, the exchange of two

electrons results in a change of sign of the Slater determinant, thus obeying Fermi-Dirac

statistics and the Pauli exclusion principle.
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The average field approximation is based on the assumption that the spin orbital wave-

functions of the other N − 1 electrons are known. As this is generally not true, an initial

wavefunction, approximating the true wavefunction, needs to be chosen.

To obtain an initial guess for the wavefunction, the electron-electron potential, Vee, is

ignored and the HF equations are solved for each spin orbital. These equations are deter-

mined variationally from the Schrödinger equation224 and the one-electron hamiltonian is

written as;

F̂iφi(i) =

{
ĥi +

∑
j

(Ĵj − K̂j)

}
φi(i) = εiφi(i) (2.18)

The ĥi contains the T̂e and V̂Ne terms from Equation 2.4, which are determined explicitly

for electron i. The repulsion from other electrons, Vee, is contained in the coulomb (Ĵj)

and exchange (K̂j) operators.225,226

These equations can be solved numerically for each term in the Slater determinant (Equa-

tion 2.17) as one and two electron integrals.

The initial guess wavefunctions can be determined by omitting the (Ĵj) and (K̂j) operators

and solving Equation 2.18 for all the electrons. (Ĵj) and (K̂j) can then be determined from

these wavefunctions to obtain new wavefunctions for the electron spin-orbitals. These new

wavefunctions are then used to determine new values for the (Ĵj) and (K̂j) operators. This

process continues until the wavefunctions produced by Equation 2.18 match those input

into the equation, within a pre-set convergence criteria. This way, the minimum energy

wavefunctions can be determined.

2.2.1.2 Configuration Interaction (CI)

CI calculations introduce additional configurations (in the form of Slater determinants)

that allow electrons to avoid each other. Because of this, CI calculations include the

instantaneous interactions between electrons that were omitted from the RHF/ROHF cal-

culations. These additional configurations are formed by exciting electrons from the single

RHF/ROHF Slater determinant into unoccupied spin orbitals. Electron excitation opera-

tors, Ĉ, are chosen to match the symmetry of the original Slater determinant. The overall

wavefunction is the linear combination of the Slater determinants resulting from these ex-

citations. This is shown as Equation 2.19. The coefficients in this equation are chosen to

minimise the energy of the system, in accordance with the variational principle outlined in

Section 2.1.1
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ΨCI = a0ΨHF +
∑
i,a

aiĈ
a
i ΨHF +

∑
ij,ab

aijĈ
ab
ij ΨHF + . . . (2.19)

where Ĉa
i is the single excitation operator that excites the electron occupying orbital i

into the unoccupied orbital a. Similarly, Ĉab
ij is a double excitation operator. A full CI

calculation includes such operators up to order N . While a full CI calculation allows for

all symmetry-allowed transitions, this form of calculation is unfeasible for systems as large

as the PAHs studied in later chapters.

2.2.1.3 Second Order Extended Multi-Configuration Quasi-Degenerate Per-

turbation Theory (X-MCQDPT2)

Alexander Granovsky’s X-MCQDPT method is exclusively available through the Firefly

computational chemistry program.227 It is a multi-state multi-reference perturbation the-

ory (MS-MR-PT) method. As the name suggests, these methods calculate the energies

of several electronic states, by improving on multi-reference techniques using perturbation

theory. Other techniques of this type include second-order complete active space pertur-

bation theory (CASPT2) and second-order n-electron valence state perturbation theory

(NEVPT2). A comparison of various earlier MR-PT methods was published by Chaudhuri

et. al.228 which, along with Granovsky’s paper,227 gives a good and highly detailed account

of the differences between these techniques and their relative strengths and weaknesses.

This section will focus largely on MS-MR-PT methods in general, and how X-MCQDPT2

was used in this work.

Multi-reference techniques simplify the full CI calculation by using an active space. The

active space is a selection of frontier orbitals. Ideally, excitations within the active space

will result in the electronic configurations most strongly contributing to the excited states

being examined. By limiting the possible configurations to electronic excitations within

these orbitals the number of Slater determinants required is reduced dramatically, allowing

excited-state calculations to be performed on large molecules.

An inherent compromise exists in this method. By increasing the size of the active space,

the excited-states under examination can be more accurately modelled at the cost of in-

creased computing time and system complexity. The inverse is also true; computational

requirements can be reduced at the cost of accuracy by reducing the size of the active

space. In the end, the appropriate choice of active space depends on the molecule being

studied and the detail required from the results.
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Perturbation theory is a mathematical theory whereby an approximate solution to a prob-

lem is determined by exactly solving a related problem and adding a series of perturbations

to approximate the behaviour of the desired solution.

Perturbation theory is generally presented in the form of a power series. In general it can

be written in the form

A = A0 + ε1A1 + ε2A2 + ... (2.20)

As ε is small, the higher order terms become progressively smaller.

An approximation by second-order perturbation theory has the general form

A = A0 + ε1A1 + ε2A2 (2.21)

The second-order perturbation theory enhancement used in the X-MCQDPT2 technique

is based on second-order Møller–Plesset perturbation theory (MP2).229 MP2 is a relatively

inexpensive method for improving the accuracy of ab-initio techniques, such as Hartree-

Fock and multi-reference methods. It was original developed as a means of adding electron

correlation effects to Hartree-Fock methods.

In this work, X-MCQDPT2 calculations were performed to calculate vertical electronic

transition energies, Tv, and transition dipole moments, µ0. These values are explained

later in this chapter. The X-MCQDPT2 technique was applied to RHF/ROHF orbitals

that were also calculated in Firefly222 with the same basis set. The geometries used

for the RHF/ROHF and X-MCQDPT2 calculations were optimised using the B3LYP/6-

311++G(d,p) level of theory. The X-MCQDPT2 calculations in Chapter 5 were performed

by Professor Timothy Schmidt. Based on the apparent success of this technique in calculat-

ing energies and intensities of higher electronic excited states, X-MCQDPT2 calculations

were also performed by the author, the results of which are presented in Chapters 6 and 7.

CASPT2, another MS-MR-PT method, was used in calculations provided by Dr George

Bacskay and are included in Chapter 4.

2.2.2 Density Functional Theory (DFT)

In this study, DFT calculations were performed to determine equilibrium geometries and

to perform normal mode analysis. These calculations were run using the Gaussian09

computational chemistry package.
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DFT is based on the Hohenberg-Kohn theorem which states that the ground state electronic

properties of a system can be uniquely described by its electron density.230 The energy of

this system can be expressed, in terms of electron density ρ(r), by the equation;

E[ρ] = ET [ρ] + ENe[ρ] + EJ [ρ] + Exc[ρ] (2.22)

In Kohn-Sham (KS) DFT, the charge density of N electrons is formulated in terms of spin

orbitals;

ρ(r) =
N∑
i=1

|φi(r)|2 (2.23)

ET , the kinetic energy, can then be determined based on these orbitals,

ET =
N∑
i=1

〈φi|T̂e|φi〉 (2.24)

These KS orbitals {φi}Ni=1 are obtained via the variational principle described in Section

2.1.1. The KS energy operator can then be defined;

F̂KSφi = εiφi (2.25)

F̂KS = T̂e + υ(r) + J(r) + υxc(r) (2.26)

where υ(r) is the nuclear attraction term, J(r) is the coulomb repulsion term and υxc(r)

is the exchange-correlation correction term. The exchange-correlation term cannot be

analytically determined and must be approximated. These approximations are generally

derived by fitting parameters that are derived from accurate experimental data or numerical

calculations. DFT is therefore a semi-empirical technique.

This work makes use of three differently parametrised hybrid DFT methods, B3LYP231,232

CAM-B3LYP233 and M06.234 Calculations using these DFT techniques were undertaken

in the Gaussian09 computational chemistry package.221

2.2.2.1 Time-Dependent Density Functional Theory (TD-DFT)

Density functional methods, such as B3LYP, are extremely efficient at calculating ground-

state properties. However, a similar formulation for calculating excited-state properties
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requires a theoretical treatment derived from the time-dependent Schrödinger equation.

Ĥ(t)|Ψ(t)〉 = i
∂

∂t
|Ψ(t)〉 (2.27)

Properties requiring time-dependent treatment include atomic and nuclear scattering,235

the dynamical response of inhomogeneous metallic systems,236 and any excited-state prop-

erty of an electronically excited molecular system.

The generalised time-dependant formulation of KS DFT was developed by Runge and

Gross in 1984.236 In addition to the initial publication of Runge and Gross that explains

in detail the methodology on which the theory is based,236 there are a number of excellent

review articles outlining the development, formalism and applications of the Runge-Gross

equation and TD-DFT in general.

A non-exhaustive list of these review articles include the works of

• Gross and Kohn (1990);237

• Onida, Reining and Rubio (2002);238

• Chelikowsky, Kronik and Vasiliev (2003);239

• Rosa, Ricciardi, Gritsenko and Baerends (2004);240

• Dreuw and Head-Gordon (2005);241

• Barone, Improta and Rega (2008);242

• Jacquemin, Wathelet, Perpéte, and Adamo (2009);243

• Casida (2009);244

• van Faasen and Burke (2009);245

• Jacquemin, Mennucci and Adamo (2011);246

• Marques, Maitra, Nogueira, Gross and Rubino (2012);247

• Adamo and Jacquemin (2013).248

TD-DFT has been shown to be a useful tool when calculating excited-state transition

energies, geometries and vibrational frequencies, as well as simulating the intensities of

electronic and vibronic transitions. It can be applied to numerous DFT functionals, in-

cluding the B3LYP (TD-B3LYP), CAM-B3LYP (TD-CAM-B3LYP) and M06 (TD-M06)

functionals used in this work. These applications of TD-DFT will be discussed below.
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2.3 Calculation of Molecular Properties

2.3.1 Optimised Geometry

Geometry optimisation is the process by which the minimum energy geometry of a molecule

is iteratively determined for a specified electronic energy level. Quantum chemical software

achieves this by adjusting the geometry of the molecule until a stationary point on the

potential surface is found. This can be performed using a wide range of ab-initio, DFT

(for ground states) and TD-DFT (for excited states) levels of theory.

All geometry optimisations in this work were undertaken using the Gaussian09221 suite

of software. The default algorithm used by Gaussian09 for minimizations (optimizations

to a local minimum) is the Berny algorithm249 using GEDIIS250 in redundant internal co-

ordinates.221,251–257 This algorithm uses the forces acting on the atoms of a given structure,

together with the second derivative matrix (called the Hessian matrix), to predict energet-

ically more favourable structures and thus optimize the molecular structure towards the

next local minimum on the potential energy surface.258 As it is computationally expensive

to explicitly calculate the Hessian at each point, the calculation approximates the Hessian,

initially using a simple valence force field, then updating this estimate using energies and

first-derivatives for each new point along the optimisation pathway.

This process, like all optimisation process, will find the nearest minimum. It is therefore

important to have a good estimate of the starting geometry to avoid optimising to a local

minimum, as opposed to the true optimised geometry.

All ground state geometry optimisations were undertaken using DFT, with B3LYP, CAM-

B3LYP and M06 all used. All excited state geometries reported in this work were calculated

using TD-B3LYP.

2.3.2 Electronic Transition Energy and Intensity

The following properties can be calculated by quantum chemical software programs using

a range of ab-initio and TD-DFT methods. The energy difference they refer to is displayed

in Figure 2.1.

The vertical excitation energy (Tv) is the difference in energy between the ground electronic

state and the excited electronic state at the optimised geometry of the ground-state. This

ignores differences in geometry and zero-point energy between the ground state and the
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Figure 2.1: Energy level diagram showing the deffinition of Tv: the vertical excitation energy; Te:
the adiabatic excitation energy; and T0: the zero-point corrected excitation energy

excited state. This estimate of the electronic transition energy is the least computationally

demanding, as optimising ground state geometries is significantly less expensive than opti-

mising excited state geometries. While this is the value that least represents the observed

electronic excitation energy, this inexpensive measure of electronic excitation energy can be

an excellent method of predicting electronic transition energies, especially when corrected

by empirical scaling.185 This will be discussed further in Chapter 4.

An improvement on this value is the adiabatic transition energy (Te). This involves cal-

culating the difference in energy between the geometry optimised ground-state and the

geometry optimised excited-state. This calculation therefore implicitly includes the geom-

etry change of the molecule upon excitation.

Calculation of zero-point energy further improves this calculation, giving the zero-point-

corrected transition energy (T0). Indeed, it is T0 which is directly experimentally measured

when an electronic origin band is observed.

Through studies of the specific heat of hydrogen, Einstein and Stern concluded that the

vibrational energy of a molecular vibration has energy

ε =
hν

e
hν
kT

+
hν

2
(2.28)



Chapter 2. Computational Methods 31

Table 2.1: TD-B3LYP/6-311++G(d,p) calculated S1 ← S0 transition energies of benzene. Calcula-
tions were run on same computer system (Silica cluster of the High-Performance Computing Facility at
The University of Sydney) with same number of processors (four).† - Estimated position of forbidden
electronic origin transition, from Stephenson et al.261

Method CPU time (hours) Ecalc (eV) Eexperiment† (eV) ∆E (eV)
Tv 1.7 5.48 4.72 0.76
Te 5.3 5.34 4.72 0.62
T0 191.5 5.18 4.72 0.46

where h is Planck’s constant, ν is the fundamental frequency of the vibrational normal

mode, k is the Boltzmann constant and T is the vibrational temperature in Kelvin.259

It follows from Equation 2.28 that at absolute zero, the energy of a vibrational mode can be

given as ε = 1/2hν. This is the zero-point energy, which is a consequence of the Heisenberg

uncertainty principle.260

The zero-point energy for each electronic state can be calculated as the sum of the zero-

point vibrational energies,

ZPE =
∑

1≤n≤3N−6

hνn
2

(2.29)

where n is a vibrational normal mode, and N is the number of atoms.

Calculation of excited-state frequencies, which involves explicitly calculating the Hessian

of the excited-state geometry for each vibrational mode, is extremely expensive. These cal-

culations are discussed later in this chapter. As a result, calculation of T0 has significantly

greater expense than calculation of Tv or Te.

As an example, Tv, Te and T0 were calculated for the S0 ← S1 transition of benzene at

the TD-B3LYP/6-311++G(d,p) level of theory, and this data is tabulated in Table 2.1.

Barnes et al performed similar calculations on a large number of small radical species with

a large number of functional and basis sets, and finds similar trends.262

As you would expect, with an error of 0.46 eV, the calculated value for T0 is closest to

the experimentally measured value of T0. However, this comes at significantly increased

expense, with the calculation taking more than 100 times longer to run.

While the raw value of Tv overestimates the electronic transition energy of benzene by

0.76 eV, this calculation is far more cost effective to run. It is shown in Chapters 4, 5 and
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7 that by empirically correcting affordable TD-DFT Tv values, experimental values of T0

can be estimated cheaply with an accuracy better than 0.2 eV.

2.3.3 Normal Mode Analysis

A normal mode of a vibrating system is a pattern of motion in which all parts of the system

move sinusoidally with the same frequency and with a fixed phase relation. All possible

resonant vibrations of the system can be described in terms of its normal modes.

All possible motions and forces for an N atom system can be described in terms 3N

cartesian co-ordinates {xj}. By Newton’s second law, a single cartesian co-ordinate xi of

an atom with mass mi is described by the equation

miẍi =
3N∑
j

∂2V

∂xi∂xj
xj = 0 (2.30)

This system can be described in terms of the mass weighted co-ordinates {yi} where yi =
√
mixi. If we substitute these co-ordinates into Equation 2.30 and apply the chain rule,

this is reduced to

ÿi +
3N∑
j

∂2V

∂yi∂yj
yj = 0 (2.31)

As the motion is sinusoidal,

yi = y0 sin(ωt) (2.32)

ÿi has the form

ÿi = −ω2yi (2.33)

If we then define G as the matrix with elements Gij = ∂2V/∂yi∂yj, Equation 2.31 can be

represented as an eigenfunction equation

Gy = ω2y (2.34)

Upon diagonalising matrix G, the eigenvalues of this system are the mass-weighted nor-

mal co-originates. Computational chemistry programs calculate the 3N vibrational normal

modes by diagonalising this matrix. Of the 3N normal modes produced, six will be redun-

dant in a non-linear molecule giving a total of 3N − 6 vibrational normal modes.
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2.3.4 Harmonic Frequencies of Vibrational Normal Modes

As a first order approximation, normal modes frequencies, the starting point for any vi-

bronic assignment, can be estimated using the simple harmonic oscillator model. This

assumes that the vibration can be modelled as a spring which obeys Hooke’s law,

F = −kQ (2.35)

where k is the force constant of the vibrational mode and Q is the displacement from the

equilibrium geometry.

In classical mechanics, Newton’s second law of motion means this can be re-written in

terms of a reduced-mass µ

F = µ
d2Q

dt
(2.36)

Combining Equations 2.35 and 2.36 and solving gives the harmonic frequency

ν =
1

2π

√
k

µ
(2.37)

where force constant k is the second derivative of the potential energy V ,

k =
∂2V

∂Q2
(2.38)

In this harmonic model, the potential V is quadratic. Solving the Schrödinger equation for

this model gives the quantum harmonic oscillator

εn = ~
(
n+

1

2

)√
k

µ
(2.39)

This approximation requires vibrational energy potentials to be approximately parabolic

in shape. Molecular vibrations that obey this simple harmonic model are referred to as

harmonic and, as can be seen in Equation 2.39, energy levels of a particular vibration are

evenly spaced.
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Computationally, this means that the fundamental vibration of a normal mode (n = 1) may

be estimated from the second derivative of the potential energy surface at the equilibrium

geometry.

In this work, harmonic vibrational energy levels are calculated using B3LYP (for the ground

state) and TD-B3LYP (for the excited state). These calculations are performed using the

Gaussian09221 software package. Calculating normal mode frequencies on the ground

state is relatively inexpensive, taking minutes to calculate after the geometry has been

optimised. As mentioned previously calculating the second derivative of the excited state

potentials is extremely expensive. However, due to the accuracy of the calculation for har-

monic vibrational modes, it is nonetheless used in Chapters 4,6 and 7. These calculations

also allow for Frank-Condon and Herzberg-Teller intensities to be simulated, and these

calculations will be discussed later in this chapter.

Vibrational modes are not always well represented by the simple harmonic oscillator

model. In these cases, anharmonic vibrational frequencies can be calculated by solving

the Schrödinger equation for the relevant potential energy surface. This was done in Chap-

ters 4 and 7 by first constructing a potential energy surface using a series of single point

TD-B3LYP calculations and then solving the 1-dimensional Schrödinger equation variation-

ally using in-house code provided by Prof. Timothy Schmidt. This method of determining

anharmonic frequencies is outlined in more detail in Chapter 4.

2.3.5 Vibronic Transition Intensities

Since it was originally postulated in 1926, the Franck-Condon principal has been a starting

point for determining the intensity of vibronic transitions.210,211

The IUPAC gold book defines the Frank-Condon principal as follows:

• Classically, the Franck–Condon principle is the approximation that an electronic

transition is most likely to occur without changes in the positions of the nuclei in the

molecular entity and its environment. The resulting state is called a Franck–Condon

state, and the transition involved, a vertical transition. The quantum mechanical

formulation of this principle is that the intensity of a vibronic transition is propor-

tional to the square of the overlap integral between the vibrational wavefunctions of

the two states that are involved in the transition.264
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Q0

Q

Figure 2.2: Energy level diagram for transitions between electronic states. Available at
http://commons.wikimedia.org/wiki/File:Phonon-energy-diagram.png under the the Creative Com-
mons Attribution-Share Alike 2.5 Generic license. Created by Mark Somoza based on figures in: J.
Friedrich and D. Haarer (1984).263 Image modified by the author to remove non-relevent labels.

This is demonstrated in Figure 2.2. In this figure, there is very little overlap between the

vibrationally unexcited wavefunctions of E0 and E1, and as such the E1 ← E0 electronic

origin absorption band is likely to be weak. Instead the intensity is likely to be found in

the band corresponding to a transition from the vibrationless E0 to n = 3 in E0.

Under the Franck-Condon approximation the transition moment, µ, for a transition be-

tween two vibrational states is a constant, µe, throughout the vibrational co-ordinate Q.

As such

µ(Q) = µe (2.40)

And the Franck-Condon transition moment between vibrational states φ′v and φ′′v is

µFC = µe

∫
φ′vφ

′′
vdQ (2.41)

Therefore, the Franck-Condon approximation holds for any system where the transition

moment is independent of the vibrational co-ordinate. This will not be the case where

there is significant coupling between the observed vibronic transition and other electronic

transitions.
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In particular, a vibronic transition may gain intensity if distortion along the vibrational co-

ordinate increases the coupling with a stronger, higher energy electronic transition. This

causes the vibronic mode to be coupled to the stronger electronic state, introducing a

vibrational co-ordinate dependence to the transition dipole moment. While in many cases

this component can be ignored, it may become the dominant contribution where transitions

have weak Franck-Condon intensity, such as the forbidden 11B2u ← X1A1g transition of

benzene, or where the vibronic coupling is strong. These effects were first discussed by

Herzberg and Teller in 1933212 and intensity induced by the dependence of µ(Q) on the

nuclear co-ordinate is known as the Herzberg-Teller effect.265 The Herzberg-Teller effect

is alternatively described in terms of intensity “stealing” from vibronic interaction or as a

strong dependence of µ(Q) on the nuclear co-ordinate. This is two ways of describing the

same physical effect.265

By considering a partial linear-dependence on the nuclear co-ordinate, a more general form

of the transition moment can be written

µ(Q) = µe +
3N−6∑
i

αiQi (2.42)

where µe is the Franck-Condon component and
∑
αi ~Ri is the first order Herzberg-Teller

term.

The quantum-mechanical application of this combined theorem comes from applying the

transition dipole moment operator for multiple charges

µ̂ =
∑

qiQi (2.43)

to the electronic potential component of the time-dependant Schrödinger equation for the

transition from state |i〉 to state |f〉

〈f |V̂ (t)|i〉 = 〈f |E(t) · µ̂|i〉 = E(t)〈f |µ̂|i〉 (2.44)

Expanding out of Bra-Ket notation

〈f |µ̂|i〉 =

∫∫
Φ′v(Q)Φ′e(q,Q)µ̂Φ′′e(q,Q)Φ′′v(Q) · dQ · dq (2.45)

where Φ′′v and Φ′v are the nuclear state wavefunctions for initial and final state respec-

tively whereas Φ′′e and Φ′e are the electronic state wavefunctions for initial and final state

respectively
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By integrating over the electron co-ordinate q, Equation 2.45 can be reduced to

〈f |µ̂|i〉 =

∫
φ′v(Q)µ(Q) φ′′v(Q) · dQ (2.46)

By applying this to the Franck-Condon and Herzberg-Teller results of Equation 2.42 we

can calculate a combined Franck-Condon and first-order Herzberg Teller transition dipole

moment

µFCHT = µe

∫
φ′vφ

′′
v · dQ+

3N−6∑
i

αi

∫
φ′vQφ

′′
v · dQ (2.47)

The effect of the Herzberg-Teller on the selection rules of vibrational transitions is the

result of the linear dependence on the nuclear co-ordinates. In Franck-Condon transitions,

vertical transitions are preferred due to the greater overlap of the vibrational wavefunctions.

As such, for a molecule with little geometry change between the ground and excited state

(such as most of the aromatic molecules observed in this study), for an allowed electronic

transition, the electronic origin transition can be expected to be dominant.

However, in Herzberg-Teller transitions, the wavefunction of the fundamental ground state

is perturbed by the linear transition dipole moment. The strongest overlap upon excitation

in these cases tends to favour an increase in one-quanta of the Herzberg-Teller active mode.

This change in selection rules is even more profound in emission. Dispersing emission from

one-quantum of a Herzberg-Teller mode will show emission to two-quanta of that mode

and to the vibrational ground state, with the emission to the two-quanta mode being twice

as intense. Such behaviours were observed in the authors honours thesis.220 However, the

excited states observed in this study were not observed in fluorescence, as they mostly had

short excited state lifetimes and correspondingly weak fluorescence yields.

2.3.6 Simulating Intensities in Gaussian09

The Gaussian09 package has the ability to simulate TD-DFT intensities of vibronic tran-

sitions. This can be done at both the Frank-Condon level of theory (FC simulation) as well

as the combined Franck-Condon/ first-order Herzberg-Teller levels of theory (FCHT simu-

lation). These calculations require initial calculation of TD-DFT excited state frequencies

(in this study, TD-B3LYP is used). The ground state normal modes are calculated as part
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Figure 2.3: Black: D1 ← D0 LIF excitation spectrum of 1-PPr.193 Green solid: TD-B3LYP/6-
311++G(d,p) FC simulation of D1 ← D0 spectrum of 1-PPr. Scaled to match origin. Red dashed:TD-
B3LYP/6-311++G(d,p) FCHT simulation of D1 ← D0 spectrum of 1-PPr. Scaled to match origin.

of the simulation and the excited state excitation spectrum is then output. The simula-

tion can be set up with user-defined peak widths. However, in this study only the stick

spectrum was used.

To gauge the accuracy of of the FC and FCHT simulations, the previously assigned gas-

phase spectra of several molecules were simulated. FC and FCHT spectra were simulated

for the D1 ← D0 transitions of 1-phenylpropargyl (1-PPr),193,266 1-naphthylmethyl (1-

NpMe) and 2-naphthylmethyl (2-NpMe) radicals.183 These simulations were performed at

the TD-B3LYP level of theory with a 6-311++G(d,p) basis set.

2.3.6.1 1-Phenylpropargyl (1-PPr)

In Figure 2.3, FC and FCHT stick-spectra for the D1 ← D0 transition of 1-PPr are shown

overlaying the corresponding gas-phase laser-induced fluorescence (LIF) spectrum.193

It can be seen in Figure 2.3 that for the D1 ← D0 transition of 1-PPr the FC and FCHT

simulations give almost identically the same intensity pattern, suggesting that the Franck-

Condon approximation dominates the simulated intensities for this transition. The relative

intensity of the origin band and the first vibrational band located at 117 cm−1 appears well

simulated by both FC and FCHT. The remaining vibrational structure is simulated to

be significantly weaker than than what is observed. However, Figure 2.4 shows that the
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Figure 2.4: Black: D1 ← D0 LIF excitation spectrum of 1-PPr.193 Green solid: TD-B3LYP/6-
311++G(d,p) FC simulation of D1 ← D0 spectrum of 1-PPr. Scaled to show relitive intensity of
vibronic transitions. Red dashed:TD-B3LYP/6-311++G(d,p) FCHT simulation ofD1 ← D0 spectrum
of 1-PPr. Scaled to show relative intensity of vibronic transitions.

transitions of these bands are well fit relative to each other, possibly suggesting saturation

of the observed spectrum. It is curious that the relative intensities of the transitions at

21924 cm−1 and 21972 cm−1 appear to be reversed in the simulations. However, overall,

there is good agreement between the simulated and observed spectra.

2.3.6.2 1-Naphthylmethyl (1-NpMe)

Figure 2.5 shows FC and FCHT stick-spectra for the D1 ← D0 transition of 1-NpMe is

shown overlaying the corresponding gas-phase R2C2PI spectrum.183

It can be seen from Figure 2.5 that most of the intense peaks in the observed spectrum

are not predicted to have significant intensity in the FC simulation. The FCHT simula-

tion however does an excellent job of simulating the observed intense vibronic transitions,

suggesting that Herzberg-Teller coupling is partially responsible for the intensity of many

of these transitions. In particular the three large bands at 17697 cm−1, 17730 cm−1 and

17787 cm−1 are not predicted to have significant intensity by the FC simulation but are

predicted to be strong by the FCHT simulation. This Herzberg-Teller intensity is caused

by coupling to a significantly stronger, higher-energy electronic transition. This stronger

transition to a higher excited state is a feature of odd-alternate hydrocarbon radicals, such
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Figure 2.5: Black: D1 ← D0 R2C2PI excitation spectrum of 1-NpMe.183 Green solid: TD-B3LYP/6-
311++G(d,p) FC simulation of D1 ← D0 spectrum of 1-NpMe. Scaled to match origin intensity. Red
dashed:TD-B3LYP/6-311++G(d,p) FCHT simulation of D1 ← D0 spectrum of 1-NpMe. Scaled to
match origin intensity. * - D1 ← D0 electronic origin of 2-NpMe (see Figure 2.6) † - single-quantum
out-of-plane modes (simulated but not observed).

as 1-NpMe. These stronger transitions to higher excited states are examined in detail in

Chapter 5.

The FCHT simulation reports intensity in single-quantum of several low-frequency out of

plane modes. However none of these transitions are observed in the R2C2PI spectrum.

It can therefore be concluded that the FCHT simulation has significantly overstated the

effect of Herzberg-Teller coupling on these modes.

2.3.6.3 2-Naphthylmethyl (2-NpMe)

In Figure 2.6, FC and FCHT stick-spectra for the D1 ← D0 transition of 2-NpMe are

displayed with the corresponding gas-phase R2C2PI spectrum.183

Both the FC and FCHT do a poor job simulating the 2-NpMe R2C2PI spectrum shown

in Figure 2.6, despite the success of these techniques in simulating the spectrum of the

similar 1-NpMe. It can therefore be concluded that, while a useful tool in the assignment

of vibronic spectra, these simulations cannot reliably reproduce experimental spectra in

all instances. However, this technique is used extensively in this work to aid in the as-

signment and understanding of observed vibronic spectra, and proves particularly useful
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Figure 2.6: Black: D1 ← D0 R2C2PI excitation spectrum of 2-NpMe.183 Green solid: TD-B3LYP/6-
311++G(d,p) FC simulation of D1 ← D0 spectrum of 2-NpMe. Scaled to match origin intensity. Red
dashed:TD-B3LYP/6-311++G(d,p) FCHT simulation of D1 ← D0 spectrum of 2-NpMe. Scaled to
match origin intensity. * - D1 ← D0 electronic origin of 1-NpMe (see Figure 2.5).

in the assignment of highly congested spectra where several possible assignments, based

on frequency, present themselves.

2.4 Conclusions

Several efficient and affordable ab-initio, DFT and TD-DFT techniques are available to

the modern experimental spectroscopist. These techniques are especially well suited to

the understanding and assignment of jet-cooled gas-phase spectra, as the calculation of

solvation effects and vibrational hot-band spectra are unnecessary.

Modern computational power has also made these techniques far more accessible than they

have previously been. While, for speed and convenience, many of the calculations reported

in this work were performed on the Silica cluster of the High-Performance Computer Fa-

cility at The University of Sydney, several calculation were performed on a typical modern

laptop personal computer. With the relative ease of use of computational chemistry pro-

grams such as Gaussian09221 and Firefly222, the tools available for the calculation of

chemical properties are vast.
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It it important to point out that the computational methods described here all have limited

accuracy and rely on assumptions that must be tested. In that knowledge, this work

attempts to develop methods of using experimental data to determine not only the accuracy

of these computational methods, but to find trends which allow greater accuracy in the

interpretation of these results.

By understanding the quantum-mechanical source of spectral properties, trends in these

properties can be extrapolated for the transitions of larger molecules of similar multiplicity

and charge. It is these trends that this work uses to determine, for any sized chromophore,

if a class of aromatic hydrocarbon is likely to have optical transitions relevant to interstellar

spectroscopy, particularly the DIBs.



Chapter 3
Experimental Techniques and

Apparatus

The basis of this work is experimental spectra of aromatic molecules, radicals and ions

recorded in simulated astronomical conditions. The experimental techniques and apparatus

used to record these spectra are outlined in this chapter.

3.1 Vacuum Techniques

All spectra recorded in this work were recorded in a low pressure environment, in the lab-

oratory. This has several benefits. Firstly, many of the molecules observed in this work

(such as resonance stabilised radicals) are commonly thought of as reaction intermediates,

meaning they are highly reactive but physically stable.267 As such, in a vacuum, these

species will not spontaneously decompose, but they will react under collisions with all but

the most inert chemical species, including reactions with similar/identical species. While

short lived in the atmosphere, and indeed most collisional environments, these molecular

species are potentially relevant to interstellar spectroscopy, as they are stable in the in-

terstellar vacuum. Indeed, many such species have already been observed in the ISM, as

shown in Table 1.1.

To observe these reaction intermediates, they must be isolated from all but the most inert

species. They must also be separated from other, identical, reaction intermediates to

prevent dimerisation.

43
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One means of overcoming this is matrix isolation spectroscopy, whereby molecules are

trapped in a cold, inert medium.268–272 However spectra recorded under these conditions

will be affected by the presence of the matrix, as it will unevenly stabilise molecules in

different energetic states or environments. This most-commonly results in a matrix red-

shift, as the excited states of the molecule of interest interact more strongly with the

matrix medium, however blue-shifts can also occur. A similar, but smaller, matrix shift is

observed in the spectra of molecules in weakly-bonded van der Waals complexes, such as

those observed by photodissociation spectroscopy in Chapters 6 and 7.

If laboratory spectra are to be directly compared to astronomical spectra, they must be

recorded under simulated astronomical conditions. The density in the ISM varies from

∼ 10−4 atoms/cm3 in the hot ionised medium to ∼ 106 atoms/cm3 in molecular clouds.273

As a result, these molecules are effectively isolated.

While our achievable laboratory densities are somewhat higher than those found in diffuse

clouds, on the order of ∼ 106 atoms/cm3, molecules at these densities are also effectively

isolated on laboratory timescales. This is also the case for the molecules observed in the

molecular beam experiments outlined in this chapter.

Astronomical molecules are also observed at low temperature, with the temperature of

the cold neutral medium ranging from 50 K to 100 K.273 Recording molecular spectra at

low temperatures also has the advantage of drastically simplifying the observed spectra.

By cooling molecules so that, prior to excitation, all molecules are in the vibrational and

electronic ground state, the observed spectrum is free of vibronic hot bands, greatly simpli-

fying assignment of the observed spectra. Indeed, with the exception of broadening due to

methyl-rotor internal rotation and van der Waals modes, no vibrational hot band structure

is observed in any of the spectra reported in this work.

One common method of isolating and cooling molecules under simulated astronomical

conditions is through the production of a molecular beam through a supersonic free-jet

expansion.

3.1.1 Supersonic Free-Jet Expansion

The concept of cooling and isolating molecules in a supersonic free-jet expansion dates back

to Kantrowitz and Grey in 1951, who suggested the technique as means of improving the

intensity of molecular beams by precollimating the molecules through a narrow slit as they

enter the vacuum chamber from the high pressure source,274 a technique which was soon
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experimentally verified.275 A free-jet expansion is created by separating a high-pressure gas

sample from an evacuated low-pressure region with a small nozzle-orifice.267 The expansion

rapidly cools the translational degrees of freedom and the cold bath of translationally-cold

gas initially acts to cool the other degrees of freedom.276 As the expansion continues, the

density of the jet reduces and the rate of collisions rapidly reduces to zero. In the absence of

collisions, energy can no longer flow from the internal degrees of freedom and intermolecular

reactions are quenched.276 As such, the cooled isolated molecules are effectively “frozen” in

the jet. For a more detailed description of the physical processes of the supersonic free-jet

expansion and its application to modern gas-phase spectroscopy, the author recommends

the review articles of Donald H. Levy276,277 and Terry A. Miller267 due to the accessibility

of their language.

All experiments in this work create a supersonic free-jet expansion through the use of es-

sentially the same experimental setup. The high-pressure gas region in these experiments

had a pressure, known as the backing pressure, in a range varying from 2 − 8 bar (op-

timised to enhance signal). The operating pressure of the evacuated low-pressure region

(the source chambers of the spectrometers outlined later in this chapter) had a typical

operating pressure on the order of 10−4 Torr. The nozzle used in these experiments was

a Parker Hannifin General Valve Series 9 pulsed solenoid nozzle controlled by a

Parker Hannifin General Valve Iota One nozzle driver. The valve opening time

was optimised to enhance signal while preserving the integrity of the vacuum.

All experiments in this work involved the use of argon as an inert buffer-gas to limit the

potential for intermolecular reactions in the cooling phase of the free-jet expansion. The

argon buffer gas was also used to form weakly-bound van der Waals complexes with the

aromatic hydrocarbon cations analysed in the photodissociation experiments outlined later

in this chapter.

While stable molecules in the initial supersonic free-jet expansion can be of spectroscopic

interest, such as the 1H-phenalene molecule studied in Chapter 7, reactive intermedi-

ate species being studied must be created in the jet. Neutral radicals observed in the

REMPI-TOF spectrometer were created using a pulsed discharge nozzle (PDN), whereas

positively-charged weakly-bound van der Waals complexes observed in the photodissocia-

tion spectrometer were created via electron-bombardment.
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3.1.2 Pulsed Discharge Nozzle (PDN)

It has already been outlined that one benefit of producing a molecular beam in a supersonic

free-jet expansion is that the isolated cold molecules produced by this method, similar to

molecules in an interstellar environment, allow laboratory spectra to be compared with

astronomical spectra of molecules observed in the ISM. This low temperature, high vac-

uum environment is similarly ideal for the study of highly reactive species. The challenges

involved with studying highly reactive species is a process that begins with their produc-

tion. To overcome their transient nature, the reactive species studied must be isolated

immediately following their creation.

1
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Figure 3.1: Picture of flange, sample holder and PDN assembly without heating wire. 1) Sample
holder; 2) Backing gas connecting hose; 3) Sample chamber thermocouple wire; 4) PDN thermocouple
wire; 5) General Valve series 9 pulsed solenoid valve; 6) Electrodes and Teflonr spacers; 7) High
voltage connection to discharge electrodes. The assembly shown belongs to an LIF chamber. The
REMPI-TOF assembly is largely identical, the primary difference is that the PDN is mounted to an
adjustible translation stage, which is used to align the molecular beam with the skimmer.

One way to accomplish this is to use a pulsed high-voltage discharge to break molecular

bonds during the initial, cooling phase of the free-jet expansion. The reaction-intermediates

formed in the jet are subsequently cooled by supersonic expansion. Further reaction is
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quenched as the species formed are isolated by the continued expansion of the molecular

beam.266,267,278. This technique for creating highly reactive species by combining a pulsed

supersonic free-jet expansion with a high voltage discharge was first developed by Schlachta

et al.279 and has since become an indispensable tool for the gas phase spectroscopy of highly

reactive species.

PDNs have become one of the primary tools in the study of neutral radicals, such as those

examined in Chapters 4 and 5. There are many different ways that an electric discharge

may form a radical. Two possible methods are hydrogen abstraction or addition. In

the case of hydrogen abstraction, highly reactive discharge products abstract peripheral

hydrogens, producing PAH radicals. Hydrogen addition may also occur. In this process

hydrogen atoms, cleaved from other molecules in the discharge, are added to an unsaturated

precursor molecule. Both of these processes have been shown to be enhanced by trace

amounts of H2O.280

The importance of H2O in catalysing these discharge reactions was demonstrated within

our group in a paper by Krechkivska et. al..280 In this paper it was shown that a discharge

of fully duterated benzene (C6D6), produced the radical C6D6H, with no trace of the C6D7

radical formed. Additionally, if benzene (C6H6) was discharged with trace amounts of

D2O the C6H6D radical was formed. This suggests that these reactions are, in fact, driven

by fragmented water molecules. This occurs because water reacts with metastable argon

(formed in the discharge) with a cross section exceeding 100 Å to yield H atoms and OH

radicals.281

It is also worth noting that a high voltage discharge has sufficient energy to break several

bonds in a molecule. As such, multiple radical products can be formed. For example,

an electrical discharge containing 1-hexyne has been observed by Schmidt and co-workers

to produce the C2, C3, 1-phenylpropargyl (1-PPr) radical as well as the trans- and cis-

1-vinylpropargyl radicals.193,266,282 It is also possible to produce the same species from

different precursors. For example, 1-PPr has been observed in discharges of benzene,

toluene, 1-phenylpropyne, 3-phenylpropyne and 1-hexyne.282,283

The PDN used in these experiments is similar to that used by Ohshima and Endo.284 It

combines the commercially available General Valve series 9, mentioned previously,

with stainless steel electrodes separated from each other and from the valve body, with

Teflonr insulating spacers. The current supplied to the electrodes is regulated by an

adjustable high voltage source and a variable resistor, and is pulsed by a Behlke GHTS-

30 high-voltage pulser. The parent molecules were seeded into the argon buffer-gas by

suspending the sample in glass-wool in a chamber, behind the nozzle, in the high-pressure
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gas lines. If vapour pressure was insufficient at room temperature, the sample chamber

and PDN were heated. If heating was used, the PDN was maintained at a temperature

higher than the sample chamber to prevent condensation in the nozzle, interfering with

its operation and changing the molecular beam conditions. Temperature of the sample

chamber and the PDN were monitored by T-type thermocouples.

Figure 3.1 shows the features of the sample chamber, heating, and pulsed discharge nozzle

(PDN) assembly, with the heating wire removed. The photo comes from a laser induced

fluorescence chamber. The REMPI-TOF assembly is effectively identical to that shown,

with the addition of an adjustable translation stage on which the PDN is mounted, which

is used to align the molecular beam with the skimmer. The assembly is mounted to a

removable flange that makes up one wall of the vacuum chamber. It contains electrical

feed-through connections (including high voltage connections for the discharge), and gas

fittings with isolation taps. With this setup, systems inside the vacuum chamber can

be controlled externally without venting the vacuum chamber. This configuration also

allowed for these systems to be removed together, allowing easy maintenance and sample

replacement, without having to dismantle systems inside the chamber. Similar setups were

used for all experiments using the REMPI-TOF spectrometer.

3.1.3 Electron Bombardment/Electrospray

The photodissociation spectrometer outlined later in this chapter creates charged, weakly-

bound, van der Waals complexes by bombarding the pulsed supersonic free-jet expansion

with high energy electrons (∼ 500 eV), sourced from two hot-filaments. The electron beam

ionizes molecules in the jet, creating a cool plasma which lends itself to the creation of

charged clusters.285 The cations observed in this work resulted from ionisation of a stable

parent molecule. The radical-cations formed were then stabilised by forming a weakly-

bound van der Waals complex with a neighbouring atom before being cooled and isolated

by the supersonic free-jet expansion.

3.2 Jet-Cooled Action Spectroscopy Techniques

Once the molecules have been cooled and isolated in the supersonic free-jet expansion,

they can be interrogated with photon sources. However, with the exception of traditional

reflection/transmission measurements, the absorption of a photon is not directly observed
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but rather inferred through the observation of a secondary event. Due to the low density

of molecules in a free-jet, an insignificant amount of light is absorbed by molecules in the

jet for a reduction in transmitted light to be measured. One means of directly observing

photon absorption in a jet is through increasing the photon pathlength by using a high-

finesse optical cavity. Resonant absorption is then observed by a decay in the ring-down

time of the cavity (this technique is known as cavity ring down spectroscopy).286 Otherwise,

jet-cooled spectroscopy relies on the detection of a secondary event, or action, which occurs

following excitation of the molecule.

One of the most common forms of action spectroscopy is laser-induced fluorescence (LIF),

whereby photons emitted from excited molecules are detected after the excited molecule

undergoes fluorescence. This is an extremely useful technique, as in addition to providing

observable evidence of resonant photo-excitation, dispersing this fluorescence emission can

be analysed to provide ground-state vibrational frequencies. As mentioned in Chapter 2,

ground-state frequencies can be calculated more accurately and inexpensively than excited

state frequencies. As such, ground-state frequencies are computationally cheaper to as-

sign. The intensity pattern of a dispersed band can also give information about whether

the excited mode is Herzberg-Teller active (as described in Chapter 2). Also, by recording

the decay-rate of fluorescence over time, excited-state lifetimes can be measured. Unfortu-

nately, LIF techniques are only viable when the excited-state being observed has a strong

fluorescence yield. The excited-states observed in this work all have relativity weak fluo-

rescent yields, due primarily to their short excited state lifetimes (the excited states decay

via internal-conversion rather that fluorescing), making them unsuitable for study by LIF

spectroscopy.

Three forms of action spectroscopy are used in this work, resonance-enhanced multi-photon

ionisation (REMPI) spectroscopy, double-resonance spectroscopy and resonant photodis-

sociation spectroscopy. Double-reasonance spectroscopy is outlined in Chapter 5. REMPI

and resonant photodissociation techniques are outlined in the remainder of this chapter.

3.2.1 Resonance-Enhanced Multi-Photon Ionisation (REMPI) Spec-

troscopy

Two REMPI schemes are used in this work, resonant 2-photon ionisation (R2PI) and

resonant 2-colour 2-photon ionisation (R2C2PI). Both involve photoionisation of a molecule

following resonant excitation of that molecule to an excited state.
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Figure 3.2: Schematic energy level diagram of R2C2PI. The excitation photon (λ1) is absorbed by
a molecule, which is resonantly excited from a ground state energy level to an excited state energy
level. As less energy is now required to ionise the molecule, it is now possible for the molecule to be
ionised by the ionisation photon (λ2).

R2C2PI is a technique by which jet-cooled molecules are first excited by a tunable laser

before subsequent ionisation by a second, typically UV, laser. The UV frequency is chosen

such that a single photon does not have sufficient energy to ionise the molecule from

the ground state. If the tunable excitation photon (λ1) is not resonant with a transition,

relatively few ions are created. Some ions may be formed by the non-resonant absorption of

two or more UV photons and this is observed as relatively minor background signal. When

photons from the tunable excitation laser resonantly excites the molecule, that molecule

may then be ionised by subsequent absorption of an additional UV ionisation photon (λ2).

This increases the number of ions produced by orders of magnitude. The R2C2PI technique

is depicted schematically in Figure 3.2 and is used in Chapters 4, 5 and 7. If the photon

energy of the excitation laser is energetically sufficient to ionise the molecule from the

excited state, then a second ionisation laser is not required. This one laser, two photon

method is the R2PI that is also utilised in Chapter 7.

By combining these REMPI schemes with a time of flight mass-spectrometer, the mass
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of the ions created can be determined. Ions created are accelerated by a fixed poten-

tial up a flight tube and are detected by a multi-channel plate ion detector. The mass

of the ions created can be determined by the time delay between the ionisation laser

pulse and detection of the ions. To obtain the excitation spectrum, the tunable laser is

scanned while recording the ion flux of the relevant mass signal. Within the Laser Spec-

troscopy Group of The University of Sydney (now the Molecular Photonics Laboratories

at UNSW), this combined REMPI/time-of-flight (REMPI-TOF) method has allowed the

accurate identification of many previously unidentified discharge products and allowed

for the observation of excitation spectra that would be difficult or impossible by other

means.176,183,185,193,199,201,202,280,287,288

The time-of-flight mass spectrometer is similar to that described by Wiley and McLaren.289

It features a linear flight tube mounted perpendicular to the molecular beam and the laser

beam path. As such, the ions are formed with an initial momentum (in the direction of

the flight tube) of approximately zero.289 If all ions were formed at exactly the same time,

in the same location and with zero momentum in the direction of the flight-tube, then

ions with the same m/z would reach the detector at the same time. In reality some spread

exists due to the initial spacial and kinetic energy distribution, with the greatest limitation

in resolution due to the volume of the interaction area.

This is partially compensated for by the inherent spatial focusing of Wiley/McLaren time-

of-flight mass spectrometers. On formation, the ions are guided towards the flight tube by

an electric-field of ∼ 200 V. This was provided by a repeller plate, with a static potential of

∼ 2200 V, and an extractor grid with a static potential of ∼ 2000 V. After passing through

the extraction grid, the ions are then accelerated by an ∼ 2000 V electric field provided by

the potential difference between the extractor grid and an earthed electric field grid at the

entrance of the field free flight tube. The ions then drift until they enter the multi-channel

plate (MCP) detector at the far end of the flight tube. Ions formed further from the

detector spend more time in the accelerator. As they are accelerated to higher velocities,

they have shorter drift times, ideally allowing them to arrive at the detector concurrently

with ions formed closed to the detector.289,290

The time-of-flight of an ion with charge z and mass m in a Wiley/Mclaren time-of-flight

spectrometer can be calculated as follows. If d is the length of the acceleration region (with

field Ed) and D is the length of the field free region, an ion formed in the extraction region
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(with field Es) a distance s from the extractor plate will have a flight time
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The main advantage of the Wiley/Mclaren time-of-flight mass spectrometer over other

methods of mass-spectrometry is that it allows the mass spectrum to be recorded rapidly

(in a matter of microseconds, depending on the mass being monitored). It can therefore

record the mass spectrum produced by every shot of the ionisation laser in a REMPI set-up,

allowing changes in the mass-spectrum to be monitored as the wavelength of the tunable

excitation laser is scanned. This is the basis of the REMPI-TOF technique.

The mass-resolution inherent in REMPI-TOF spectroscopy is especially powerful when

combined with a PDN. An inherent difficulty in analysing the spectra obtained from dis-

charge spectroscopy is that multiple species are often produced. While it is possible to

maximise the production of a particular radical, it is impossible to guarantee the exclu-

sive formation of the species of interest. Mass-resolution, in conjunction with theoretical

analysis of the recorded spectrum, is one means by which the actual species responsible

for observed transitions can be determined. Additionally, by increasing the flux of ionising

photons, a mass-spectrum of the discharge may be observed due to non-resonant ionisation

of the species present.

All R2C2PI and R2PI spectra reported in this work, in Chapters 4, 5 and 7, were recorded

in the REMPI-TOF spectrometer, shown in Figure 3.3, which at the time of the exper-

iments was located at the Laser Spectroscopy Laboratory of the School of Chemistry of

the University of Sydney. The REMPI-TOF spectrometer was constructed in house291 and

consists of two differentially pumped chambers, connected by a 2 mm skimmer. The larger

source chamber contains the sample chamber and PDN assembly, mounted to a removable

flange. Vacuum for the source chamber was provided by a Varian VHS-250 oil vapour

diffusion pump backed with an Alcatel 2033 rotary vane pump. With the nozzle driver

turned off, this provided a vacuum in the order of 10−7 Torr; operating pressures in the

source chamber were generally below 10−4 Torr, depending on backing pressure and nozzle

opening time. The source chamber is connected by the 2 mm skimmer to the extraction

chamber. The extraction chamber has three fused-silica windows which allow entry of the

probing laser beams. It also contains the electric field grids and is connected to the flight

tube, the top of which contains a dual MCP.
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Figure 3.3: Front and side view of REMPI-TOF chamber. 1) Source chamber; 2) Extraction chamber
3) Flight tube; 4) Multichannel plate ion detector; 5) Removable flange holding sample chamber and
PDN assembly; 6) Vacuum ion gauges.

Vacuum for the extraction chamber was provided by a Pfeiffer Balzers TPH330 tur-

bomolecular pump backed by an Alcatel 2012A rotary vane pump. Operating vacuum

for the extraction chamber was in the 10−7 Torr range during the experiments. The pres-

sure of both the source and extraction chamber were monitored with Duniway T-KF40

ionisation gauge heads, monitored with Varian 843 ion gauge controllers.

The R2C2PI experiments carried out in Chapters 4, 5 and 7 proceeded as follows. A

molecular beam was initially produced by a supersonic free-jet expansion from a PDN, the

core of which is passed through the 2 mm diameter skimmer. This ensures only the coldest

molecules at the core of the beam enter the extraction chamber.

After entering the electric field grids, the neutral molecules were excited by a Nd:YAG

pumped tunable dye-laser, which was scanned when recording excitation spectra. Excited

molecules were then ionised by a second source: either from the frequency doubled output

of a Nd:YAG pumped dye-laser (tunable to a maximum energy of 206 nm), the fourth

harmonic of a Nd:YAG laser (266 nm), a XeF excimer laser (248 nm) or an ArF excimer

laser (193 nm). The Nd:YAG lasers had a fixed operating frequency of either 10 Hz or

20 Hz, whereas the ArF excimer laser could be fired at either of these frequencies. The
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choice of ionisation source depended on the energy required, the timing accuracy needed

(excimers often have a significant timing jitter than can cause noise in R2C2PI spectra of

excited states with lifetimes less than ∼ 20 ns) and the availability of the sources at the

time of the experiment.

Signal was collected on a Lecroy 9354TM digital storage sampling oscilloscope. The

oscilloscope was triggered by the same pulse that triggered the ionisation laser. Timing

control during this experiment was provided by two Highland Technology T560 digi-

tal delay generators, controlled by in-house software written in Labview by Dr Tyler Troy

as part of his doctoral thesis.184 The experiment was run at 10 Hz or 20 Hz, depending on

the lasers used for the experiment.

The procedure for the R2PI spectrum recorded in Chapter 7 was identical to that for the

R2C2PI experiments, except both excitation and ionisation photons were provided by the

frequency doubled output of the same Nd:YAG pumped tunable dye-laser.

3.2.2 Resonant Photodissociation Spectroscopy and Argon-Tagging

Resonant photodissociation spectroscopy is a form of action spectroscopy that can be un-

dertaken when a molecule or cluster of molecules dissociates after being resonantly excited.

This can then be detected through mass spectroscopy by the appearance of lower m/z

fragment molecules, the reduction in the ion flux of the initial ions/clusters or a change

in ratio of the m/z flux between the parent and fragment molecules. The method used in

this work observes resonant photodissociation of weakly bound van der Waals complexes

by the appearance of fragment ions.

The resonant photodissociation spectra recorded in Chapters 6 and 7 were undertaken

at The University of Melbourne with the assistance of the Bieske group of the School of

Chemistry. The photodissociation spectrometer is depicted in Figure 3.4. It consists of

a supersonic free-jet expansion source (similar to the REMPI-TOF apparatus previously

discussed) and tandem quadrupole mass filters, separated by an octupole interaction region.

Ion fragments generated are detected by an MCP.

The photodissociation spectrometer has been described previously in a review article by

Wild and Bieske285 and since then in several experimental papers.207,292–318

The photodissociation spectrometer used in these experiments has been successful in ob-

taining spectra of a large number of weakly bound van der Waals complexes, including sev-

eral argon/nitrogen-tagged resonance-stabilised cationic species. These include a number of
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Figure 3.4: Digram of the photodissociation spectrometer located in The University of Melbourne.
Image taken from Dryza and Bieske (2013),292 image and labels of ion-source adjusted to reflect
experimental setup used in this work.

resonance stabilised hydrocarbon cations such as benzylium+,207 1,3-cyclopentadienium+ 316

and indeneium+ 315 as well as argon/nitrogen tagged cations containing nitrogen heterocy-

cles such as quinolinium+,313 isoquinolinium+,313 N-pyridinium+,317 and indolium+.318

The photodissociation experiments in Chapters 6 and 7 proceeded as follows. Argon con-

taining trace amounts of the neutral parent molecule was introduced into the source cham-

ber as a pulsed supersonic free-jet expansion. Vacuum for this chamber was provided by

an oil-vapour diffusion pump.319 The free-jet was bombarded by ∼ 500 eV electrons, accel-

erated from two hot filaments, in the cooling region of the free-jet expansion. This created

a cool plasma in which charged molecular complexes of the ionised parent molecules and

argon were formed. The charged clusters then passed through a skimmer into a quadrupole

mass filter,320 where the complex of interest (PAH+ · · ·Ar) was mass-selected, and clusters

of other m/z ratios were ejected from the molecular beam. The quadrapole was differen-

tially pumped by a turbomolecular pump321 and a liquid nitrogen cold-trap.322

The mass-selected complexes then passed through a quadrupole bender, ejecting neutrals

from the molecular beam. The bender was differentially pumped by a large turbomolecular

pump.321

The mass selected PAH+ · · ·Ar clusters then entered an octupole ion guide,323 collimating

the beam of charged clusters. The octupole region was also differentially pumped by

a turbomolecular pump321 and a liquid-nitrogen cold trap.322 Operating pressures in this

region were generally on the order of 10−8 Torr, which was necessary to minimise collisional
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dissociation of the PAH+ · · ·Ar clusters, which is a source of unwanted background signal.

In the octupole region, the PAH+ · · ·Ar clusters were interrogated by photons from an

OPOTek Vibrant optical parametric oscillator. If the PAH+ · · ·Ar absorbed a photon,

the weakly bound cluster dissociated producing the bare aromatic cation (PAH+) and an

argon atom. The PAH+ were then selected by a second quadrupole mass filter,320 before

the cations were detected by a multichannel plate ion detector.

The PAH+ · · ·Ar cluster has similar spectroscopic properties to the bare PAH+ cation.

This ‘argon-tagging’ technique has been used in the past to record the spectra of PAH

cations in near gas-phase conditions.205,207,315,316,324 While these spectra cannot be directly

compared to interstellar spectra due to a small solvent shift, spectra of this kind can be

used to determine if the transition observed represents a feasible assignment for interstellar

transitions. It is also possible to quantify the solvent shift by examining the shift of larger

clusters (Ar2,Ar3,...) and extrapolating back to the bare molecule.205,324

3.3 Conclusions

The principle, on which all techniques outlined in this chapter are based, is that when the

absorption of photons results in a detectable event, that event can be used as the basis of

action spectroscopy. This chapter offers only a brief outline of the experimental techniques

used in this paper and their potential. Specific adaptations of the methods used in this

work will be outlined in Chapters 4, 5, 6 and 7 and additional action spectroscopy methods

will be briefly outlined in Chapter 8.



Chapter 4
D1← D0 Transitions of Benzylic

Resonance Stabilised Polycyclic

Aromatic Hydrocarbon Radicals

4.1 Author’s Note

The work published in this chapter has been, in part, published in The Journal of Physical

Chemistry A.185

• G. D. O’Connor, G. B. Bacskay, G. V. G. Woodhouse, T. P. Troy, K. Nauta, and T.

W. Schmidt: “Excitation Spectra of Large Jet-Cooled Polycyclic Aromatic Hydro-

carbon Radicals: 9-Anthracenylmethyl (C15H11) and 1-Pyrenylmethyl (C17H11)”. J.

Phys. Chem. A, 117(50),13899–13907 (2013)185

Ab-initio calculations performed by Dr George B. Bacskay of the University of Sydney

School of Chemistry as part of this paper have been included for completeness. These

contributions are acknowledged within the chapter.

4.2 Introduction

As mentioned in chapter 1, the harsh radiation environment of the interstellar medium

(ISM) could feasibly lead to the formation of benzylic type polycyclic aromatic hydro-

carbons (PAHs) through the photodissociation of large amorphous hydrogenated carbon

57



Chapter 4. D1 ← D0 Transitions of Benzylic PAH RSRs 58

9-AnMe 1-PyMe

Figure 4.1: Structures of benzyl radical (top left), and benzannulated analogs: 2-naphthylmethyl
(top right); 9-anthracenylmethyl (bottom left); and 1-pyrenylmethyl (bottom right).

networks, which are a postulated form of interstellar carbon.5,168 Most spectroscopic studies

on the band gaps and vibrational frequencies of PAHs have focussed on the neutral closed-

shell species, which are often commercially available,161,175 or readily synthesized.176 There

are fewer studies on PAHs with unpaired electrons.

Though not a PAH, the benzyl radical is the prototypical aromatic radical, where the

unpaired electron is delocalized throughout the conjugated π-system. Radicals featuring

this delocalization are known as resonance-stabilized radicals (RSRs). The benzyl radical

has been the subject of extensive theoretical and experimental examination,187–192,325–327

and is calculated to exhibit a radical stabilization energy (RSE) of 60 kJ/mol.328 That is

to say, breaking a C–H bond in the methyl group of toluene requires 60 kJ/mol less energy

than in methane (the methyl radical is defined as having a RSE of 0). From this, one

can predict that the C–C bond of 1,2-diphenylethane would be weakened by 2×60 kJ/mol.

As such, benzyl-type radicals may be preferentially formed through the break-up of large

amorphous hydrogenated carbon networks.

Of the larger benzylic radicals, only the naphthylmethyl radicals have been studied in the

gas phase by laser spectroscopy prior to this work.183 The larger radicals, based on the

anthracene and pyrene frameworks, are the subjects of the present study. The structures

of these radicals are shown in Figure 4.1.

In this chapter, a combination of experiment and theory are used to obtain the excita-

tion wavelengths of the D1 ← D0 transitions of the 9-anthracenylmethyl (9-AnMe) and
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1-pyrenylmethyl (1-PyMe) radicals, pictured in Figure 4.1, and then identify them using

the mass-resolved R2C2PI technique, coupled to a PDN supersonic expansion source, as

described in Chapter 3. The spectra are discussed in the context of unidentified astronom-

ical spectral features, and predictions are made for the absorption positions of still larger

benzannulated benzyl radicals (BBRs).

4.3 Theoretical Methods

The quantum chemical calculations of ground-state and excited-state geometries and fre-

quencies of 9-AnMe and 1-PyMe were carried out using DFT and TD-DFT, utilizing the

B3LYP functional231,232 and the 6-311++G(d,p) basis set.

This data is supplemented by complete active space self-consistent field (CASSCF) theory

calculations,329 performed by Dr George B. Bacskay of the School of Chemistry at The

University of Sydney. The CASSCF calculations were performed using an active space of

7 active electrons in 7 active orbitals. The 6-31G(d) basis330 was used in the CASSCF

calculations for 9-AnMe, but for technical reasons the H basis in the 1-PyMe was reduced

to the minimal STO-3G set.331 (Analogous calculations on 9-AnMe have demonstrated

that the effect of such simplification in the basis results in negligibly small changes in the

geometries, frequencies and relative energies.)

The excitation energies were obtained both at the TD-B3LYP/6-311++G(d,p) and com-

plete active space second order perturbation (CASPT2) level of theory,332–334 with an active

space of 11 electrons in 11 orbitals, in conjunction with the 6-311G(d) and 6-31G bases on

the C and H atoms respectively. The CASPT2 values were again provided by Dr George

B. Bacskay of the School of Chemistry at the University of Sydney.

Excited-state potential energy surfaces of 9-AnMe were constructed by computing single

point TD-B3LYP excited-state energies at geometries distorted by application of the ap-

propriate excited-state vibrational coordinates. The calculated points were then fit with a

cubic spline, allowing the variational calculation of (anharmonic) vibrational states.

The B3LYP and TD-B3LYP calculations were carried out using the Gaussian09221 suite

of software. The Dalton program335 was used to obtain CASSCF geometries and fre-

quencies, while the CASPT2 calculations were carried out using MOLPRO.336
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4.4 Experimental Methods

4.4.1 Excitation Spectra

Mass-resolved R2C2PI was used to record the D1 ← D0 excitation spectra reported in this

chapter. The apparatus used is described in detail in Chapter 3 and has been described

previously.183,200,201,282,287,337 It combines the REMPI-TOF apparatus and the PDN de-

scribed in detail in Chapter 3. The specific setup used for the experiments reported in this

chapter are summarised here.

Argon, seeded with traces of commercially available 9-methylanthracene or 1-methylpyrene,

was expanded into a vacuum chamber through a PDN.284 Discharge conditions were op-

timized separately for 9-AnMe and 1-PyMe radical production. For 9-AnMe radicals,

9-methylanthracene was seeded into 4 bar of argon at 368 K before being supersonically

expanded into a vacuum and passed through the two electrodes of the PDN. A potential

of −800 V, in series with an 18 kΩ resistor and pulsed for a duration of 80µs, was applied

to the inner electrode at a time coincident with the 230µs gas pulse. For 1-PyMe radical

production, 1-methylpyrene was seeded into 9 bar of argon at 343 K before being super-

sonically expanded into a vacuum and passed through the two electrodes of the PDN.

A potential of -1100 V, in series with an 18 kΩ resistor, pulsed for a duration of 70µs,

was applied to the inner electrode at a time coincident with the 170µs gas pulse. The

radical-containing plasma was then cooled by supersonic expansion. The coolest part of

the jet passed through a 2 mm skimmer into the differentially-pumped interrogation region,

between the electrostatic grids of a time-of-flight mass-spectrometer.

In the interrogation region, the radicals were first excited by a Nd:YAG-pumped dye laser

and then subsequently ionized. For 9-AnMe, ionization photons were produced by the

193 nm (6.4 eV) output of a small ArF excimer laser, whereas 1-PyMe ionization photons

were produced by a frequency doubled Nd:YAG-pumped dye laser containing Exalite 417,

producing 206 nm (6.0 eV) photons. Resulting cations were accelerated by a +2.4 kV po-

tential along a time-of-flight tube before being detected by a tandem multi-channel plate.

Ion signal, corresponding to the appropriate mass/charge ratio (m/z 191 for 9-AnMe, m/z

215 for 1-PyMe), was plotted against excitation wavelength to obtain the final spectrum.
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Table 4.1: Dn ← D0 vertical electronic transition energies, Tn, and oscillator strengths, f , of 9-AnMe
and 1-PyMe radical, calculated at the TD-B3LYP/6-311++G(d,p) level of theory. The symmetry of
the transition moment is given as Γµn0

.

9-AnMe 1-PyMe
n Γµn0 Tn (eV) f Γµn0 Tn (eV) f
1 A1 1.95 0.0003 A′ 1.96 0.0011
2 A1 2.76 0.0889 A′ 2.61 0.0015
3 B2 2.8 0.0006 A′ 2.86 0.2499
4 A1 3.13 0.0032 A′ 3.06 0.0164
5 B2 3.2 0.0013 A′ 3.15 0.0499
6 B2 3.39 0.1319 A′ 3.2 0.0174
7 B2 3.63 0.0696 A′ 3.5 0.0982
8 B2 3.87 0.0009 A′ 3.7 0.0022

4.4.1.1 Hole-Burning

Hole-burning depletion, an application of double-resonance depletion, can be used to de-

termine if bands belong to the same species and share a common state. Double-resonance

depletion will be discussed in greater detail in Chapter 5.

Hole-burning depletion was undertaken through the addition of a Nd:YAG-pumped dye

laser pulse, 100 ns prior to the excitation and ionization laser pulses. Due to low signal-

to-noise, hole-burning depletions were obtained by subsequent one minute acquisitions at

fixed frequencies, alternating between activation and deactivation of the depletion laser.

4.5 Excitation Energies (TD-DFT and CASPT2)

The TD-B3LYP/6-311++G(d,p) excitation energies for 9-AnMe and 1-PyMe are reported

in Table 4.1. These species are odd-alternant RSRs, where the carbons can be labelled

alternatively α or β in such a way that no neighbouring carbon has the same label. As

odd-alternant RSRs, the D1 ← D0 transitions of BBRs are expected to be dominated by

the combination of two single-electron transitions: from the highest-occupied molecular

orbital (HOMO) to the singly-occupied molecular orbital (SOMO); and from the SOMO

to the lowest-unoccupied molecular orbital (LUMO)338. In the D1 ← D0 transition, the

transition moments of these single-electron transitions interfere destructively, resulting in a

relatively weak transition. A stronger, higher-energy, transition occurs when the transition

moments of the same two single-electron transitions interfere constructively. This stronger

transition occurs at a higher energy (Table 4.1).
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Table 4.2: TD-B3LYP D1 ← D0 transition energies of BBRs, calculated with a 6-311++G(d,p)
basis, compared to experimental values. Corrected TD-B3LYP values obtained by linear fit of benzyl,
1-PPr, 1-NpMe and 2-NpMe radicals calculated and experimental values (See Table 4.2). 9-AnMe
and 1-PyMe not included in this fit.

TD-B3LYP/6-311++G(d,p)
Mode Formula E (eV ) Ecorrected (eV ) Experimental (eV) ∆E (eV)
benzyl C7H7 3.17 2.74 2.74189 0.00
1-PPr C9H7 3.01 2.60 2.60193 0.00
1-NpMe C11H9 2.50 2.16 2.14183 -0.02
2-NpMe C11H9 2.43 2.10 2.12183 0.02
9-AnMe C17H11 1.95 1.69 1.71 0.02
1-PyMe C15H11 1.96 1.70 1.66 -0.04
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Figure 4.2: Correlation of experimental and vertical TD-B3LYP/6-311++G(d,p) D1 ← D0 elec-
tronic excitation energies. Experimental values for benzyl189, 1-NpMe and 2-NpMe radicals183 are
from literature. The experimental excitation energy for the 9-AnMe and 1-PyMe radicals are from
data reported in this chapter. The line, 0.861TTD−B3LY P + 0.008, is a fit through the square black
data points
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Table 4.3: TD-B3LYP D1 ← D0 transition energies of BBRs, calculated with a 6-311++G(d,p)
basis, compared to experimental values. Corrected TD-B3LYP values obtained by linear fit of benzyl,
1-PPr, 1-NpMe, 2-NpMe, 9-AnMe and 1-PyMe calculated and experimental values (See Table 4.2).

TD-B3LYP/6-311++G(d,p)
Mode Formula E (eV ) Ecorrected (eV ) Experimental (eV) ∆E (eV)
benzyl C7H7 3.17 2.76 2.74189 -0.02
1-PPr C9H7 3.01 2.62 2.6193 -0.02
1-NpMe C11H9 2.50 2.18 2.14183 -0.04
2-NpMe C11H9 2.43 2.11 2.12183 0.01
9-AnMe C17H11 1.95 1.70 1.71 0.01
1-PyMe C15H11 1.96 1.71 1.66 -0.05
2-PerMe C21H13 1.67 1.46
6-AnanMe C23H13 1.63 1.42

Table 4.4: TD-CAM-B3LYPD1 ← D0 transition energies of BBRs, calculated with a 6-311++G(d,p)
basis, compared to experimental values. Corrected TD-CAM-B3LYP values obtained by linear fit of
benzyl, 1-PPr, 1-NpMe, 2-NpMe, 9-AnMe and 1-PyMe calculated and experimental values (See Table
4.2).

TD-CAM-B3LYP/6-311++G(d,p)
Mode Formula E (eV ) Ecorrected (eV ) Experimental (eV) ∆E (eV)
benzyl C7H7 3.52 2.81 2.74189 -0.07
1-PPr C9H7 3.19 2.51 2.60193 0.09
1-NpMe C11H9 2.77 2.14 2.14183 0.00
2-NpMe C11H9 2.80 2.16 2.12183 -0.04
9-AnMe C17H11 2.33 1.74 1.71 -0.03
1-PyMe C15H11 2.24 1.66 1.66 0.00
2-PerMe C21H13 1.78 1.25
6-AnanMe C23H13 2.05 1.49

4.6 Results and Discussion

As demonstrated in Chapter 2, the TD-B3LYP/6-311++G(d,p) method has been shown

to overestimate D1 ← D0 transition energies of RSRs. A comparison between calculated

and experimental values for benzylic PAH radicals suggests that this error may occur in a

systematic way.

In Figure 4.2, experimental D1 ← D0 excitation energies of RSRs previously analysed

under jet-cooled conditions, benzyl,189 1-phenylpropargyl (1-PPr),193 1-naphthylmethyl

(1-NpMe) and 2-naphthylmethyl (2-NpMe) radicals,183 were plotted against the presently

calculated TD-B3LYP values. A linear fit of these data results in an empirical correction

to the calculated excitation energies. 1-PPr is not strictly a BBR, however this combined

aromatic/olefinic RSR appears to fall follow the same trend as the observed small benzylic

RSRs.
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Table 4.5: TD-M06 D1 ← D0 transition energies of BBRs, calculated with a 6-311++G(d,p) basis,
compared to experimental values. Corrected TD-M06 values obtained by linear fit of benzyl, 1-PPr,
1-NpMe, 2-NpMe, 9-AnMe and 1-PyMe calculated and experimental values (See Table 4.2).

TD-M06/6-311++G(d,p)
Mode Formula E (eV ) Ecorrected (eV ) Experimental (eV) ∆E (eV)
benzyl C7H7 3.17 2.74 2.74189 0.00
1-PPr C9H7 3.02 2.60 2.60193 0.00
1-NpMe C11H9 2.53 2.15 2.14183 -0.01
2-NpMe C11H9 2.48 2.10 2.12183 0.02
9-AnMe C17H11 2.05 1.7 1.71 0.01
1-PyMe C15H11 2.01 1.67 1.66 -0.01
2-PerMe C21H13 1.69 1.37
6-AnanMe C23H13 1.73 1.41

Table 4.6: Adiabatic (TTD−B3LPY
e ) and zero-point energy corrected (TTD−B3LY P

0 ) TD-B3LYP
D1 ← D0 transition energies of BBRs, calculated with a 6-311++G(d,p) basis, compared to exper-
imental values. Corrected TTD−B3LY P

0 values obtained by linear fit of benzyl, 1-PPr, 1-NpMe and
2-NpMe calculated and experimental values (See Table 4.2). 9-AnMe and 1-PyMe not included in
this fit.

TD-B3LYP/6-311++G(d,p)
Mode Formula Te (eV ) T0 (eV ) T corrected0 (eV ) Experimental (eV) ∆E (eV)
benzyl C7H7 3.00 2.91 2.69 2.74189 0.05
1-PPr C9H7 2.86 2.31 2.24 2.60193 0.36
1-NpMe C11H9 2.38 2.26 2.21 2.14183 -0.07
2-NpMe C11H9 2.31 2.75 2.57 2.12183 -0.45
9-AnMe C17H11 1.90 1.85 1.91 1.71 -0.20
1-PyMe C15H11 1.89 1.84 1.90 1.66 -0.24

This line, with formula Texp = 0.861TTD−B3LY P + 0.008 and an R2 value of 0.997, was used

to estimate the D1 ← D0 transition energies of 9-AnMe and 1-PyMe. From the respective

TTD−B3LY P energies of 1.95 eV and 1.96 eV, the expected origin band positions for these

radicals are calculated to lie near 1.69 eV, or 730 nm. This formula makes predictions for

the known radical excitation energies with errors of 0.02 eV, and so we could not necessarily

expect the predictions for 9-AnMe and 1-PyMe to be better than this. The corrected TD-

B3LYP values are tabulated in Table 4.2.

Inclusion of 9-AnMe and 1-PyMe in the fit (from the data reported in this chapter) has

little effect on the linear fit, giving a line of Texp = 0.867TTD−B3LY P + 0.008 with the same

0.997 R2 value. Using this fit, the D1 ← D0 transition energy for each molecule in this

study was calculated. The results for this improved fit are tabulated in Table 4.3.

Similar experimental-theoretical correlation was observed when comparing experimental
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Figure 4.3: Correlation of experimental and TD-M06/6-311++G(d,p) D1 ← D0 vertical electronic
excitation energies. Experimental values for benzyl,189 1-PPr,193 1-NpMe and 2-NpMe radicals183

are from literature. The experimental excitation energy for the 9-AnMe and 1-PyMe radicals are from
data reported in this chapter. The red line, 0.92TTD−M06 − 0.180 is fit through the data points

energies with vertical excitation energies calculated by TD-M06 (Figure 4.3) and TD-

CAM-B3LYP (Figure 4.4). The CAM-TD-B3LYP calculated and corrected values are

tabulated in Table 4.4, and the TD-M06 data is tabulated in Table 4.5. TD-M06 gave

the best correlation, with R2 = 0.999, at slightly increased cost. TD-CAM-B3LYP also

performed well, with R2 = 0.985.

In an attempt to further refine this technique, TD-B3LYP zero-point corrected adiabatic

excitation energies (T0) were calculated for all molecules used in the previous fit. The

comparison between T0 and experiment, shown in Figure 4.5, and tabulated in Table 4.6

gives a fit line of Texp = 0.739T TD−B3LY P
0 − 0.537. This gives no significant improvement

over the empirically corrected vertical TD-B3LYP values. Indeed this results in a lower

correlation between calculated and observed results, with an R2 value of 0.951 and a

maximum ∆E of 0.45 eV as seen in Table 4.6. Additionally, these calculations involve

a significantly increased cost. As such, further predictions of the electronic excitation

energies of RSRs were instead based on the calculated vertical excitation energies.
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Figure 4.4: Correlation of experimental and TD-CAM-B3LYP/6-311++G(d,p) D1 ← D0 vertical
electronic excitation energies. Experimental values for benzyl,189 1-PPr,193 1-NpMe and 2-NpMe
radicals183 are from literature. The experimental excitation energy for the 9-AnMe and 1-PyMe
radicals are from data reported in this chapter. The red line, 0.895TTD−CAM−B3LY P − 0.353 is fit
through the data points

The computed D1 ← D0 excitation energies (adiabatic and zero-point corrected) are listed

in Table 4.7 along with the experimental values. While TD-B3LYP overestimates the

excitation energies of 9-AnMe and 1-PyMe respectively by ∼ 1200 cm−1, the scaled TD-

DFT values are within ∼ 250 cm−1 of experiment. By contrast, the ab initio CASPT2

method under- and overestimates these energies by ∼ 1000 cm−1. As found in previous

work on related smaller molecule, both theoretical approaches provide acceptable estimates

of the excitation energies, especially when empirical scaling and offset is applied.183,200

This work suggests the best value method for predicting the D1 ← D0 transition energy of

RSRs is through empirical correction to TD-DFT vertical excitation energy. This proved

effective for the three functionals tested, TD-B3LYP, TD-CAM-B3LYP and TD-M06, with

TD-M06 giving slightly higher accuracy and TD-B3LYP the slightly cheaper option.
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Figure 4.5: Correlation of experimental and TD-B3LYP/6-311++G(d,p) D1 ← D0 zero-point cor-
rected adiabatic electronic excitation energies. Experimental values for benzyl,189 1-PPr,193 1-NpMe
and 2-NpMe radicals183 are from literature. The experimental excitation energy for the 9-AnMe and
1-PyMe radicals are from data reported in this chapter. The red line, Texp = 0.73TTD−B3LY P

0 −0.537
is fit through the data points

Table 4.7: 9-AnMe and 1-PyMe D1 ← D0 excitation energies (cm−1).

9-AnMe 1-PyMe
Method Te T0 Te T0

CASPT2 13375 12698 14638 14227
TD-B3LYP 15232 14945 15204 14854
Scaled DFTa - 13611 - 13681
Experiment - 13757 - 13417

a See Figure 4.2
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4.6.1 9-Anthracenylmethyl (9-AnMe) Radical Spectrum

Figure 4.6 shows the R2C2PI spectrum obtained in the region 12850 − 14500 cm−1 by

monitoring the m/z 191 mass channel, using 9-methylanthracene as a precursor. Hydrogen

abstraction in a discharge has been observed previously to generate many RSRs,183,201 and

thus it is here proposed that the spectrum obtained is due to 9-AnMe.

As shown in Table 4.7, the CASPT2 calculated value for T0 is 1059 cm−1 smaller than the

observed origin transition, while the empirically scaled TD-B3LYP value is just 167 cm−1

less than the observed transition. The agreement between the calculated excitation ener-

gies, the structure of the precursor, and the observed m/z of the spectral carrier all support

an assignment of the observed spectrum to the 9-AnMe radical.

4.6.1.1 9-AnMe Spectral Assignments

The 9-AnMe radical is of C2v symmetry, and assignments of vibrational modes have been

made using the labelling conventions commonly used for this point group. The D1 ← D0

transition of 9-AnMe is calculated to be of A1 symmetry (B1 ← B1), and thus vibra-

tional levels with total a1 symmetry are Franck-Condon allowed, whereas transitions to

vibrational states of b2 and b1 symmetry are only allowed through vibronic coupling. The

electronic origin band is therefore Franck-Condon allowed and the strong band observed

at 13757 cm−1 is assigned thus (00
0). The energies of the additional vibronic bands are

reported relative to this band.

The TD-B3LYP D1 excited-state frequencies for 9-AnMe are tabulated in Table 4.8. The 72

vibrational modes are labelled in the Mulliken convention in the C2v point group, showing

25 a1, 10 a2, 13 b1 and 24 b2 vibrational modes. It is expected that several modes, especially

out-of-plane bending, may exhibit anharmonicity, and thus 1-dimensional scans of these

coordinates were performed. Calculated anharmonic frequencies for several modes are

listed in Table 4.9.

The TD-B3LYP/6-311++G(d,p) excited-state harmonic frequencies of a1 symmetry, ν21−25,

correspond well to the observed relative frequencies of strong absorption features, with a

maximum disagreement of just 12 cm−1 (Table 4.10). However, the large band, observed

at +108 cm−1, is significantly lower than the lowest frequency a1 mode (ν25). It is possible

that multiple isomers could be generated by a discharge, as seen previously.183 To explore

this possibility, spectral hole-burning was used to confirm that the +108 cm−1 band is due

to the same molecule as the putative origin and the strongest low-frequency bands. Indeed,
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Table 4.8: TD-B3LYP/6-311++G(d,p) D1 harmonic excited-state frequencies (cm−1) of 9-AnMe
and 1-PyMe radicals.

9-AnMe 1-PyMe

Mode Γ Freq. Mode Γ Freq. Mode Γ Freq. Mode Γ Freq.
1 a1 3217 36 b1 965 1 a′ 3258 40 a′ 971
2 a1 3194 37 b1 925 2 a′ 3203 41 a′ 899
3 a1 3190 38 b1 874 3 a′ 3187 42 a′ 821
4 a1 3173 39 b1 829 4 a′ 3180 43 a′ 779
5 a1 3166 40 b1 770 5 a′ 3178 44 a′ 715
6 a1 3160 41 b1 733 6 a′ 3176 45 a′ 684
7 a1 1610 42 b1 710 7 a′ 3168 46 a′ 595
8 a1 1608 43 b1 593 8 a′ 3164 47 a′ 537
9 a1 1566 44 b1 511 9 a′ 3163 48 a′ 520

10 a1 1514 45 b1 380 10 a′ 3162 49 a′ 490
11 a1 1470 46 b1 295 11 a′ 3160 50 a′ 447
12 a1 1435 47 b1 123 12 a′ 1692 51 a′ 414
13 a1 1371 48 b1 44 13 a′ 1606 52 a′ 391
14 a1 1301 49 b2 3281 14 a′ 1563 53 a′ 285
15 a1 1285 50 b2 3210 15 a′ 1563 54 a′′ 966
16 a1 1195 51 b2 3190 16 a′ 1534 55 a′′ 956
17 a1 1171 52 b2 3173 17 a′ 1522 56 a′′ 944
18 a1 1113 53 b2 3164 18 a′ 1503 57 a′′ 931
19 a1 1062 54 b2 1556 19 a′ 1497 58 a′′ 852
20 a1 877 55 b2 1548 20 a′ 1470 59 a′′ 834
21 a1 702 56 b2 1506 21 a′ 1444 60 a′′ 816
22 a1 641 57 b2 1462 22 a′ 1439 61 a′′ 788
23 a1 527 58 b2 1424 23 a′ 1411 62 a′′ 775
24 a1 387 59 b2 1365 24 a′ 1397 63 a′′ 748
25 a1 246 60 b2 1323 25 a′ 1369 64 a′′ 724
26 a2 966 61 b2 1267 26 a′ 1333 65 a′′ 697
27 a2 920 62 b2 1196 27 a′ 1325 66 a′′ 666
28 a2 843 63 b2 1178 28 a′ 1286 67 a′′ 592
29 a2 739 64 b2 1114 29 a′ 1264 68 a′′ 550
30 a2 730 65 b2 1093 30 a′ 1236 69 a′′ 500
31 a2 517 66 b2 1036 31 a′ 1229 70 a′′ 482
32 a2 479 67 b2 907 32 a′ 1209 71 a′′ 450
33 a2 326 68 b2 822 33 a′ 1188 72 a′′ 403
34 a2 231 69 b2 612 34 a′ 1164 73 a′′ 289
35 a2 98 70 b2 563 35 a′ 1162 74 a′′ 256

71 b2 421 36 a′ 1136 75 a′′ 200
72 b2 374 37 a′ 1127 76 a′′ 171

38 a′ 1087 77 a′′ 105
39 a′ 993 78 a′′ 74
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Table 4.9: Anharmonic frequencies of 9-AnMe in theD1 excited-state computed at the TD-B3LYP/6-
311++G(d,p) level of theory from scans of the potential energy surface.

ν Γν v = 1 v = 2
21 a1 702 1404
22 a1 642 1283
23 a1 387 1020
24 a1 387 774
25 a1 248 496
35 a2 106 220
46 b1 297 595
47 b1 130 265
48 b1 58 126
71 b2 419 841
72 b2 374 753

the strong band in question, as well as the band labelled 251
0 in Figure 4.6, were verified

to belong to the same molecule as the origin, as seen in Figure 4.7.

Combinations of even-numbered quanta of a2, b1 or b2 modes will also have a total symme-

try of a1, and these possible assignments were considered. Due to potentially significant

anharmonicity of the out-of-plane a2 and b1 modes, calculated anharmonic frequencies were

used for the remainder of the assignment.

The band observed at +108 cm−1 is assigned as two quanta of the lowest frequency b1

mode, 2ν48, with a calculated anharmonic excited-state frequency of 126 cm−1. Similar

two-quanta b1 assignments can be made for the bands at +249 cm−1 (2ν47) and +600 cm−1

(2ν46). The band with relative frequency +221 cm−1 can be assigned to two quanta of the

lowest-frequency a2 mode, 2ν35.

The band observed with a relative frequency of +178 cm−1 may be assigned to the combi-

nation band 471
0481

0. From anharmonic calculations of single quanta of these modes, the

band is calculated to appear at 188 cm−1. But, given that the energies of both 2ν47 and

2ν48 are overestimated by 16 and 18 cm−1, respectively, an error of 10 cm−1 is not excessive.

Due to the appreciable intensity of the bands assigned to modes 2ν48 and ν25, it is expected

that combination bands featuring these modes may have observable intensities. Further

assignments are made to combination bands containing either 2ν48 or ν25, with the relative

frequencies estimated from already-assigned bands. Small differences between the expected

and observed frequencies are observed, but are generally within a few cm−1 (Table 4.10).

The bands observed at +364 cm−1 and +411 cm−1 do not correspond to the calculated

anharmonic frequency of any mode, or combination of modes, with total symmetry a1.
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Figure 4.7: View of TOF trace showing effect of application of hole-burning laser. Probe laser
resonant with origin transition of the D1 ← D0 transition of 9-AnMe (13757 cm−1). Frequency of
hole-burning laser indicated by red arrow. Top left box shows that no depletion is observed when the
hole-burning laser is not resonant with any observed transition. The other segments show depletion
when the laser is resonant with the origin, 2510 and 4820.

However, vibronic coupling with higher B2 electronic transitions could allow single quanta

of b2 modes to be observed. Good agreement between calculated anharmonic excited-

state frequencies for b2 modes ν72 and ν71 with bands observed at relative frequencies

+364 cm−1 and +411 cm−1 support this conjecture. As seen in Table 4.1, TD-B3LYP

predicts several strong transitions of B2 symmetry. The D6 ← D0 B2 transition, which

TD-B3LYP calculates as 1.44 eV above the reported D1 ← D0 transition, is calculated to

be more than 400 times as intense as the observed transition. This is because the D1 ← D0

transitions of PAH RSRs are rather weak, as will be discussed in Chapter 5.

With good correspondence between calculated frequencies and the observed spectrum, as

seen in Table 4.10, the assignment of this spectrum to 9-AnMe is well supported.
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Table 4.10: Assignment of observed vibrational frequencies of 9-AnMe radical in the D1 excited
state and comparison with computed harmonic and anharmonic frequencies obtained at the TD-
B3LYP/6-311++G(d,p) level of theory. The starred frequencies are tentative observed values based
on partially resolved bands. Expected frequencies (Σobs) of combination bands are the sum of the
observed component frequencies.

Assignment Observed Harmonic Anharmonic ∆anh. Σobs ∆exp.

a1 ν25 244 246 248 +4
modes ν24 385 387 387 +2

ν23 519 527 510 -9
ν22 637 641 642 +5
ν21 690 702 702 +12

b1 2ν48 108 88 126 +18
modes 2ν47 249 246 265 +16

2ν46 600 590 595 -5
4ν48 290 176 281 -9

a2 modes 2ν35 221 196 220 -1
b2 ν72 364 374 374 +10
modes ν71 411 421 419 +8
combination ν47ν48 178 167 188 +10
bands 2ν352ν48 338 284 346 +8 329 -9

2ν472ν48 360 334 391 +31 357 -3
ν252ν48 353 334 374 +21 352 -1
ν252ν35 467 442 468 +1 465 -2
ν252ν47 *488 492 513 +25 493 +5
ν25ν24 629 633 635 +6 629 0
ν254ν48 531 422 529 -2 534 +3
ν242ν48 *493 475 513 +20 493 0
ν232ν48 *628 615 636 +8 627 -1

4.6.2 1-Pyrenylmethyl (1-PyMe) Radical Spectrum

4.6.2.1 1-PyMe Spectral Assignments

Figure 4.8 shows the R2C2PI excitation spectrum obtained in the region 12800−15800 cm−1

by monitoring the m/z 215 mass channel for a discharge containing 1-methylpyrene. It is

expected that the spectrum is due to 1-PyMe, formed from 1-methylpyrene by hydrogen

abstraction, in a similar manner to 9-AnMe. The D1 ← D0 transition of 1-PyMe is

calculated to have in-plane A′ symmetry (A′′ ← A′′). Vibrational modes of a′ symmetry

are therefore Frank-Condon allowed and the electronic origin band is allowed and expected.

The lowest frequency band at 13417 cm−1 is assigned thus. This assignment is in good

agreement with the D1 ← D0 transition energy calculated by both CASPT2 (14228 cm−1)

and scaled TD-B3LYP/6-311++G(d,p) (13660 cm−1).
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Table 4.11: Assigned vibronic bands of 1-PyMe radical. Calculated values obtained at the TD-
B3LYP/6-311++G(d,p) level of theory

Assignment Γ Calc. Obs. ∆c−o
ν53 a′ 285 283 +2
ν51 a′ 414 408 +6
ν50 a′ 447 441 +8
ν49 a′ 490 480 +10
ν48 a′ 520 509 +11
ν46 a′ 595 588 +7
ν45 a′ 684 673 +11
ν44 a′ 715 702 +13
ν42 a′ 821 809 +12
ν35 a′ 1162 1134 +28
ν34 a′ 1164 1137 +27
ν24 a′ 1397 1380 +17
ν12 a′ 1692 1714 -22
2ν51 a′ 828 816 +12

While it might at first be surprising that the 1-PyMe radical, with a larger chromophore,

absorbs at an energy so similar to 9-AnMe, this is easily rationalized in terms of the

electronic structure arising from a radical site interacting with the peripheral π system of

the PAH. Both anthracene and pyrene possess a periphery with 14 C–C bonds, rendering

them aromatic according to Hückel’s rule.339 As such, if the PAHs are considered to be

perturbed cyclic systems, then, in the spirit of Hückel’s rule, they would be expected to

absorb at similar energies. As such, it is unsurprising that the radicals built on these

chromophores also absorb at similar energies.

The TD-B3LYP D1 excited-state frequencies for 1-PyMe are also tabulated in Table 4.8.

The 78 vibrational modes are labelled in Mulliken convention in Cs symmetry, showing 53

a′ and 25 a′′ vibrational modes.

The assignment of the 1-PyMe vibronic structure is focused on low frequency modes with

vibrational energies below 900 cm−1, assignment of higher-frequency bands being compli-

cated by multiple valid assignments fitting observed bands. All peaks in this region show

good agreement with the calculated TD-B3LYP harmonic excited-state frequencies of a′

vibrational modes (Table 4.11). These assignments are displayed in Figure 4.8 and listed

in Table 4.11. The band 2ν51 is the only two-quanta assignment. The higher-frequency

bands with the highest intensity were also assigned.

Spectra of the origin and ν42, obtained with low pulse energies (500µJ), show that the

band assigned to ν42 has ∼ 80% the intensity of the origin band. The FC and FCHT stick

spectrum shown in Figure 4.10 was used to guide the assignment of these higher energy
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bands. Both FC and FCHT simulations predict origin bands approximately four times

stronger than the observed spectra, suggesting that even the low-power scans may have

still been somewhat saturated. There is good general agreement between the intensity

pattern of the FCHT spectrum and the strong vibronic structures observed in the R2C2PI

spectrum. Many of these transitions are not observed in the FC spectrum, suggesting

strong Herzberg-Teller coupling to a stronger electronic transition. Indeed, the D3 ← D0

transition is calculated to be several orders of magnitude more intense that the observed

D1 ← D0 transition shown in Table 4.1, and is of the correct symmetry to vibronically

couple.

4.6.3 Excited-State Lifetime

The excited-state lifetime can be obtained by recording R2C2PI signal as a function of the

delay time between the excitation and ionization lasers. The intensity pattern created by

this technique contains two components: a gaussian component caused by the temporal

resolution of the two lasers and an exponential decay component caused by the decaying

excited-state. This convolution can be fit to the equation

A exp

(
− (t− τd)2

w2

)
∗ exp

(
−t
τr

)
(4.1)

where A is a scaling constant, t is time, τd is the time when the lasers are temporally

overlapped, w is the width of the gaussian, and τr is the exponential decay lifetime of

the excited state. Fitting this equation to the high resolution ionisation lifetime scan of

9-AnMe, shown in Figure 4.11, gives a convolved laser width w of 5.1 ns and a D1 excited

state lifetime τr = 4.0 ns ± 0.5 ns.

The transient also exhibits a long-lived component, maintaining a low intensity for more

than a microsecond. The slight positive slope of the long lived component is due to a minor

misalignment of the lasers, with more excited molecules able to drift into the ionisation

beam after the longer delay. The long-lived signal is due to ionization directly from the

highly vibrationally-excited ground state, accessed by internal conversion.

The transient was recorded with an ionization photon energy of 6.42 eV. The B3LYP/6-

311++G(d,p) vertical ionization energy (IE) of 9-AnMe was calculated to be 6.32 eV.

However, previous work by Troy et. al. has shown that this method underestimates IEs

by about 0.08 eV.200 This suggests that single-photon ionization would be possible from
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Figure 4.12: 9-AnMeD1 ← D0 excitation spectrum recorded using R2C2PI after internal conversion.
Excited molecules are ionised after internal conversion to the vibrationally excited D0 ground state.
This signal is independent of the lifetime of the D1 excited state as shown in in Figure 4.11.

the cold ground state. However, this is not observed, and thus we conclude that the IE is

slightly above the ionization laser energy, IE & 6.42 eV.

Initial decay from the excited state will be through internal conversion to any energetically

equivalent vibrational state of the ground state. From these highly excited vibrational

states, a strong Frank-Condon overlap with equivalent vibrational state in the ground

state of the 9-anthracenylmethylium (9-AnMe+) cation is likely. As such, if these states

are energetically accessible, ionisation can occur. A comparison between ground state

frequencies of the 9-AnMe radical and the 9-AnMe+ cation, calculated using the B3LYP

method, is shown in Table 4.12. It can be seen that many combinations of these vibrational

modes will have lower frequencies in the cation than in the radical. Thus, the hypothesis

that this long lived component is caused by ionisation after internal conversion appears to

be sound.

The long lived component is wavelength dependant and it is possible to re-record the

D1 ← D0 excitation spectrum at long delay times, as shown in Figure 4.12. A feature

of this long lived component of the signal is that it is independent of the lifetime of the
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Time (ns)
0-5-10 025101551-

Figure 4.13: Ionisation lifetime scan of 1-PyMe, showing a D1 lifetime of less than 1 ns. The exact
value is below the resolution of this measurement

excited state. This is exploited in the R2C2PI after internal conversion technique, used to

record a higher excited state of the 9-AnMe radical in Chapter 5.

The lifetime of the excited state of 1-PyMe was found to be below the resolution of this

technique. The lifetime scan of 1-PyMe is shown in Figure 4.13.

4.6.4 Larger Radicals

Due to the relatively low computational cost of TD-B3LYP/6-311++G(d,p), the D1 ←
D0 transition of even larger BBR systems may be determined. By adding the present

data for 9-AnMe and 1-PyMe to the analysis put forward in Figure 4.2, a refined scaling

formula of Texp = 0.867TTD−B3LY P − 0.008 is obtained. From this, the larger radicals, 2-

perylenylmethyl (2-PerMe) and 6-anthanthrenylmethyl (6-AnanMe) (structures displayed

in Figure 4.14), which are calculated to absorb at 1.67 eV and 1.63 eV, are predicted to

absorb at 1.44 eV and 1.41 eV respectively (∼ 870 nm). The largest error for this fit in the

data set is 0.03 eV, which gives a sense of the expected accuracy in the prediction.

4.6.5 Comparison with Astronomical spectra

The 9-AnMe radical spectrum was compared with astronomical spectra known to contain

DIBs,144,145 made available online by the Apache Point Observatory Diffuse Interstellar

Band collaboration (dibdata.org/ ). A high resolution spectrum of the 13757 cm−1 origin

band was recorded with 0.01 Å step size. A gaussian fit to this band yielded a band centre

of 7266.99 Å (air) and a full-width at half-maximum (FWHM) of 0.79 Å. This does not
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Table 4.12: Comparrison of ground-state B3LYP/6-31++1G(d,p) harmonic frequencies, in cm−1,
of 9-AnMe and 9-AnMe+. Modes with a lower harmonic frequency in the cationic species highlighted
in red

Mode Γ 9-AnMe 9-AnMe+ ∆ Mode Γ 9-AnMe 9-AnMe+ ∆
1 a1 3203 3218 15 36 b1 1008 1045 37
2 a1 3185 3210 25 37 b1 988 1037 50
3 a1 3172 3190 18 38 b1 904 1032 128
4 a1 3166 3182 16 39 b1 872 996 124
5 a1 3158 3178 20 40 b1 851 913 62
6 a1 3152 3162 10 41 b1 788 799 11
7 a1 1641 1654 13 42 b1 749 755 5
8 a1 1583 1631 48 43 b1 629 617 -13
9 a1 1564 1588 24 44 b1 537 513 -25
10 a1 1512 1537 25 45 b1 414 407 -7
11 a1 1496 1506 10 46 b1 303 314 11
12 a1 1426 1470 44 47 b1 127 122 -5
13 a1 1350 1391 41 48 b1 19 -30 -48
14 a1 1322 1336 14 49 b2 3255 3265 10
15 a1 1237 1319 81 50 b2 3199 3216 17
16 a1 1220 1234 14 51 b2 3184 3209 25
17 a1 1180 1209 29 52 b2 3167 3189 23
18 a1 1137 1145 7 53 b2 3154 3181 28
19 a1 1053 1062 9 54 b2 1626 1630 4
20 a1 893 894 2 55 b2 1582 1597 15
21 a1 716 716 0 56 b2 1546 1564 19
22 a1 672 677 5 57 b2 1485 1493 8
23 a1 551 544 -8 58 b2 1443 1468 26
24 a1 382 390 9 59 b2 1371 1390 19
25 a1 255 253 -1 60 b2 1350 1374 24
26 a2 1008 1046 38 61 b2 1283 1299 16
27 a2 984 1019 35 62 b2 1233 1250 17
28 a2 884 911 27 63 b2 1205 1227 23
29 a2 779 801 23 64 b2 1132 1138 7
30 a2 755 757 2 65 b2 1110 1115 5
31 a2 596 626 29 66 b2 1044 1051 7
32 a2 512 492 -21 67 b2 925 926 1
33 a2 433 433 0 68 b2 825 826 1
34 a2 240 231 -9 69 b2 637 635 -2
35 a2 104 98 -6 70 b2 583 580 -3

71 b2 434 433 -1
72 b2 384 377 -7
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Figure 4.14: Structure of the 6-anthanthrenylmethyl (6-AnanMe) [left] and 2-perylenylmethyl (2-
PerMe) [right] radicals

match any reported DIB, the nearest known feature being observed at 7268.53 Å in the

spectrum of HD 183143.145

The 1-PyMe radical’s 13417 cm−1 origin band was similarly compared with astronomical

spectra, giving a band centre in air of 7451.11 Å and a FWHM of 0.89 Å. This overlaps the

7451.46 Å DIB, which has a reported FWHM of 1.00 Å, also observed in the spectrum of

HD 183143.145 However, the vibronic band assigned to ν42 (7027.02 Å, FWHM 1.40 Å) with

∼ 80% of the origin intensity, does not match any reported DIB. Indeed, as all but two

DIBs have been shown to be uncorrelated,146 only spectra dominated by a single transition

represent potential DIB carriers.

The D1 ← D0 transitions of odd-alternant hydrocarbon radicals, such as BBRs, have

been shown previously to be of low intensity. The energetically degenerate single electron

transitions into and out of the singly-occupied molecular orbital destructively interfere,

resulting in a weak transition. The low intensity of the D1 ← D0 transitions of RSRs

may explain why none of these transitions have yet been observed as DIBs. Additionally,

coupling to the intense higher-energy transition is likely responsible for the strong vibronic

coupling observed in 1-PyMe. This vibronic coupling is likely to be stronger in larger BBRs

as the difference between the weak and strong electronic transition energies decrease. This

suggests that these BBRs are unlikely to be DIB carriers.
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4.7 Conclusion

The excitation spectra of the 9-AnMe and 1-PyMe radicals have been observed for the first

time. They were identified through a combination of R2C2PI spectroscopy and quantum-

chemical calculations. The D1 ← D0 spectra have been assigned through a combination

of TD-B3LYP methods, including anharmonic calculations and FCHT simulations. Both

spectra showed evidence of significant Herzberg-Teller coupling.

Using the TD-B3LYP/6-311++G(d,p) method in conjunction with empirical scaling, the

D1 ← D0 excitation energies of 9-AnMe and 1-PyMe were predicted to an accuracy of

∼ 250 cm−1. This scaling represents an improvement in the predictive capability of the

TD-B3LYP/6-311++G(d,p) method by a factor of ∼ 5. Empirical scaling was similarly

effective when applied to TD-CAM-B3LYP/6-311++G(d,p) and TD-M06/6-311++G(d,p)

calculations. Scaled TD-M06 vertical excitation frequencies gave the most accurate predic-

tion of experimental excitation energies, albeit at slightly increased cost when compared

to TD-B3LYP. For both these molecules the scaled TD-DFT approach, as proposed in

this work, has also outperformed the CASPT2 calculations. Further application of this

scaling predicts absorption positions for the larger 2-PerMe and 6-AnanMe radicals in the

near-infrared (NIR) region.

The D1 ← D0 transition of the 9-AnMe radical was not found to match any DIB, and

the strongly vibronic intensity pattern of 1-PyMe excludes it as a DIB carrier. The very

low IEs of these species imply that their dominant ionization state in the ISM may be

cationic. Obtaining gas-phase spectra of these cations is an experimental challenge, and

these closed-shell cationic species will be discussed in Chapter 7.



Chapter 5
Higher Excited States of Neutral

Resonance Stabilised Radicals

5.1 Author’s Note

The work published in this chapter has been, in part, published in Molecular Physics.340

• G. D. O’Connor, G. V. G. Woodhouse, T. P. Troy, and T. W. Schmidt. “Double-

resonance spectroscopy of radicals: higher electronic excited states of 1- and 2-

naphthylmethyl, 1-phenylpropargyl and 9-anthracenylmethyl”. Mol. Phys., Preprint:

1–10, (2015)340

Ab-initio calculations performed by Prof. Timothy Schmidt of the School of Chemistry

at UNSW, as part of this paper, have been included for completeness. The 1-PPr double

resonance spectrum was recorded by Gabrielle V.G. Woodhouse as part of her undergrad-

uate honours thesis,341 with the authors assistance. These contributions are acknowledged

within the chapter.

5.2 Introduction

As mentioned in Chapter 4, The D1 ← D0 transitions of neutral, aromatic RSRs have

similar widths to DIBs, and lie in the visible part of the electromagnetic spectrum.183,287

However, none have been observed in the ISM. One possible reason for this, despite the

85
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evidence that aromatic species should be present,130,131,171–173 is the low oscillator strengths

of their D1 ← D0 transitions, generally calculated to be on the order of f = 10−4 as shown

in Chapter 4.185,195 The low oscillator strength was first explained by Pople and Longuet-

Higgins,338 and is a consequence of the Coulson-Rushbrooke orbital-pairing theorem.342 As

shown in Figure 5.1, electronic transitions into and out of the singly-occupied molecular

orbital bring about near degenerate configurations which interact to yield two electronic

states. The sign of the coulomb integral ensures that transitions to the higher electronic

state are reinforced by the configuration interaction, while those to the lower state tend

to cancel. This effect has been shown to manifest in carbon chains343 as well as aromatic

radicals.185,192,201.

Modelling, based on the abundance of carbon in the ISM, suggests an oscillator strength

on the order f = 10−2 for PAH DIB carriers.140 Indeed, for D1 ← D0 transitions with

f = 10−4 to be observed, column densities of these molecules, and their share of the

interstellar carbon budget, would have to be significantly higher than assumed by existing

models.140

The D2 ← D0 and higher transitions of PAH radical cations can be largely dismissed as

DIB candidates as the absorption bands are generally broader than recorded DIBs, on

account of the short-lived nature of the excited states. This is demonstrated in Chapters

6 and 7, as well as in previous studies. For example, Sukhorukov et. al. reported the

gas phase spectral width for the D2 ← D0 transitions of naphthalenium radical cation

as 36 cm−1, and that of anthracenium radical cation as 94 cm−1.206 The average full-with-

at-half-maximum (FWHM) of confirmed DIBs observed in HD 183143 is 1.40 Å (5 cm−1

at 500 nm). The broadest DIB in this spectrum, centered on 4428.83 Å, has a FWHM of

22.56 Å, or 115 cm−1.145 The D1 ← D0 transitions of PAH radical cations lie in the infrared

region, of less relevance to DIBs. These transitions will also be discussed in Chapter 6.

The group of Maier investigated higher electronic states of polyacetylene cations on the

expectation that they would exhibit large oscillator strengths, and to test whether the

origin bands of these transitions were broadened by intramolecular processes to such an

extent that they would not be relevant to the DIB problem.344 They found that the bands

were still narrow enough to be considered DIB candidates, being broadened by 1−10 cm−1.

This chapter reports on double-resonance spectra of higher-lying electronic transitions of

the resonance stabilized aromatic radicals 1-naphthylmethyl (1-NpMe), 2-naphthylmethyl

(2-NpMe), 1-phenylpropargyl (1-PPr) and 9-anthracenylmethyl (9-AnMe), pictured in Fig-

ure 5.2. It is found that these molecules exhibit strong Dn ← D0 transitions in the near

ultraviolet region. TD-DFT and ab-initio calculations are utilized to investigate the nature
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Figure 5.1: Longuet-Higgins model of configuration interaction in odd-alternant resonance-stabilized
hydrocarbon radicals.338 Two one-electron excitations bring about degenerate configurations which
interact to yield two excited states. The transition to the higher energy state is strengthened by the
configuration interaction, while the lower energy transition is weakened.

of the transitions, and show that the strong transitions observed are generally D3 ← D0.

All transitions are found to be significantly lifetime-broadened, making these transitions

largely irrelevant to the search for DIB carriers, even for larger species which are expected

to exhibit D3 ← D0 in the visible region.

The 1-PPr spectrum discussed in this chapter was recorded by Gabrielle V.G. Woodhouse

as part of her undergraduate honours thesis,341 after having previously assisted the author

in the recording of the 1-NpMe and 2-NpMe spectra. In this chapter these spectra are re-

evaluated in light of additional theoretical results and the 9-AnMe data recorded using the

R2C2PI after internal conversion technique, which exploits the long lived R2C2PI signal

observed in the ionisation-lifetime scan in Chapter 4.

5.3 Experimental Methods

The REMPI-TOF apparatus used for these experiments was outlined in detail in Chapter

3. Higher-energy transitions than D1 ← D0 are potentially difficult to measure by R2C2PI

due to short excited-state lifetimes, which also precludes laser-induced fluorescence as a

spectroscopic technique. As such, for 1-NpMe, 2-NpMe and 1-PPr we opted for a double
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1-NpMe 2-NpMe

1-PPr 9-AnMe

Figure 5.2: Structures of radicals for which Dn ← D0 spectra have been obtained

resonance method, while for 9-AnMe a fortuitous coincidence between the photon energy

of the 193 nm excimer laser and the ionization energy of the radical made delayed R2C2PI

after internal conversion possible.

5.3.1 Double-Resonance Spectroscopy

Spectra due to the Dn ← D0 transitions of 1-NpMe, 2-NpMe and 1-PPr were obtained

through double-resonance depletion of R2C2PI signal. First, the known D1 ← D0 spectra

were reproduced by R2C2PI as outlined in Chapter 3 and utilised in Chapter 4 as well

as previous studies.183,185,193,194,199–203 A preceding (probe) tunable laser was introduced

to photo-excite radicals from the ground state into a higher excited state, Dn, ∼ 100 ns

prior to a pump laser resonant with the D1 ← D0 origin band. When the probe laser

was resonant with a transition to a higher excited state the D1 ← D0 R2C2PI signal was

diminished due to depletion of the common D0 ground state. This process is illustrated in

Figure 5.3.
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This technique is a different application of the hole-burning technique used in Chapter 4.

It has been proven to be an effective tool for recording the excitation spectra of short lived

states. For example, Gasser et. al. used a similar double-resonance scheme to record the

vibronic structure of Rydberg States of the Allyl Radical.345

Due to the relatively high stability of the ion peaks being depleted, no shot-to-shot sub-

traction was used in this study. Results were recorded unaveraged as well as averaged over

7, 15 and 32 shots to improve signal to noise while ensuring no artefacts or errors were

introduced. The figures shown were typically recorded with 7 or 15 shot averaging.

Laser power was then reduced and the scans were repeated to identify the effects of power-

broadening. This process was repeated at decreasing laser power to ensure the FWHM

of the lorenzian component of the observed bands was consistent for subsequent power

settings, ensuring no power broadening effects remained.

5.3.2 R2C2PI After Internal Conversion

In Chapter 4, while probing the D1 lifetime of 9-AnMe in the R2C2PI experiment, we

found that non-negligible two-laser signal was obtained for hundreds of nanoseconds after

excitation to D1, despite its few nanoseconds lifetime. In that case the photon energy of

the ionization source, a 193 nm ArF excimer laser, was similar to the ionisation energy of 9-

AnMe, ensuring good Franck-Condon factors for ionization, even after internal conversion

to D0, as shown in Figure 5.3. As this signal is independent of excited-state lifetime it

is used here to probe higher-energy short-lived excited states. A delay was employed to

eliminate signal instability due to timing jitter between the two pulsed lasers. As with the

double-resonance spectroscopy, no shot-by-shot subtraction was necessary and the spectra

was recorded both unaveraged and averaged. Effects of power broadening were eliminated

in the same manner used when obtaining the double-resonance spectra.

5.4 Theoretical Methods

Ground state geometries of the benzyl, 1-PPr, 1-NpMe, 2-NpMe, and 9-AnMe radicals were

obtained at B3LYP/6-311++G(d,p) level,231,232,330 using the Gaussian09 package.221

Semi-empirical vertical excitation energies were then calculated using time dependant den-

sity functional theory (TD-DFT), again using the TD-B3LYP and TD-M06 functionals.
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These calculation were undertaken in Gaussian09221 utilizing the 6-311++G(d,p) basis

set. These are the same calculations used in Chapter 4.

Excited states were also calculated using the extended multi-configuration quasi-degenerate

perturbation theory (X-MCQDPT2) programme346 of the Firefly package, which is par-

tially based on the GAMESS (US) source code.222,347 These ab-initio results were pro-

vided by Prof. Timothy Schmidt of The School of Chemistry at UNSW. Basis sets of

triple-zeta valence quality were augmented with two sets of d-orbitals. Calculations on

benzyl with an additional set of f-functions yielded improved results, but the additional

cost was not considered necessary for the purposes of the present work. Orbitals were cal-

culated at the ROHF level, and an active space comprising 5 electrons in 5 π-type orbitals

was chosen for the X-MCQDPT2 calculation.

5.5 Results

5.5.1 Naphthylmethyl Radicals

Double-resonance ion-depletion spectra of the 1-NpMe and 2-NpMe radicals are displayed

in Figure 5.4. Both spectra were obtained by depleting ion flux generated by resonant

ionization through the origin bands of their D1 ← D0 excitation spectra.183 Both radicals

display a pronounced hump at lower energy, which may be fit to a lorentzian function.

The band of 1-NpMe is centered at 27993 cm−1 (3.47 eV) with a FWHM of 292 cm−1,

whereas the 2-NpMe band is centered at 27478 cm−1 (3.41 eV) with FWHM 290 cm−1.

Additional depletion signal observed to higher energy than the fitted lorentzian is attributed

to unresolved vibrational structure built onto the electronic origin.

5.5.2 1-Phenylpropargyl Radical

This spectrum was recorded by Gabrielle V. G. Woodhouse as part of her undergraduate

honours thesis.341 Figure 5.4 displays the double-resonance ion-depletion spectrum of 1-

PPr radical, obtained by depleting the ion flux generated by resonant ionization through

the origin band of its D1 ← D0 excitation spectrum.193,282 The observed band is fit to

a lorentzian function centered on 32437 cm−1 (4.02 eV) with FWHM 149 cm−1. As with

1-NpMe and 2-NpMe, unresolved vibrational structure is observed to higher energy than

the electronic origin band.
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Figure 5.4: Excitation spectra of Dn ← D0 transitions of neutral resonance-stabilized radicals. The
spectra of 1-NpMe, 2-NpMe and 1-PPr were recorded via double-resonance ion-depletion spectroscopy,
while the spectrum of 9-AnMe was measured via delayed R2C2PI after internal conversion. The 1-PPr
spectrum was provided by Gabrielle V. G. Woodhouse.341
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The original detection of this band was assisted by CASPT2/6-311G(d)[9,9] calculations,

also performed by Gabrielle V. G. Woodhouse, which calculated the D3 ← D0 transition

energy of 33858 cm−1 with oscillator strength 0.016.341

5.5.3 9-Anthracenylmethyl Radical

The delayed R2C2PI after internal conversion spectrum of 9-AnMe is displayed in Figure

5.4. The origin band was fit to a lorentzian function centered on 25063 cm−1 (3.17 eV) with

a FWHM of 326 cm−1. As expected, this spectrum also features unresolved vibrational

structure to the blue of the origin features, observed as a departure from the lorentzian

profile of the initial peak.

5.5.4 Calculated Vertical Excitation Energies

5.5.4.1 TD-DFT Vertical Excitation Energies

Vertical excitation energies and oscillator strengths were calculated at the TD-B3LYP/6-

311++G(d,p) and TD-M06/6-311++G(d,p) level of theory. The gas-phase energies for

the observed transitions to higher-excited states of 1-NpMe, 2-NpMe and 1-PPr, as well

as previously published gas-phase data on the higher-excited states of benzyl,186 were

plotted against TD-DFT vertical excitation energies. The observed higher excited state

transitions were tentatively assigned to calculated transitions, based on the assumption that

the observed higher exited states would have oscillator strength greater than f = 10−2.

The plots, based on these assignments, are displayed in Figures 5.5 and 5.6.

It was shown in Chapter 4, and its accompanying publication,185 that fitting semi-empirical

TD-DFT calculations to experimental data can be a low-cost method of predicting the

D1 ← D0 transition energy of hydrocarbon radicals. This technique was used to guide the

initial search for the strong higher transition of 9-AnMe reported in this chapter.

The data in Figures 5.5 and 5.6 show two distinct trends exist for the plotted transitions,

the previously identified trend in D1 ← D0 transitions185 and an apparently linear trend

in the energies of the observed strong higher excited states. It was hypothesised that

this trend could be extrapolated to predict the higher excited states of larger aromatic

RSRs. The linear fit had the form Texp = 0.980TTD−B3LY P + 0.310 for TD-B3LYP and

Texp = 1.047TTD−M06 + 0.019 for TD-M06.
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Table 5.1: Dn ← D0 vertical electronic transition energies, TTD−B3LY P , and oscillator strengths, f ,
calculated at the TD-B3LYP/6-311++G(d,p) level of theory. The symmetry of the transition moment
is given as Γµn0

. Oscillator strengths of strong transitions (f > 10−2) are given in red.

n Γµn0 TTD−B3LY P (eV) f Γµn0 TTD−B3LY P (eV) f
1-PPr 1-NpMe

1 A′ 3.01 0.0222 A′ 2.50 0.0004
2 A′ 3.13 0.0056 A′ 3.01 0.0006
3 A′′ 3.36 0.0000 A′ 3.30 0.1023
4 A′ 3.77 0.0127 A′ 3.60 0.0635
5 A′ 4.16 0.2546 A′ 3.63 0.0068
6 A′′ 4.24 0.0000 A′′ 4.14 0.0039
7 A′ 4.37 0.1055 A′ 4.17 0.0020
8 A′′ 4.54 0.0004 A′′ 4.46 0.0019

2-NpMe 9-AnMe
1 A′ 2.43 0.0020 A1 1.95 0.0003
2 A′ 3.11 0.0389 A1 2.76 0.0889
3 A′ 3.15 0.0172 B2 2.80 0.0006
4 A′ 3.41 0.0046 A1 3.13 0.0032
5 A′ 3.94 0.0001 B2 3.20 0.0013
6 A′ 4.15 0.1629 B2 3.39 0.1319
7 A′′ 4.23 0.0014 B2 3.63 0.0696
8 A′′ 4.51 0.0042 B2 3.87 0.0009

Table 5.2: Dn ← D0 vertical electronic transition energies, TTD−M06, and oscillator strengths, f ,
calculated at the TD-M06/6-311++G(d,p) level of theory. The symmetry of the transition moment
is given as Γµn0 .

n Γµn0 TTD−M06 (eV) f Γµn0 TTD−M06 (eV) f
1-PPr 1-NpMe

1 A′ 3.02 0.0223 A′ 2.53 0.0006
2 A′ 3.17 0.0039 A′ 3.02 0.0003
3 A′′ 3.38 0.0000 A′ 3.36 0.1033
4 A′′ 3.70 0.0000 A′′ 3.46 0.0019
5 A′ 3.82 0.0144 A′ 3.61 0.0136
6 A′′ 3.96 0.0006 A′ 3.65 0.0672
7 A′′ 4.03 0.0022 A′′ 3.69 0.0011
8 A′ 4.14 0.2169 A′′ 3.76 0.0000

2-NpMe 9-AnMe
1 A′ 2.48 0.0025 A1 2.05 0.0004
2 A′ 3.11 0.0006 B2 2.83 0.0008
3 A′ 3.20 0.0589 A1 2.85 0.0912
4 A′ 3.41 0.0060 A1 3.18 0.0058
5 A′′ 3.52 0.0007 B2 3.25 0.0015
6 A′′ 3.78 0.0002 B1 3.28 0.0023
7 A′′ 3.79 0.0021 B1 3.47 0.0017
8 A′ 3.93 0.0001 A2 3.51 0.0000
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Table 5.3: TD-B3LYP/6-311++G(d,p) calculated excitation energies of lowest strong (f > 10−2)
electronic transition. Scaled values obtained by linear fit to experimental data for benzyl, 1-NpMe
and 2-NpMe (See Figure 5.5). 9-AnMe experimental results not used in fit, as this transition was
discovered after initial calculations.

Molecule trans. Γµn0 TB3LY P Tscaled Expt. ∆E

benzyl D3 ← D0 B2 3.82 4.05 4.06186 -0.01
1-PPr D4 ← D0 A′ 3.77 4.00 4.02 -0.02
1-NpMe D3 ← D0 A′ 3.30 3.55 3.47 0.08
2-NpMe D2 ← D0 A′ 3.11 3.36 3.41 0.05
9-AnMe D2 ← D0 A1 2.76 3.02 3.11† -0.09

Table 5.4: TD-M06/6-311++G(d,p) calculated excitation energies of lowest strong (f > 10−2)
electronic transition. Scaled values obtained by linear fit to experimental data for benzyl, 1-NpMe
and 2-NpMe (See Figure 5.6). 9-AnMe experimental results not used in fit, as this transition was
discovered after initial calculations.

Molecule trans. Γµn0 TM06 Tscaled Expt. ∆E

benzyl D4 ← D0 B2 3.84 4.06 4.06186 0.00
1-PPr D5 ← D0 A′ 3.82 4.02 4.02 0.00
1-NpMe D3 ← D0 A′ 3.36 3.54 3.47 0.07
2-NpMe D3 ← D0 A′ 3.20 3.37 3.41 -0.04
9-AnMe D3 ← D0 A1 2.85 3.00 3.11† -0.11

Table 5.5: Vertical excitation energies in cm−1 and (eV), and occilator strengths for observed higher
excited state of 9-AnMe.

Method Tv f Transition
TD-B3LYP 22264 (2.76) 0.0889 D2 ← D0

Scaled TD-B3LYPa 24324 (3.02) 0.0889 D2 ← D0

TD-M06 22992 (2.85) 0.0913 D3 ← D0

Scaled TD-M06b 24279 (3.01) 0.0913 D3 ← D0

a See Figure 5.5 and Table 5.3
b See Figure 5.6 and Table 5.4

The extrapolated trend was used to predict the excitation energy of the first transition of

9-AnMe with oscillator strength greater than f = 10−2. TD-B3LYP assigns this transition

as D2 ← D0 and TD-M06 as D3 ← D0. The scaled and unscaled energies are displayed in

Table 5.5.

The observed transition energy for this higher excited state of 9-AnMe is 0.09 eV greater

than the value extrapolated from TD-B3LYP and 0.11 eV above value extrapolated from

TD-M06. However, this error is still small enough that these calculations proved to be a

useful guide to the experiments. Data from larger molecules would be required to determine

if this error is due to the trend becoming non-linear.

Including 9-AnMe in the linear fits gives corrected TD-DFT equations Texp = 0.911TTD−B3LY P+
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Table 5.6: TD-B3LYP/6-311++G(d,p) calculated excitation energies of lowest strong (f > 10−2)
electronic transition. Scaled values obtained by linear fit to experimental data for benzyl, 1-NpMe
and 2-NpMe (See Figure 5.5). 9-AnMe results used in fit

Molecule trans. Γµn0 TB3LY P Tscaled Expt. ∆E

benzyl D3 ← D0 B2 3.82 4.04 4.06186 -0.02
1-PPr D4 ← D0 A′ 3.77 3.99 4.02 -0.03
1-NpMe D3 ← D0 A′ 3.30 3.57 3.47 0.10
2-NpMe D2 ← D0 A′ 3.11 3.39 3.41 -0.02
9-AnMe D2 ← D0 A1 2.76 3.08 3.11 -0.03

Table 5.7: TD-M06/6-311++G(d,p) calculated excitation energies of lowest strong (f > 10−2)
electronic transition. Scaled values obtained by linear fit to experimental data for benzyl, 1-NpMe
and 2-NpMe (See Figure 5.6). 9-AnMe results used in fit

Molecule trans. Γµn0 TM06 Tscaled Expt. ∆E

benzyl D4 ← D0 B2 3.84 4.04 4.06186 0.02
1-PPr D5 ← D0 A′ 3.82 4.00 4.02 0.02
1-NpMe D3 ← D0 A′ 3.36 3.56 3.47 0.09
2-NpMe D3 ← D0 A′ 3.20 3.41 3.41 0.00
9-AnMe D3 ← D0 A1 2.85 3.07 3.11 -0.04

0.561 with an R2 value of 0.982 for TD-B3LYP and Texp = 0.958TTD−M06 + 0.341 with an

R2 value of 0.985 for TD-M06. The recalculated corrected results are shown in Tables 5.6

and 5.7, with the maximum observed error 0.10 eV.

TD-B3LYP and TD-M06 disagree significantly in their numerical assignment of these

states, due to minor inconsistency in the results for weaker unobserved states. This does

not effect the nature or configuration of the observed states. However, the vastly different

treatment of the weak D1 ← D0 transitions and the strong Dn ← D0 transitions makes

these methods unsuitable for assigning and calculating multiple higher-excited states, as

will be done in Chapters 6 and 7. In the hopes of developing a method that treats the

excited-states equally, and to better determine the ordering of the observed higher-excited

states for accurate assignment, ab-initio X-MCQDPT2 techniques were used.

5.5.4.2 Ab-initio Excitation Energies

The vertical excitation energies and transition moments were calculated by Professor Tim-

othy Schmidt using the X-MCQDPT2 method.
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Table 5.8: Vertical excitation energies, in cm−1, (and transition moments , in ea0, shown in brackets)
for benzyl radical calculated by the X-MCQDPT2 method and various basis sets.

State Exp.a tzv(2df,p) tzv(2d,p) tzv(d,p)
D1 22002 22450 (0.11) 22434 (0.10) 23133 (0.10)
D2 22850 23459 (0.06) 23379 (0.05) 23673 (0.06)
D3 32760 32898 (0.58) 32965 (0.58) 34412 (0.59)
D4 39200 38820 (0.13) 38691 (0.11) 39526 (0.12)

a Origin transition186,190–192,348

Table 5.9: Vertical excitation energies, in cm−1, (and transition moments , in ea0) for various radicals
calculated by the X-MCQDPT2 method.

Radical
1-NpMe 2-NpMe 1-PPr 9-AnMe

State Exp.a tzv(2d,p) Exp.a tzv(2d,p) Exp.a tzv(2d,p) Exp.a tzv(2d,p)
D1 17240b 16895 (0.10) 17134b 16270 (0.13) 21006c 19236 (0.21) 13757d 12906 (0.09)
D2 21102 (0.08) 22374 (0.15) 21063 (0.15) 18084 (0.26)
D3 27993 29447 (1.36) 27478e 26208 (0.73) 32437 31100 (0.42) 25063 22454 (1.78)
D4 29616 (1.27) 29516 (0.05) 37002 (0.14) 26496 (1.38)

a Origin transition b Reference183 c Reference193 d Reference185 e Assignment uncertain

Initially, the vertical excitation energies were computed for four electronically excited states

of the benzyl radical, given in Table 5.8. The correlation between experimental and calcu-

lated values for these states show a clear linear trend for all basis sets when fitted with a

fixed intercept at the origin (see Figure 5.7).

The transition moments obtained with the various basis sets were found to be consistent,

with the strongest transition emphatically determined to be the D3 ← D0 with all bases.

The level of theory chosen to calculate the larger radicals was the X-MCQDPT2/tzv(2d,p)

level, which exhibited a slope (intercept) of 0.95 (1710). What is important for the present

purposes, is that the correlation between calculated and measured state is clear. This is

illustrated in Figure 5.7, where it can be seen that the two highest-quality basis sets yielded

results close to the line x = y.

The calculated vertical excitation energies for the 1-NpMe, 2-NpMe, 1-PPr and 9-AnMe

radicals are given in Table 5.9. For all radicals, the D3 ← D0 transition is calculated to be

strong, with the D4 ← D0 transition also calculated to be strong for 1-NpMe and 9-AnMe.

Discussion of these calculations, in the context of the observed spectra, is given below. Due

to the relative success of this technique in assigning higher excited states, it was adopted

by the author for use on higher excited states of radical cations in Chapters 6 and 7.
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5.6 Discussion

5.6.1 Comparison with Matrix Spectra

Matrix isolation spectra of 1-NpMe and 2-NpMe have been observed in a 6 K neon matrix

by Nagy, Fulara and Maier.271 They attributed a band at 28011 cm−1 to the 32A′ ← X2A′′

transition of 1-NpMe. This is just 18 cm−1 to the blue of our observed band, and well

within its observed width. Nagy et al. reported the 62A′ ← X2A′′ transition of 2-NpMe

to lie at 27293 cm−1, similarly close to the band located by us at 27478 cm−1, featuring a

shift of 185 cm−1 to the red of our observed band. Again, the observed matrix band was

found to be within the FWHM of the gas-phase band (290 cm−1). A search was undertaken

to locate the weaker band, attributed by Nagy et al. to the 22A′ ← X2A′′ transition, at

21177 cm−1, but no depletion signal was observed in this region. The observed FWHMs of

the gas-phase bands are both about 290 cm−1, which appears, prima facie, to be similar to

the matrix spectra. However, the spectra obtained by Nagy et al. exhibit resolved bands,



Chapter 5. Higher Excited States of Neutral Resonance Stabilised Radicals 101

Experimental Band Origin (cm–1)

C
al

cu
la

te
d

 V
er

ti
ca

l 
T

ra
n

si
ti

o
n

 (
cm

–
1
)

 

 

 

 

 

1-NpMe1-NpMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMeeeeeeeeeeeeeeeeeeeeeeeee

0 5000 10000 15000 20000 25000 30000 0 5000 10000 15000 20000 25000 30000

0 5000 10000 15000 20000 25000 30000 0 5000 10000 15000 20000 25000 30000
0

5000

10000

15000

20000

25000

30000

0

5000

10000

15000

20000

25000

30000

0

5000

10000

15000

20000

25000

30000

0

5000

10000

15000

20000

25000

30000

35000

35000

40000

40000

Figure 5.8: Calculated vertical transition energies (X-MCQDPT2/tzv(2d,p)), in cm−1, compared
to experimental band origins, for different radicals. Dashed lines are drawn through the origin and
the previously determined lowest energy transition (D1 − �), with the calculated higher transitions,
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D4 −∇

whereas the presently obtained spectra do not show regions of zero depletion between the

spectroscopic features, possibly pointing to residual saturation of weaker features. It is

worth noting that the excited state symmetries reported by Nagy et al. are incorrect,

possibly due confusion between the symmetries of the transitions (which are A′) and the

excited states (which should be A′′).271

5.6.2 Comparison with Ab-initio Calculations

Figure 5.8 shows the calculated vertical transitions for the radicals shown in Figure 5.2.

For all four radicals, the D1 ← D0 transition is known and served as a point of refer-

ence.183,185,193 A dashed line is drawn through the origin, and the point corresponding to

the D1 ← D0 transition, and is extrapolated to high energy. For the benzyl radical, a very

good linear correlation was observed between calculated vertical transitions and experi-

mental band origins at the X-MCQDPT2/vtz(2d,p) level (Figure 5.7). As this fit has a
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Figure 5.9: Pictorial representation of the nature of the excited states calculated by CAS-CI.

fixed intercept at the origin, the linear extrapolation indicated by the dashed line in Figure

5.8 should intercept the observed state at the experimental energy.

In Figure 5.8, it is seen that reasonable agreement is obtained for the calculated transition

energies of both the D3 (42A′′) and D4 (52A′′) states of the 1-NpMe radical with the

observed transition at 27993 cm−1. And, as seen in Table 5.9, both of these transitions

are calculated to be strong. As such, for this radical, the assignment of the observed band

remains uncertain.

However, for 2-NpMe, there is unambiguous agreement between the calculated properties

of the D3 ← D0 (42A′′ ← X2A′′) transition and the observed band. Its position agrees

with the extrapolation from the D1 ← D0 transition (Figure 5.8) and it is the strongest

transition calculated (Table 5.9). Similarly for 1-PPr and 9-AnMe, the calculated band

positions and strengths agree with the designation D3 ← D0, respectively 42A′′ ← X2A′′

and 32B1 ← X2B1.

5.6.3 Comparison to Longuet-Higgins Model

The squared coefficients of excited configurations, corresponding to low-energy single elec-

tron excitations, describing the excited states of the radicals are shown in Figure 5.9. The

states were calculated at the CAS-CI level, with the same ROHF orbitals used for the X-

MCQDPT2 calculations. Since the radicals derive from cyclic systems, the fully-occupied
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orbitals shown on the left of Figure 5.9 are close in energy, and thus we must take account

of two sets of transitions, degenerate at the Hückel level, to describe low-lying states.

The character of the excited states of 1-NpMe follows the Longuet-Higgins model. The

leading configurations of the D1 state are given by the excitations into and out of the

singly occupied orbital respectively from, and to, the next lowest, and next highest energy

orbital. These configurations make up 60 % of the state. The state calculated as D4 is

also dominated by these transitions, but whereas both coefficients of D1 are positive, the

D4 state combines the configurations with opposite sign. Similarly, the D2 and D3 states

are described by even and odd combinations of the excitations into, and out, of the singly

occupied orbital respectively from, and to, the second highest fully occupied orbital and

second lowest vacant orbital.

In contrast to 1-NpMe, the description of the excited states of 2-NpMe is less straight-

forward. While the D1 and D2 states are similarly described to 1-NpMe, the D3 state as

calculated contains significant character from all excitations drawn in Figure 5.9. This may

be due to significant mixing between the higher energy states. The D4 state, as calculated,

contains little character from the one-electron excitations under consideration, which is

consistent with its low calculated oscillator strength.

The 1-PPr radical exhibits a somewhat more complicated D1 state, but it is still primarily

described by the same four one-electron excitations. It is worth noting that the D1 ← D0

transition of 1-PPr is calculated to be a strong transition.

The states calculated as D2 and D3 exhibit the pairing shown by 1-NpMe, with the os-

cillator strength largely carried by D3 ← D0. As with 2-NpMe, the D4 state is not well

described by the electronic excitations under consideration.

Lastly, 9-AnMe, with C2v symmetry, is more highly constrained in which excitations may

contribute to a given electronically excited state. As such, D1 and D3, both being of B1

symmetry, form a pair of states of low and high transition strength respectively (from

D0). They are both primarily described by the two lowest energy one-electron excitations.

The states D2 and D4 form another pair, of A2 symmetry, described by the other pair of

one-electron excitations. As with D1 and D3, D2 and D4 the transitions are respectively

weak and strong from D0.
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Table 5.10: Excited state energies (in cm−1) and lifetimes. D2 ← D0 values estimated from X-
MCQDPT2/tzv(2d,p)[5,5] values provided by Prof. Timothy Schmidt, used for determining energy
gap ∆ED3−D2

. Tabulated FWHM is for D3 ← D0 transitions recorded in this chapter.

Molecule D1 ← D0 τD1 (ns) D2 ← D0 D3 ← D0 ∆ED3−D2 FWHM τD3 (fs)
1-PPr 21006 300 21063 32437 11374 149 36
1-NpMe 17240 20 21102 27993 6891 292 18
2-NpMe 17134 20 22374 27478 5104 290 18
9-AnMe 13757 4 18084 25063 6979 326 16

5.6.4 Astronomical Relevance

The broadest DIB so far reported, centered on 4428.83 Å as observed in HD 183143, has

a FWHM of 115 cm−1.145 All bands reported in this chapter are significantly broader than

this DIB. The transitions observed in this chapter are also significantly broader than the

D2 ← D0 spectra of radical cations of similar size – naphthalenium and anthracenium are

reported to have gas-phase FWHMs of 25 cm−1 and 94 cm−1, respectively.205,206

The lorentzian profile of the observed bands suggests lifetime broadening. The lifetime of

a state, ∆t, can be directly calculated from the FWHM of the associated band, ∆E, by

the Heisenberg relation

∆t = ~/∆E. (5.1)

The widths of the observed transitions, and the lifetimes of their corresponding higher

excited state, are listed in Table 5.10. A trend is observed of decreasing lifetime as the

molecule (and its chromophore) increases in size and decreases in transition energy. This

is consistent with the energy-gap law.349,350

As the energy-gap between the states decreases, so does the lifetime of the state. This

trend is also observed for the D1 states of these molecules (Table 5.10).183,185,193

A simplified form of the energy gap law may be written

τ ∝ e( γ~ω∆E) (5.2)

where γ is a term that can be expressed in molecular parameters and ω is related to the

available vibrational modes, relating to the wavefunction overlap and density of states.351

Figure 5.10 shows that plotting time against ∆E gives an exponential fit of the form

τ = 1.06× 10−13e∆E/1414. Plotting τ on a logarithmic scale shows that D1 and D3 actually

follow two slightly different trends, as seen in Figure 5.11. This anomaly can be explained,
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Figure 5.10: Plot of energy gap against state lifetime for D1 (black) and D3 (red) states of 1-PyMe,
1-NpMe, 2-NpMe and 9-AnMe.

as D3 will also have some decay directly to D1 and D0, which would further suppress the

lifetime of that state.

These observed trends of decreasing lifetime with increasing chromophore size suggests

that the visible strong transitions of still larger radicals of the same type will be even

broader than those reported in this chapter, and significantly broader than any observed

DIB. It can therefore be concluded that transitions to higher excited states of cold aromatic

hydrocarbon RSRs are not responsible for the DIBs. As these strong transitions are the

most likely to be observed, neutral PAH RSRs can be largely put aside as potential DIB

carriers.

5.7 Conclusions

The spectra of Dn ← D0 transitions of the 1-Npme, 2-NpMe, and 1-PPr radicals were

obtained by double resonance spectroscopy, and that of 9-AnMe was obtained by R2C2PI

spectroscopy with delayed ionization. From a comparison of calculated vertical transition
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Figure 5.11: Plot of energy gap against state lifetime for D1 (black) and D3 (red) states of 1-PyMe,
1-NpMe, 2-NpMe and 9-AnMe

energies at the X-MCQDPT2/vtz(2d,p) level and observed bands, it was concluded that

the observed transitions were to the D3 states of 2-NpMe, 1-PPr and 9-AnMe, and to

either or both of the D3 and D4 states of the 1-NpMe radical. These states were found to

be largely consistent with configurational mixing according to the Longuet-Higgins model,

but with complications arising for the higher excited-states of molecules of lower symmetry.

The observed widths of these bands, which increased with decreasing transition energy,

indicated severe lifetime broadening which from a phenomenological standpoint rules out

larger examples of this class of radical as carriers of the diffuse interstellar bands.



Chapter 6
Transitions of Radical Cations:

9-MethylAnthracenium+ (C15H12)

6.1 Author’s Note

The photodissociation experiments reported in this chapter and Chapter 7 were undertaken

by the author while working with the Bieske Research Group from the School of Chemistry

at The University of Melbourne. The author would like to acknowledge J. A. Sanelli and

V. Dryza for assistance in learning to operate the photodissociation spectrometer. J. A.

Sanelli also assisted in the recording of the reported spectra.

6.2 Introduction

Sonnentrucker et. al. present evidence that the carriers of the λ5797 Å and λ6613 Å DIBs

have IEs above 10 eV.149 As such, if these bands were carried by PAH species, they must be

in a cationic state. Indeed, due to the harsh ionising radiation of the interstellar medium,

it is likely that many unassigned interstellar transitions are carried by positively charged

hydrocarbon molecules. Many cations have already been observed in the ISM, as seen in

Table 1.1.

The ionization energies of RSRs are rather low, in the 6−7 eV range, and in the interstellar

medium such species might be expected to exist in the cationic form.352 In the cationic

form, only one of the transitions depicted in Figure 5.1 is available. As such, these closed-

shell cations of resonance-stabilized radicals tend to have S1 ← S0 transitions at a slightly

107
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higher energy than the radical D1 ← D0 transition, with significantly stronger transition

moments. These closed-shell cations will be discussed in Chapter 7.

Ionisation of a neutral closed-shell PAH results in a radical-cation, and these can be reso-

nance stabilised in the same manner as neutral RSRs. Being cations, these molecules have

high second-IEs and would be stable in the harsh radiation environment of the interstellar

medium due to the energy required to remove a second electron. PAH radical cations have

been previously observed in the gas-phase through cavity ring down,206,353 and photodis-

sociation spectroscopy.205,354,355 Radical-cations are experimentally easier to produce than

closed shell cations as they can be formed by ionising atmospherically stable closed-shell

PAHs such as naphthalene, anthracane and pyrene, requiring no atomic rearrangement or

bond fission.

Small PAH radical cations tend to have weak NIR D1 ← D0 transitions and very strong,

broad, visible D2 ← D0 transition. For example Sukhorukov et. al. reports the gas-

phase D2 ← D0 transition of the naphthalenium+ radical cation has energy 14909 cm−1

and a FWHM of 36 cm−1.206 Sukhorukov et. al. also report the anthracenium+ D2 ← D0

transition has energy 14109 cm−1 and a FWHM of 94 cm−1.206

While generally these strong D2 ← D0 transitions are considered too broad to be carriers

of the DIBs, as discussed in Chapter 1, they have been suggested as carriers of some of the

broader DIBs. In particular, the naphthalenium+ cation (Np+) was suggested as a possible

carrier of the broad λ6488 Å and λ6707 Å DIBs.178,180 However, subsequent astronomical

observations have largely disproved this hypothesis.181,182 It had also been suggested that

a species related to the pyrenium+ radical cation (Py+) may be responsible for the 4430 Å

DIB, based on matrix isolation spectra.179 However, subsequent gas-phase measurements

have eliminated Py+ as a potential carrier of this DIB.356

A comparison of the argon-tagged photodissociation spectra of Np+ 205 and the methyl-

naphthalenium+ radical cations (1-MeNp+ and 2-MeNp+) have been reported in a paper

by Friha et. al.324 These spectra show that the electronic and vibronic structure of these

molecules are very similar. The 1-MeNp+ and 2-MeNp+ transitions observed are slightly

red-shifted compared to the corresponding Np+ bands. The bands also appear broader due

to unresolved methyl-rotor structure, which has been simulated well by Friha et. al.324

Electronic spectra of the related anthracenium+ radical cation (An+) has been previously

published. The D2 ← D0 transition of An+ has been observed in the gas-phase using cavity

ring-down spectroscopy by Sukhorukov et. al.206 Several states of An+ have also been

observed through photoelectron spectroscopy357,358 and matrix isolation techniques.358
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The experiments reported in this chapter were originally motivated by a search for the

9-anthracenylmethylium+ (9-AnMe+) closed-shell cation, which is the ionised form of the

9-AnMe radical, which was observed in Chapters 4 and 5. However, limitations in the

resolution of the quadrupole mass-filters did not allow the 9-AnMe+ spectrum to be ob-

served due to the abundance of 9-methylanthracenium (9-MeAn+) radical cation, which is

the ionised form of the 9-methylanthracene (9-MeAn) parent. As 9-MeAn+ is an interest-

ing molecule in its own right, the spectrum was recorded and is assigned in this chapter

with reference to ab-initio and TD-B3LYP levels of theory. Several of the observed elec-

tronic transitions have not been previously observed or assigned either for 9-AnMe+ or the

spectroscopically similar An+. Additionally, the vibronic structure of the NIR D1 ← D0

transition has not been previously reported or assigned in either 9-MeAn+ or An+.

6.2.1 Experimental Methods

The argon tagged spectrum of the 9-MeAn+ radical cation was recorded using the pho-

todissociation spectrometer previously described in Chapter 3. As in Chapters 4 and 5,

commercially available 9-MeAn was heated in argon behind the pulsed nozzle, seeding

the argon with 9-MeAn. An electrospray source was used to create weakly bound 9-

MeAn+ · · ·Ar van der Waals clusters which were then cooled in the free-jet expansion and

skimmed before being guided into the first quadrupole mass filter by ion optics.

The first quadrupole mass filter (preceding the octapole photodissociation region) was set

to the 232 m/z of the 9-MeAn+ · · ·Ar cluster, while the second mass filter was set to

the 192 m/z of the bare 9-MeAn+ radical cation. When the 9-MeAn+ · · ·Ar clusters ab-

sorb photons and fragment, signal is observed by the increased observation of 9-MeAn+.

Wavelength calibration was provided by an Ocean Optics spectrograph. Tunable dis-

sociation photons were provided by an OPOTek Vibrant optical parametric oscillator

(OPO) pumped by the 3rd harmonic of a Nd:YAG laser. The spectrum was recorded

from 8000 cm−1 to 44444 cm−1. There is a region missing around 25000 cm−1where the

OPOTek Vibrant does not provide good power.

Laser power was recorded and all spectra shown are power-corrected. However, conditions

may have fluctuated between scans, and the relative intensities observed for transitions in

different scanning regions should be considered only approximate.

It is important to note that excitation energies obtained in this manner are not true gas-

phase values, with the weakly bonded argon red-shifting the spectrum slightly. This shift

has been shown to be small for PAH radical cations.205,324 For example, complexing with
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a single argon atom was shown by Pino et. al. to redshift the D2 ← D0 origin of Np+

by 43 cm−1,205 and Friha et. al show 1-MeNp+ and 2-MeNp+ red-shifted by 10 cm−1 and

19 cm−1 respectively.324 However, while small, these solvent shift effects must be accounted

for if photodissociation spectra is to be compared to astronomical spectra.

6.3 Theoretical Methods

The computational methods used in this chapter are described in detail in Chapter 2 and

are similar to those carried out in Chapters 4 and 5. The quantum chemical calculations

of ground and excited-state geometries and vibrational frequencies were carried out with

B3LYP and TD-B3LYP respectively,231,232 using the 6-311++G(d,p) basis set.

Vertical excitation energies and intensities for the 20 lowest-energy calculated electronic

doublet states (including the ground state) were calculated at the X-MCQDPT2 levels of

theory.346 The ab-initio X-MCQDPT2 calculations were performed with an active space

of 9 electrons in 9 orbitals, in conjunction with the tzv(2d,p) basis set. These are similar

to the calculations performed in Chapters 5.

The B3LYP and TD-B3LYP calculations were carried out using the Gaussian09221 suites

of software, wheras the X-MCQDPT2 calculations were performed in the Firefly pack-

age.222,347

6.4 Assignment of the Argon-Tagged 9-MeAn+ Pho-

todissociation Spectrum

6.4.1 Electronic Spectrum

The argon tagged 9-MeAn+ photodissociation spectrum is displayed in Figure 6.1. The

spectrum features a weak electronic transition in the NIR, featuring well resolved vibra-

tional structure, three very strong electronic transitions (one in the visible and two others

in the UV), and numerous other transitions of varying structure, width and intensity.

Based on changes in band profile and intensity, seven suspected electronic origin bands

are observed, and these are labelled in Figure 6.2. As expected, the visible and near-UV

regions bear a strong resemblance to the previously recorded spectrum of the An+ radical

cation.358
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Table 6.1: Ab-initio vertical excitation energies (Tv in cm−1) and transition dipole moments (µ2 in
Debye2) calculated at the X-MCQDPT2[9,9]/tzv(2d,p) level of theory.

Transition Tv µ2 Transition Tv µ2

D1 ← D0 8408 0.003 D11 ← D0 35457 0.001
D2 ← D0 12064 0.474 D12 ← D0 35613 0.017
D3 ← D0 16375 0.048 D13 ← D0 37001 0.005
D4 ← D0 18368 0.030 D14 ← D0 39803 1.545
D5 ← D0 20668 0.129 D15 ← D0 40091 0.000
D6 ← D0 26478 0.552 D16 ← D0 41548 0.000
D7 ← D0 28714 0.013 D17 ← D0 42254 0.008
D8 ← D0 29163 0.468 D18 ← D0 42564 0.028
D9 ← D0 29771 0.014 D19 ← D0 42865 0.007
D10 ← D0 34861 0.003

The ab-initio X-MCQDPT2 calculated excitation energies and transition dipole moments

are tabulated in Table 6.1. It can be seen that this calculation predicts a very weak

D1 ← D0 transition in the IR (8408 cm−1) and a much stronger D2 ← D0 transition at the

red edge of the visible spectrum (12064 cm−1). It should be noted that these calculations

are for free, gas-phase 9-MeAn+, and it is assumed that any shift caused by the weakly

bound argon atom is small relative to the errors of the calculation. This is a plausible

assumption, given the relatively small solvent shifts, on the order of tens of wavenumbers,

observed in previous argon-tagging experiments for similar molecules.205,207,324 Based on

the results observed in Chapter 5, the errors in the X-MCQDPT2 calculation are likely to

be in the order of one or two thousands of wavenumbers.

The lowest energy band in the spectrum, with energy 9564 cm−1 and FWHM of 42 cm−1,

is initially assigned as the D1 ← D0 electronic origin. The very large lorentzian band

with energy 14714 cm−1 and width 300 cm−1 is assigned to the D2 ← D0 electronic origin

transition.

To aid in the assignment of the higher energy transitions, the D1 ← D0 and D2 ← D0

transition energies were plotted against the calculated X-MCQDPT2 transition energies for

the two lowest states. A linear scaling factor of 1.19 (Tscaled = 1.19Tv) was then determined

by linear fit with a fixed origin intercept. This was used to obtain scaled calculated X-

MCQDPT2 energies, Tscaled, which are used in the simulated spectrum shown in Figure

6.2.

The assignment is further assisted by creating a stick spectrum from the scaled X-MCQDPT2

energies and the square of the calculated transition dipole moments. This stick spectrum

is compared to the 9-MeAn+ · · ·Ar photodissociation in figure 6.2. By assuming that the
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Table 6.2: Origin transition energies (T0 in cm−1) and intensities (relative to the D1 ← D0 origin
band) of argon tagged 9-MeAn. Tv is calculated at the X-MCQDPT2[9,9]/tzv(2d,p) level of theory
and ignores geometry change, zero point energy and red shift induced by the weakly bonded argon
atom. Tscaled is empirically fit to the line Tscaled = 1.19Tv. Calculated transition dipole (µ2) has units
of Debye2. † - Estimated peak position, band cut off by limits of scan range.

Transition Experimental T0 Intensity Tv Tscaled µ2

D1 ← D0 9564 1 8408 10029 0.003
D2 ← D0 14714 413 12064 14390 0.474
D3 ← D0 18948 18 16375 19532 0.048
D4 ← D0 20991 59 18368 21909 0.030
D5 ← D0 24500† 122 20668 24653 0.129
D6 ← D0 28577 616 26478 31583 0.552
D8 ← D0 32473 605 29163 34785 0.468
D12 ← D0 41986 79 35613 42479 0.017

observed strong high energy transitions should have strong calculated intensities the as-

signment is undertaken. It can be seen that there is good agreement between the stick

spectrum and several likely origin transitions. All of the assignments are tabulated in Table

6.2 and are shown on Figure 6.2.

In the visible, the simulated spectrum suggests the previously assigned D2 ← D0 band will

be followed by three closely spaced weaker transitions, and are assigned to the bands at

18948 cm−1, 20991 cm−1 and ∼24500 cm−1. The assignment of D3 ← D0 origin transition is

somewhat tentative, as it lies close to vibronic transitions of the D2 ← D0 state with similar

intensities. The band at 18948 cm−1 was chosen for its broader band profile compared to

the adjacent bands.

The two large bands in the near-UV region of the spectrum have relative intensities that

agree well with the predicted intensities for the D6 ← D0 and D8 ← D0 transitions,

and these peaks are also predicted to have similar energies to the assigned origin bands.

D7 ← D0 is predicted to have low intensity, and due to the large amount of vibronic

structure observed in the D6 ← D0 state, the D7 ← D0 origin transition cannot be

assigned with any confidence. The band centered on 41986 cm−1 is assigned as D12 ← D0,

this being the band in this region that best fits the observed intensity. However, the band

may also be due to the origin transitions of D10 ← D0, D11 ← D0 or D13 ← D0 all of which

are predicted to absorb in this region, and it is possible that several of these transitions

are responsible for the observed structure.
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6.4.2 D1 ← D0 Vibronic Spectrum

The electronic transitions assigned as D2 ← D0, D3 ← D0 and D6 ← D0 in Figure 6.1

feature some semi-resolved vibronic structure, with the D6 ← D0 especially rich in vibronic

features. The equivalent transitions of many of these bands have been observed previously

in the An+ radical cation.358 The observed 9-MeAn+ · · ·Ar transitions are redshifted by

∼500 cm−1 compared to the equivalent gas-phase transitions in An+,358 with this redshift

due to both the methyl substitution and the attached argon. The structure of the NIR

D1 ← D0 transition has not been previously reported or assigned for either 9-MeAn+ or

An+, and as such has been a focus of this study.

TD-B3LYP harmonic vibrational frequencies were calculated for the D1 state. These fre-

quencies are numbered and tabulated in Table 6.3. The modes have been labelled in C1

symmetry, however depending on the position of the methyl rotor Cs symmetry can also

be valid. It can be seen in Table 6.3 that the internal rotation mode of the methyl-group,

ν75 has been calculated as having an imaginary frequency. This is due to the orientation of

the methyl group not being in a minimum geometry. The potential energy curve for this

rotation will feature a six-fold symmetry within this internal rotational co-ordinate and re-

sults in many close lying energy transitions. As mentioned previously, similar methyl-rotor

transitions have been discussed previously by Friha et. al.324 While similar FC calculations

would allow the methyl-rotor transitions to be simulated for the D1 ← D0 of 9-MeAn+,

there is no evidence of any resolved methyl-rotor structure in the observed spectra. As

such, beyond an understanding that these transitions are responsible for broadening of the

observed features, the methyl-rotor structure is ignored in this vibronic assignment.

Whereas the D1 ← D0 electronic origin band of An+ is symmetry forbidden, this transition

is slightly allowed for the lower symmetry 9-MeAn+. The small band at 9564 cm−1 is

assigned to this origin. The remaining vibronic assignments are referenced to this band.

It is apparent from Table 6.3 that multiple possible assignments exist for many of the

observed transitions. An FC simulation was undertaken in Gaussian09 allowing the

Franck-Condon intensities to guide the assignments. This stick spectrum is displayed as

the red bars in Figure 6.3.

Most of the peaks with significant predicted Franck-Condon activity align well with ob-

served vibronic bands. This agreement is further enhanced when this stick spectrum is

also built upon the 1549 cm−1(blue) and 3119 cm−1(green) vibronic ‘false -origins’. Based

on the Franck-Condon spectrum, these ‘false-origins’ are assigned to one and two quanta
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Table 6.3: 9-MeAn+ D1 excited state harmonic frequencies calculated at the TD-B3LYP/6-
311++G(d,p) level of theory. The imaginary frequency is the mode responsible for rotation of the
methyl-rotor. Normal mode frequency (Freq.) is in cm−1. The modes have been numbered in the C1

point-group, and as such all modes have A symmetry.

Mode Freq. Mode Freq. Mode Freq. Mode Freq.
1 3229 21 1477 41 1005 61 518
2 3229 22 1458 42 997 62 485
3 3207 23 1452 43 994 63 464
4 3207 24 1419 44 992 64 432
5 3196 25 1416 45 978 65 423
6 3196 26 1393 46 916 66 399
7 3190 27 1367 47 906 67 368
8 3188 28 1358 48 864 68 367
9 3186 29 1315 49 859 69 257
10 3143 30 1265 50 852 70 251
11 3118 31 1244 51 804 71 218
12 3036 32 1209 52 776 72 128
13 1770 33 1208 53 770 73 89
14 1602 34 1193 54 747 74 74
15 1593 35 1188 55 738 75 -37
16 1574 36 1130 56 672
17 1539 37 1071 57 623
18 1525 38 1049 58 605
19 1488 39 1040 59 562
20 1481 40 1005 60 549

of ν16 respectively. The intensity of these bands are strongly enhanced by pseudo-Jahn-

Teller vibronic coupling of ν16 to the strong D2 ← D0 transition, and this coupling will

be explored later in the chapter. The Franck-Condon transitions can also be observed on

the two close lying bands assigned as ν56 (based on the Franck-Condon spectrum) and ν57

(based on its calculated excited state frequency and proximity to ν56).

These bands provide the basis for the assignments tabulated in Table 6.4. These assign-

ments are labelled on the D1 ← D0 photodissociation spectrum of argon tagged 9-MeAn+

in Figure 6.4.

While the Franck-Condon simulation proves extremely useful in determining which tran-

sitions are responsible for the observed bands, the intensity pattern does not resemble the

observed spectrum. The intensity pattern of the transitions built on the ν16 false origin

agree reasonably well with that predicted by the Franck-Condon simulation. However, the

intensity of bands built on the electronic origin, particularly ν16, are significantly underes-

timated. This is due to vibronic coupling to the much stronger D2 ← D0 transition. While



Chapter 6. Electronic Transitions of Radical Cations 118

Table 6.4: Assignment of D1 ← D0 vibronic bands of 9-MeAn+. Calculated D1 excited state
harmonic frequencies are calculated at the TD-B3LYP/6-311++G(d,p) level of theory. Frequency is
in cm−1. † - Estimated frequency of unresolved band or sholder.

Transition Observed Calculated ∆c−o
ν0 0 0 0
ν70 231 251 20
ν66 388 399 11
ν57 617 623 6
ν56 661 672 11
ν57ν66 992 1022 30
ν56ν66 1045 1071 26
2ν57 1174 1246 72
ν57ν56 1244 1295 51
2ν56 1335 1344 9
ν23 1449 1452 3
ν16 1549 1574 25
ν15 1639 1593 -46
ν16ν70 1845 1825 -20
ν16ν66 1920 1973 53
ν16ν57 2175 † 2197 22
ν16ν56 2209 2246 37
ν16ν49 2440 2433 -7
ν16ν57ν66 2567 2596 29
ν16ν56ν66 2611 2645 34
ν162ν57 2770 † 2820 50
ν16ν57ν56 2820 † 2869 49
ν162ν56 2890 † 2918 28
ν16ν23 3020 3026 6
2ν16 3119 3148 29
2ν16ν70 3415 3399 -16
2ν16ν66 3500 3547 47
2ν16ν57 3715 † 3771 56
2ν16ν56 3775 3820 45

normally this coupling could be demonstrated through an FCHT simulation, the Herzberg-

Teller theorem discussed in Chapter 2 assumes that the energy gap to the inducing mode

is much greater than the vibrational energy level of the modes. As the D2 ← D0 origin has

a relative frequency of just 5146 cm−1 and the ν16 false origin has a relative frequency of

1549 cm−1, this is demonstrably untrue. The observed intensity pattern is instead modelled

by pseudo-Jahn-Teller coupling.

To allow more accurate fitting of the observed intensities, a simple Vibronic calculator was

developed by Prof. Timothy Schmidt. This was then used by the author to create the stick

spectrum displayed in Figure 6.4. Inputs include calculated Franck-Condon intensities, the
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experimentally determined relative frequency and intensity of the D2 ← D0 transition and

the position of the 617 cm−1, 1549 cm−1 and 3119 cm−1 false origins. Coupling constants

for the three false origins were fit to the observed intensities. The included stick spectra

have coupling constants of 200 cm−1, 350 cm−1 and 150 cm−1 for the 617 cm−1, 1549 cm−1

and 3119 cm−1 respectively.

The intensity of the vibronic transitions is given by the equation

Ivibronic = IFC ×
(

C

(ED2←D0 − Eµ)

)2

× ID2←D0 (6.1)

where IFC is the calculated Franck-Condon intensity (relative to the false origin), C is a

fitted coupling for each false origin with units cm−1, ED2←D0 is the relative energy of the

inducing D2 ← D0 transition, ID2←D0 is the relative intensity of the inducing D2 ← D0

transition and Eµ is the relative energy of the transition being calculated. This equation

is based on first-order perturbation theory.

To better understand this observed vibronic coupling, the symmetry of the molecule is

approximated in order to better describe the vibrations and electronic transitions involved.

If the methyl-group of 9-MeAn+ is considered a featureless sphere, this molecule can be

estimated as having C2v symmetry. In C2v both D1 ← D0 (12A2 ← X2B1) and D2 ← D0

(22A2 ← X2B1) can be considered as B2 transitions. These B2 transitions will be coupled

by vibrations of a1 symmetry. It can be seen from the observed fitted spectrum that the

ν16 vibrational mode couples especially strongly to the D2 ← D0 transition. In C2v, the ν16

vibration has a1 symmetry and it is therefore able to vibronically couple to the stronger

D2 ← D0 transition, gaining intensity from this transition.

Comparison with the spectroscopically similar D2h symmetric An+ is complicated by

differing definitions of the spacial axis in the two symmetry groups. The D1 ← D0

(12B3g ← X2B2g) transition of the D2h An+ has B1g symmetry. To couple this weak

transition to the strong B2u D2 ← D0 (12Au ← X2B2g) transition, a vibrational mode

would be required to have b3u symmetry. This corresponds to a vibrational normal mode

vector along the short x axis of An+. In the C2v model of 9-MeAn+ this axis is redefined

as the z axis, and the required b3u vibration would be identified as an a1 vibration, such as

ν16. It can therefore be seen that this vibration would be effective at vibronically coupling

the D1 ← D0 transition to the D2 ← D0 in both 9-MeAn+ and An+. Therefore, it is

suggested that the 12B3g ← X2B2g vibonic spectrum of An+ will resemble the D1 ← D0

9-MeAn+ spectrum observed in this study, as would be expected. The primary difference
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Figure 6.5: Photodissociation spectrum of argon tagged 9-MeAn+ radical cation, monitored at the
m/z 178 mass-channel of An+, suggesting loss of either CH2 and argon or CH3 and argon (uncertainty
due to limitation in mass resolution)

14000 16000 18000 20000 22000 24000
Wavenumber (cm-1)

][
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H2O

Figure 6.6: Photodissociation spectrum of H2O tagged 9-MeAn+ radical cation, monitored at the
m/z 178 mass-channel of An+, suggesting loss of methanol (CH3OH) or CH3 and H2O

would likely be the absence of the electronic origin band, and the Franck-Condon structure

built upon it, in An+.

6.5 Photofragmentation of 9-MeAn+

At high visible photon energies photo-dissociation signal of 9-MeAn+ · · ·Ar and MeAn+ · · ·H2O

was observed when monitoring the m/z 178 An+ mass channel. These spectra are shown

in Figures 6.5 and 6.6.



Chapter 6. Electronic Transitions of Radical Cations 122
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Figure 6.7: Photodissociation spectrum of 9-MeAn+ radical cation, monitored at the m/z 178
mass-channel of An+, suggesting loss of CH2

For the argon-tagged spectrum (Figure 6.5) photodissociation signal is observed with an

onset of 21600 cm−1, suggesting a new photodissociation pathway opening at approximately

253 kJ/mol. Further calculations or experiments would be required to determine if this

pathway results in the loss of CH2/argon or CH3/argon as this is below the resolution of

the quadrupole mass filter in this range. As a result, the mechanism responsible for this

new photo-dissociation pathway cannot be determined purely from the reported spectrum.

The water-tagged spectrum has a slightly higher onset of 22000 cm−1 suggesting a new

photodissociation pathway opening at approximately 263 kJ/mol. This is very similar and

the possible errors in fitting this onset have not been fully explored. It is possible that

this reaction pathway may results in the loss of methanol (CH3OH). However, this again

cannot be determined due to the limitation in mass resolution.

Photodissociation of the bare cation at similar energies was also observed, with a much

lower onset of 20500 cm−1 as shown in Figure 6.7. However, as bare cations are inade-

quately cooled by the electrospray source,359 the spectrum does not provide a reliable value

for the onset of dissociation.

Consideration of the relative energies of the proposed products allows for some speculation

regarding the identity of the observed products. The BDE of 260 kJ/mol is significantly

lower than the bond energy expected for a ground-state breaking of the PAH–CH3 bond,

the channel that would result in the loss of CH3/argon. For example, the BDE of the

methyl bond in toluene is 433 kJ/mol.360 This large BDE is unsurprising as this would

result in the creation of a σ-radical. As such, a mechanism leading to the formation of

An+ may be accessible at lower energies than the simple bond-fission leading to the creation

of a σ-radical. However, such a mechanism would likely require an energetically accessible
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transition state. Theoretical modelling of possible reaction pathways, possibly supported

by additional experiments, would be required to obtain firm conclusions. The theoretical

and experimental exploration of possible mechanisms for either CH2 or CH3 loss from

electronically excited 9-MeAn+ remain an avenue of future research.

6.6 Astronomical Relevance

It has been previously stated that the D2 ← D0 transitions of PAH radical cations have

been largely dismissed as carriers of the DIBs due to their width. This is especially true for

radical cations containing methyl rotors,324 as this further broadens the observed bands.

D1 ← D0 transitions, while in the NIR, are in a region potentially relevant to the DIBs.

However, most PAH radical cations have weak D1 ← D0 transitions and even stronger

transitions would likely feature vibronic features leading to non-origin-dominated spectra,

contrary to the non-correlated nature of most DIBs.146 Higher energy strong transitions of

PAH radical-cations are likely to be broad, and are also are likely to have UV absorptions.

As such, resonance-stabilised PAH radical cations do not make good candidates as carriers

of the DIBs

6.7 Conclusions

The argon tagged spectrum of 9-MeAn+ was recorded for the range from 8000 cm−1 to

44444 cm−1. This included the spectra of seven distinct electronic transitions, which were

assigned with the assistance of X-MCQDPT2[9,9]/tzv(2d,p) energies and intensities.

The vibronic spectrum of the D1 ← D0 electronic transition was assigned with a combi-

nation of TD-B3LYP/6-311++G(d,p) calculations and a simple vibronic analysis. While

most observed transitions had some predicted Franck-Condon intensity, the intensity pat-

tern could only be fully explained by invoking a pseudo-Jahn-Teller coupling with the

energetically similar, and much stronger, D2 ← D0 transition.

Photodissociation of 9-MeAn+ to produce An+ was observed at energies above approxi-

mately 22000 cm−1. This was observed with bare 9-MeAn+, as well as when the molecule

was tagged with argon or H2O.

The D2 ← D0 transitions of most resonance-stabilised PAH radical cations are too broad

to be carriers of most DIBs, and this is especially true for species with methyl-rotors.324
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As all other electronic transitions are unlikely to produce the relevant spectral features,

due to either excitation energy or intensity, most small resonance-stabilised PAH radical

cations can be dismissed as potential carriers of the DIBs.



Chapter 7
The Phenalenyl Motif:

1H-Phenalene, 1H-Phenalenium

Radical Cation and the Phenalenyl

Radical

7.1 Introduction

The phenalenyl motif, the smallest polycyclic subunit of graphene, is a D3h arrangement

of 13 carbon atoms consisting of three conjoined six-membered rings bound at a central

A
1
ʺ

Figure 7.1: Structure and ROHF SOMO orbital of the phenalenyl radical (C13H9). The phenalenyl
motif is a D3h arrangement of 13 carbon atoms consisting of three conjoined six-membered rings
bound at a central carbon atom. The SOMO of the phenalenyl radical has A′′1 symmetry

125
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carbon atom such as seen in the phenalenyl radical, the structure of which is shown in

Figure 7.1. Phenalenyl (also known as perinaphthenyl) occurs in three resonance stabilized

oxidation states, forming a stable neutral radical species as well as stable closed-shell anion

and cation species.

The stability of these phenalenyl species is a result of their structure. Phenalenyl, as

well as its anion and cation, are all observed to have well-defined perimeter ring currents,

traditionally a sign of aromaticity on the magnetic criterion.361,362 It is this behaviour that

has resulted in phenalenyl being described as a “magnetic chameleon.”362

The phenalenyl radical motif is so stabilised by its resonance structure that 2,5,8-tri-tert-

butyl-phenalenyl, where the radical sites are protected by adjacent tert-butyl groups, can

be generated and observed at room temperature.363,364 The stability and delocalisation of

all three redox states of phenalenyl make it an excellent building block for single molecule

molecular conductors.365,366

The source of this stability comes from interaction between the two possible odd-alternant

peripheral molecular orbitals and the center molecular orbital, which result in the radi-

cal electron remaining on the peripheral carbons.201 Figure 7.2 shows that the perimeter

orbitals can be represented as cosine and sine waves multiplied by the unhybridised p-

orbitals. One of these exhibits nodes on the atoms bonded to the central carbon while the

other has anti-nodes in these positions. The orbital with antinodes adjacent the central

carbon interacts with the central p-orbital, giving new molecular orbitals: one stable, one

unstable.201 It can be seen in Fgure 7.2 that the radical electron remains on the peripheral

α carbons. Removing this electron will still give a stabilised species due to the interaction

between the peripheral and center orbitals. It is this stabilising effect that allows for the

three stable redox states of phenalenyl. This is confirmed with higher level theory. The

ROHF calculation of the radical orbital is shown in Figure 7.1 showing electron density on

the α carbons.

This stability makes the phenalenyl-based radical and cation good candadites for interstel-

lar molecules. Indeed, positively charged π-stacked phenalenyl clusters have been suggested

as possible carriers of the broad interstellar extended red emission (ERE), and these clus-

ters have been theoretically examined by the group of Martin Head-Gordon of the Lawrence

Berkeley National Laboratory, Berkeley, California.367–370

The phenalenylide− anion and phenalenylium+ cation are also of significant interest due to

their highly symmetric closed-shell nature. The anionic species has been observed through

photodetachment spectroscopy by Gygax et. al.,371 who observed a broad peak at 420 nm,
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Figure 7.2: The antiaromatic periphery orbitals (left) differ in phase. Only one can interact with the
central p orbital (right). This interaction produces new orbitals, one of which stabilizes the structure.
Thus, the radical electron remains on the periphery. By subtracting the radical electron it can be
seen that the cation will also be stable.

featuring a shoulder at 530 nm. Because of its apparent stability, and suspected astro-

nomical significance, the excitation spectrum of the phenalenium closed-shell cation was

unsuccessfully investigated by the author. These molecules, and their heteroatomic ana-

logues, will be discussed later in this chapter.

Chapter 1 introduced the hypothesis that aromatic molecules, whose existence in the ISM

are suggested by observed vibrational emission bands,130,130 may be responsible for some

or all of the DIBs. This hypothesis has been extensively examined experimentally by

observing cold PAH molecules in simulated astronomical conditions of a low collisional

environment, such as a that provided by a supersonic expansion. This hypothesis has been

further explored in the previous chapters.

The transition energy of the first electronic transitions for a class of PAH can be inferred

by a crude Hückel picture of the electronic orbitals. It can be seen in Figure 1.8 that

the excitation energy of the transition to the first electronic excited state of a closed-shell

neutral PAH can be expected to be approximately twice the energy of of an open shell

neutral species with a similar chromophore. This basic picture is reflected in the closed

shell neutral PAH 1H-phenalene and its radical cation. While the carbon arrangement

of these Cs symmetric molecules reflect that of the phenalenyl radical, the peripheral π-

conjugation is broken by the sp3 hybridised carbon in the 1-position. This results in a

chromophore reminiscent of 1-vinylnaphthalene. The spectrum of these molecules, and

their possible relevance to the formation and thermochemistry of the phenylenyl based

molecules, are discussed later in this chapter.
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The simple molecular orbital picture is further complicated in the D3h phenalenyl radical

as well as its closed shell cation and anion. These molecules have degenerate E ′′ frontier

orbitals, similar in energy to non-degenerate A′′2 orbitals, which in the radical represent

the HOMO and LUMO, energetically equidistant below and above an A′′1 SOMO as seen

in Figure 7.3. As a result, the excited state of phenalenyl is degenerate. The Jahn-

Teller theorem states that a non-linear molecule in a degenerate electronic energy state is

unstable372. Therefore, a distortion along a vibrational normal mode leads to an initial

lowering in energy of one of the states, causing them to split. This results in significant

theoretical challenges, which will be briefly discussed in a later section.

Previously published work, based on work undertaken for the author’s undergraduate hon-

ours thesis,220 experimentally and theoretically examined the first excited state of the

free-phenalenyl radical.201 In this chapter, further theoretical analysis of the phenalenyl

radical will be explored.

Hydrogen or proton addition to phenalenyl can form phenalene molecules. The most stable

phenalene isomer, 1H-phenalene, and its cation have been experimentally measured as part

of this work. These molecules, interesting in their own right, will be discussed in light of

theory and the recorded spectra.

The excitation spectrum of the phenalenylium closed-shell cation has yet to be recorded

in the gas-phase. This species, of astronomical and theoretical interest, will be discussed

later in this chapter.

7.2 Theoretical Methods

The computational methods used in this chapter are described in detail in Chapter 2 and

are similar to those carried out in Chapters 4 and 5. The quantum chemical calculations

of ground and excited-state geometries and vibrational frequencies were carried out with

B3LYP and TD-B3LYP respectively,231,232 and the 6-311++G(d,p) basis set.

The excitation energies were obtained both at the TD-B3LYP/6-311++G(d,p)231,232,330,373

and X-MCQDPT2346 levels of theory. The ab-initio X-MCQDPT2 calculations were per-

formed with an active space of 7 electrons in 7 orbitals for radical species and 6 electrons in

7 orbitals for the closed shell neutral and cation species, in conjunction with the tzv(2d,p)

basis set. These are similar to the calculations performed in Chapters 5 and 6.
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Figure 7.3: Frontier orbitals produced by basic molecular orbital picture of phenalenyl with various
charges, as predicted by the Hückel model. PAHs can be divided into classes based on mulitplicity
and charge. The single electron transitions likely to contribute to the first electronic excited state are
indicated by the black curled arrows

Excited-state potential energy surfaces of 1H-phenalene were constructed by computing

single point TD-B3LYP excited-state energies at geometries distorted by application of

the appropriate excited-state vibrational coordinates. The calculated points were then fit

with a cubic spline, allowing the variational calculation of (anharmonic) vibrational states.

This is the same method of calculating anharmonic excited state frequencies used in the

assignment of 9-AnMe in Chapter 4.

The B3LYP and TD-B3LYP calculations were carried out using the Gaussian09221 suites

of software, whereas the X-MCQDPT2 calculations were performed in the Firefly pack-

age.222,347

7.3 The Phenalenyl Radical

Previously published work, based on the author’s undergraduate honours thesis,220 exper-

imentally and theoretically examined the first excited state of the free-phenalenyl radical,

recording the D1 ← D0 (12E
′′ ← X2A1

′′
) excitation spectrum.201 This spectrum is repro-

duced in Figure 7.4
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Figure 7.4: R2C2PI spectrum of the 12E
′′ ← X2A1

′′
(D1 ← D0) transition of the phenalenyl radical.

From O’Connor et. al. 2011.201

This spectrum was dominated by a single, strong, vibronically enhanced mode, a spectro-

scopic signature considerably different from that of the D1 ← D0 transitions of PAH RSRs

discussed in previous chapters. The intensity of this vibronic band is enhanced by strong

pseudo-Jahn-Teller coupling between the observed 12E
′′ ← X2A1

′′
transition and the as

yet unobserved, strong, 22E
′′ ← X2A1

′′
transition. This vibronic coupling was further

confirmed through dispersed fluorescence of the dominant band, with the molecule either

emitting to two-quanta of the same mode or back to the origin mode. This dispersed

fluorescence (DF) emission spectrum is reproduced in Figure 7.5.

In chapter 5 we discovered that the strong higher excited states of RSRs, generally D3 ←
D0, are generally significantly lifetime-broadened. It was also hypothesised that this broad-

ening was due, in part, to the small energy gap to a weak D2 ← D0 transition. In

phenalenyl, the lowest energy weak electronic transitions are degenerate (12E
′′ ← X2A1

′′
),

as are the lowest energy strong electronic transitions(22E
′′ ← X2A1

′′
). It is likely that the

weak 12E
′′ ← X2A1

′′
transitions will have a broadening effect on the strong 22E

′′ ← X2A1
′′

transition, however the extent of this broadening is unknown.

The search, via double-resonance depletion, for this strong higher-excited state was un-

succesful. However, during this search R2C2PI signal was observed on the m/z 166 mass
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Figure 7.5: DF emission spectrum from excitation of the 2510 band of the phenalenyl radical. The
red dashed line is from a gated spectrometer, showing the true relative intensities of the peaks, minus
the laser scatter observed at the excitation wavelength. From O’Connor et. al. 2011.201

channel, corresponding to the 1H-phenalene parent molecule. This spectrum was recorded

and is discussed in the next section.

The computational methods used in previous chapters may provide a guide for further

experimental studies into the 22E
′′ ← 2A′′1 electronic transition.

7.3.1 Theoretical Results

TD-B3LYP and X-MCQDPT2 vertical transition energies and intensities of phenalenyl

were calculated for the four lowest excited states, and these are shown in Table 7.1. Us-

ing the empirical correction developed in Chapter 4, the corrected TD-B3LYP value for

the 12E
′′ ← X2A1

′′
(D1 ← D0) transition of phenalenyl is calculated the be 19569 cm−1

(2.43 eV), overestimating the transition energy by 770 cm−1 (0.09 eV). The 22E
′′ ← X2A1

′′

transition energy can also be estimated, using the empirical correction developed in Chap-

ter 5, as 32825 cm−1 (4.07 eV).
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X-MCQDPT has also been shown in Chapters 5 and 6 to provide a reliable estimate of

the energies of higher excited states. In the previous chapters, a constant scaling factor

for all states in this calculation was assumed. Based on the observed 12E
′′ ← X2A1

′′

origin of phenalenyl (18879 cm−1), and the X-MCQDPT2[7,7]/tzv(2df,p) calculated value

(18399 cm−1), a scaling factor of 1.026 is determined. This gives an estimated 22E
′′ ←

X2A1
′′

transition energy of 29961 cm−1 (3.71 eV).

The corrected TD-B3LYP and scaled X-MCQDPT2 values differ by 2864 cm−1(0.35 eV).

These values may offer a guide to future experiments. However, as these calculations place

this state well into the ultraviolet, the 22E
′′ ← X2A1

′′
state of the phenalenyl radical can

now be dismissed as a potential DIB carrier.

Both TD-B3LYP and X-MCQDPT2 show two transitions of symmetry 2A2
′′ ← 2A1

′′
of

energies between the two 2E
′′ ← 2A1

′′
transitions, both of which have a calculated electric

transition dipole moment near zero. These dark states are likely to further reduce the

lifetime of the 22E ′′ state.

7.3.2 Conclusions and Future Work

The phenalenyl radical demonstrates that vibronic bands in weak D1 ← D0 electronic

state can have significant intensity, thanks to those modes coupling to strong higher ex-

cited states. Molecules featuring similarly intense Herzberg-Teller and pseudo-Jahn-Teller

transitions are of significant theoretical interest and, due to their intensity, may yet be

relevant to interstellar spectroscopy.

The methods used in this study are unsuitable for the calculation of the adiabatic and

zero-point transition energies of the phenalenyl radical, as the excited state equilibrium

geometry occurs at a conical intersection. As a result, optimisation of this state to a

minimum distorts the molecule into a C2v geometry which does not represent the true

equilibrium geometry of the molecule in this state. The difficulties in performing excited

state calculations on phenylenyl, which has a Jahn-Teller/pseudo-Jahn-Teller excited state,

were explored in detail in the author’s undergraduate honours thesis,220 and subsequent

paper.201

Future work remaining on the phenalenyl radical includes a detailed assignment of the

molecule based on calculated excited state frequencies and simulated intensities of the

pseudo-Jahn-Teller e′ transitions. This work will be undertaken in collaboration with

Prof. John F. Stanton of the University of Texas, Austin.
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Table 7.1: Dn ← D0 vertical electronic transition energies (eV) and squared transition dipole
moments µ2 (Debye2), of the phenalenyl radical calculated at the TD-B3LYP/6-311++G(d,p) and
X-MCQDPT2[7,7]/tzv(2df,p) levels of theory.

Transition Symmetry TTD−B3LY P µ2
TD−B3LY P TX−MCQDPT2 µ2

X−MCQDPT2

D1 ← D0 12E ′′ ← 12A′′1 2.7892 0.00111 2.2812 0.00110
D2 ← D0 12A′′2 ← 12A′′1 3.0132 0.00000 2.5120 0.00000
D3 ← D0 22A′′2 ← 12A′′1 3.2935 0.00000 3.2450 0.00000
D4 ← D0 22E ′′ ← 12A′′1 3.8547 0.30883 3.6202 0.37099

Table 7.2: Bond dissociation energy (BDE) for the 1-position hydrogen of 1H-phenalene. All data
provided by Dr Bun Chan of the Radom group of the School of Chemistry at The University of Sydney.

BDE(C13H10) vibrationless 0 K 298 K
B3LYP/6-31G(d) 275 243.3 248.5
B3LYP/6-311++G(3df,3pd) 271.2 239.6 244.8
G3X(MP2)-RAD 286.8 255.1 260.3
G4(MP2)-6X 310 278.3 283.5
CCSD(T)-F12b/VDZ 288.4 256.7 261.9

7.4 1H-phenalene

1H-phenalene is the precursor molecule used in the discharge production of the phenalenyl

radical. However, it is also an interesting species in its own right. 1H-phenalene, like

many other small neutral PAHs, has been detected as an atmospheric combustion product,

recorded in 2003 with a concentrations of 8.07 ng/m3 in the Xigu District of Lanzhou City,

China.374

If the phenalenyl radical is an astronomical molecule, as has been suggested,201,370 then

attack by hydrogen atoms (which are abundant in the ISM) could lead to the formation of

phenalene species. Of the possible phenalene molecules 1H-phenalene is the most stable,

calculated with B3LYP/6311+G(2d,p) to be 199 kJmol−1 more stable than the second most

stable structure (in which the extra hydrogen is bonded to the centre carbon).375

The hydrogens bonded to the sp3 carbon of 1H-phenalene are weakly bound, with the

published enthalpy of dissociation as 272 kJmol−1 by Gerst and Rüchardt in 1992.376 This

is in good agreement with theoretical values provided by Dr Bun Chan, shown in Table

7.2, considering the high temperature of the experimental conditions.

The low BDE is unsurprising, as this dissociation forms the highly resonance-stabilised

phenalenyl radical. This has led to detailed theoretical studies by Vianello and Maksić on

substituted phenalene species as the basis of highly powerful organic superacids.375
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Phenalenyl is also the smallest scale model system of open-shell graphene nano-particles.

Addition of hydrogen to graphene forms defects. Hydrogen defects in graphene have

been shown to modify the electronic and magnetic properties.377 Chemisorption of hy-

drogen on graphene fragments are also believed to catalyse the formation of interstellar H2

molecules.378 The mass-resolved D1 ← D0 excitation spectrum of 1H-phenalene, and its

theoretical analysis and assignment is reported in this section.

7.4.1 Experimental Methods

As 1H-phenalene is not commercially available, it was synthesised from commercially avail-

able perinaphthenone, reduced with diisobutylaluminum hydride in a one step process by

Katie Cergol of the Payne group of the School of Chemistry at The University of Sydney.

The sample was placed in a heated sample container near the pulsed nozzle of a PDN.

As the sample was stable in an inert atmosphere, no discharge was needed to observe

1H-phenalene. It was seeded into an argon atmosphere by heating the sample chamber

to approximately 390 K, with the temperature monitored by a T-type thermocouple. A

General Valve Series 9 pulsed nozzle, similar to those used as part of the PDN

described in Chapter 3, was then used to inject the 1H-phenalene seeded argon into the

source chamber of the REMPI-TOF chamber, also described in Chapter 3. The source

chamber had an operating pressure on the order of 10−4 Torr. Supersonic expansion of

the seeded argon into the vacuum rapidly cooled and isolated the 1H-phenalene molecules.

The coolest part of the jet passed through a 2 mm skimmer into the differentially-pumped

interrogation region, between the electrostatic grids of a time of flight mass spectrometer.

For higher excitation energies the R2PI technique, described in Chapter 3, was used to

record the spectrum. Excitation and ionisation photons were both produced by one fre-

quency doubled Nd:YAG pumped dye laser. However, when the excitation energy was

below half the ionisation energy of 1H-phenalene, a second high energy ionisation laser was

required to ionise the excited molecules. This R2C2PI technique is also used in Chapters

4 and 5.

206 nm photons were produced by the frequency doubled output of a second Nd:YAG

pumped dye laser and used as the second ionisation source. To reduce the non-resonant

ionisation, the UV ionisation beam was defocused. This had the added advantage of

increasing the interaction volume between the two laser paths and the molecular beam,

improving overall signal.
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Figure 7.6: Correlation of experimental and TD-B3LYP/6-311++G(d,p) S1 ← S0 electronic exci-
tation energies. Experimental values for benzene,261 toluene,189 naphthalene,379 anthracene,380,381

pyrene,382 tetracene,177 and coronene383 are from literature. The line is a fit through the square
black data points

7.4.2 Excitation Energies (TD-DFT and X-MCQDPT2)

TD-B3LYP vertical excitation energies and oscillator strengths of the eight lowest cal-

culated singlet excited states are displayed in Table 7.4. It can be seen that, with the

exception of the S8 ← S0 transition, the S1 ← S0 is predicted to be the strongest of the

calculated transitions. This is expected, as the closed-shell 1H-phenalene’s lowest possible

energy single electron transition is non-degenerate, and this single electron transition is

reported as the primary component of the S1 ← S0 transition. As such, the lowest energy

electronic transition intensity is not susceptible to the Longuet-Higgins intensity splitting

reported for the open-shell species observed in Chapters 4 and 5.

In earlier chapters, a linear correlation was observed between D1 ← D0 TD-DFT ver-

tical excitation energies of PAH RSRs and experimentally obtained gas-phase transition

energies. A similar approach was attempted for the S1 ← S0 transitions of neutral PAHs.
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Table 7.3: TD-B3LYP S1 ← S0 transition energies of neutral closed shell PAHs, calculated with a
6-311++G(d,p) basis.

Mode Formula TTD−B3LY P (eV) Tcorrected ‡ (eV) Observed (cm−1) ∆E (eV)
benzene C6H6 5.48 4.70 4.72261† 0.02
toluene C7H8 5.36 4.62 4.65189 0.03
naphthalene C10H8 4.35 3.95 3.97379 0.01
anthracene C14H10 3.21 3.20 3.43380,381 0.24
pyrene C16H10 3.69 3.51 3.37382 -0.14
tetracene C18H12 2.46 2.70 2.78177 0.08
coronene C24H12 3.20 3.19 2.95383† -0.24
1H-phenalene C13H10 3.63 3.48 3.66 0.18
† - Estimated position of forbidden electronic origin transition ‡ - Corrected values from
linear fit Texp = 0.663TTD−B3LY P + 1.07. See Figure 7.6

Table 7.4: Dn ← D0 vertical electronic transition energies, Tv, and oscillator strengths, f , of
1H-phenalene calculated at the TD-B3LYP/6-311++G(d,p) level of theory. The symmetry of the
transition moment is given as Γµn0

.

n Γµn0 Tv (eV) f
1 A′ 3.63 0.1538
2 A′ 4.10 0.0093
3 A′ 4.50 0.0009
4 A′′ 4.65 0.0004
5 A′ 4.94 0.0995
6 A′′ 4.99 0.0000
7 A′′ 5.05 0.0013
8 A′ 5.31 0.3135

The calculated TD-B3LYP/6-311++G(d,p) S1 ← S0 vertical excitation energies of ben-

zene, toluene, naphthalene, anthracene, pyrene, tetracene and coronene are listed in Table

7.3, along with their literature experimental gas-phase S1 ← S0 energies. It is worth not-

ing that benzene and coronene have forbidden S1 ← S0 origin bands. In these cases, the

experimental origin positions are being estimated from the observed vibronic structure of

these transitions, based on the estimates used in the literature to assign relative frequencies

to the observed vibronic transitions.261,383 Any error which may exist in these estimates is

insignificant relative to the errors in the calculated excitation energy.

Figure 7.6 shows a plot of vertical TD-B3LYP excitation energies vs experimental S1 ← S0

energies. The line shows the best linear fit to the data, giving a corrected energy Texp =

0.663TTD−B3LY P +1.07. The large intercept and shallow slope show that using uncorrected

TD-B3LYP values for estimating the S1 ← S0 energy of neutral PAHs would be invalid.

It can be seen that the correlation, with an R2 value of 0.96, is significantly more scattered

than that seen for D1 ← D0 transitions of neutral radicals (R2 > 0.99) , or even their
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accompanying higher excited states (R2 = 0.98). It was speculated in Chapter 4 that

systems with non linear arrangements of aromatic rings, such as the 1-PyMe radical, may

diverge from the linear trend due to the centre carbon atoms acting as perturbations to the

external ring of sp2 carbons. However, while this would explain the low observed values of

the S1 ← S0 transitions of pyrene and coronene, it does not explain the unexpectedly high

observed energy of anthracene.

The maximum divergence from the linear fit value is 0.24 eV, seen with both anthracene and

coronene. While this does not provide sufficient accuracy to allow for accurate assignments

of similar molecules, it does remain a useful guide to experiments.

The 1H-phenalene S1 ← S0 transition is predicted, by corrected TD-B3LYP, to have energy

at 3.48 eV (28068cm−1). The S1 ← S0 origin was observed at 3.66 eV (29527cm−1), which

is 0.18 eV above the predicted energy. The uncorrected vertical TD-B3LYP calculation

estimates the 1H-phenalene origin remarkably well with a TTD−B3LY P value of 3.63 eV.

This is a coincidence, as the Texp = 0.663TTD−B3LY P + 1.07 line crosses the x = y line in

this region.

7.4.3 1H-Phenalene Spectrum

The recorded 1H-phenalene spectrum is displayed in Figure 7.7. The lowest-frequency

band in the spectrum was observed at 29527cm−1. This band is also the strongest band

in the spectrum and is assigned as the S1 ← S0 electronic origin band of 1H-phenalene.

This band has a FWHM of 1.7 cm−1. Other features of the observed spectrum include

a number of low frequency vibrational modes, and a dense region of transitions centred

about a strong mode with relative frequency 1380 cm−1.

Due to the large number of assignments required, and the large number of assignments

possible, the dense region centred about 1380 cm−1 will not be assigned during this work.

However assignment of the relatively uncluttered low frequency region was attempted. This

region is displayed, with assignments, in Figure 7.8.

In Cs symmetry, the observed S1 ← S0 electronic transition has total symmetry A′ (A′ ←
A′). As such, vibrational transitions with total symmetry a′ will be Franck-Condon allowed.

Total symmetry a′ can be the result of any combination of in-plane a′ transitions or even-

quanta of out-of-plane a′′ transitions.

The lowest frequency vibrational band, with a relative frequency of 254 cm−1, is signifi-

cantly lower in energy than ν42, the lowest frequency in-plane mode. As such, this band is
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Figure 7.8: Assigned low frequency region of 1H-phenalene (m/z 166) spectrum

assigned to the 2nd-quanta excitation of the lowest frequency out-of-plane mode, ν63, an

out of plane torsion of the ring containing the sp3 hybridised carbon. Table 7.5 shows that

the observed frequency of this band is 22 cm−1 red of the calculated anharmonic excited-

state transition energy, and 30 cm−1 blue of the harmonic value. This suggests that the

calculation overestimates this vibrational modes anharmonicity. 2-quanta excitations of

ν62 and ν61 are also assigned, and for these the anharmonic frequency calculation performs

well, with the observed bands 9cm−1 and 15cm−1 blue of the calculated values respec-

tively. 2ν60 and 2ν59 are predicted to have relative frequencies of 486 cm−1 and 626 cm−1

respectively. No peaks are observed in these regions, however noise around 486 cm−1 could

possibly be hiding 2ν60. Given the low signal-to-noise achieved for this experiment, small

transitions are likely to be unobserved. A band with relative frequency 864 cm−1 is close

in energy to the predicted energy for 2-quanta of ν58 and is assigned thus.

The peak observed with relative frequency 409 cm−1 is assigned to the lowest frequency
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Table 7.5: Experimental and calculated relative frequencies, in cm−1, for assigned low frequency
vibrational bands of 1H-phenalene. All calculations performed at the TD-B3LYP/6-311++G(d,p)
theory level. ∆E is the energy difference between the anharmonic and the experimental frequency in
cm−1 (where anharmonic frequency isn’t calculated, harmonic frequency was used).

Assignment Experimental Harmonic Anharmonic ∆E
2ν63 254 224 276 22
2ν62 325 304 316 -9
2ν61 366 384 351 -15
2ν58 864 886 884 -15
ν42 409 401 398 -11
ν41 435 420 420 -15
ν40 442 453 447 5
ν37 580 602 602 22
ν33 947 964 17
ν32 † 1036 1031 -5
ν10 1616 1603 1606 -13

† - Tentative assignment

in-plane a′ mode ν42, with a calculated anharmonic frequency of 398 cm−1. Similar as-

signments are made for modes ν41, ν40, ν37, ν33 and ν32. It can be seen in table 7.5 that

the in-plane a′ modes are relatively harmonic. As such, relatively inexpensive harmonic

frequencies were used for the assignment of a′ modes ν33, ν32.

To attempt to assign the high intensity peaks at higher energies, TD-B3LYP/6-311++G(d,p)

FC and FCHT simulations were calculated. These methods were shown to be able to suc-

cessfully simulate radical spectra in Chapter 2, however success was limited with this

closed-shell molecule.

The FC, FCHT and anharmonic calculations all suggest that ν10 should be strong, and

this is assigned to the strong band observed at 1616 cm−1.

The band at 1036 cm−1 is closest in energy to the calculated harmonic frequency of ν32.

However, ν31 is predicted to be more intense in the FCHT simulation. The original assign-

ment of ν32 is tentatively retained, due to the generally poor agreement between simulated

and observed intensities.

None of the simulations predict a strong transition at 1380 cm−1. Due to the congestion in

this region, combination bands are required to explain the sheer number of peaks. As such,

energetically, there are many possible assignments in this region. For now, this transition

remains unassigned.
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Table 7.6: Theoretic IEs, provided by Dr Bun Chan

Method kJ/mol eV
B3LYP/6-31G(d) 661.9 6.86
B3LYP/6-311++G(3df,3pd) 688.1 7.13
G3X(MP2)-RAD 729.7 7.56
G4(MP2)-6X 734 7.61
CCSD(T)-F12b/A’VDZ 717.9 7.44

Experiment brackets result between 7.47 eV and 7.43 eV

7.4.4 Ionisation Energy

While recording the spectrum using R2PI, no bands were observed below 30107 cm−1 (ν37

- relative frequency 580 cm−1). When the second, 206 nm, ionisation laser was introduced

lower frequency bands could be observed.

The most likely reason for this behaviour is that 29970 cm−1 photons (the energy of ν40, the

next highest energy band) do not have enough energy to ionise the 1H-phenalene molecule

from the state of the same energy. This gives upper and lower bounds for the ionisation

energy (IE) of 1H-phenalene of 7.47 eV and 7.43 eV respectively.

Troy et. al.200 demonstrated a simple method for accurately calculating the IE of RSRs.

For the molecules examined, vertical IEs calculated with the B3LYP/6-311++G(3df,3pd)

and G3X(MP2)-RAD level of theory bracket the experimental result for a range of RSRs

tested. It is of interest to learn if this method is also valid for closed-shell molecules such

as 1H-phenalene.

Dr Bun Chan calculated the IE of 1H-phenalene as part of this work. His values are

tabulated in Table 7.6. Here it can be shown that, as with Troy et. al. B3LYP/6-

311++G(3df,3pd) and G3X(MP2)-RAD bracket the experimental result, with the higher

level CCSD(T)-F12b/A’VDZ result of 7.44 eV falling within the experimental range.

7.4.5 Astronomical Relevance

The S1 ← S0 transition of 1H-phenalene is observed in the UV region, significantly too high

in energy to be a carrier of the DIBs, which are observed in the visible and NIR regions of

the spectrum.144,145 Additionally, while having a strong origin, the strong vibrational bands

would likely be visible in any spectra where the origin could be observed, and therefore

this 1H-phenalene also violates the non-correlation criteria for the DIBs.146
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As mentioned previously, 1H-phenalene can be considered the smallest model system for

edge addition of hydrogen to radical graphene fragments, creating defects in their outer

pi-orbital structure. H-addition to peripheral sp2 carbons of sufficiently larger open shell

graphene fragments will have visible spectra. Given the relatively small FWHM of 1H-

phenalene, it is likely that larger edge H-defected graphene fragments will have widths

appropriate to the DIBs. Whether or not these larger molecules are origin dominated

remains to be seen.

However, spectroscopically, these H-defected graphene fragments are unlikely to differ sig-

nificantly from other large neutral closed-shell PAHs. The S1 ← S0 transition of tetracene

is observed in the visible and has a strong origin with a 20 ns lifetime, but it also has a sec-

ond strong vibronic peak 314 cm−1above the origin transition.384 The largest PAH observed

in the gas-phase, Hexa-peri -hexabenzocoronene (C42H18),176 also had spectral properties,

width and frequency, relevant to the DIBs. Comparison to astronomical spectra eliminated

these molecules as potential carriers.

Hexa-peri -hexabenzocoronene has the same D6h symmetry as benzene. As such, the origin

band of the S1 ← S0 transition of this molecule is forbidden, and only vibronic structure

was observed. An experimental study of a closed-shell molecule of a lower symmetry

with a similar sized chromophore to Hexa-peri -hexabenzocoronene may be an interesting

direction for future work, to determine if such species are likely to have strong origin

dominated S1 ← S0 transitions.

7.5 Phenalenylium+ Closed-Shell Cation

As mentioned in previous chapters, the D1 ← D0 transitions of PAH RSRs are generally

very weak, much weaker than the f = 10−2 assumed in previous models for proposed DIB

generating PAHs.140 Chapter 5 discusses how this is caused by the electronic structure of

odd-alternate hydrocarbon radicals, which results in a splitting of intensity between a weak

D1 ← D0 transition and a stronger high-energy transition.338,342

For closed-shell cations, the lowest-energy electronic transition is often, but not always,

dominated by the single-electron transition from the HOMO to the LUMO (which is the

same as the transition from the HOMO to the SOMO in the radical). As a result, only

one electronic transition is formed from. As the intensity is not shared amongst multiple

transitions, these S1 ← S0 transitions are often strong, visible, bands of narrow width. It

has been shown that the UV flux of certain DIBs would require molecules to have IEs of
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10 eV or more.149 Neutral RSRs have relatively low ionisation energies (∼6 eV),200 and as

such these species are likely to exist in their ionised forms.

The S1 ← S0 transitions of several closed-shell protonated PAHs have been observed,208,209,385,386

as many of these species will dissociate on excitation to form a PAH radical cation and

a hydrogen atom.208,209,385,386 This photodissociation has been used as the basis for the

recording of action spectra.208,209,385,386 Previous experimental studies have shown that the

S1 ← S0 transitions of small closed shell cations have long Franck-Condon progressions.207

However, theoretical simulations suggest that larger closed-shell cations will trend towards

a more origin dominated vibronic structure.352

An experimental search for the 11E
′ ← X1A1

′
transition of the phenalenylium+ closed-

shell cation by argon-tagged photo-fragmentation spectroscopy was unsuccessful. This was

because the quadrupole mass filters of the apparatus used were unable to differentiate be-

tween phenalenylium+ (m/z 165) and the significantly more abundant ionised form of the

parent molecule, 1H-phenalenium+ (m/z 166) (the spectrum of which is presented later

in this chapter). Phenalenylium+ remains theoretically and astronomically interesting.

This section includes theoretical results aimed at estimating the 11E
′ ← X1A1

′
excitation

energy of phenalenylium+. Theoretical results are also presented for two phenalenyl struc-

tures with a carbon substituted with nitrogen. These heteroatomic species are stable and

isoelectronic with the phenalenylide− anion.

7.5.1 Theoretical Results

TD-B3LYP and X-MCQDPT2 vertical transition energies and intensities of phenalenylium+

were calculated for the four lowest excited states, and these are shown in Table 7.7. It can

be seen from this table that the strong E ′ transition of interest is predicted to be a transition

to the second excited state. The transition to the lower-energy dark state has a transition

dipole moment symmetry of A2
′, and is dominated by the single-electron transition from

the highest occupied A2
′′ molecular orbital to the A1

′′ LUMO. The simple Huckel model

predicts the highest occupied A2
′′ and E ′′ orbitals to be degenerate in the phenalenylium+

closed-shell cation. This degeneracy is split very slightly by higher-level theory, with the

ordering changing based on the level of theory.
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Figure 7.9: Frontier RHF orbitals of the phenalenylium+ closed-shell cation. The occupied A′′2 and
E′′ orbitals are near-degenerate

Table 7.7: Sn ← S0 vertical electronic transition energies (eV) and squared transition dipole moments
µ2 (Debye2), of the phenalenylium+ closed-shell cation calculated at the TD-B3LYP/6-311++G(d,p)
and X-MCQDPT2[7,7]/tzv(2df,p).

TD-B3LYP/6311++G(d,p) X-MCQDPT2[7,7]/tzv(2df,p)
Transition Γµ Tv µ2 Γµ Tv µ2

S1 ← S0 A′2 2.74 0.0000 A′2 2.02 0.0000
S2 ← S0 E ′ 3.53 2.1141 E ′ 2.78 2.5707
S3 ← S0 E ′′ 4.73 0.0000 E ′ 4.79 0.6773
S4 ← S0 E ′ 5.43 0.0143 E ′ 5.04 0.4236
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Figure 7.10: Structure of Nitrogen containing heteromolecules: 1H-azaphenalene (left) and 9b-
azaphenalene (right)

9b-azaphenalene 1H-azaphenalenephenalenylium-

Figure 7.11: RHF orbitals of the HOMO of : 9b-azaphenalene (left), the phenalenylide− closed-
shell anion (centre) and 1H-azaphenalene (right). Calculated with a 6-311++G(d,p) basis set in
Gaussian09

7.5.2 Nitrogen containing phenalenyl molecules

Heteroatomic substitution of nitrogen into the structure of the phenalenyl radical gives

two stable species, 1H-azaphenalene and 9b-azaphenalene. These structures are shown in

Figure 7.10. Nitrogen containing PAHs (PANHs) have been widely suggested as carriers

of interstellar spectra.387–390

TD-B3LYP/6-311++G(d,p) calculations show the 1H-azaphenalene isomer, which is com-

mercially available, to be 108 kJ/mol lower in energy than 9b-azaphenalene. While ar-

guably less interesting from a theoretical standpoint, if 1H-azaphenalene has visible tran-

sitions, recording its gas-phase spectrum would be of significant astronomical interest and

a priority for future experimental studies.

9b-azaphenalene maintains the phenalenyl radical’s D3h structure and is isoelectronic with

the phenalenylide− closed-shell anion. As such, it is a highly resonance-stabilised species.

The synthesis of 9b-azaphenalene has been known for some time.391 π-stacked dimers of

9b-azaphenalene, and its boron doped equivalent 9b-borophenalene, have recently been

the subject of high-level quantum chemistry calculations in a paper by Tian et. al. which

suggested that molecules based on these motifs may be ingredients for the development of

molecular spin-electronic (or “spintronics”) devices.392,393
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Table 7.8: Sn ← S0 vertical electronic transition energies (eV) and oscillator strength calculated at
the TD-B3LYP/6-311++G(d,p) level of theory.

phenalenyl phenalenylide−

Transition Γµ TTD−B3LY P f Γµ TTD−B3LY P f
S1 ← S0 E ′ 2.79 0.0005 A′2 2.60 0.0000
S2 ← S0 A′2 3.01 0.0000 E ′ 3.43 0.1877
S3 ← S0 A′2 3.29 0.0000 A′′1 3.54 0.0000
S4 ← S0 E ′ 2.03 0.1884 E ′′ 3.93 0.0000

9b-azaphenalene 1H-azaphenalene
Transition Γµ TTD−B3LY P f Γµ TTD−B3LY P f
S1 ← S0 A′2 1.24 0.0000 A′ 3.20 0.0235
S2 ← S0 E ′ 3.32 0.1567 A′ 3.74 0.1238
S3 ← S0 A′′1 4.25 0.0000 A′ 4.01 0.1226
S4 ← S0 E ′′ 4.87 0.0143 A′′ 4.48 0.0002

Comparison of the spectral properties of the 1H-azaphenalene and 9b-azaphenalene allows

the effect of symmetry in aromatic molecules to be observed. TD-B3LYP/6-311++G(d,p)

energies and oscillator strengths for phenalenyl, phenalenide−, 1H-azaphenalene and 9b-

azaphenalene are tabulated in Table 7.8. They show that phenalenylide− and 9b-azaphenalene

are predicted to have very similar electronic properties, with the difference in nuclear charge

resulting in a 0.11 eV (887 cm−1) red-shift of the strong E ′ transition in 9b-azaphenalene.

The Cs 1H-azaphenalene has significantly different predicted spectroscopic properties. The

S1 ← S0 transition of 9b-azaphenalene/phenalenylide− is calculated to be the dark A2
′

(11A2
′ ← X1A1

′
) transition, which is symmetry forbidden.

1H-azaphenalene’s S1 ← S0 transition (11A
′ ← X1A

′
) has total symmetry of A′, and

as such is symmetry allowed. This transition is calculated to have significant oscillator

strength (f=0.0235).

Conceptually, this can be further understood from the RHF HOMO’s displayed in Figure

7.11. For all three species, the S1 ← S0 transition is dominated by the single-electron

transition from the A′′1 HOMO (A1
′′ in the D3h species) to the A′′2 LUMO (A2

′′ in the D3h

species). In 9b-azaphenalene and phenalenylide− the wavefunctions of the A1
′′ HOMO have

very little overlap with the corresponding wavefunction of the A2
′′ LUMO (similar to the

phenalenylium+ unoccupied A2
′′ orbital in Figure 7.9). The presence of the electronegative

nitrogen atom on the peripheral ring distorts the HOMO (and LUMO) of 1H-azaphenalene.

This gives significant overlap between the wavefunctions of the A′′ HOMO and LUMO.

TD-B3LYP predicts both azaphenalene species to have strong transitions in the near UV.

Using the correction factor for the S1 ← S0 transitions of closed-shell neutral PAHs in
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the previous section, 1H-azaphenalene is predicted to absorb at approximately 3.19 eV

(25729 cm−1, 389 nm). While this transition energy is slightly high for the DIBs, the

accuracy of this correction of TD-B3LYP for PANHs is uncertain, and these molecules

may still be of interstellar interest, as may larger nitrogen substituted graphene fragments.

7.6 1H-Phenalenium Radical Cation

During the unsuccessful attempt to observe the 11E ′′ ← 1A′1 transition of the phenalenylium+

closed shell cation (C13H9
+) the 1H-phenalenium+ radical cation (C13H10

+) was observed.

The same arguments suggesting the potential for hydrogen attack of the unpaired electron

of phenalenyl (or larger open-shell graphene fragments) in the ISM are equally valid for

proton addition. Protons have a high relative abundance in the ISM, and charged particles

are likely to be formed due to the high flux of ionising radiation present. An additional

route to production would be hydrogen attack of closed-shell cationic graphene fragments.

1H-phenalene has been previously observed in a 77 K freon matrix by Bally et. al.270 The

argon tagged 1H-phenalenium+ spectrum reported in this chapter reproduces all the fea-

tures observed in the matrix (within the limits of our spectrum). This results in minor

corrections to the assignments of Bally et. al.270 as any features observed in the photofrag-

mentation spectrum must be assigned to cationic species. Indeed, all transitions reported

in this section are assigned to the 1H-phenalenium+ radical cation.

7.6.1 Experimental Methods

The argon-tagged spectrum of the 1H-phenalenium+ radical cation was recorded using the

photofragmentation spectrometer previously described in Chapters 3 and 6.

As previously reported in this chapter, 1H-phenalene was synthesised from commercially

available perinaphthenone, reduced with diisobutylaluminum hydride in a one step process

by Katie Cergol of the Payne group of the School of Chemistry at The University of Sydney.

This parent sample was heated in argon behind the pulsed nozzle, seeding the argon with

1H-phenalene. An electrospray source was used to create 1H-phenalenium+ · · ·Ar clusters

which were then cooled in the free jet expansion and skimmed before being guided into the

first quadrupole mass filter by ion optics.
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Table 7.9: 1H-phenalenium+ vertical electronic transition energies (eV) and squared tran-
sition dipole moments µ2 (Debye2), calculated at the TD-B3LYP/6-311++G(d,p) and X-
MCQDPT2[7,7]/tzv(2df,p).

Transition Symmetry TTD−B3LY P µ2
TD−B3LY P TX−MCQDPT2 µ2

X−MCQDPT2

D1 ← D0 22A′′ ← 12A′′ 1.61 0.0010 1.08 0.0034
D2 ← D0 32A′′ ← 12A′′ 1.92 0.1476 1.49 0.2895
D3 ← D0 42A′′ ← 12A′′ 2.66 0.0414 2.26 0.0425
D4 ← D0 52A′′ ← 12A′′ 3.15 0.3320 2.58 0.4272
D5 ← D0 62A′′ ← 12A′′ 3.56 0.0023 3.50 0.0081

The first mass filter (preceding the photofragmentation region) was set to the m/z 206 of

the 1H-phenalenium+ · · ·Ar cluster, while the second mass filter was set to the m/z 166

of the bare 1H-phenalenium+ radical cation. When the 1H-phenalenium+ · · · /Ar cluster

absorbs photons and fragments, signal is observed by the increased observation of 1H-

phenalenium+. Laser power was recorded and all spectra shown are power-corrected, with

the exception of the low power scan of the D4 ← D0 region shown in figure 7.14. Due to

limited sample and low signal-to-noise, only the “visible” region of the OPOtek Vibrant

355 OPO was scanned. Observation at higher energies using Sum-Frequency-Mixing was

attempted. However, signal was not observed despite the fact that the high energy tail of

the peak assigned to the D4 ← D0 transition being in this region. Repeated scans suggested

signal in the region of the peak assigned to the phenalenylium+ closed-shell cation by

Bally et. al.,270 but signal-to-noise was insufficient to confirm observation. Even if this

peak was observed, this work cannot determine if the band was due to 1H-phenalenium+ or

phenalenylium+ due to the limit of resolution of the quadrupole mass filters at high masses,

m/z 165 and m/z 166 being indistinguishable in this experiment (unlike the REMPI-TOF

experiments which have isotopic resolution in the m/z regime of all species observed in

this work).

7.6.2 Theoretical Results

Calculated vertical excitation energies and squared transition dipole moments of the 1H-

phenalenium+ radical cation are shown in Table 7.9. It has been shown in Chapter 5 that

X-MCQDPT2 treats the lower and higher excited states of RSRs equally and that a linear

fit through the origin and the observed states will approximate the transition energy of

higher excited states with a scaling factor. To determine this scaling factor, it was assumed

the three largest observed bands correspond to D2 ← D0, D3 ← D0 and D4 ← D0. This

gives a a relatively small scaling factor of 1.133. This assumes the energy shift from argon
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Figure 7.12: X-MCQDPT2[7,7]/tzv(2df,p) vertical electronic transition energies of 1H-phenaenium+

vs experimental energies of suspected origin bands of argon tagged 1H-phenalenium+ radical cation.
Red line has slope 1.133 and has a fixed [0,0] intercept. All transitions are A′′ ← A′′

tagging is relatively small compared to the differences in predicted energy, which would be

expected based on past studies.207,318

This scaling factor is used to plot a stick spectrum of the region of interest, allowing

predicted intensity to act as an additional aid to assignment. This stick spectrum is

superimposed on the argon-tagged photofragmentation spectrum of 1H-phenalenium+ in

Figure 7.13.

7.6.3 Argon-Tagged 1H-phenalenium Radical Cation Spectrum

The resonant photodissociation spectrum of the 1H-phenalenium+ · · ·Ar complex is shown

in Figure 7.13. The increased noise at the low-energy end of the spectrum is an artifact of

power-correction.

The first transition is observed as a broad strong band, which begins before the lower

limit of our scan, centred on ∼14358 cm−1 with FWHM ∼1120 cm−1. The high energy

end of this band appears to be convoluted by unresolved vibrational transitions (such as
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Figure 7.13: Black: Argon-tagged photofragmentation spectrum of 1H-phenalenium+ radical cation;
Red: X-MCQDPT2[7,7]/tzv(2df,p) stick spectrum (red) for the 1H-phenalenium+ radical cation.
Calculated transition energies are scaled by 1.13. All transitions are A′′ ← A′′
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Figure 7.14: Black: Low power argon-tagged photofragmentation spectrum of 1H-phenalenium+

radical cation; Red: lorenzian fit to band centered 23985 cm−1, width 680 cm−1
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Figure 7.15: Comparison between the matrix spectrum recorded and assigned by Bally et.al. 2000
(black) and the argon-tagged spectrum of 1H-phenalenium+ recorded in this work (red). As all bands
in the red argon-tagged spectrum must be cationic spiecies, the transition assigned to the phenalenyl
radical is instead likely due to phenalenium+

the spectra observed in Chapter 5). This is similar to the band observed, and assigned as

D2 ← D0, by Bally et. al.,270 as seen in Figure 7.15.

The next transition observed has a lorentzian band profile centred about 19735 cm−1 with

width 287 cm−1. Figure 7.15 shows that this feature was assigned by Bally et. al.270 as be-

ing carried by the phanelenyl radical. This is an understandable assignment. The strongest

vibronic band (ν25) of the 12E ′′ ← 12A′′1 (D1 ← D0) state of the phenalenyl radical had

been previously observed in the matrix in this region by Cofino et. al.269 and has since

been since recorded by the author to have a gas-phase frequency of 19560 cm−1.201 How-

ever, as neutral species such as phenalenyl cannot be detected by the photofragmentation

spectrometer used to record the spectrum in Figure 7.13, the carrier of this band must be

a catiotic species with m/z of approximately 166. Given this, the transition is reassigned

as the electronic origin of the D3 ← D0 transition of the 1H-phenalenium+ radical cation.

The argument could be made that this feature is the 11E
′′ ← X1A1

′
transition of the

phenalenylium+ closed-shell cation. However, this is unlikely as the intensity of this peak

correlates well with the other observed transitions, when compared to the spectrum of

Bally et. al.270 and between repeated scans in this work. Additionally, the observed band
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Table 7.10: Experimentally derived argon tagged 1H-phenalenium+ origin energies and lifetimes

State Energy (cm−1) Width (cm−1) Lifetime (fs)
D2 ← D0 14357 990 5.4
D3 ← D0 19735 287 19
D4 ← D0 23985 680 7.8

is significantly lower in energy than the calculations earlier in this paper suggest for the

11E
′′ ← X1A1

′
transition energy of the phenalenylium+ closed-shell cation. The smaller

features at slightly higher energy, assigned by Bally et. al.270 as the electronic origin of

the D3 ← D0 transition of the 1H-phenalenium+ radical cation are instead assumed to be

vibronic features of the same state.

The remaining feature is a large band at the high energy end of the scanned region. Laser

power in this region is significantly higher than for the rest of the scan. As such, to

eliminate power broadening effects, a low-power scan was performed of this region. This

allowed a lorentzian to be fit centred on 23985 cm−1 with a width of 680 cm−1. This peak

is assigned as the D4 ← D0 transition of the 1H-phenalenium+ radical cation, as shown in

Figure 7.13.

The experimentally determined energies, widths and lifetimes for the observed states are

listed in Table 7.10. Unlike the 9-MeAn+ radical cation in Chapter 6, there is no methyl-

rotor to potentially broaden the band profile of 1H-phenalenium+, allowing accurate esti-

mation of the lifetime of the state via the Heisenberg relationship.

δE =
~
δτ

(7.1)

These lifetimes are tabulated in Table 7.10

Figure 7.16 shows that a plot of the tabulated lifetimes vs the energy gap approximately

follow the expected log/linear relationship, however some deviation is observed.

While there is significant difference in the lifetimes of the states observed, all transitions

are significantly broader than any observed DIB. This is unsurprising, as it is consistent

with all previously observed visible transitions or PAH resonance stabilised radical cations.
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Figure 7.16: Plot of state lifetime τ versus energy gap to next lowest state. Unobserved D1 energy
estimated by X-MCQDPT2[7,7]/tzv(2df,p)

7.7 Conclusions

Initial attempts to detect the 22E ′′ ← 12A′′1 state of the phenalenyl radical have been

unsuccessful. However, new theoretical guidance developed through the course of this

work greatly increase the possibility of future observation of this state. Observation of

this state will greatly benefit future studies into the pseudo-Jahn-Teller coupling of the

12E ′′ ← 12A′′1 and 22E ′′ ← 12A′′1 transitions of phenalenyl and allow for more accurate

vibronic assignment of the vibrational modes of the 12E ′′ state. Consistent corrected

calculations of the 22E ′′ ← 12A′′1 transition energy unfortunately dismiss this transition as

a possible carrier of the DIBs, being too high in energy.

Excitation spectra have been recorded for 1H-phenalene and its radical cation. The 1H-

phenalene spectra showed its lowest energy transition in the UV, and it has been conclu-

sively demonstrated in previous works that the first electronic transitions of neutral closed
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shell PAH molecules of this size are not sensible candidates as carriers of the DIBs. How-

ever larger molecules of this type remain potentially interesting, particularly molecules of

lower symmetry with strongly allowed D1 ← D0 electronic origin transitions.

The argon tagged spectrum of 1H-phenalenium+ was recorded and assigned for transitions

to three electronic excited states. While the lifetimes and intensities of these states varied

considerably, all of the observed absorption bands were too broad to be relevant to the

DIB problem. This is a feature of this class of molecule. The previous assignment of 1H-

phenalenium+ by Bally et. al.270 was corrected, as the presence of observed bands in the

argon-tagged photodissociation spectrum requires the carrier of these bands to be cationic.

The primary goal of the photodissociation experiment was the unsuccessful attempt to

observe the S1 ← S0 transition of the phenalenylium+ closed shell cation. Calculations

on this molecule and several heteroatomic species were discussed in the previous section.

Symmetric and non-symmetric closed-shell molecules such as these remain a high priority

for further study.

The spectroscopy and stability of species based on the phenalenyl motif provide an insight

into the properties of a wide range of stable aromatic molecules, including every class of

PAH discussed in this study, with a wide range of symmetries. Continued spectroscopic

and theoretical studies are required so that a greater understanding of the exotic excited

states of these molecules, and how they interact, may be reached.



Chapter 8
Future Work and Conclusions

This work has examined electronic transitions of several classes of aromatic molecules.

Small closed-shell neutral PAHs have their lowest-energy electronic absorption in the UV

spectrum. There has been little gas-phase spectra recorded for larger PAHs, and the

visible transitions of the large PAHs that have been observed, such as tetracene (C18H12)177

and Hexa-peri -hexabenzocoronene (C42H18),176 have not corresponded to observed DIBs.

However, there is insufficient data to conclusively rule out all large neutral PAHs as possible

DIB carriers on the basis of the features investigated in this study. However, any assignment

due to this class must also suggest a mechanism by which some large neutral PAHs carry

the DIBs, while others do not.

Defected graphene fragments are another form of closed-shell PAH potentially worth further

investigation. Chapter 7 examined the S1 ← S0 jet-cooled excitation spectrum of the

smallest scale model system of hydrogen-edge-defected graphene nano-particles, revealing

a complex vibronic spectrum. Trends in the behavior of this class of molecules could not

be established as only one species has been observed, and the recording of the S1 ← S0

spectrum of a larger neutral closed-shell hydrogen-defected graphene structures would make

an interesting avenue of future research.

The hypothesis that the DIBs may be carried by the D1 ← D0 transitions of BBRs pro-

duced by the photofragmentation of HACs,183,184 predicted to exist in the ISM,5 was fur-

ther explored in Chapter 4. This study found that, like the previously studied benzyl

and napthylmethyl radicals,183,187–192,327 the D1 ← D0 transitions of the larger 9-AnMe

and 1-PyMe radicals were weak, with a calculated oscillator strength on the order of

f = 10−4, making these transitions unlikely to be observed in the ISM given anticipated

155
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column densities.140 No trend of increasing oscillator strength was observed with increas-

ing chromophore size. Additionally, increased chromophore size led to an increase in the

Herzberg-Teller enhancement of vibronic transition intensities. These trends eliminate the

D1 ← D0 transitions of BBRs as carriers of the DIBs.

While these transitions are in general representative of the D1 ← D0 transitions of aromatic

RSRs, Tables 5.1 and 5.2 both identify the D1 ← D0 transition of the combined aromatic-

olefinic 1-PPr radical as having an oscillator strength of f = 0.022. This corresponds to

fluorescence experiments carried out by Reilly et. al., in which 1-PPr was observed to be

one of the brightest emitting species produced in a high-voltage discharge of benzene.193,266

Despite this encouraging data, 1-PPr has not yet been observed in the DIBs or any other

interstellar source. As a guide to future experimental studies, the author recommends that

the oscillator strengths of the D1 ← D0 transitions of larger aromatic-olefinic chromophores

should be calculated. If these radicals are calculated to have strong visible D1 ← D0

transitions they should be considered for future gas-phase experiments.

One possible issue with these RSRs is the existence of strong broad features corresponding

to transitions to higher excited states, however the non-observation of such correlated

features may be explained by observed ultraviolet extinction.394 By similar logic, the D1 ←
D0 transitions of neutral PAH RSRs dominated by very strong Herzberg-Teller/pseudo-

Jahn-Tellar vibronic transitions, as seen in the spectrum of the phenalenyl radical,201 may

also warrant further study.

Chapter 5 examined strong transitions of PAH RSRs to higher excited states. All states

observed contained significant lifetime broadening. A clear trend was also observed that

larger chromophores produce broader transitions. As such, larger PAH RSRs with strong

visible transitions to higher excited states would be even broader. While other classes of

molecules possess strong transitions to higher excited state with FWHMs relevant to the

DIBs,344 the transitions of neutral PAH RSRs to these strong states can be eliminated as

possible carriers of the DIBs.

Chapter 5 also demonstrated the R2C2PI after internal conversion technique. As discussed

in Chapters 4 and 5, this was due to a chance match of the IE of 9-AnMe with the output of

an ArF excimer laser, producing 193 nm photons. An interesting future project would be to

attempt to generalise this technique as a means of recording the spectra of other short-lived

excited states. This would require a source of tunable VUV photons, capable of producing

photon energies in the range of the single-photon ionisation energy of the chemical species

being examined. An example of such an experiment would first involve obtaining a single

photon photoionisation efficiency (PIE) curve. The ionisation wavelength can then be set
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to just below ionisation threshold energy. The excitation laser can then be scanned through

the transition of interest allowing R2C2PI after internal conversion signal to be recorded

in the same manner as regular R2C2PI spectra.

Chapter 6 and 7 both presented argon-tagged spectra of resonance stabilised radical cations.

The band widths of 9-MeAn+ were broadened by unresolved methyl-rotor structure. This

behaviour has been seen before for similar molecules.324 However, even without this struc-

ture, the visible D2 ← D0 transitions of PAH radical cations are still generally too lifetime-

broadened for them to be plausible DIB carriers.

Transitions to several electronic excited states of the PAH radical cations observed were

assigned with the assistance of intensities and empirically scaled energies calculated by the

ab initio X-MCQDPT2 method, demonstrating the value of this technique. The highly

vibronic D1 ← D0 transition of 9-MeAn+ was fit and assigned using a combination of

Franck-Condon simulations and a simple vibronic coupling calculation. These assignments

were confirmed by symmetry arguments.

The S1 ← S0 transitions of some closed shell PAH cations have now been observed in

jet cooled conditions.207–209 The smaller molecules show large Franck-Condon progressions

which eliminate these molecules as potential carriers of the DIBs, although Franck-Condon

simulations have suggested the S1 ← S0 transitions of larger closed-shell PAH cations

may have more origin dominated spectra.352 More experimental spectra are required to

conclusively determine if closed-shell cations may play a role in the DIBs.

8.1 DFT and TD-DFT Techniques

One of the continuing elements of this work has been the demonstrated practical usefulness

of semi-empirical hybrid DFT techniques to the understanding of the jet-cooled spectra

of aromatic molecules. The usefulness of these methods in the geometry optimisation of

molecular species has long been demonstrated, to the extent that it represents a serious

challenge to find recent studies featuring geometry optimisations of polyatomic molecules

in which these method were not used.

TD-B3LYP was also used extensively for the calculation of excited state harmonic vibra-

tional frequencies. While these methods are relatively expensive, as shown in Table 2.1,

the accuracy with which they predict the energy of excited state harmonic vibrational

frequencies has been worth the expense. TD-B3LYP methods were also successfully used
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to create potential energy surfaces of anharmonic modes, such as the low frequency out of

plane modes of 9-AnMe in Chapter 4, allowing transitions carried by these vibrations to

be assigned.

The linear correlation between experimental electronic excitation energies and calculated

TD-DFT vertical excitation energies provided an inexpensive means of predicting the elec-

tronic excitation energies of aromatic species. It was shown that this trend was different

for different excited states, but consistent for electronically similar states. The extent

to which these techniques may be applicable to other organic molecules is worth further

examination.

8.2 Oxygen and Nitrogen Heterocycles

Chapter 7 introduced the concept of heteroatomic substitution. It was demonstrated that

these substitutions can have a significant effect on the electronic transitions of aromatic

molecules. Oxygen and nitrogen are both common in the ISM.139,395 While there is not the

same observed shortfall in interstellar abundance that is observed with carbon,140 oxygen

and nitrogen containing species are likely to have a role in interstellar chemistry,396 as

they do in terrestrial organic chemistry. There has been jet-cooled spectra of nitrogen

heterocycles for some time.323,397,398 Several nitrogen heterocyclic cations have recently

been observed by the Bieske group at The University of Melbourne.313,317,318 However,

little work has been done on the visible transitions of larger aromatic molecules containing

oxygen and nitrogen heterocycles, and this represents another potential avenue of research.

By introducing heteroatoms, the number of plausible isomers for a small to moderate

sized PAH increase dramatically. REMPI-TOF techniques can have trouble distinguishing

between chemical isomers, although double-resonance techniques and theory have been

successfully used to deconvolve these spectra in the past.183,193,194 An additional form of

optical action spectra, based on the double resonance depletion of rotational spectra, is

suggested.
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8.3 Microwave-Optical Double-Resonance - Applica-

tions to Optical Action Spectroscopy

One of the strengths of microwave spectroscopy is that it allows for unambiguous as-

signment of molecules, as the rotational spectrum provides information on the molecular

structure. These techniques, coupled with jet-cooled molecules formed in a PDN,284 have

resulted in the assignment of numerous astronomical molecules.6–8,98,100–104

The bulk of these assignments were made on the basis of jet-cooled spectra recorded

through cavity enhanced fourier transform microwave (FTM) spectroscopy.399 This is a

mature technique that has proven extremely successful in identifying reaction intermedi-

ates. By assigning rotational constants, the vibrationally averaged ground-state geometry

of the chemical species can be determined and the entire rotational spectrum, including all

lines not yet observed, can then be accurately simulated. Recently, chirped-pulse broad-

band FTM techniques have also been developed. While the absence of cavity enhancement

results in significantly lower single-pulse signal, this technique allows large regions of the

spectrum to observed. This allows long accumulation times without the need for scan-

ning, and can lead to the simultaneous detection of the many species formed in complex

discharges.400

Microwave-microwave double-resonance techniques are common in FTM spectroscopy. The

benefits of combining FTM and double-resonance techniques were demonstrated in the

detection of nitrosyl-O-hydroxide (HOON) reported by Crabree et. al.99 As the author

assisted in these experiments, this paper is reproduced in Appendix A. HOON is a minority

discharge product of the reaction forming nitrous acid (HONO) from nitric oxide (NO) and

the hydroxyl radical (OH). HOON, an isomer of HONO, is produced with an abundance

of roughly 3% in these reactions.99

Optical spectra of minority discharge products that are isomers of more abundant products,

such as HOON, are difficult to measure with existing methods due to competing signal and

noise produced by the dominant isomers. A potential method of recording the optical spec-

tra of isomers, and unambiguously assigning their carriers, is through microwave-optical

double-resonance.

Early applications of microwave-optical double-resonance have focused on obtaining rota-

tional spectra of known optical transitions. One early previous application of microwave-

optical double-resonance was in a paper by Field et. al. which detected microwave ab-

sorptions of BaO by its effect on photoluminescence produced by optical excitation of the
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A1Σ∗ ← X1Σ transition.401 Optical excitation can also be observed by a loss of FTM sig-

nal. This has been demonstrated by McCarthy and co-workers at the Harvard-Smithsonian

Center for Astrophysics using chirped-pulse broadband FTM, in research yet to be pub-

lished.402 This is an excellent method for quickly recording the microwave spectrum of an

observed visible transition. However, it does not lend itself to recording the optical spec-

trum of a molecule already identified through microwave spectroscopy, as the FTM signal

is accumulated over a long acquisition times, preventing the laser from being scanned. This

does not preclude this technique from being useful in the identification of the carriers of

the DIBs, as the optical absorption frequencies of these bands are already known. It is

therefore possible to use this broadband double-resonance technique to record a difference

spectrum while pre-exciting a chemically rich discharge at DIB wavelength. If the carrier

of this DIB is then formed in the discharge, depletions in the FTM spectrum will be ap-

parent. The drawback of this technique is that there are now over 500 DIBs and observing

all of them for each attempted discharge would be arduous. However, by combining this

technique with a wavemeter calibrated OPO, or some other broadly tunable laser, it may

be possible to automate the process somewhat.

The author proposes that optical spectra could be obtained by scanning a pre-excitation

laser while monitoring single rotational lines observed as FTM signal in cavity enhanced

FTM. This is the optical analogue of the microwave-microwave techniques used in Crabtree

et. al.99 An immediately apparent issue with the suggested technique is that in order to

obtain strong observable depletion, the majority of the discharge product being observed in

the jet expansion must be pre-excited by the laser. While this represents a clear engineering

challenge, the author submits that this may be accomplished by pre-excitation of the

molecular beam with a co-axial continuous wave tunable laser, eliminating temporal and

spacial overlap issues. This technique would also prove useful for obtaining the electronic

spectra of molecules of potential atmospheric importance, such as HOON, that are formed

as minority isomers in discharge experiments.

8.4 Epilogue

Bill Klemperer is quoted as having said “there is no better way to lose a scientific reputa-

tion than to speculate on the carrier for the diffuse bands”.159,174 For many, the temptation

to ignore this sage advice seems too much to bear. This is fortunate, as speculation re-

mains an essential ingredient in the continuing process of trial-and-error that is currently



Chapter 8. Future Work and Conclusions 161

driving spectroscopic research of the DIBs. The techniques and tools available to the mod-

ern spectroscopist are vast and ever growing, and the spectra of many as-yet unobserved

chemical species remain unobserved simply because no-one has yet attempted to record

their spectra. The difficulty, as it always has been, remains knowing what to look for.

Through this work and many others, several classes of aromatic and non-aromatic species

have been eliminated as potential carriers of the DIBs. And yet, the diversity of organic

species, assuming the carriers of the DIBs are indeed organic, makes the list of potential

carriers daunting. Tielens recently commented that “Solving the DIB problem will require

the close cooperation of astronomers, molecular physicists, astrochemists, and spectro-

scopists – each contributing their pieces of the puzzle.”403 How long the identity of the

DIB carriers will remains a mystery is unknown. But when the carriers are eventually

identified, it will be due to the combined effort, inspiration and ultimately luck of a broad

scientific community.
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The following papers include a collaborative contribution from the author during his can-

didature. To view papers, please click on URL to visit publishers page. In all cases, that
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• The recording of spectra.

• Proof reading of drafts.

• Discussions with the primary author of that paper on the analysis, results and con-
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[260] W. Heisenberg. Über den anschaulichen Inhalt der quantentheoretischen Kinematik

und Mechanik. Zeitschrift für Physik, 43(3-4):172–198, 1927.

[261] T. A. Stephenson, P. L. Radloff, and S. A. Rice. 1B2u ↔1A1g Spectroscopy of Jet-

Cooled Benzene: Single Vibronic Level Fluorescence Studies. J. Chem. Phys., 81(3):

1060–1072, 1984.

[262] L. Barnes, S. Abdul-Al, and A.-R. Allouche. TDDFT Assessment of Functionals for

Optical 0–0 Transitions in Small Radicals. J. Phys. Chem. A, 118(46):11033–11046,

2014.

[263] J. Friedrich and D. Haarer. Photochemical Hole Burning: A Spectroscopic Study

of Relaxation Processes in Polymers and Glasses. Angewandte Chemie International

Edition in English, 23(2):113–140, 1984.

[264] A. D. McNaught, A. Wilkinson, M. Nic, J. Jirat, B. Kosata, and A. Jenkins. IU-

PAC. Compendium of Chemical Terminology (the “Gold Book”). Blackwell Scientific

Publications, Oxford (1997), 2nd edition, 2006-.

[265] P. R. Bunker and P. Jensen. Molecular Symmetry and Spectroscopy, 2nd Ed. NRC

Research Press, 2006.

[266] N. J. Reilly, M. Nakajima, T. P. Troy, D. L. Kokkin, N. Chalyavi, K. Duncan,

K. Nauta, R. G. Sharp, T. W. Schmidt, and S. H. Kable. Two-Dimensional Flu-

orescence Spectroscopy for the Identification of Discharge Intermediates. J. Phys:

Conference Series, 2009.

[267] T. A. Miller. Chemistry and Chemical Intermediates in Supersonic Free Jet Expan-

sions. Science, 223(4636):545–553, 1984.

http://www.gaussian.com/


Bibliography 187

[268] E. L. Wehry and Gleb Mamantov. Matrix Isolation Spectroscopy. Anal. Chem., 51

(6):643A–656A, 1979.

[269] W. P. Cofino, S. M. van Dam, D. A. Kamminga, G. P. Hoornweg, C. Gooijer,

C. MacLean, and N. H. Velthorst. Jahn-Teller Effect in Highly Resolved Optical

Spectra of the Phenalenyl Radical. Mol. Phys., 51(3):537–550, 1984.

[270] T. Bally, Z. Zhu, J. Wirz, M. Fulscher, and J.Y. Hasegawa. Radical Cations of

Perinaphthocyclopropanes. Conditions for the Observation of 1,3-Perinaphthadiyl

Radical Cations. J. Chem. Soc., Perkin Trans. 2, pages 2311–2318, 2000.

[271] A. Nagy, J. Fulara, and J. P. Maier. Formation of Aromatic Structures from

Chain Hydrocarbons in Electrical Discharges: Absorption and Fluorescence Study

of C11H9+ and C11H9• Isomers in Neon Matrices. J. Am. Chem. Soc., 133(49):

19796–19806, 2011.

[272] A. Barnes, W.J. Orville-Thomas, R. Gaufrès, and A. Müller. Matrix Isolation Spec-

troscopy. Nato Science Series C:. Springer Netherlands, 2012. ISBN 9789400985407.

[273] Katia M. Ferrière. The Interstellar Environment of our Galaxy. Rev. Mod. Phys.,

73:1031–1066, 2001.

[274] A. Kantrowitz and J. Grey. A High Intensity Source for the Molecular Beam. Part

I. Theoretical. Rev. Sci. Instrum., 22(5):328–332, 1951.

[275] G. B. Kistiakowsky and W. P. Slichter. A High Intensity Source for the Molecular

Beam. Part II. Experimental. Rev. Sci. Instrum., 22(5):333–337, 1951.

[276] D. H Levy. Laser Spectroscopy of Cold Gas-Phase Molecules. Ann. Rev. Phys.

Chem., 31(1):197–225, 1980.

[277] D. H. Levy. The Spectroscopy of Very Cold Gases. Science, 214(4518):263–269, 1981.

[278] T. P. Troy, M. Nakajima, N. Chalyavi, R. G. C. R. Clady, K. Nauta, S. H. Kable,

and T. W. Schmidt. Identification of the Jet-Cooled 1-Indanyl Radical by Electronic

Spectroscopy. J. Phys. Chem. A, 2009.

[279] R. Schlachta, G. Lask, S. H. Tsay, and V. E. Bondybey. Pulsed Discharge Source of

Supersonically Cooled Transient Species. Chem. Phys., 1991.



Bibliography 188

[280] O. Krechkivska, C. Wilcox, G. D. O’Connor, K. Nauta, S. H. Kable, and T. W.

Schmidt. Ionization Energies of Three Resonance-Stabilized Radicals: Cyclohexadi-

enyl (dn, n = 0, 1, 6, 7), 1-Phenylpropargyl, and Methylcyclohexadienyl. J. Phys.

Chem. A, 118(44):10252–10258, 2014.

[281] H. L. Snyder, B. T. Smith, T. P. Parr, and R. M. Martin. Dissociative Excitation of

Water by Metastable Argon . Chem. Phys., 65(3):397 – 406, 1982.

[282] N. J. Reilly, M. Nakajima, T. P. Troy, N. Chalyavi, K. A. Duncan, K. Nauta, S. H.

Kable, and T. W. Schmidt. Spectroscopic Identification of the Resonance-Stabilized

cis and trans-1-Vinylpropargyl Radicals. J. Am. Chem. Soc., 131:13423–13429, 2009.

[283] N. Reilly. Flourescence Spectroscopy of Jet-Cooled Hydrocarbon Discharge Products.

PhD thesis, School of Chemistry, The University of Sydney, 2008.

[284] Y. Ohshima and Y. Endo. Structure of C3S Studied by Pulsed-Discharge-Nozzle

Fourier-Transform Microwave Apectroscopy. J. Mol. Specrosc., 153:627 – 634, 1992.

[285] D. A. Wild and E. J. Bieske. Infrared Investigations of Negatively Charged Complexes

and Clusters. Int. Rev. Phys. Chem., 22(1):129–151, 2003.

[286] A. O’Keefe and D. A. G. Deacon. Cavity Ring Down Optical Spectrometer for

Absorption Measurements using Pulsed Laser Sources. Rev. Sci. Instrum., 59(12),

1988.

[287] T. P. Troy, M. Nakajima, N. Chalyavi, R. G. C. R. Clady, K. Nauta, S. H. Kable,

and T. W. Schmidt. Identification of the Jet-Cooled 1-Indanyl Radical by Electronic

Spectroscopy. J. Phys. Chem. A, 113:10279–10283, 2009.

[288] N. Chalyavi, T. P. Troy, G. B. Bacskay, K. Nauta, S. H. Kable, S. A. Reid, and

T. W. Schmidt. Excitation Spectra of the Jet-Cooled 4-Phenylbenzyl and 4-(4’-

Methylphenyl)benzyl Radicals. J. Phys. Chem. A, 116(44):10780–10785, 2012.

[289] W. C. Wiley and I. H. McLaren. Time-of-Flight Mass Spectrometer with Improved

Resolution. Rev. Sci. Instrum., 26(12):1150–1157, 1955.

[290] M. Guilhaus. Principles and instrumentation in time-of-flight mass spectrometry. J.

Mass Spectrom, 30(11):1519–1532, 1995.

[291] D. Kokkin. The Spectroscopy of Interstellar Molecules. PhD thesis, School of Chem-

istry, The University of Sydney, 2009.



Bibliography 189

[292] V. Dryza and E. J. Bieske. Non-Covalent Interactions Between Metal Cations and

Molecular Hydrogen: Spectroscopic Studies of M+−H2 Complexes. Int. Rev. Phys.

Chem., 32(4):559–587, 2013.

[293] D. A. Wild, Z. M. Loh, R. L. Wilson, and E. J. Bieske. Locating and Confirm-

ing the C-H Stretch Bands of the Halide-Acetylene Anion Complexes using Argon

Predissociation Spectroscopy. Chem. Phys. Lett., 369(5–6):684 – 690, 2003.

[294] Z. M. Loh, R. L. Wilson, D. A. Wild, E. J. Bieske, and A. Zehnacker. Cl−−C6H6,

Br−−C6H6, and I−−C6H6 Anion Complexes: Infrared Spectra and Ab-Initio Calcu-

lations. J. Chem. Phys., 119(18):9559–9567, 2003.

[295] D. A. Wild, R. L. Wilson, Z. M. Loh, and E. J. Bieske. The Infrared Spectrum of

the F−−H2 Anion Complex. Chem. Phys. Lett., 393(4–6):517 – 520, 2004.

[296] D. A. Wild and E. J. Bieske. Infrared Spectrum of the I−−D2 Anion Complex. J.

Chem. Phys., 121(24):12276–12281, 2004.

[297] Z. M. Loh, R. L. Wilson, D. A. Wild, E. J. Bieske, and M. S. Gordon. Infrared

Spectra and ab-Initio Calculations for the Cl−−(CH4)n (n = 1−10) Anion Clusters.

J. Phys. Chem. A, 109(38):8481–8486, 2005.

[298] R. L. Wilson, Z. M. Loh, D. A. Wild, C. D. Thompson, M. D. Schuder, J. M. Lisy,

and E. J. Bieske. Infrared Spectra of the Cl−−C2H4 and Br−−C2H4 Anion Dimers.

Phys. Chem. Chem. Phys., 7:3419–3425, 2005.

[299] C. D. Thompson, C. Emmeluth, B. L. J. Poad, G. H. Weddle, and E. J. Bieske.

Rotationally Resolved Infrared Spectrum of the Li+−D2 Cation Complex. J. Chem.

Phys., 125(4):044310, 2006.

[300] C. D. Thompson, B. L.J. Poad, C. Emmeluth, and E. Bieske. Infrared Spectra of

Cl−−(C6H6)m m = 1, 2 . Chem. Phys. Lett., 428(1–3):18 – 22, 2006.

[301] Z. M. Loh, R. L. Wilson, D. A. Wild, E. J. Bieske, J. M. Lisy, B. Njegic, and M. S.

Gordon. Infrared Spectra and Ab-Initio Calculations for the F−−(CH4)n (n = 1−8)

Anion Clusters. J. Phys. Chem. A, 110(51):13736–13743, 2006.

[302] C. Emmeluth, B. L. J. Poad, C. D. Thompson, G. H. Weddle, and E. J. Bieske.

Infrared Spectra of the Li+−(H2)n(n = 1 − 3) Cation Complexes. J. Chem. Phys.,

126(20):204309, 2007.



Bibliography 190

[303] C. Emmeluth, B. L. J. Poad, C. D. Thompson, and E. J. Bieske. Interactions Between

the Chloride Anion and Aromatic Molecules - Infrared Spectra of the Cl−−C6H5CH3,

Cl−−C6H5NH2 and Cl−−C6H5OH Complexes. J. Phys. Chem. A, 111(31):7322–

7328, 2007.

[304] C. Emmeluth, B. L. J. Poad, C. D. Thompson, G. Weddle, E. J. Bieske, A. A.

Buchachenko, T. A. Grinev, and J. K los. The Al+−H2 Cation Complex: Rota-

tionally Resolved Infrared Spectrum, Potential Energy Surface, and Rovibrational

Calculations. J. Chem. Physi., 127(16):164310, 2007.

[305] V. Dryza, B. L. J. Poad, and E. J. Bieske. Attachment of Molecular Hydrogen to

an Isolated Boron Cation: An Infrared and ab-initio Study. J. Am. Chem. Soc., 130

(39):12986–12991, 2008.

[306] B. L. J. Poad, P. J. Wearne, E. J. Bieske, A. A. Buchachenko, D. I. G. Bennett,

J. Klos, and M. H. Alexander. The Na+−H2 Cation Complex: Rotationally Resolved

Infrared Spectrum, Potential Energy Surface, and Rovibrational Calculations. J.

Chem. Phys., 129(18):4306, 2008.

[307] V. Dryza, B. L. J. Poad, and E. J. Bieske. Spectroscopic Study of the Benchmark

Mn+−H2 Complex. J. Phys. Chem. A, 113(21):6044–6048, 2009.

[308] V. Dryza and E. J. Bieske. The Cr+−D2 Cation Complex: Accurate Experimental

Dissociation Energy, Intermolecular Bond Length, and Vibrational Parameters. J.

Chem. Phys., 131(16):164303, 2009.

[309] D. A. Wild, K. T. Kuwata, C. K. Wong, J. D. Lobo, A. Deev, T. S. Schindler,

M. Okumura, and E. J. Bieske. Infrared Spectra of Mass-Selected Br−−(NH3)n and

I−−NH3 Clusters. J. Phys. Chem. A, 114(14):4762–4769, 2010.

[310] B. L. J. Poad, V. Dryza, J. K los, A. A. Buchachenko, and E. J. Bieske. Rotation-

ally Resolved Infrared Spectrum of the Na+−D2 Complex: An Experimental and

Theoretical Study. J. Chem. Phys., 134(21):214302, 2011.

[311] V. Dryza and E. J. Bieske. Infrared Spectroscopy of the Ag+−H2 Complex: Exploring

the Connection Between Vibrational Band-Shifts and Binding Energies. J. Phys.

Chem. Lett., 2(7):719–724, 2011.

[312] B. L. J. Poad, V. Dryza, A. A. Buchachenko, J. K los, and E. J. Bieske. Properties

of the B+−H2 and B+−D2 Complexes: A Theoretical and Spectroscopic Study. J.

Chem. Phys., 137(12):124312, 2012.



Bibliography 191

[313] V. Dryza, J. A. Sanelli, E. G. Robertson, and E. J. Bieske. Electronic Spectra of

Gas-Phase Polycyclic Aromatic Nitrogen Heterocycle Cations: Isoquinoline+ and

Quinoline+. J. Phys. Chem. A, 116(17):4323–4329, 2012.

[314] V. Dryza, B. L. J. Poad, and E. J. Bieske. Attaching Molecular Hydrogen to Metal

Cations: Perspectives from Gas-Phase Infrared Spectroscopy. Phys. Chem. Chem.

Phys., 14:14954–14965, 2012.

[315] N. Chalyavi, V. Dryza, J. A. Sanelli, and E. J. Bieske. Gas-Phase Electronic Spec-

troscopy of the Indene Cation (C9H8
+). J. Chem. Phys., 138(22):224307, 2013.

[316] N. Chalyavi, J. A. Sanelli, V. Dryza, and E. J. Bieske. Electronic Spectroscopy of

the 1,3-Cyclopentadiene Cation (C5H6
+). J. Phys. Chem. A, 117(44):11276–11281,

2013.

[317] C. S. Hansen, S. J. Blanksby, N. Chalyavi, E. J. Bieske, J. R. Reimers, and A. J. Tre-

vitt. Ultraviolet Photodissociation Action Spectroscopy of the N-pyridinium Cation.

J. Chem. Phys., 142(1):014301, 2015.

[318] N. Chalyavi, K.J. Catani, J.A. Sanelli, V. Dryza, and E.J. Bieske. Gas-phase Elec-

tronic Spectrum of the Indole Radical Cation. Mol. Phys., Preprint(0):1–9, 2015.

[319] W. Gaede. Die Diffusion der Gase durch Quecksilberdampf bei niederen Drucken

und die Diffusionsluftpumpe. Annalen der Physik, 351(3):357–392, 1915.

[320] P. E. Miller and M. B. Denton. The Quadrupole Mass Filter: Basic Operating

Concepts. J. Chem. Ed., 63(7):617, 1986.

[321] J. F. O’Hanlon. A User’s Guide to Vacuum Technology. John Wiley & Sons, 2005.

[322] D. F. Dyer. The Pressure Distribution in a Liquid-Nitrogen Cold Trap. Springer,

1971.

[323] Y. Huang, S. Guan, H. S. Kim, and A. G. Marshall. Ion Transport Through a Strong

Magnetic Field Bradient by R.R.-Only Octupole Ion Guides. Int. J. Mass Spectrom.

Ion Processes, 152(2–3):121 – 133, 1996.
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