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ABSTRACT

Water is one of the most limiting factors to Aultma cotton production. Improved
irrigation scheduling efficient water use is cehtmthe sustainability of the Australian
irrigated cotton industry. Irrigation schedulingaigwo-fold process where-by the amount
and frequency of water applied to a plant is deiteech Producers must aim to optimise
crop water use through timely irrigation schedulargd efficient utilisation of in-crop
rainfall. Currently, furrow irrigation is the domant form of irrigation delivery and
cotton farmers use a limited range of methods tdkemarigation decisions. A
combination of the cost, accuracy and complexitythise methods has limited their
effective use in commercial production. In thisdstia potentially simpler method based

on crop canopy temperatures and the thermal opticamoept was investigated.

Compared to well-watered plants, water stressedtplaexhibit elevated canopy
temperatures. This is a consequence of the clagirsgomata, in response to soil water
deficits. The closure of stomata results in a desmen transpiration and consequently a
reduction in latent energy flux, leading to a rigsecanopy temperatures. However,
ambient conditions can have a large influence amopg temperatures; thus canopy
temperatures are a reflection of both plant andrenmental factors. In order to develop
indicators of the early onset of water and tempeeastress, research conducted in the
USA developed a theory that defined optimal plarhgeratures with respect to the
thermal dependence of the Michaelis-Menten congiiain enzymel,). The optimal
enzymatic function was restricted to a range of ianttemperatures that was termed the

thermal kinetic window (TKW), which is an indicatof the optimal temperature range of



a plant species. Using alternative diagnostic nulagies of chlorophyll fluorescence
recovery rates and analysis of plant physiologfaalkction under field conditions, the
optimal temperature of an Australian cultivar wderitified to be ~28 °C. Although this
was consistent with values obtained from US cottatiivars, and average day-time
canopy temperatures that were achieved in the feldclose to optimal water
applications, it was important to verify this asstalian cotton cultivars are genetically
different to US cultivars and the combined effettddferent genetics and ecological

adaptations may potentially influence the optineahperature of biochemistry.

The TKW theory was used as the basis for the BIO{Bi®logically Identified Optimal
Temperature Interactive Console) protocol. Thistgwol was developed by researchers
at the USDA-ARS, and uses the relationship betvwesmopy temperature Jrand plant
water status to schedule irrigation using a tentpezetime threshold system. Irrigations
are commanded when the crop'sékceeds an optimal temperature threshold for a pre
determined period of time. Using the BIOTIC systasma basis, this study aims to assess
the physiological base and utility of the thermptimal approach to schedule irrigation,
with particular emphasis on its use in precisiopligation and large soil water deficit
irrigation systems of the Australian cotton indyseficit irrigation is an optimisation
strategy where full crop water requirements are metessarily provided, improving
water-use efficiency (WUE). The thermal optimal eggch was studied previously;
however, its use was limited to irrigation systethmst provide full water requirements at
high irrigation frequencies and low irrigation voles. Hence, its application to deficit

and furrow irrigation systems was unknown.



The physiological basis of the principles underdyithe thermal optimum concept for
irrigation scheduling was examined through the nwooimig of T, of the commercial
cotton cultivar Sicot 70BRF at ‘Myall Vale’ NarrabAustralia. Surface drip irrigation
experiments were conducted in the 2007/08 and PO0O8kasons, where irrigation
treatments were based on daily crop evapotranspiréETc) rates calculated using the
FAO56 protocol with a locally calibrated crop coeiffnt. A furrow-irrigated experiment
was conducted in the 2008/09 season, where imigdtieatments were based on plant
available soil water deficits (mm) from field cafigccalculated from neutron attenuation
data. The objectives of this research were toc@hfirm that the optimum temperature
(Topy Of a current commercial Australian cotton culti(®icot 70BRF) is the same as
other measured USA cotton cultivars; (2) deterniifie can define plant water stress by
comparison with soil and atmospheric conditiong] é3) determine the potential of the

thermal optimum approach to scheduling irrigatioustralian cotton systems.

The hypothesis that ;Tprovides sufficient information for irrigation setuling was
investigated in the surface drip and furrow irreghtotton. Irrigation treatments resulted
in differences in lint yield, plant architecturerogith, biomass accumulation and. T
Canopy temperatures were correlated with cropylelt and the volume of water applied
to the crop. Peak lint yields occurred at averametime (R,> 300 W n¥) T, of 26.4 +
1.7 °C and total water of 108% calculated:Einder surface drip conditions, and atoT
28.6 °C £ 0.6 °C and water supplies of 99% caledaET: under furrow irrigated
conditions. Acclimation of J due to the wetting and drying cycles of furrowgation

did not occur and the combination of both furrovd ahnip irrigated data showed a single



relationship where peak lint yields occurred abf28 °C. This highlights the benefits of
maintaining average canopy temperatures close t6Q8and supports the potential

utility of the thermal optimum concept in Australidrip and furrow irrigated cotton.

Although lint yield is proportional to the thermaptimum, the physiological limitations
of a plant can mean that a well-watered plant€dn still exceed the thermal optimum.
This gives rise to the stress time (ST) concepier@lST represents the average daily
period of time that a well-watered crop’s dan exceed its optimum temperature. The ST
concept was tested and adapted to Australian fiaked drip and furrow irrigation
systems. Peak lint yields and crop WUE (the ratilind yield produced per hectare to the
cumulative amount of water used by the crop throeghpotranspiration) in drip-
irrigated cotton occurred at 4.5 h ST, considerdigjher than the empirically calculated
threshold of 2.8 h. A thermal optimum protocol wadesveloped to schedule furrow
irrigation events through a cumulative ST approadhere one ST h represents 0.6 mm
plant available soil water depletion, enabling adoicer to determine the desired soil
water deficit and schedule irrigations based onuwdative ST. An integrated approach to
stress detection was also proposed. This approdeh,sum of cumulative ST, is
theoretically advantageous as it considers both dbgree and duration of time; T

exceeding the optimum.

The physiological principle underlying a thermaltiogal approach to irrigation
scheduling were analysed in this thesis. An inddpetly estimated optimal temperature

was determined to be 28 °C. This optimal tempeeatuas correlated with peak lint



yields, and T was responsive to irrigation. A stress time thoéstproducing peak lint
yield was developed in surface drip irrigation sys$, and a cumulative stress time
threshold for soil water deficits was outlined ffurrow irrigation systems. These
modified stress time thresholds provided the infation required to detect water stress
for irrigation scheduling. The practical implicatiof this research is that temperature-
time thresholds in a thermal optimal irrigation edbling system have utility in the
irrigated Australian cotton industry. However, tiirae thresholds that were determined
in this study were developed by monitoring cottamps with infra red thermometers, and
irrigations were not scheduled with a thermal optimprotocol in this study. With field
validation, these irrigation protocols could be diss the basis for a modified BIOTIC
system and be adopted by the commercial cottorsinguas it is a simple, cost effective

irrigation scheduling system.
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1. GENERAL INTRODUCTION

1.1Background

The cotton genus@ossypiumsp.) consists of more than 50 species of perennial
xerophytic shrubs (Hearn, 1994; Hearn and Constdl9i84). The genus is pan-tropical
and characterised by short-day plants of the aoipids and sub-tropics, occurring along
dry stream beds with some hardier species extenwingains and slopes (Hearn and
Constable, 1984). Of these 50 species in the gamlg,four are cultivatedGossypium
hirsutum(Upland cotton)G. barbadenséPima cotton)G. arboreum(Asian cotton) and
G. herbaceumLevant cotton). These true cotton species possassconvoluted and
flatted seed hairs made from cellulose with a ttuating of wax, which can be spun into
yarn. Only one wild species of cotto@,. herbaceunrace africanum, has lint and is
generally regarded as the ancestor of modern cegiecies (Hearn and Constable, 1984).
Most commercially grown cotton is the upland cotgpecies (~90%), which was first

developed by the Mayan civilisation in Central Aroar

Modern cotton production in Australia started ie t960s following the construction of
major inland water storages, enabling irrigatedazoproduction. The Australian cotton
industry is an intensive production system, basedhigh inputs of irrigation water,
fertiliser, and in conventional crops, pesticidedt( 1994). Cotton is a long season crop,
taking ~180 d from sowing to reach maturity whefotiation occurs (60% open bolls).
In Australia the growing season starts in SeptemBetober (planting) and ends in

March/April (picking). Heat and low humidity comlad with high levels of irradiance



are favourable for cotton production, with temperatbeing the primary driver for cotton
growth and development. Although cotton is a xewbighplant, it requires substantial
amounts of water in different quantities throughdle growing season to produce
commercially sustainable lint yields, with peak Igg& occurring at ~700 mm

evapotranspiration (Tennakoon and Milroy, 2003y(iFe 1.1).
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Figure 1.1.The seasonal pattern of daily cotton water userg@oINSW department of Agriculture).

Approximately two thirds of the Australian cottorop is grown in New South Wales in
regions stretching from the Macintyre River on Deeensland border extending south
through the Gwydir, Namoi, and Macquarie river @gd. Cotton is also grown along the
Darling and Barwon rivers in the west and the Lanhdnd Murrumbidgee rivers in the

south. The remaining third of the crop is grownQoeensland, mostly in the Darling



Downs, St George and Macintyre valleys as well asefald and other central
Queensland regions (Figure 1.2) (Cotton Austral@08). The industry is heavily
dependent on world cotton prices, only producingo~& the world cotton crop, but in
non-drought years represents the third largesbreakporter and generates in excess of
AUDS$1 billion in revenue (Writeability, 2006). Cott production in Australia steadily
increased to a maximum area of 562 000 ha in 1998/1producing over 716 thousand
tonnes of cotton lint that year (ABARE, 2000). Haeg for the past six seasons, cotton
production in Australia was affected by one of therst recorded droughts in history.
Production area fell to as low as 63 000 ha ir20@7/08 season, but has since more than
doubled to 164 000 ha in the 2008/09 season anhaes to rise in the 2009/10 season
with an estimated planting area of 195 000 ha (ABARO0Q09). This highlights the
dependence of the Australian cotton industry onaveslability of irrigation water, and

the need for simple, cost effective and accurateduling and water management tools.

In the past decade (2000-2010) the Australian imgusas achieved a 126% increase in
lint production, whilst the production area hasyomicreased by 50%, and the industry
has faced reduced water availability and droughatt@ Australia 2008). The fibre
quality and average lint yield for irrigated Audia cotton is the highest in the world,
producing yields two and a half times that of tha&bgl average. The high fibre quality
and lint yields can be attributed to improvementgrop management systems, breeding
and the cotton industry’s willingness to adopt rieshnologies such as transgenic cotton
cultivars. Furthermore, the majority of the cropriggated, i.e., ~85%. Although a high

proportion of the crop is irrigated, cotton growbes/e achieved significantly higher lint



yield without using more water. In recent yearswgs have doubled their water-use

efficiency (WUE) from one to two bales per megeelifWriteability, 2006).
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Figure 1.2The major cotton growing regions of Australia (SmurLovettet al. (2003)).

Upland cotton is a tropical, indeterminate, perahnierophytic shrub. When discussing
the water relations of cotton, cultivated as aigated, broadacre, annual crop, it is

essential to recognise these growth habits andnsrig€otton production is affected by



water supply, and the relationship between watetiegion and physiological response
and cotton lint yield has been studied extensiy€lynstable and Hearn, 1981; Cetlal,
1981; DeTar, 2008; Grimes and EI-Zik, 1990; Hed994; Pettigrew, 2004b; Pettigrew,
2004a), with publications documenting lint yield tesarelations as far back as 1934
(Crowther, 1934). These studies show that the respof cotton to water is complex and
involves many processes. In summary, under-watemasglts in reduced number of
fruiting positions, fruit loss, poor boll developnteand decrease lint yield, whilst over-
watering can lead to rank growth and fruit sheddifipe challenge for irrigation
scheduling is two-fold: to find the optimum applioa regime, which responds
accurately to conditions over a range of seasomspres, and determine the volume of

water required.

1.2Biologically Identified Optimal Temperature Interactive Console (BIOTIC)
BIOTIC is an irrigation scheduling tool, developedl996 as a result of several years of
research at the USDA-ARS in the semi-arid climdteubbock, Texas (Upchurcét al,
1996). The BIOTIC protocol is based on plant terapees and the temperature optimum
of the crop species of interest (Mahetral, 2005). BIOTIC works on the assumption that
as a plant’s soil available water is reduced, paaton must also be reduced to avoid
plant desiccation. This reduction in transpiratieduces evaporative cooling, and results
in a corresponding rise in plang. TThe BIOTIC protocol also utilises the theory thitnt
species have a preferred range of plant tempegatarggrowth and development, known
as the thermal kinetic window (TKW), as well as @gtimal in vivo temperature for

metabolism and enzyme function. BIOTIC differs froother temperature-based



irrigation scheduling methods as it comparesvith a biologically based estimate of the
optimum temperature of the plant using a three stegshold system. The first threshold
is the species-specific optimum temperature. ThiBnam temperature or threshold
temperature is based on the observation of theniddedependence of plant metabolic
activity (Peeler and Naylor, 1988; Terri and P&6%8; Mahan, 2000) and represents the
plant’s ideal temperature for metabolic and enzymfanction. The second threshold is a
time threshold. This time threshold representsatineunt of time that the temperature of
a well-watered crop canopy can exceed the temperdtweshold, regardless of plant
available soil water capacity (Wanjust al, 1995). This is important, especially in
irrigation systems where irrigation cannot be agxplat short intervals and large soill
water deficits are inevitable. The final threshisich limiting relative humidity threshold.
The relative humidity threshold is important as emdertain environmental conditions
relative humidity can limit transpirational cooling the point that f may exceed the
optimum, regardless of soil water. Therefore, terafjpees above the optimum under
these conditions are not considered in the irmgasicheduling decision-making process.
Under the BIOTIC irrigation scheduling protocolrigation is considered appropriate
when Tc exceeds the threshold temperature for a periotina in excess of the time
threshold when relative humidity is not limitingafispirational cooling (Mahaat al,

2005).

The primary advantage of BIOTIC is that it utilisasgplant based biological basis for
scheduling irrigation, its simplicity and provisiofreliable irrigation scheduling (Mahan

et al, 2000). It does not provide information on the amtoof water applied in response



to an irrigation signal and is designed to providéirrigation. It can provide irrigation
signals at any frequency, however as the interelvéen detection of water stress and
the irrigation event increases, the irrigation sigmecomes increasingly complex (Mahan
et al, 2000). This is especially important in the comhtek evaluating the utility and
adaptability of BIOTIC to large deficit irrigatioscheduling systems such as furrow

irrigation.

The BIOTIC protocol has been demonstrated to beeféective irrigation scheduling
method for several crop species (cotton, peanut), gpybean, sunflower, millet and
sorghum) using surface and sub-surface drip, limear centre pivot irrigation in both
humid and arid environments in the U.S.A (Texassdisippi, and California) (Mahan,
2000; Mahanet al, 2005). In each case BIOTIC provided irrigationhesguling
equivalent to that achieved by soil water balancevapotranspirational methods (Mahan
et al, 2005). However, BIOTIC has not been evaluatedidatthe USA or in large
deficit irrigation systems, such as furrow irrigatj and the response and utility of the

system to these conditions are unknown.

1.30bjectives
The aim of this study was to evaluate the poteniidity of a thermal optimal approach
to irrigation scheduling, using BIOTIC irrigatiorclgeduling system as a basis, in
Australian cotton production systems, with par@cutmphasis on an Australian cotton

cultivar and large deficit irrigation systems. T¥pecific objectives were to:



(i

(ii)

(iii)

Define the thermal optima for one Australian cottaultivar, in order to

compare this cultivar with those grown and studirethe USA (Chapter 4).

Determine whether JTcan adequately detect plant stress. This was \zghie

through:

(a) Experiments conducted under surface drip (Chaptan® fixed soil water
deficit furrow irrigation (Chapter 6) in order tvaduate the effect of soil
water on plant growth and.;T

(b) Investigation of the ability of I to capture plant water stress in
comparison with soil and atmospheric environmeataiditions (Chapter
5 and 6).

(c) Determine the potential effect of plant adaptatbi to the wetting and

drying cycles of furrow irrigation (Chapter 6).

Determine if the thermal optimal approach to irtiga scheduling system can
be effectively used for irrigation scheduling inpdand large deficit furrow
irrigation systems. Particular reference was madéd temperature threshold
(Chapter 4), the stress time threshold (Chaptear®),any modifications to the
BIOTIC protocol that may be required to scheduligation in Australian drip

and deficit irrigation systems.



2. LITERATURE REVIEW

2.1Introduction

The complex effects of water supply on the phygimal and growth responses of cotton
(Gossypium hirsutuni.) are the result of xerophytic adaptations andradeterminate
growth pattern that modern cultivated cotton inteerifrom its wild ancestors. Generally,
an excess in water leads to rank growth, leadingedoiced boll set that can aggravate
peat and disease problems. Water stress adversatysahe production of flower buds,
reduces boll set, and can reduce lint yield by cedpboll size (Hearn, 1979). Ambient
temperature and soil water availability are twotleg most important drivers of cotton
growth and development. The cotton plant is morghamlly indeterminate, producing a
new node every two to four days depending on teatper and water availability. The
morphogenic relationship with temperature is désctiby the accumulation of degree
days over a base temperature of 12 °C, where anoele is produced every 40 degree
days provided other factors are not limiting (Heaand Constable, 1984). The
relationship between morphogenesis and water suppbotton is that once the crop
germinates, morphogenesis is unaffected by watgulgwntil approximately two-thirds
of available water has been depleted. At this poime production of squares ceases, and
if water supply is not replenished crop growth texetes and the set fruit is matured
(Hearn and Constable, 1984). Therefore, the ainmrigiation management of cotton in
temperate regions is to avoid the cessation of hagenic development to produce peak

yields, which are ultimately governed by temperatlimitations. However, in tropical



regions, the role of water supply ultimately affeatorphogenesis as temperature is no

longer a limitation in crop growth and development.

The negative effects of water and thermal stressrop yield are both cosmopolitan and
substantial, reducing yields in all cropping systeamd regions world-wide. Irrigation
scheduling has conventionally aimed to achieve agtimum water application,
maintaining soil water around field capacity to guwoe peak yields. However, in recent
years research has recognised the advantagesvidipgpa small degree of water stress,
reducing water use and optimising crop quality é€¥n2008). Irrigation water is
necessary to satisfy crop water requirements irh karid and semi arid regions.
Therefore, adequate methods of irrigation scheduéire required and are especially
important in the context of increasing competitlmetween end users of water resources

(Jones, 2004b).

The methods of irrigation scheduling can generbltydivided into three classes, soil
water based measurements, meteorologically cagmiletop demands and plant based
measurements of water stress. Direct measuremérntse plant’s water status would
appear to be superior to soil and meteorologicahous as the plant responds to both its
aerial and soil environments (Jones 2008; Wargtita. 2006). One method of assessing
crop water stress conditions is the use gtAat has been shown to reflect subtle changes
in physiological processes such as cell growth l@ndhemical reactions associated with

the damaging effects of super-optimal temperature.
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The measured canopy-air temperature differenti@)Cof a crop is in some way related
to plant water stress (Widmoser, 2010). The CTD fivasstudied by Ehrler (1973), who
found that CTD decreased after irrigation, reactangiinimum several days following
irrigation, and then increased as soil water bedagreasingly depleted. After showing a
linear relationship between CTD and vapour pressiefcit (VPD), Ehrler (1973)
concluded that CTD has potential for informinggdgaiion scheduling tools. Following the
findings of Ehrler (1973), theoretical researchriear out by Jacksoet al. (1981) and
experimental work by Idset al. (1981a) developed a crop water stress index (CWSI)
which is a measure of the relative transpiratide d a plant at the time of measurement
using a measure of plant temperature and the vgpessure deficit. As surface canopy
temperatures can be estimated by infrared thermgnmaany efforts have been made to
understand and formalise this relationship (Guiliehal, 2008; Wanjureaet al, 2006;
Jones, 1999; Alderfasi and Nielsen, 2001; Makaral, 2005; Gonzalez-Duget al,
2006; Qiuet al, 2009; Widmoser, 2010; Balo# al, 2008; Bakeet al, 2007; Coheret

al., 2005; Leinoneret al, 2006).

One of these methods, developed by Upchwethl. (1996), is the temperature-time-
humidity threshold system known as BIOTIC. The BIOTsystem views plants as
natural integrators of their environment, usingg$ an indicator of crop water stress. The
specific amount of time that a Df a given crop exceeds its species-specific aptim
temperature threshold (TT) determines the needrfigation scheduling (Mahaet al,
2000). The daily amount of time that a crop’sekceeds this threshold value directly

produces an irrigation signal, and thus controéssquence of irrigation events (Wanjura
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et al, 2006). The BIOTIC system results in the precis@intenance of a crop at a

controlled water status in precision applicatioigation systems.

This review aims to outline the physiological cansences of water and thermal stress,
as well as some of the contemporary irrigation daheg and delivery methods used by
the Australian cotton industry. This review outbnthe historic use and physiological
basis of using Jfor water stress detection, with a special focushe BIOTIC irrigation

scheduling system.

2.21Irrigation and irrigation scheduling
2.2.1 Irrigation delivery
(&) Furrow irrigation

Furrow irrigation is the dominant method of irriget delivery in Australian cotton
industry, accounting for 90% to 95% of all irrigdteotton (Purcell, 2006). Furrow
irrigation, where water is transferred from a hdadh to crop furrows via siphons, is one
of the most simple and ancient forms of irrigataelivery (Hanseret al, 1980). It can
achieve reasonable crop WUE; but is very varialld s limited. Furrow irrigation
involves a balance between field slope and lengéter infiltration rates, and the rate of
irrigation application for uniformity of applied wex in the profile and reduction of
drainage beyond the root zone (Hanstral, 1980). Due to the nature of the system
(inundation of furrows), waterlogging is common.rthermore, a greater amount of
water will be supplied to the upper end of thedfjehus increasing deep drainage beyond

the root zone in this region or depriving plantghet lower end of the field from a fully
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recharged root zone. A high rate of application amahg run time can result in excessive
runoff, whilst low rates of application results sfow water advance, cause poor water
distribution and deep drainage losses. Soil typésrogeneity and associated infiltration
rates both across and down the field will alsoaftbe efficiency of furrow irrigation.
Therefore, hard setting (crusting) soils can bélematic in furrow irrigation systems, as
soil slaking can result in bed deformation and gluing. Tail water losses, deep drainage,
evaporative and drainage losses from irrigatiomokés constitute the predominant water
losses from furrow irrigation systems. Furrow iatign, although inherently limited, is a
very reliable and flexible system that can be madatp achieve reasonable WUE.
Furthermore, such a system encourages deeper cobipg depths in order to utilise

water from the whole profile.

(b) Bankless channel irrigation
Bankless channel irrigation is not commonly usedtha Australian cotton industry,
however, it has received increased attention duesuccessful implementation on
properties in central Queensland as well as theriwhbidgee Irrigation Area (Grabham
and Williams, 2005). Bankless channel systems ased beds and a series of terraced
bays running laterally across the field gradienticlvh while irrigated separately, are
connected by a bankless channel. Each bay is tedghy backing-up water behind a
closed gate in the bankless channel, causing watgill into the adjacent bay. Once the
bay has been sufficiently inundated, the gate énldhnkless channel is opened allowing
both supply water from the channel and drainagemfadm the bay to flow into the next

bay in the series. This process is repeated ultibays are irrigated. The bankless
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channel delivers the water to the bay, distributeser across the inlet width of the bay
and also acts as a drain for the bakis irrigation system’s major advantages are its
labour savings, simplicity, increased ability taifiate drainage following irrigation and
rainfall and improved timeliness of operations (@ram and Williams, 2005; Grabham
et al, 2009). This system is however limited in thaelddl surface inundation irrigation
techniques, there is a distinct possibility for aonform depths of water infiltration, and
due to the nature of the system there is also silpbty for non-uniform distribution of
water flow into furrows (Grabharat al, 2009). Furthermore, bankless channel irrigated
fields tend to suffer from increased compactiomdaong water infiltration rates and thus
increasing the potential for waterlogging. Thisreased compaction is thought to be
responsible for the reduction in water used (~011Wd") as well as a slower maturing

and lower yielding crop (Hood and Carrigan, 2006).

(c) Dripirrigation
Drip irrigation has developed rapidly since thelyeda®60s with the advent of the modern
plastics industry, and represents 5% of the tot@ated area in the United States (Ayars
et al, 1999). Drip irrigation is one of the most efficteapplication methods of irrigation
water. Currently, the use of drip irrigation sysgem limited in the Australian cotton
industry and broadacre irrigated cropping as a whdlowever internationally in
countries such as the USA and lIsrael, drip irrathas been successfully implemented
in cotton and other row crops (Rourke, 2004). Dmiggation systems consist of lines of
drip tape that run along the length of each furreither on the surface or sub-surface.

Water is pumped into the system and supplied toctbp from emitters spaced at the
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desired interval along the drip tape. This creaesetted zone in a three dimensional
‘tear-drop’ shape, where the root zone is simubbaisy exposed to both wet and dry soll
conditions. This can discourage the production exyloration of roots throughout the
full extent of the soil profile. This can result implications regarding to water and
nutrient uptake from the whole profile, limited tow patterns which has associated

implications for plant support.

The main disadvantage of drip irrigation systemsthe cost of drip tape and its
installation. However, drip irrigation may play@e in satisfying the demands associated
with increased pressures of growers to increase \&ftutEmaximise production (Rourke,
2004). Historically, irrigation scheduling in driprigation systems has proved to be
slightly more difficult than other irrigation dekvy methods (Hanseet al, 1980).
Furthermore, once installed, the surface or sufaserdrip tape can limit agronomic
practices such as cultivation and deep ripping.réfioee most drip irrigation occurs on
permanent plantings such as trees and vines waittelil field crop application (Ayarst

al., 1999). This difficulty is partially alleviated rbugh the use of sub-surface drip
irrigation. Although burying the tubing adds adaital initial cost to the system, it
eliminates the need to install and remove tubinth@tbeginning and end of each growing
season. Root intrusion, distribution uniformitybittg damage from equipment and
burrowing animals are all concerns with the operabf drip irrigation systems, this is
especially important in sub-surface drip irrigatias the system is underground and no

longer in view.
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Drip irrigation can substantially improve WUE bymmizing evaporative loss of water
and maximizing capture of in-season rainfall by slod profile (Bhattaraet al, 2008).
Drip irrigation is advantageous as precise amoahtgater can be applied directly to the
root zone at almost any irrigation frequency. Thés great potential to improve water
management for crop yield and quality optimisatiorgking drip irrigation one of the
most water use efficient irrigation application heds. Furthermore, due to the nature of
the system, less water and nutrients are lost ¢firodeep percolation, total water
requirements are reduced, evaporation and deepageilosses are minimal, rainfall is
captured and used more effectively and it is ldsdyl to create waterlogged conditions
as plant roots are exposed to both dry air-filledl and wetted air-reduced soil. Despite
this, hypoxia of the rhizosphere can be createdh Ispstained wetting front, which is
detrimental to effective plant functioning. Oxygéoa of irrigation water, particularly in
soil with high clay contents, can help ameliordte éffects of this wetted zone in drip
irrigated crops, allowing drip irrigation systenesédchieve their full benefit (Bhattarat
al., 2008; Bhattaraiet al, 2006). It also provides a simple and precise otetbf
fertilisation and insect management, through fatian of soluble nutrients and
application of systemic insecticides. Cotton liiglgs and net profits, as well as WUE,
have been improved using drip irrigation (Ayatsal, 1998; Smithet al, 1991; Collins,

2004; Hodgsoret al, 1990; Radiret al, 1992).

(d) Centre pivot and lateral moveirrigation
Centre pivot and lateral move irrigation are forofsoverhead or sprinkler irrigation.

They consist of several segments of pipe joineéttogr and mounted on wheeled towers
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with sprinklers positioned along its length (Hans¢ral, 1980). Centre pivots move in a
circular pattern and are fed with water from theopipoint at the centre of the circle.
Lateral move irrigation systems move in a straifjne and water is supplied by an
irrigation channel positioned either at one sidenmodway across the field width and
running the length of the field. The motor and pueguipment is mounted on a cart
adjacent to the supply channel and travels withrtitaehine. Centre pivot and lateral
move machines are becoming more appealing to geoagtheir benefits become more
widely understood. These benefits include morecieffit application of water, the
possibility of variable application regimes, reddig®il movements and no need for head
ditches and tail drains, which have advantagesnfachinery access (Collins, 2004).
However, there are potential problems for irrigatimiformity (especially in regard to
runoff), evaporation losses from sprinkler droplatsl soil surface crusting (as sprinkler
droplets can cause dispersion of soils). Furtheemions very difficult to replenish soil
water once critical levels are reached, and duéhéotechnical nature of the system
machinery can be problematic (Collins, 2004). Rathan spraying water into the air at
moderate to high pressures, low energy precisighicgiion (LEPA) systems distribute
water directly to the furrow at very low pressubgough drop tubes and controlled
emitters, reducing water losses from droplet evapmm. LEPA is best used in
conjunction with micro-damming land preparationsjch also increase rainfall capture
and minimise runoff. Significant savings in bothteraand energy resources can be made

with LEPA systems (Lyle and Bordovsky, 1981; Cdli2004).
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2.2.2 Irrigation scheduling
In arid and semi arid regions, where water fogation of crops is vital for complete or
partial substitution of crop water requirementgqite methods of irrigation scheduling
are necessary to improve WUE. This is especiallyortant in the context of increasing
competition between the environment and the variend users of water resources
(Jones, 2004b). There have been numerous reviewsh@nmethods of irrigation
scheduling, which in general divide scheduling megbes into four categories, soil based
water measurements such as neutron attenuatiocagaditance probes (Dane and Topp,
2002; Hansewt al, 1980; Smith and Mullins, 2001), water balancewaltions based on
meteorological data (Alleret al, 1998), plant based scheduling from on-the-ground
(Jones, 2004b) or remotely sensed data (BastiaaasgeBos, 1999), and a combination
of several of the above. In theory, direct measergmof the plant's water status would
appear to be superior to soil and meteorologicdhous as the plant responds to both its
aerial and soil environments (Jones, 2008; Wargtiral, 2006). These methods include
visual observation and scoring of plants for leallimg and tissue wilting and the
measurement of parameters such as leaf, stemrdrvpdder potentials (Scholandetral,
1965), leaf relative water content (Longenecker dmnerly, 1969), leaf diffusion
porometry (Kanemasat al, 1969) and gas exchange rates. However, such detre
either ineffective in early stress detection oreioonsuming and require numerous

measurements in order to characterise a field emdésis of single leaf or plant.

Two irrigation scheduling strategies of interest partial root zone drying (PRD) and

regulated deficit irrigation (RDI). The PRD is arnigation strategy that aims to maintain
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plant water status and create favourable physicébgiesponse due to biochemical
signalling (Bravdo, 2005). It uses alternate wettand drying of sections of the root
zone, attempting to maintain water availability gridnt water status, whilst elevating
biochemical signalling, such as increased abseisid (ABA) levels and alkalisation of
sap pH. These biochemical signals result in a @serén vegetative growth and stomatal
conductance, which leads to improved crop WUE (Boa\2005). The RDI is another
irrigation scheduling technique that aims to redtloe water availability through the
plant root zone. It aims to increase crop WUE byntaéning plant water status within a
limit of deficit, thus limiting vegetative vigouKfeidemann and Goodwin, 2003). The
key differences between PRD and RDI are that RBsdmt maintain plant water status,
and RDI is characterised by an absence (or atiedsttion) of biochemical signalling in
comparison to PRD. There is an ongoing debate agh&iher PRD can be effectively
implemented in commercial field situations and \keetthe WUE benefits of PRD are
actually due to PRD or a form of RDI (White and igi2009). Both PRD and RDI are
commonly used in high value, perennial crops sushgeapevines and fruit trees;
however, interest is beginning to emerge in thesmhggical response of cotton to these

root zone water gradients (White and Raine, 2009).

2.3Water and temperature relations of cotton
Water and temperature relations of cotton are oftieoussed in terms of stress levels
above and below a species-specific optimal rangthd agronomic context stress can be
defined as a deficit that leads to a reductiorhn économic return of the crop through

physical reductions in yield or reductions in yigldality. However, stress can also be
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defined in a physiological context, where the irtthrc of stress is seen as when a
particular physiological process is affected, oolegical context, where survival within

or between generations is important.

Cotton is indeterminate and produces a new maim stede every two to three days.
Squares are produced on lateral fruiting brancivesyefive to seven days. Node and
square initiation continue as long as environmeodalditions are favourable, thus their
number increases exponentially throughout the seaBloe demand for carbohydrates
and N, which are ultimately limiting, also place®vitable restraints on production
(Hearn, 1979). This internal competition for as&iteis allows the number of bolls to
influence the rate of square production. If a nurmddeyoung bolls and squares are shed,
the production of squares increases, allowing Hierlint yield potential to compensate.
Thus, crops can potentially yield the same throsgyeral development routes, where the

time taken may be limited by water supply or terapae (Hearn, 1979).

Water stress is one of the most common types ot glaess and is often associated with
deficit soil water and during periods of high inaate and heat (Cothren, 1999). The
area of cotton under water-limited conditions isinested to be around 47% (Hearn,
1994). The agronomic effects of water stress itoooinclude reduced biomass, loss of
fruit and decreased lint quality. The physiologiedfects of water supply are well
recognised and have significant effects on the tiaken for a crop to reach maturity.
Excess water leads to rank growth, increasing teegbence of pests and disease, while

water deficits affect the production of squared) betting and can further reduce lint
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yield by reducing boll size. Despite the associgibysiological effects of water stress,
cotton may be considered a drought-tolerant plattt w tissue water potential (Turner,
1979). This is observed through the fact that umlgland farming conditions leaf water
potential can be reduced to as low as -4.0 MPabah nwhile profitable levels of lint

yield are still obtained in the face of reduced toBgnthesis and growth due to water

deficit (Moresheet al, 1979).

Ambient temperature is considered to be the prindnyer for cotton growth and
development (Hodgest al, 1993). Outside the tropics, temperature limies ¢hopping
cycle, where sub-optimal temperatures govern pignand crop maturation (Hearn,
1994). Although the detrimental effects of sub anpra-optimal diurnal temperatures on
various physiological processes impacting cropdyagke complex, low temperature stress
is characterised by reduced growth and developmees. High temperature stress is
characterised by reduced growth and carbon assiomjaeduced boll development and
increased fruit shedding (especially during flowgriwhich is most sensitive to
temperature stress), in both field and glasshouseirg cotton (Cottee, 2009). These
impacts result in reduced yields, where high tempees (> 35 °C) have a strong
negative correlation with crop yield, with lint Yis decreasing by 110 kg h#or each 1

°C increase in maximum day temperature (Siegéal, 2007).
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2.3.1 Water stress
(a)Wild cotton and water deficits

The cotton genug3ossypiunis characterised by xerophytic, perennial shiadygaining
some 50 species, of which only four are cultivai@eblorai et al, 1983). The genus is
pan-tropical; however, individual species have tedi distributions and are of relict
status with little genetic diversity, suggestingatient and declining genus (Hearn and
Constable, 1984). The wild species of cotton odggd from arid and semi arid regions
of the tropics and sub tropics and were the soafcgermplasm for the modern, high
yielding, cultivated species. Therefore, when désaug the water relations of modern
cotton genotypes, it is essential to discuss tResgphytic origins as sources of drought

tolerance and the consequential water relatiom®tbdn (Hearn, 1994; Rast al, 1974).

Drought survival in wild cotton species is achiewadough three broad non exclusive
strategies. The first group has lifecycles adaptedegetative growth when water is
abundant, deferring fruiting until the start of tthey season, followed by dormancy until
the wet season (Hearn, 1994). The second groupsgoogierentially in dry stream beds
where ample water would only be available durirapd events of the rainy season, but
where long periods of drought also occur (Ratyal, 1974). As soon as the water
recharges the root zone, development and growthrec@s the stored soil water is
depleted, morphogenesis stops and existing fraitratured. The plant becomes dormant
aging until the next flood event where the nextleyaf morphogenesis is commenced
and seed is dispersed (Hearn, 1994). The thirdipgng displays morphological

adaptations such as compact habits and leaf steutiuminimise water loss, however, in
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these species vegetative and reproductive growthirecsimultaneously (Hearn, 1994).
These species commonly inhabit regions with a higheter potential than the second
group that are adapted to extreme fluctuations atewpotential. In its natural habitat,
wild cotton species produce vegetative growth anwlet summer season and mature their
fruit in the dry winter. However, in contrast culited cotton, grown under dry summer
conditions, adapts to atmospheric and soil watéicitke which can be detrimental to

crop yield (Bieloraiet al, 1983).

The drought adaptation strategies of wild cottom tarsome extent exhibited in modern
cultivars and influence some of the general cherestics of the commercial cotton crop
and its water relations. Cotton root systems atensive and penetrate to relatively large
depths. Fruiting periods can be flexible and arelumeted by both the environment and
genetic factors and leaves and fruit can be shegsponse to water relations and the
broader environment. Leaves and fruit are absamxdonly during water deficits, but
also under waterlogged and excessive water conditiburing waterlogging, the plant
abscises floral buds and immature fruit (Conatyal, 2008), whilst during luxurious
water conditions vegetative growth dominates repctide growth until water becomes

limiting and fruiting is reinitiated (Hearn, 1994).

(b) Morphological and lint yield traits
(i) Seedling and root growth
Water is imbibed by the seed due to a gradient atewpotential between the seed

exterior and the potential of the seed (Bielatil, 1983). The rate is not affected by
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soil water potentials between -0.03 MPa and -1.&MRd occurs within 36 to 48 hours
(Hearn and Constable, 1984; Wanjura and Buxton2)195oil aeration, temperature (>
18 °C) and water all play important roles in geration and early growth and must all be
sufficient for germination and emergence. Cottofi mot develop a radicle in dry soil,

where radicle production is inhibited in partialtpbibed seed until higher seed water
potentials are reached. The rate of radicle anad¢ofyl elongation is temperature and
soil water potential dependent, with emergence wicay in 5 days at soil water

potentials of -0.03 MPa, 7 d at -0.3 MPa and norgeme at -1.0 MPa (Wanjura and

Buxton, 1972).

Cotton has a taproot that can reach depths of B depending on the soil type, soil
bulk density and soil water content (Hearn and @ins, 1984). The range of root
growth rate is usually 8 mm™dto 90 mm & (Hearn and Constable, 1984); however,
under favourable conditions this can be increasetD® mm & to 150 mm & (Bielorai

et al, 1983). At optimum soil temperatures and osmotiteptials of -0.08, -0.66 and -
1.24 MPa, maximum root elongation averaged 3.3,ah® 0.8 mm 1 (Gerard, 1971).
During water deficits leaf growth is reduced astpblgnthates are translocated primarily
to the roots. This highlights the preference oft mry matter accumulation to that of leaf
dry matter under soil water deficits (Bieloetial, 1983). However, a large boll load may
result in reductions in root growth as bolls amdsger carbohydrate sinks than roots.
This is seen through the inhibition of root growtinough competition for sugar and N
from developing bolls (Bieloragt al, 1983). The depletion of water in the upper soil

profile can lead to proliferation of roots at gexatlepths resulting in increased extraction
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of water. However, if water resources are not kahitn the upper portion of the upper
soil profile, root proliferation at greater deptissreduced (Bieloraet al, 1983; Hearn

and Constable, 1984).

(i) Vegetative growth

The growth and expansion of leaves only occurs whearnal water balance is
favourable, such conditions usually correspond &siogs of high water potential
(Bielorai et al, 1983; Boyer, 1968). The initial response of cotto soil water deficits is
vegetative, where a reduction in leaf expansiohibition of growth rate and reductions
in height, LAl and the number of fruiting branch@scurs. Under glasshouse conditions,
height, leaf area and fresh weight of cotton seegdliwas inhibited at plant water
potential > -0.8 MPa (Bieloraet al, 1983). The growth of stems decreases with time
following an irrigation event; however, soil watéeficits can affect leaf growth more
than stem growth, partly due to the influence ofawaelations on cell turgor (Cutler and

Rains, 1977).

Despite the effect of water stress on leaf gronghpvery from mild and moderate water
stress events is rapid; however, prolonged watesstcan have permanent damaging
effects. Bielorai and Hopmans (1975) found thalofeing prolonged periods of water
deficit, the leaf area in water stressed cotton W&% less than those that were fully
irrigated, furthermore this reduction in leaf adéd not recover fully after irrigation. Leaf
abscission increases linearly‘#isdecreases from -1.0 MPa to -2.4 MPa and depends on

leaf age. Mature leaves abscised after relativelg mater stress events and juvenile
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leaves did not abscise even after severe wateciefSignificant leaf abscission only
occurs once predawn leaf water potentials are |divan -0.8 MPa (McMichaett al,

1972).

(iif) Flower production and boll setting
The production of flowers and their developmenb imtature bolls is influenced by soil
water availability as well as other environmenttbrs. Furthermore, it should also be
highlighted that the reduction in vegetative growtider water deficits has lasting effects
for reproductive growth in the form of a reductiorthe total number of fruiting sites due
to reduced vegetative growth and smaller plantkis 1 observed through the negative
relationship between the number of squares andasdér, and a corresponding positive
relationship between the number of squares and pkight (Bruce and &nkens, 1965).
The development of the flower depends on vegetagioeth, where new flowering sites
are formed through the formation of additional msi@m and branch nodes, which is
primarily thermal dependent. Shortly after floraitiation, the rate of flower opening
exceeds leaf formation (crop cutout), resultindlanvers opening closer to the stem apex
(Bielorai et al, 1983), closer to the most productive sites ofbear assimilation.
Therefore, as soil water deficits reduce vegetagirmvth, the number of flowering and
fruiting sites is also affected through competition carbon assimilates (Grimes al,

1970).

The importance of water relations on cotton proiducts emphasised by the reduction in

the number of bolls, which is affected by watees$rduring the early flowering phase of
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plant growth. Irrigation prior to flowering prevensoil water stress and results in a
higher cotton seed yield of higher lint quality éRiraiet al, 1983). Water deficits during
floral initiation considerably reduce lint yieldpwever, during peak flowering the effect
is less pronounced. This is because soil watesstiea particular time is associated with
a reduction in the number of flowers 20 to 30 @dgShimshi and Marani, 1971). Thus
soil water deficits during early flowering resutt a reduction in flowers, and hence
potential bolls, during peak flowering, corresporglio a reduction in bolls during the
peak boll setting stage. However, Gringsl. (1970) reported that a severe plant water
deficit during peak flowering reduced lint yield meosignificantly than an equivalent
water deficit earlier and later in the floweringripe. This result is due to the fact that
water stress during the early flowering period Itesuin increased square shedding,

whereas later water deficits reduced floweringgated boll retention.

Floral buds, or squares, and their growth are kiglflected by water stress, where the
rate of square initiation is associated with sadgtev (Bieloraiet al, 1983). Using soil

water as a surrogate for plant water status, BamceRdmkens (1965) found that the rate
of initiation of squares was associated with a s@ter tension of -0.03 MPa for four
weeks following the first flower developing and arcrease in tension to -0.38 MPa
increased the abscission of squares. From five svpedr to the development of the first

flower, a soil water tension of -0.07 MPa increaexlabscission of squares.
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(iv) Boll and fibre development
Boll and fibre development is generally observedeas sensitive to water deficits than
vegetative growth (Grimes and EI-Zik, 1990). Stockét al. (1961) showed that water
stress in cotton resulted in the shedding of sguamne bolls. In addition, if water stress is
absent during early square production, a subsediezds will increase the shedding of
bolls and squares. This is due to a reduction iotg8ynthetic rates and the associated
increase in competition for the now limited carbdtates under water stress (Grinegs
al., 1970). However, boll growth is maintained duringter stress for longer than
vegetative growth. This is because bolls have festemata than leaves and therefore
lose water less rapidly, maintaining a higher watetential and thus have a greater
potential for growth under water stress (Hearn @odstable, 1984). Like leaf abscission,
boll abscission increases linearly wih between -1.0 MPa and -2.4 MPa where young
bolls were most sensitive to water stress, butelibat were 14 d or older were retained
even after exposure to severe water deficits (Mblsiet et al, 1972). However, boll
growth is not affected unti¥| reaches -2.7 MPa to -2.8 MPa (Hearn and Constable,
1984). The abscission of bolls is not only causgavhter stress but also the number of
bolls set per day and the resultant competition darbohydrates. Vegetative and
reproductive tissues compete for carbohydratescenaniarge number of bolls creates a
carbon sink, reducing overall carbohydrate levelgmulating a high level of boll

abortion (Saleem and Buxton, 1976).

Water stress also alters the time taken for atbakach maturity. Water deficits result in

the hastening of maturity, whilst excessive soitexaends to slow maturity (Hearn,
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1994; Hearn, 1979; Marani and Amirav, 1971b; Maamd Amirav, 1971a). This occurs
as a result of the inherent plant water relatiorsd within commercial cotton cultivars
derived from its wild xerophytic ancestors. As aulg when two thirds of the soil water
is used, vegetative growth ceases, boll setting squhre production cease and the
retained bolls mature. Boll setting and square pectdn can resume, if conditions are

favourable, when mature bolls open, leading tocamse fruiting flush (Hearn, 1979).

Soil water deficits also alter the rate of supplypbytohormones to the abscission zone
(Eaton, 1955). Observed changes in the concenisatb auxin and ethylene, which are
known to induce abscission rates of leaves ands,bblive been correlated with water
stress (McMichaekt al, 1972). Therefore, the final retention rate amd {ield of a
cotton crop is a function of the balance betweegetetive growth and reproductive

growth, boll set, abscission affects and the sizbe@mature bolls.

(v) Levels of water stress and cotton production

Cotton requires some mild water stress for maxinintproduction. Cotton maintained
atV¥, of -1.5 MPa to -2.0 MPa maximises the settingafsband hence the upper limit of
production is limited by boll load and the sufficigoroduction of carbohydrates. This is
because vegetative growth is curbed but boll groavtth photosynthesis are unaffected.
This maximises the amount of surplus assimilatesb@l production and is hence the
most agronomically viable option. It is importantitave some minor water stress on the
crop as minimal stress (> 1.5 MPg sees an increase in vegetative growth with resluce

surplus assimilates decreasing boll carrying capaSiuch minimal stress leads to rank
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growth and its associated problems such as exedgdarge and vegetative plants, boll

rot, delayed production and insect damage.

Plants under moderate stred 6f -2.0 MPa to -2.5 MPa) are primarily affected by
reduced square production. Boll production andrgets slightly affected due to reduced
excess assimilates and carrying capacity. Lindywall be reduced if there is insufficient
time to the end of the season for the plants topamsate for reduced square production.
Severe water stres¥|(< -2.5 MPa) prevents square production and greatlyces boll

production.

(c) Physiological traits
(i) Leaf water potential

Leaf water potential is the measurement of the inegjaydrostatic pressure of a leaf and
was developed by Scholandatral. (1965). Soil water potential declines with soiltera
availability, which in turn influences the waterteotial of aerial plant parts. Therefore,
measurement o¥| may be indicative of soil and canopy water coodsi, particularly
when taken during the pre-dawn period when soilewas more likely to be in
equilibrium with canopy moisture potential (Ritchi#981). However¥, can also be
measured during solar noon as variation in incidetar irradiance is reduced aHtl
becomes a product of soil water availability, eammental conditions driving
evaporative demand (air temperature, wind speedhanddity) and the subsequent leaf
stomatal aperture (Loveyt al, 2005). Using¥, as a means of detecting physiological

stress is limited, a¥) is not a direct measurement of plant water spbgsiology. There
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is doubt as to the physiological significance¥f(Passioura, 1988; Hearn, 1994), as
correlations betweel, and stomatal conductance, photosynthesis and grate have
not been proven as cause and effect. Turgor wagkitdo be a controlling mechanism
for stomatal conductance and cell expansion, howevielence suggests that reductions
in leaf growth rate and stomatal conductance odmfore detectable changes ‘f
(Hearn, 1994). Rather, root to shoot signallingrésponse to drying soils results in
changes in?,. Despite thisW¥, is important because, although turgor can be ddden

by root signalling, it powers cell expansion (Heait®994). Furthermorey, is a well
established method for the assessment of plant statels and, agronomic guidelines for
the interpretation o¥, values have been developed. However, since theureraent of
Y is relatively slow and it varies spatially, mulépmeasurements are often necessary to

reduce error, especially in variable soil waterdibans.

(i) Gas exchange

Gas exchange measurements have been used to yuantif detect water stress.
Generally, transpiration rates proceed at a maxiraocording to environmental demand
until ~ 0.3 to 0.4 of the fraction of transpirablater is remaining (Ragt al, 2002;
Ritchie, 1981). At this point plant growth (Heal®79) and gas exchange (Ritchie, 1981;
Ray et al, 2002; Sinclair, 2005; Sinclair and Ludlow, 19&8&cline until the remainder
of transpirable water is used or soil water is ea@hed. A linear decline in
photosynthesis has been observed in cottol &elow -2.0 MPa (Karamet al, 1980;
Ackersonet al, 1977; Sung and Krieg, 1979; Hearn and Consta8ig4). Gas exchange

is less responsive than cell expansion and momgonssve than boll growth to water
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deficits (Hearn and Constable, 1984). Medragtoal. (2002) showed that drought
regulation of parameters related to photosynthesiee more dependent on stomatal
conductance than measured leaf water status ehagter content o¥). They showed
that the relationship between stomatal responsewatdr stress is similar in different
plant species, and concluded that during watesstecenditions, the down regulation of
photosynthetic processes depended more oxndv@ilability in the mesophyll (stomatal
conductance) than leaf water status. Baletr al. (2007) showed that stomatal
conductance is more sensitive than carbon assiaml&d the onset of soil water deficits.

However, when water stress becomes more severercagsimilation is rapidly reduced.

Despite this, it is well established that cell exgian rates are more sensitive to water
stress than stomatal conductance (Ritchie, 198arHd979; Jordan, 1986). However, it
is generally accepted that gas exchange ratesnaaglequate indicator of the degree of
water stress as changes in leaf level gas exchiamgediately follow cell expansion rate
reductions under water stress (Baletral, 2007; Hearn, 1994). However, it must be
highlighted that any process dependent on cell®sipa, such as increase in leaf area or
plant height, would be more sensitive to watersstan gas exchange (Puech-Suanzes
et al, 1989; Turneet al, 1986). There are several routes that resulhiryleld reduction

in response to water deficits, where the most sgagsioutes (cell expansion, leaf growth
rate, LAl expansion, light interception and cangbywtosynthesis) are first affected, and
in some circumstances without affecting the phattdsstic rate of a single leaf (Hearn,
1994). This is because there are two paths assdciatith reductions in leaf

photosynthetic rates: stomatal control and non-ataheffects (Hearn, 1994).
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Although the effects of water stress on photosyith@nd gas exchange have been
extensively studied (Boyer, 1982) there has beemesaonflict surrounding the
interpretation of changes in gas exchange ratagimally, studies were polarised with
some research attributing stomatal closure as ¢h@réhnt reason for declines in carbon
assimilation (Hall and Hoffman, 1976; Sharkey aneker8ann, 1989), whilst others
ascribed these reductions to non-stomatal effd8ty/dr, 1971; von Caemmerer and
Farquhar, 1981; Gimenezt al, 1992; Krieg and Hutmacher, 1986). Krieg (1986gcti
six papers where stomatal closure in cotton indumgdsoil water deficits resulted in
reductions in gas exchange. However, Ephetttal. (1990) and Radiret al. (1992)
confirmed that stomata can remain open under saiémdeficit conditions resulting in
zero leaf turgor and reduced photosynthesis. Pligsaesearch has identified both
stomatal and non-stomatal limitations to photosghtivates (Dwet al, 1996; Martin and
Ruiztorres, 1992; Wiset al, 1990; Shangguaet al, 1999) where non-stomatal effects
are generally considered more prevalent in longrter increasingly extreme water
deficits or hot arid environmental conditions (Pawik et al, 1999; Flexas and Medrano,
2002; Hearn, 1994). The potential non-stomatal tatrons to photosynthesis include
inhibition of CQ, uptake as a result of conformational changes m tylakoid
membrane, reduced carboxylation efficiency throudgactivation of Calvin cycle
enzymes and an increase in photorespiration duee#d stress (Sailsbury and Ross,
1992). Furthermore, interactions between plant looes, such as abscisic acid (ABA),
and regulation of stomatal aperture have added noomaplexity to the debate
surrounding the mechanisms of stomatal conductdhég.also important to note other

limitations in the use of gas exchange and photbsyic rates as indicators of water

33



stress. Photosynthetic rates are not exclusivectd by water stress and can differ
among genotypes (Constable, 1981) and be affectedther abiotic stresses such as
nutritional factors, temperature stress, the amafigghotosynthetically active radiation

(Sailsbury and Ross, 1992), as well as physiolégiod plant factors such as leaf age,
leaf position, sink effects and mutual shading (€able, 1981; Constable and Rawson,

1980).

The response of transpiration to the drying ofss@lwell documented and, is relatively
stable according to environmental demand and @paties (Sadras and Milroy, 1996;
Weiszet al, 1994). This response is generally suitable forewatress detection and is
characterised by the maintenance of a constantspgnmation rate under certain
environmental conditions, until a threshold soiltg&acontent is reached (usually about
0.3 to 0.4 of transpirable soil water content). eAfthis point transpiration rate is
decreased linearly (Sadras and Milroy, 1996; Wetsal, 1994; Rayet al, 2002). This is
because as the soil dries, the corresponding rieduat soil hydraulic conductivity limits
the transport of water to plant roots, which mesiult in a reduction in transpiration or
the plant will desiccate. Hence, plant stomatactyeed when water supply cannot match
transpiration rates under uninhibited stomatal cotehce (Rayet al, 2002). This
reduction in transpiration theoretically leads toise in leaf temperature as incoming
radiant energy can no longer be dissipated by pieatgon, and the latent heat flux of the

leaf is reduced and sensible heating of the lesties
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(d) Water stress and adaptation
Under rainfall limited conditions, dryland and palty irrigated crops must be able to
avoid, tolerate or adapt to soil water deficit ctiods. Adaptive mechanisms in relation
to drought resistance include:

1. Drought escape- the ability of a plant to compl&ddifecycle before serious soill
and plant water deficits occur. This includes rgpienological development and
developmental plasticity;

2. Drought tolerance with high tissue water poterntidise ability of a plant to
endure periods of significant water stress whilenta@ing high tissue water
potential. This includes the maintenance of turgorough continued root
development and water uptake, the reduction of whtes through reduced
vegetative growth (leaf area), the increase in atamand cuticular resistance,
increased shedding of solar irradiance by leafing|l leaf movement and
increased reflection, and osmotic adjustment; and

3. Drought tolerance with low tissue water potentigite ability of a plant to endure
periods of significant water stress and low tisswater potentials, for example,
protoplasmic tolerance.

This review will further discuss the dehydrationsgmnement adaptive responses to
water stress of osmotic adjustment, stomatal resgoand photosynthesis and gas

exchange.
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() Osmotic adjustment

Following studies by Hsiao (1973) and Turner ande3o(1980) proposed the use of the
term osmotic adjustment for the accumulation of selutes and increase in osmotic
pressure in plants. It is important to note théedénce between osmotic adjustment and
osmoregulation, where osmoregulation is the passiwecentration of solutes as a
consequence of decreasing water content of cellajmonly occurring in algal calls and
microorganisms (Turner, 1986). Furthermore, theelomg of osmotic potential alone is
insufficient evidence of osmotic adjustment as erefese in the water content of a cell
will cause a passive increase in cellular soluteceatrations and an increase in elasticity
at constant water potential will lower osmotic pdtal without increasing cell solute
concentrations (Turnest al, 1978). Osmotic adjustment is an adaptive mechaiinst
maintains positive turgor pressure at low values¥pfin response to water deficits
(Grimes and EI-Zik, 1990). This provides a degréecantinued growth under water
stressed conditions, where as much as 1 MPa adjustof osmotic potential for whole
cotton leaves is commonly reported (Broemal, 1976). Adaptive mechanisms include
osmotic adjustment (the accumulation of cell saytemall cell size (where more cell
walls per unit of volume exist), and greater cedllivelasticity. Turgor maintenance in
cotton is due to both the accumulation of sugaid malate as well as high cell-wall
elasticity (Cutleret al, 1977), as well as solely solute accumulationv@gia, 1982).
Different cotton cultivars have differing abilitidg® osmotically adjust. Karamet al.
(1980) found that under severe water stress sugar-@enotypes consistently had the
lowest level of osmoregulation, which resulted4in-0.2 MPa to -0.3 MPa higher than

normal leaf genotypes. Osmotic adjustment is camed to have a wide range of
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physiological effects including maintenance of satah conductance and photosynthesis
at lower W;; however, osmotic adjustment does not always confaintenance of
photosynthesis under at loW, (Turner, 1986)Osmotic adjustment can also maintain
root growth at higher soil water potential and naetbal impediments, where plants that
undergo osmotic adjustment have been shown to\aligher crop yield under stress,
which are associated with larger root densities amdler extraction (Turner, 1986).
Another advantage of osmotic adjustment is theyaeldeaf rolling and leaf death by

maintenance o¥,.

(i) Stomatal and gas exchange response
Stomatal closure provides a mechanism for the temuof water loss. The response of
stomata toW, is well established and has been extensively etudiTurner, 1986).
Osmotic adjustment of cotton leaves in responssoib water deficits, results in the
differential sensitivity of stomata for plants wiind without previous water stress
conditioning. Thoma®t al. (1976) showed that stomata from field grown cotptemts
preconditioned to water stress remained opé#, 2.8 MPa) lower than those required
to close stomata of well-watered plantg, (1.8 MPa). Brownet al. (1976) observed

similar results in growth chamber grown cotton.

Stomatal resistance on the adaxial surface of mdttaves is greater than that of the
abaxial surface, partly because of the higher staintkensity for the abaxial epidermis
(McMichael and Hesketh, 1982). However, the stonatated on the adaxial surface of

the leaf have a greater sensitivity to loweringHpfand have a reduced response to water
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stress conditioning (Grimes and El-Zik, 1990). Broet al. (1976) found the osmotic
potential of abaxial guard cells to be 0.7 MPa lo#wan those of the adaxial surface of
the leaf. Differentials in stomatal sensitivity aabso observed between young and old
leaves, where Jordaat al. (1975) observed stomatal closure, independentrafiiance
effects, of older leaves before younger leaves. Dowstatus has also been reported to
change osmoregulation, where stomatal closure Wwasreed at highe#, under low N
conditions and plants that deplete their N supptpughout the season lose their ability
to osmoregulate (Grimes and EI-Zik, 1990). Thisgass a physiological response to
increase WUE under N and water limited conditiohke ¥, that result in stomatal
closure is dynamic, being different at contrasie&f positions in the canopy, upper and

lower leaf surfaces, and water and N stress hesori

As water stress develops, photosynthesis is redfroed its maximum rate of 40 to 45
umol (CQy) m? s*. For non-osmotically adjusted plants, a reduciio¥, is accompanied
by a reduction of transpiration, which is undemsatal control. However, in osmotically
adjusted plants (which have prior exposure to wsttesss conditions) photosynthesis still
declines linearly withW,, but diffusive resistance may remain low over thage of
decliningW¥, (Grimes and EI-Zik, 1990). This supports the tgehiat photosynthesis is

under both stomatal and non-stomatal control.

2.3.2 Temperature stress
Both extreme low and high ambient temperaturesargnely observed in many cotton-

producing regions. These sub-optimal place limitations on cotton production due to
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associated morphological, yield, physiological d&mochemical temperature constraints.
Low T, is often observed in thermally marginal areas wleeops may experience lower
than optimal temperatures during the start ancetiteof the season due to short cropping
seasons. High Jlis often observed in hotter growing climates dgrimid-season heat-
waves. It is also important to note that all assest of high and low temperatures must

be relative to a standard.

(&) Morphological and lint yield traits
(i) Seedling and root growth

The base soil temperatureg(Tlower limit) for seed germination is 12 °C anor f
seedling growth it is ~ 15.5 °C (Sing#t al, 2007). Similarly, Wanjura and Buxton
(1972) found the temperature limits for germinatiwere 14.4 °C and 41.9 °C with a
optimum of 34.4 °C. Burke (2001) found that wheadimg temperatures exceeded this
optimal range, acquired thermotolerance systemse wieduced, with maximum
protection levels reached at 37.7 °C to 40 °C. H@neat higher plant temperatures, the

protection gained from acquired thermotolerancédigpleclined.

The optimal range of day/ night, Tor root development in cotton are 30/22 °C to235/
°C (Singhet al, 2007; Reddyet al, 1997a). Higher Jof 40/32 °C altered the dynamics
of root growth, even under optimal water and natrienvironments. These effects were
seen through a reduction in the depth of the rgstesns (Reddyt al, 1997a). Many of
the fundamental functions of root systems are seasand altered due to temperature.

These include hydraulic conductivity, the uptake veéter and nutrients, hormone
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synthesis, assimilation and synthesis of metalsotited translocation (Singgt al, 2007).
Nielsen (1974) proposed that root temperature neafubdamentally more critical than
shoot temperature for plant growth and developnantoots have lower temperature
optima and are more sensitive to extreme temperdluctuations (Singtet al, 2007).
The synthesis of cytokinins in the root is among itost temperature sensitive processes

(Paulsen, 1994).

(i) Vegetative growth

Vegetative growth and leaf area development arélyigensitive to T (Singh et al,
2007). Reddt al. (1992c) reported the optimal temperature for &gah development as
26 °C, and that 20 d after emergence the leaf@afrgiants grown at 28 °C was six times
greater than those grown at 21 °C. Thgalso plays a major role in main stem
elongation, leaf area expansion, and biomass adatiow (Singhet al, 2007), with
optimal day/ night T of 30/22 °C for these parameters (Reddyal, 1992c). In pima
cotton, main stem extension rates were only higl@gsitive to temperature post 21 d
after emergence (Reday al, 1992a). Although growth rates were highly affeldiy T,

in excess of 30/22 °C, the developmental ratesodks, fruiting branches and fruiting
branch nodes were not as sensitive. Main stem addgion rates and vegetative branch
length increased as, increased from 20/12 °C to 40/34 °C. However,dpgmal T, for
fruiting branch growth, square and boll productiand retention was 30/22 °C.
Temperatures above this resulted in reduced fguibranch length while day/ night
temperatures of 40/32 °C completely inhibited squyatoduction (Reddt al, 1992b;

Reddyet al, 1992c). Sikka and Dastur (1960) suggested thenapt range of growth for
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Asian cotton Gossypium arboreujras 21 °C to 27 °C, where cool nights are needed f
best growth rates. However, plants are also abigitttstand T, as high as 43 °C to 46

°C, provided adequate soil water is provided (Siegal, 2007).

In Reddyet als (1992c) experiment, almost eight times more brabh was produced at
30/22 °C compared with 20/12 °C. Furthermore, ~ 588te leaf area was produced at
40/32 °C than 30/22 °C, and leaf growth rates v@2&% lower in the 20/12 °C and 50%

lower at 40/30 °C compared with growth rates aR30LC.

(iii) Flower production and boll setting

Flowering, fruit production and setting is highlgpendent on J(Reddyet al, 1992b;
Singhet al, 2007). High T, stress before and during flowering has significsffeects on
several reproductive processes leading to decrdagedet and hence yield (Singh al,
2007). Ehlig and LeMert (1973) observed that thebber of flowers per m was reduced
three wks after a d where, €xceeded 42 °C (Singtt al, 2007). High T~ 17 d before
flowering can lead to decreased pollen viabilityd aertilisation (Oosterhuis, 1999).
Similarly, Meyer (1969) observed that daily maximdm 15 to 16 d before anthesis
affected pollen sterility more than any other aspédhe external environment. At, 6f

32 °C almost 100% pollen sterility occurred in tergiure sensitive homozygous sterile
plants, whilst heterozygous sterile lines with @f&sm from diploid species became
completely sterile at 38 °C. As maximum air tempuges > 38 °C an increasing number
of sterile anthers were observed on both the etdiries studied as well as the fertile

plants. Burkeet al. (2004; Burke, 2001) reported optimal pollen gemtion and pollen

41



tube elongation in cotton at 28 °C, where both raduced as Jexceed 32 °C. Suy
(1979) found the rate of pollen tube elongation waduced to almost zero as
temperatures reached lows of 19 °C and highs of@5Singh et al, 2007). This

relatively moderate optimal temperature for pollability has an effect on flower
pollination, especially those exposed to directlighh that often exhibit T> 32 °C.

Pollen harvested in the afternoon from flowers la top of the canopy showed
significant reductions in viability compared withat from flowers within the canopy

(Burke, 2001).

Heat stress during flowering results in square ffowler shedding when day,® 30 °C
(Reddyet al, 1992b), whilst at 7> 40 °C all squares and flowers were shed in gaaf
upland cotton cultivars (Reddt al, 1991b). Similarly, an increase in, ffom 28 °C to

32 °C resulted in increased abortion of bolls <d10ld after anthesis in chronological
order (Zeiheret al, 1995). If this increased ;Twas coupled with increased night
temperatures, further increases in boll abortiomewabserved. Reddgt al. (1995a;
Reddyet al, 1997b; Reddyet al, 2004) found that pima cotton was generally more
susceptible to high jlthan upland cotton, where some pima cotton culivailed to
produce fruiting branches and reproductive siteewéverage Jwere 36 °C. However,
although upland cotton was able to produce fruitimgnches and sites at high

temperature, it did not successfully produce bolls.

Powell (1969) showed that nighf &re important for fruit set and boll developméntan

growth chamber experiment with constant air tentpeeaof 29.4 °C plants did not
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produce fertile pollen, whilst plants grown at anstant air temperature of 32.2 °C did
not even set fruit when pollinated with viable poll This effect on flowers and fruit set
was not brought on by indirect response to vegetatamage as vegetative effects were
noticed prior to floral effects. Furthermore, dexsed T, during part of the diurnal cycle
also increases boll retention (Powell, 1969), havealecreased boll retention at constant
temperatures may be due to plants reaching a maxinumber of bolls to be supported
under the conditions. Converse results were obddryeZeiheret al. (1995), concluding
that poor boll set associated with elevated nightgeratures was due to heat stress rather
than a specific night temperature effect. Howewggh night temperatures can reduce
boll set through effects on square developmerigeiby suppressing the development of
the reproductive meristem or by increased shedalmpabortion of young squares (Singh
et al, 2007).

(iv) Boll development
In general, higher average air temperatures a@telerop growth, thus reducing the
developmental time for bolls, resulting in smalkeils, lower lint quality and reduced
yield. At high air temperatures, crop developmeé¢s proceed at a much faster rate. The
time required to produce squares, flowers and radials was reduced by an average of
1.6, 3.1 and 6.9 degree days, respectively, p€ ihCrease in air temperature (Redzty
al., 1997b). Boll growth was more susceptible to terapge than vegetative growth,
with boll weight at its peak at approximately 32, dhd was reduced either side of this
temperature (Reddst al, 1992b). Reddwt al.(1992a; Reddt al, 1992b; Reddt al,

1992c) showed that air temperatures above thisnojti resulted in boll abortion. Only ~
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50% of the squares and bolls produced at 33 °C vetadned, whilst none were retained

at 36 °C.

(v) Lint yield and fibre quality
Air temperature effects on lint yield are somewt@atplex as yield is the summation of
the crop’s response to changes iim terms of growth rates, photosynthetic rates and
fruiting, all of which display different thermal tma (Conroyet al, 1994; Polley, 2002).
For example, when the,Ts below the optimum for net photosynthesis, alsmerease
in T, can stimulate crop growth. However the conversdss true where a small increase
in T, above the optima can dramatically reduce lintdyi@inghet al, 2007). Oosterhuis
(1999) showed a gradual decline in boll developnfearh 32 °C, where increased, T
reduced carbohydrate production. Thus the carbalgdiemand of the plant could not
be met, resulting in boll abortion, smaller and forahed bolls, decreased lint percentage
and lower lint yields. As cotton lint is predomitigncarbohydrate, a reduction in
carbohydrates for the plant inevitably resultsaduced fibre production and lower lint

yields.

The evidence suggests that there is an optimédricotton growth, and plant growth and

lint yield is reduced on either side of this optinkbowever, this optimum is ill-defined

and may vary across species and genotypes of cadtarell as growth stages.
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(b)Physiological and biochemical traits
(i) Membrane disruption

Cell membranes are selectively permeable phosptoljiayers that separate the
intracellular components from the extracellulariemvment. Temperature stress on these
cell membranes leads to membrane disruption andgelsain membrane fluidity (Singh
et al, 2007). Membrane fluidity plays a major role i ttensing of both high and low T
conditions. Increased thylakoid membrane ionic cotahce and ribulose-1,5-
biphosphate carboxylase-oxygenase (Rubisco) dedictivis believed to be the primary
cause for the associated reduction in photosyrghifeiowing heat stress (Singdt al,
2007). Schradeet al (2004) found that heating dark adapted cottondsao 36 °C
resulted in an increase in thylakoid permeabilitgwever, during steady state heating
this increase in permeability did not affect ATBguction. Under rapid heating a decline
in ribulose-1,5-biphosphate is observed withoutoaresponding decrease in Rubisco
activation, whilst under sustained heat, not onlgezline in Rubisco activation was
observed, but also oxidation of the stroma, thektRuid found in between the thylakoid
disk stacks of the chloroplasts. It is hypothesied this is due to an increase in cyclic
photophosphorylation, which would explain the maance of ATP while thylakoid

membrane permeability is increased (Schraded, 2004).

(i) Photosynthesis, gas exchange and carbon aksion
Photosynthesis is considered as one of the plamttibns most sensitive to high
temperatures (Kim and Portis, 2005; Salvucci anaft€Brandner, 2004). Many

measured crop species have a broad optimabige between 20 °C and 35 °C, with
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peak photosynthetic rates at 30 °C. An increadg above range is detrimental to carbon
assimilation as high Jreduce photosynthetic respiration through the dation of
photorespiration and damage to photosynthetic appar(Sailsbury and Ross, 1992).
Prolonged exposure to high, 7> 40 °C) generally results in irreversible damage
photosynthetic pathways due to disruptions in tkgildh membranes and damage to
photosystem Il (PSII). Inhibition of photosynthesigtO °C is distinguished by its rapid
reversibility (Kim and Portis, 2005). Although tipeimary mechanisms responsible for
inhibition are unclear, a reduction in the activatistate of Rubisco accompanies the

reduction in carbon assimilation (Kim and Porti@032).

The photosynthetic rate of cotton was found to peaR8 °C, the Joptima determined
by Reddy et al. (1995b). Heat stress decreases the maximum quantald of
photochemistry of PSIl and inhibits G@xchange rates by decreasing the activation
states of Rubisco through Rubisco activase inaativa(Law and Crafts-Brandner,
1999). Essentially, the inability of Rubisco actiegrequired for regulation of enzymatic
activity of Rubisco) to offset faster deactivatiohRubisco constrains photosynthesis at
elevated temperatures (Kim and Portis, 2005). bhtech, high T, increases the rate of
photorespiration, reducing carbon assimilation attan. When leaf temperature was
rapidly (30 s) increased from 30 °C to 42 °C phgidisesis declined instantaneously by
17% and a progressive decay in photosynthetic Gft886 miri* (Schradeet al, 2004).
The slow decline in carbon assimilation was temjpeea dependent, showing
progressively reduced rates from 39 °C to 45 °CryRet al. (1983) observed that at 22

°C photorespiration in cotton accounted for 15%hefnet photosynthesis, while at 40 °C

46



photorespiration comprised ~ 50% net photosynthéteait stress can have a profound
effect on photosynthesis and photorespiration rateaf stomatal conductance increased
to T, of 21/ 23 °C and following this temperature hadefi@ct on stomatal conductance.

Transpiration rates also increase with dnd a linear trend was observed from 26/ 18 °C

to 36/ 28 °C (Reddgt al, 1998).

Advanced pima cotton was bred for high yieldinggated production in relatively high
temperature environments, and thus has a higheand smaller leaf area than the
obsolete lines (Lt al, 1994). Lu and Zeiger (1994) found photosynthedtes in pima
cotton had low sensitivity to,lin the 23 °C to 36 °C range, whilst igcreased linearly
within this range. Similarly, photosynthetic ratestween 24 °C and 36 °C remained
constant in a moderately heat-tolerant line of piosdton (Pima S-6), however an
associated increase ig was observed (Radiet al, 1994). Although this increase i g
did not result in increased photosynthesis andoradissimilation, it is important for
canopy cooling to avoid temperature stress. Howaves unlikely that photosynthetic
rates, a biochemical reaction, would be insensitivetemperature over a 13 °C
temperature range. As @icreased with J leaf temperature may have been more stable

than expected and therefore the variation in plyotbesis may have been reduced.

(iif) Heat shock protein induction
Heat shock proteins (HSP) are a group of proteif®se expression is increased
following the exposure of plant (and animal) cétielevated temperatures. The HSPs are

intracellular, cytoplasmic proteins and are onehwoétof plant response to heat stress,
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and are molecular chaperones for protein molecUlesy form an integral part of the
intercellular protein-protein interactions such @stein folding, preventing unwanted
protein aggregation, stabilising partly unfoldedtpins, and establishment of correct
protein conformation. Therefore, their role in gknare implicated in acquired
thermotolerance, maintenance of cell integrity,vprégion of protein denaturation and
protection of PSII (Singlet al, 2007). Burkeet al. (1985) found the Jrange for the

induction of HSPs was 38 °C to 41 °C in laboratprgwn cotton. Therefore, heat shock

response is of little significance in agricultusaktings as it is initiated at such high T

Water and heat stress often occur in unison, aadodien accompanied by high solar
irradiance and other environmental factors suckviasl, which exacerbate plant injury
due to water stress. Sarangfaal. (2001) highlighted the co-existence of water arghhi
temperature stress in field conditions of arid oegi This emphasises the need for a
balance between heat and drought tolerance, andetbe for coupled changes in crop
water use and thermotolerance to improve crop mtddty in high temperature and

water limited environments.

2.4Water stress detection and irrigation scheduling fom leaf and canopy
temperature measurements
The increase in availability of more affordable, rtpble and reliable infra red
thermometers has occurred steadily since the 1@¥&xksonet al, 1981). This has
allowed for real time, remote monitoring of plant The significance of monitoring plant

T, is that through the opening and closing of stonfetaesponse to soil water deficits)
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T. are altered. The closure of stomata results inearedse in transpiration and
consequently reduction in latent energy flux, legdio a rise in J. However, ambient
conditions can have a large influence og thus T are a reflection of plant and
environmental factors (Fuchs, 1990). Furthermorem@&asured with a radiometer only
measures the surface temperature of all objectsniiis field of view. Therefore, clcan
ignore the lower portion of the plant and includm4it and shaded leaves, stems and
fruiting bodies, as well as background soil in gepthout full canopy closure. Although
T. ignores the lower portion of the plant, this liatibn is usually overlooked as the

majority of carbon assimilation occurs in the uppertion of the plant, the sun-lit leaves.

2.4.1 Canopy temperature depression (CTD)
The value of T measurements in agriculture has been established the early 1980s
(Idso, 1982; Jackson, 1982). The importance giniEasurements is that under well-
watered conditions JTcan be significantly lower than ambient air tenapares. The
converse of this is also true and patterns of tfierdntial between Jand T, temperature
occur as a result of transpiration rates and tfecethese rates have on the evaporative
cooling of a leaf. Therefore, when soil water aafaility declines, transpirational cooling

of a leaf is reduced and Tise (Maharet al, 2005).

One of the simplest methods for detecting wategsstthrough Jis the use of canopy

temperature depression (CTD). CTD is the differermween canopy and air

temperatures and is calculated by:
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Equation 1: Canopy temperature depression

CTD=T,-T,
The CTD is negative when the. 75 cooler than 7 and has been used in numerous
applications. Early work on the difference betwemmopy and air temperatures was
conducted by Pallast al. (1967). They found that at high soil water, leahperatures
ranged from a fraction to a few degrees C aboveierhbemperature, except at medium
and low light intensities and high VPD, when thegrevbelow ambient temperature due
to increased transpirational cooling. Converselyjmd) low soil water leaf temperatures
were as high as 3.2C above ambient temperatures. Other early work ®D @as
studied with thermocouples embedded into cottondedEhrler, 1973). Ehrler found that
CTD decreased after irrigation, reaching a minimuaiue several days following
irrigation, and then increased as soil water becareasingly depleted. After showing a
linear relationship between CTD and VPD, Ehrler 7@Q concluded that CTD has
potential for informing irrigation scheduling toolBhe application of CTD has been used
in plant response to environmental stress (Eletaal, 1978; Idso, 1982; Howeét al,
1984; Jacksoret al, 1981; Bakeret al, 2007), irrigation scheduling (Hatfield, 1983;
Wanjuraet al, 1995; Evettet al, 1996), and to evaluate cultivar water use (Piateal,
1990; Hatfieldet al, 1987b), heat tolerance (Amagii al, 1996; Reynold®t al, 1994)
and, drought tolerance (Bluet al, 1989; Rashicet al, 1999; Hirayamaet al, 2006).
Bakeret al.(2007) found that by including the influence of aemt temperatures on leaf
temperature, through the calculation of CTD, tHati@enship between leaf temperature
and the corresponding rates of photosynthesis ameéhg improved. The CTD was used

to assess plant water status as it is a produitteolieaf’s energy balance, including both
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environmental and physiological responses to wael high temperature stress (Balota
et al, 2007; Baloteet al, 2008). However, the suitability of CTD as an gator of stress
tolerance, and hence crop yield, must be determimethdividual environments as, for
example, its use is restricted when grain yieldinsted by the amount of stored soil

water (Baloteet al, 2007).

2.4.2 The Crop Water Stress Index (CWSI)
Following the findings of Ehrler (1973), theoreticasearch carried out by Jacksetral.
(1981) and experimental work by ldsd al. (1981a) developed a water stress index
known as the crop water stress index (CWSI), whgha measure of the relative
transpiration rate occurring from a plant at theetiof measurement using a measure of
plant temperature and the vapour pressure defiog. CWSI requires a non-water stress
base line from a crop that is transpiring at iteeptial rate, which is essentially the linear
relationship between the difference ipahd T, vs. air VPD under non-limiting soil water

conditions. The CWSI can be represented as:

Equation 2: Crop Water Stress Index

(.-T)-D

1_D2

CWSI=

where D; is the maximum water stressed baseline Bads the non-water stressed
baseline. The CWSI can be represented graphi@alghown in Figure 2.1, where CWSI

is the ratio of a to b.
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Figure 2.1. A graphical representation of the crop water stiedex (CWSI) which can be calculated as
the ratio of the difference between a and b wher¢ha measured CTD and corresponding VPD and the
maximum water stressed baseline, and b= the difterdetween the non-water stressed baseline and the
maximum water stress base line, i.e. CWSI = a/le fiédd dot represents the measured CTD and VPD
which are used to calculate CWSL.i$ measured at a screen-height of 2.0 m.

Jacksonret al. (1981) presented the theory behind the energynbalthat separates net
irradiance from the sun into sensible heat thatdee air and latent heat that is used for
transpiration. The value of the CWSI ranges fronbio0l, where non-stressed plants
exhibit a value near zero. As the crop undergoegterwatress the stomata close,
transpiration decreases and leaf temperature ipesedVhen a plant is transpiring fully
the leaf temperature is 1 to 4 degrees <aiid the CWSI is 0. As the transpiration
decreases, the leaf temperature rises and can teatho 6 degrees >,To the point
where transpiration ceases and CWSI is 1. Jacksah (1981), showed that CWSI can
also be calculated empirically through knowledgevefther and crop factors using the

following equation:
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Equation 3: Crop Water Stress Index

cwsl=1- E = YA+ /r)-y
E, A+yd+r/r)

p

whereE is the latent heat flux to the air (W3 E, is thepotential latent heat flux to the
air, yis psychrometric coefficient, which depends on atef temperature and
atmospheric pressure (P@Y), r. actual canopy resistance (8)yr. is the aerodynamic
resistance (s M), y (psychrometric coefficient in a well-watered crég)equal toy(1+

rep/ Ta), andA is the slope of the saturation vapour pressurgégature curve (PCh).

Numerous studies have been conducted on irrigatbeduling using CWSI (Garret
al., 1994; Erdenet al, 2005; Erdenet al, 2006; Cremonat al, 2004; Alderfasi and
Nielsen, 2001; Irmalet al, 2000; Shaet al, 1999; Nielsen, 1990; Garret al, 1993).

In most studies irrigating when CWSI reaches a evahfi 0.1 to 0.2 will produce
maximum crop yields. Gardnat al. (1987) developed a device for monitoring CWSI

from measurements of,TRH and sunlight intensity (Upchuret al, 1996).

2.4.3 Canopy temperatures and water stress physiology
Numerous studies have correlategdwith soil water content, environmental conditions
and plant physiological responses. Jackstnal. (1981) showed that durum wheat
(Triticum durumDesf.) T (in the form of the CWSI) closely paralleled thdractable
soil water to 1.1 m in a variety of flood irrigatisegimes. The relationships betwein
and plant water potential with respect tohkve also been outlined (Cohenal, 2004;

Howell et al, 1984; Idsoet al, 1981b; Idsoet al, 1981c). These relationships are
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especially evident when plant water potentials grafle normalised with air vapour
pressure deficit (VPD) (Cohest al, 2004; Idscet al, 1981b; Idscet al, 1981c). VPD is
used as a result of the success of lelsal. (1981a) in normalising the stress degree day
concept (which led to the development of the CW8H)environmental variability with
VPD. The improvement in the relationship betweenf leemperatures an®’, by
calculating CWSI shows that the use @ffdr stress detection can be adapted to various
meteorological conditions (Cohe al, 2004), and that JJcombined with meteorological

data can adequately detect water stress.

Previous research has also described the relatmbgitween gas exchange parameters
and foliage temperatures, which is generally atsengthened with the inclusion of air
VPD data. ldscet al. (1982) observed this relationship in cotton andcbaed that any
water stress severe enough to reduce transpiraéitmw potential rates also results in a
similar reduction in photosynthesis. Thus, it iséRcial to apply irrigation water when
CWSI rises significantly above zero (non-stress&limilarly, O'Tooleet al. (1984)
found that mean daily net photosynthetic rates wereelated with CWSI (r = 0.84) in
rice (Oryza satival.), and concluded that the CWSI is an advancenenhon-
destructive, non-disruptive crop level water stressection and measurement. There
were similar net reductions in photosynthesis ithd@Tooleet al. (1984) and Idset al.
(1982) across a similar CWSI range, which attestghe theoretical soundness and
practicality of the CWSI. Leidiet al. (1993) also observed reductions in net
photosynthesis and stomatal conductance of cotitin wging leaf temperatures. They

concluded that leaf temperatures probably rosetdueduced evaporative cooling as a
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result of reducedgbut also noted that potential non-stomatal effeatre not measured.
However, the strong relationship between photo®ggithand gwith leaf temperatures
observed by Leidiet al. (1993) may be limited. This is because all phattsgsis

measurements were taken when leaf temperaturesabere the optimal for metabolic

performance (Burke, 1990) and over a 8 °C windoveafftemperatures (30 °C to 38 °C).

More recently, Hirayameaet al. (2006) showed that rice cultivars with lower leaf
temperatures can maintain high transpiration aralgsynthetic rates, resulting in higher
grain yields under upland conditions. This is aseaand effect phenomena, as higher
transpiration rates result in lower leaf tempermyur which may enable higher
photosynthetic rates. Baket al. (2007) used numerous gas exchange parameters as
indicators of plant water stress and compared tteesanultaneously measured. They
concluded that T and by extension:I'was not a relevant predictor of drought stress in
cotton in terms of gas exchange (& 10.24, g r’= 0.13). However, the use of canopy
temperature depression (CTD), the difference iri tgacanopy and air temperatures,
especially when used in combination with VPD, pded greater predictive utility (=
0.79, g r’= 0.80). This body of research suggests that tisgpetential utility in T as an
indicator of physiological water stress, which reed be further explored (with
particular reference to the effects of VPD) for time of T in irrigation scheduling

systems.
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2.5Biologically Identified Optimal Temperature Interactive Console (BIOTIC)

Most current irrigation scheduling techniques iweolthe measurement of soil water,
atmospheric parameters, and other plant measursrsecih as J stomatal aperture, leaf
colour and¥,. This data is then used in decision processesmarigpm simple rules to
complex mathematical formulae, in an attempt teewheine the necessity of irrigation
(Upchurchet al, 1996). Although varying in technique, all thesggation scheduling
tools have one aspect in common; they all indiyectieasure the plants water
requirement. The BIOTIC utilises direct plant measoents for irrigation scheduling,
through the use of infrared thermometers (IRT) wasure plant I The knowledge of
plant T is a valuable tool for irrigation scheduling aspdnt species have an optimal
vivo temperature for metabolism. Once this thresholexiseeded as a result of reduced
access to water, transpiration and thus evaporateding is reduced. A reduction in
evaporative cooling results in a corresponding msé&af and T and is thus used as a
signal for irrigation scheduling. The BIOTIC is arngation management tool based on
optimal temperatures for plant metabolism and iaegn of the environment derived

from the plant’'s T (Upchurchet al, 1996).

2.5.1 The development of BIOTIC
Canopy temperatures has been used as an indid¢gitand water stress since the 1980s
(Jacksoret al, 1981; Idso, 1982). As a result, thermal strdgsugh the measurement of
T, in plants has been used for the detection of mstess to determine the necessity of
irrigation. In order to develop indicators of tharlg onset of water and temperature

stress, Mahaet al.(1987), Mahan and Upchurch (1988), and Bwgkal. (1988) defined
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optimal plant temperatures with respect to themiardependence of the Michaelis-
Menten constant of an enzymi€.. They found that optimal enzymatic function was
restricted to a range of temperatures that theyedrthe thermal kinetic window (TKW),
which is an estimate of the optimal temperaturgeaof a plant species. The period of
time that a crop’s Jremains within its TKW was found to correlate wéghove ground
biomass (Burkest al, 1988). Therefore, plants exhibit homoeothermibawéour where
they will preferentially maintain theim vivo temperature at a specific temperature,
known as the normative plant temperaturg) (Burke and Upchurch, 1989; Mahan and
Upchurch, 1988). However, this concept is not ursally accepted and is limited by
sufficient energy input to rise this temperatureffisient water for transpirational
cooling; and humidity conditions that would allowr ftranspirational cooling to the
normative plant temperature (Mahan and Upchut&88). Following this, automated
irrigation scheduling using continuousg feasurements was studied by Wanjetral.
(1988; 1990; 1992). In these studies cotton wagaited when the average during a 15
min time period exceeded a predetermined TT 0f285,30 or 32 °C. The hypothesis
behind these experiments was that by attemptimgebamise the amount of time. Were
within the TKW, lint yield should be maximised. Liryield was determined to be
consistently highest for the 28 °C TT, and decrédsehigher or lower TT. A28 °C TT
provided maximum lint yield where water and seakgth were not limiting. These
experiments compared, To a biologically based optimum temperature, andadted in
response to canopy temperatures exceeding thehthdesemperature. The use of a
biologically based estimate of optimum. Pprovided the departure from previous

irrigation scheduling methods using (Mahanet al, 2005).
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The initial studies by Wanjurat al. (1988; 1990; 1992) used a 15 min interval for
irrigation signals. Although this provided rapideaiation of water stress, and precise
control of plant water status, the approach neddeoe modified for use in irrigation
systems with longer irrigation intervals. This wamducted in order to meet the demand
of drip irrigated, and centre-pivot irrigated cattavhich require an irrigation interval of
3 to 7 d (Maharet al, 2005). These requirements lead to the developmwieat time
threshold. Wanjuraet al. (1992) demonstrated the feasibility of a tempesatime
threshold system, where daily time thresholds catidal to local environments, for use in
longer interval irrigation events. Irrigating witiemperature-time thresholds was then
tested across a range of geographical areas withikdSA, including Mississippi, Texas
and California, in environments ranging from humda arid, in both research and
commercial production settings. The irrigation paal has been shown to be robust over
numerous production environments and provides atiogg management that is

competitive with existing scheduling techniquesafinet al, 2005).

2.5.2 How does BIOTIC work?
The BIOTIC was developed in 1996 as an irrigaticmesiuling tool (Mahaet al, 2005).
It manages crop irrigation using. Tmeasurements and a specific time threshold
(Upchurchet al, 1996). The BIOTIC continually measures theoT the target crop with
an IRT. After each measurement, theid compared with a predetermined threshold of
water stress J where if the crop’s Jis above this value it is thermally stressed. TiHis
is based on the observation of the thermal depe&edehplant metabolic activity (Teeri

and Peet, 1978; Peeler and Naylor, 1988). If thasmed T is < to the threshold
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temperature, irrigation is not initiated and measurements continue. However, if both
the T > the threshold temperature and the humidity isrestrictive to plant cooling, an
increment of time is added to a time register (Wpchet al, 1996). The accumulated
“stress time” is thereafter compared to the timeeghold, i.e., predetermined constant
defined as the species-specific mean length of pereday that a well-watered non-
stressed plant will naturally exceed itg fhreshold in the target geographical area
(Upchurchet al, 1996). As long as the accumulated time is < fhee tthreshold,
irrigation is either unnecessary or inefficientachieve transpirational cooling, and the
process is again repeated with, humidity and accumulated time measurements.
However, once the accumulated time exceeds the ttineshold, an irrigation signal is
generated, and crop transpirational cooling is @ediu Once a signal to irrigate is initiated
the BIOTIC protocol advises sufficient applicatiafi water to meet the calculated
evaporative demand until the next possible irrmatevent. If the applied water is not
fully used by the crop before the next possiblgation, it is delayed until the water is

consumed and_Tis elevated.

The quantity of applied water (irrigation and railjff was compared in cotton grown at
Lubbock, Texas, by Wanjurat al. (1990) in three BIOTIC irrigation systems based on
canopy threshold temperatures of 28, 30 and 32 ater balance method that replaced
depleted soil water on a weekly basis, an irrigaiohedule based on an approximate two
week cycle and a dryland system that received anpye-planting irrigation (119 mm
water). The results of the study are shown in T&ble Maximum yield was produced

using a TT of 28 °C or two week soil water balanaed yield-water relations were
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described with a quadratic polynomial functigr (0.002X + 3.8x -2.4 R?= 0.99). This
study shows that irrigation management of cottoth whreshold T based on enzyme
thermal stability produced lint yields equal to,niét greater than those obtained from
tradition irrigation scheduling techniques (Wanjugt al, 1990). However, specific
threshold T that induce comparative levels of water stress mi@yend on climatic

factors.

Table 2.1. Results from a study by Wanjureet al. (1990) comparing water-use and yield under
BIOTIC irrigation regimes and soil water balance méhods. Super-scrip letters show different levels
of significance (P=0.05).

. WUE
Irrigation treatment \?r/r?rt:)r L(Il:g )rlllael'll(; (kg1 (Iint)1
ha™ mm
Dryland 180a 353 2.0
Soil water balance (1 wk cycle) 1380 1147 0.8
Soil water balance (2 wk cycle) 700 1430 2.0
BIOTIC 28 750 1437 1.9
BIOTIC 30 460 1073 2.3
BIOTIC 32 360 907 25

2.5.3 Temperature threshold: Biochemically based optimaplant thermal
environments
The effects of thermal stress on plants are sutigtaand often have significant world-
wide effects on crop production. However, one @ thfficulties in studying thermal
stress is the definition and quantification of s¢rdevels. Generally stress levels are
compared with an estimate of the optimal thermabfeacharacteristic of that species or
genotype of plant. There are numerous definitiohghermal stress, however it is

generally agreed that the optimal thermal rangehermal kinetic window, of cotton is
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23.5 °C - 32 °C (Burket al, 1988) and high temperatures (> 36 °C) will adebraffect
the growth and development potential, and ultinyaliek yield of a cotton crop (Hodges
et al, 1993). Hale and Orcutt (1987) hypothesised thatra stress condition must be
known in order to discuss thermal stress. Consalyuttrey defined the optimal thermal
environment as the thermal range where zero sta@sditions are observed. Knowledge
of the optimal range of thermal environments isciaufor the reduction of the adverse
effects of temperature stress as well as the dpredat of stress avoidance technologies

through altering the optimal thermal range of ttenpof the plant temperature.

The BIOTIC TT is an estimate of the thermal optimafhmetabolism of the plant.
Historically, a stress temperature threshold of °Z8 has been used for irrigation
scheduling with BIOTIC in cotton. This TT is caletéd by estimating the thermal
optimum of the metabolism of the plant determinexhf the temperature dependence of
a selected metabolic indicator (Maheinal, 2005). Three methods have been developed
to determine the temperature threshold: enzyme tikinenalysis, the temperature
dependence of the reappearance of photosystem ridble chlorophyll following

illumination and chlorophyll development in eti@dtseedlings.

(a) Enzyme kinetic analysis
Enzyme kinetic analysis has been used to deterplan® optimal temperatures on the
basis of the thermal dependence of the app#tgmf the enzyme of the plant species of
interest. The minimum appareKt, approach to determining optimum temperature is

based on the concept of the TKW. The TKW for optimenzyme function is the thermal
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range over which the apparet, of an enzyme is within the range of £ 200% of the
observed minimum value (Mahast al, 1987). The relevance of 200% was based on
earlier work that suggested that enzymes couldtimmoptimally within £ 200% of the
minimum K, value (Teeri, 1980; Teeri and Peet, 1978; Somarb law, 1976). The
temperature dependence of enzyme function has bsed to explain the ecological
niche and limitations of organisms to thermal emwiments (Somero and Low, 1976;
Teeri and Peet, 1978; Burke, 1994). As plant enayesolved for optimal function
within the normative temperature range of the oigfanthe TKW concept can be used as
a means of determining an optimal plaat The practical utility of this method is limited
as it involves complex enzyme assays over a rahg¢engperature controlled conditions

(Mahanet al, 2005).

(b) Recovery of variable fluorescence
When a quantum of light is absorbed by a molectilentorophyll, the energy of the
quantum is transferred to the valence electronhef ¢hlorophyll, raising them to an
excited state. The electrons rapidly return tortgepund state releasing energy by three
possible pathways. Chlorophyll fluorescence is ohthese three possible pathways that
light energy absorbed by chlorophyll molecules ieaf can endure. Light energy can be
used to drive the photochemical reactions of phuotitesis, dissipated as heat, or re-
emitted as light. The latter of these three outne described as chlorophyll
fluorescence (Maxwell and Johnson, 2000). Theseetlprocesses are strongly related
and are hence in competition with one another. 8fbee an increase in photosynthetic

efficiency will result in the decrease of dissightéeat energy and chlorophyll
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fluorescence. Such changes in chlorophyll fluoreseecan be used to monitor changes

in photosynthetic metabolism and heat dissipatitee(er and Naylor, 1988).

The maximum amount of fluorescence yield is obskrwden all reaction centres of
photosystem Il (PSIl) are closed, and is only ~ 8%the absorbed light. When
photosynthesis is at its peak and all photochemieaktion centres are operating
fluorescence yield is much lower (~ 0.6%) due te tompletion of photochemistry
(Krause and Weis, 1991). The theory behind the oreasent of fluorescence is that the
spectrum of fluorescence is different to that a¢ tibsorbed light, where the peak of
fluorescence emission has a characteristicallydomgavelength than the absorbed light.
Essentially this means that fluorescence can besuned by exposing a leaf to a known
wavelength of light and measuring the amount ofémretted light of higher wavelengths
(Maxwell and Johnson, 2000). Fluorescence measutsmare however relative

measurements, as some light energy is inevitalshffom the system.

Kautskyet al. (1960) were the first to observe changes in chloybgluorescence yield.
They found that upon removing a dark-adapted plaorh dark to light conditions an
increase in the yield of chlorophyll fluorescencewred for a period of one second. This
rise in fluorescence has been explained due taactien in photochemistry (Maxwell
and Johnson, 2000). A reduction of electron acesptownstream of PSII results in the
rise in chlorophyll fluorescence. This is becauseeoPSIl absorbs light and the electron
acceptor has accepted an electron, it is not @bkctept another electron until it has

passed the first onto the subsequent electronecaburing this time the reaction centre
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is said to be closed, and hence a rise in lighorgibi®n will lead to a reduction in the
overall efficiency of photosynthesis as more ligtnergy is lost as chlorophyll
fluorescence of dissipated as heat (Maxwell anchsla, 2000). Therefore, when a leaf
is transferred from a dark-adapted state into lige PSIl reaction centres are
progressively closed. This results in an increasecllorophyll fluorescence for
approximately the first second of illumination urthe fluorescence falls again over a
few minutes (Maxwell and Johnson, 2000; Peelerdador, 1988; Burke, 1990). This
phenomenon is referred to as fluorescence quendimagcan be explained through,
photochemical quenching and non-photochemical duegc Photochemical quenching
IS an increase in the rate at which electrons amesported from PSII, due to light
induced activation of photochemical enzymes andoffening of stomata (Maxwell and
Johnson, 2000). This results in the delay in tlstoration of the dark adapted variable
fluorescence (ff due to the slowing of metabolic processes andceffon membrane
fluidity (Burke, 1990). Non-photochemical quenchiren be described as the increase in

the efficiency at which light energy is transfertecheat (Maxwell and Johnson, 2000).

Fluorescence can give insights into the abilitplaints to tolerate environmental stresses
and the extent to which these stresses have damhgeghotosynthetic pathways
(Maxwell and Johnson, 2000). Measurements of femgace over a diurnal period can
provide information on non-photochemical quenchiglgctron transport rates, quantum
efficiency and the extent of photo inhibition asesult of temperature, light and other
environmental stresses (Maxwell and Johnson, 20B@mnon and Pearcy (1989) used

measurements of dark-adaptefHs and K to indicate the occurrence of photo inhibitory
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damage in response to temperature, whilst Eptoal. (1992) studied photo inhibitory
damage in the same way in response to water sfressobservation of changes i,
and F are widely accepted as diagnostic tools for thea®n of photo inhibition caused

by environmental stresses.

As PSII is sensitive to stress, chlorophyll flu@esce can be used to reflect the
temperature sensitivity of PSII, and hence be useddentify the plant temperature
optima, at the leaf level (Burke, 1990). The terap&e where the minimal dark adapted
fluorescence begins to rise suggest the thermoatude of a plant (Burke, 1990). Peeler
and Naylor (1988) reported an inhibition of theaeery of K in the dark following
illumination of cold sensitive cucumber at 5 °C,ilhno inhibition was observed in
resistant peas. Burke (1990) determined speciastgptemperature optima for wheat
(Triticum aestivury) cotton (Gossypium hirsutujn tomato [ycopersicon esculentym
bell pepper Capsicum annuurav. California Wonder) and petuniBdtunia hybridacv.
Red Sail) from the recovery of,Following illumination. Burke designated the
temperature that provided the maximum variable réaoence (ffF,) as the species
optimum temperature. These values correspondechdéotémperature sensitivity of

apparenK, of hydroxypyruvate reductase for NADH.

Peeler and Naylor (1988) reported that the recowdryariable fluorescence was
thermally dependent. Burke (1990) and FergusonBantie (1991) used this method to
determine the thermal optima of numerous plant ispecThe principle underlying

chlorophyll fluorescence is that light energy abgar by chlorophyll molecules in a leaf
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can be either used to drive photochemistry, diegb as heat or re-emitted as light-
chlorophyll fluorescence (Maxwell and Johnson, 200ese three processes occur in
competition, where an increase in efficiency of @necess will result in a decrease in
yield of the other two (Maxwell and Johnson, 20@lorophyll fluorescence has been
increasingly used in plant physiological studies, it yields information about the
changes in the efficiency of photochemistry, hessigation, and is an indicator of the
vivo temperature characteristics of a plant. The optintemperature for Feappearance
(expressed as the ratio of/fr, where | is the initial fluorescence) is defined as the
temperature that yields the maximunyFg ratio, and the minimum time in darkness
required to achieve this ratio (Burke, 1990). Clatrens between enzyme Kkinetic
analysis and the recovery of variable fluorescemaee been reported in bell pepper,
cotton, cucumber, petunia, potato, soybean, toraatb wheat (Burke, 1990; Ferguson

and Burke, 1991; Burke and Oliver, 1993).

(c) Chlorophyll development in etiolated seedlings

The final method that has been used to calcul&®ptimal temperature of plant species
is chlorophyll development in seedlings. Burke aB@tiver (1993) determined the
optimum temperature for the development of chloytipdb light harvesting complex of
photosystem Il (LHCP II) in cucumbeC@gcumis sativud. cv. Ashley). Maximum
synthesis of LHCP Il occurred at 30 °C. Burke and/é (1993) compared the three
methods for determining optimal temperatures, figdsimilar thermal dependencies for
each method. Using Peeler and Naylor's (1988) ntethe optimum temperature for

photosystem Il variable fluorescence reappearaolt@ning illumination was measured
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to be between 30 and 35 °C (Burke and Oliver, 19%&nilarly, using the enzyme
kinetics methodology as described by Buekel. (1988), the TKW for cucumber, based
on a minimum apparer,, of 32.5 °C, was determined to be between 23.53n8C
(Burke and Oliver, 1993). They determined that ¢hgalues were all similar to the
optimum temperature calculated by chlorophyll depeient, and based on simplicity of
procedure, the reappearance of PSIl variable fhgemce is the preferred method for
calculating the BIOTIC temperature threshold (Buakel Oliver, 1993). These findings
are supported by field based application of thepinature threshold where scheduling
using a threshold canopy temperature of 28 °C basistently produced the highest lint
yields in cotton (Wanjura&t al, 1992). However, if water supply and season lergéh
limiting crop production, the 30 °C threshold temgiare produced the higher average

lint yield, profit and WUE (Wanjurat al, 1992).

2.5.4 Time threshold: The amount of time a well-watered mp can exceed
optimal plant temperature

The time threshold defines the daily amount of titimat a well-watered crop’scTcan
exceed the temperature threshold, in the absence wéater deficit. In the BIOTIC
protocol, irrigation is considered appropriate wiiee T. > TT for a period of time in
excess of the time threshold. Wanjued al. (1995) described three methods for
calculating time thresholds: empirical analysishadtorical crop T grown under well-
watered conditions, empirical field testing of npii time thresholds that optimise crop
yield, and an energy balance approach that cagzuthie amount of time a well-watered

crop will be expected to exceed the temperatuesstthreshold.
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The empirical analysis of historical well-wateretbe T; is the simplest method of
determining the time threshold. This method avesabe daily amount of time that the
T. > TT, and is only suitable where data has beeriqusly collected. The empirical
analysis based on field testing involves the useamottiple time thresholds for the
irrigation of a crop (Wanjurat al, 1995). The time threshold that results in opticralp
performance (yield, water use, quality) is consdeto be the appropriate time threshold
for the desired outcome (Wanjuet al, 1995). However, this approach requires a
significant economic and time investment as thestihmeshold should be calculated over

numerous seasons.

The energy balance approach calculate®iTa well-watered crop using historic weather
station and plant height data for the environmesii@ of interest. The time threshold
determined from this method is the arithmetic meathe daily length of time that the
calculated temperature of a well-watered canopyexiteed the TT (Mahaet al, 2005;
Wanjuraet al, 1995). The energy balance of a crop canopy isrikesi by Monteith
(1973) as:

Equation 4: Net irradiance

R =G+H+AE

whereR, is net irradianceG is the soil heat fluxH is the sensible heat flux from the
canopy anct is the latent heat flux to the air. By substitgtime fundamental equations

for G, H and/E into the above equation the following equationhb$ained:
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Equation 5: Canopy-air temperature differential

T-T = raRn y** - e*A_e*A
© Ot lee, \aty A+y

where T, and T, is canopy and air temperature (°C at 2.0 rg)is the aerodynamic

resistance (s M), R, is the net irradiance (W frat 2.0 m),0is the density of air (kg m
3, Cp is the heat capacity of the air (J®gA is the slope of the saturation vapour
pressure-temperature curve (F@%), e A - & is the vapour pressure deficit of the air
(kPa), andy is the apparent psychrometric constant@®3) in a well-watered crop. In a

well-watered crop transpiring at its potential réite y is:

Equation 6: The apparent psychrometric constant

. 1+r,
y =Yy "

where re, is the resistance of a well-watered crop gne the pure psychrometric

constant. The difference betwegandy”is thaty”is adjusted for non-ideal evaporation
that occurs in leaves and surfaces where therbaredary resistances that have to be
approximated whereggelates to idealised conditions in the psychromeanopy
temperature of a well-watered, non-stressed plantbe calculated using the crop water
stress index (CWSI) developed by Jacksbml. (1981). The value of the CWSI ranges
from O to 1, where non-stressed plants exhibitlaevaear zero. In this equation, is

replaced by, actual canopy resistance:

Equation 7: Crop Water Stress Index

cwsl=1- E = YA+ /r)-y
E, A+yd+r/r,)

p
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The ratio ofrdr, can be defined by substituting Equation 6 into &mun 5 and
rearranging as:

Equation 8: Instantaneous canopy to aerodynamic réstance

VR N(oc) (T~ T)(A+y) ~ (6~ &)
r, y[T.-T)-rR/(oc)]

All parameters in Equation 8 are measured or dénwi¢h the exception of.. Therefore,
by calculating the value oF. that results in a canopy with a CWSI between 0 @&&d
well-watered crop Jare determined (Mahaat al, 2005). The analysis is further filtered
by excluding times when K TT the R is negative and relative humidity is sufficiently
high to limit transpirational cooling. This filtery enables the analysis to be limited to
times when there is sufficient energy to increagetdl the biologically calculated
temperature threshold and transpirational cooliagtdmperatures below the TT is

possible.

2.5.5 Limiting relative humidity threshold
High humidity can limit transpirational cooling, the point where d> TT, regardless of
water availability. Under these conditiong dre not reliable indicators of water stress,
and T. will not respond to irrigation. The BIOTIC methadntinuously corrects plant

stress through comparisons qfvRlues with relative humidity measurements.

2.5.6 Advantages and limitations of BIOTIC
The BIOTIC protocol has been demonstrated to beeféective irrigation scheduling
method for several crop species (cotton, peanut), gpybean, sunflower, millet and

sorghum) using surface and sub-surface drip, lieear centre pivot irrigation in both
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humid and arid environments in the USA (Texas, M&ppi, and California) (Mahan,
2000; Mahanet al, 2005). In each case BIOTIC provided irrigationhestuling
equivalent to that achieved by soil water balancevapotranspirational methods (Mahan
et al, 2005) and produced yields of cotton that weréh higcomparison to long term
averages (Wanjurat al, 1995). The BIOTIC is one of a small number ofldgically
based irrigation scheduling tools. Its primary atteges are its physiological foundation,
its simplicity and its proven ability to providelisble irrigation scheduling (Mahaet al,

2000).

However, BIOTIC does not provide information on thmount of water required in
response to an irrigation signal and is designgarawide full irrigation. Although it can
provide irrigation signals at any frequency, as ititerval between detection of water
stress and induction of irrigation increases thenplresponse to the irrigation signal
becomes increasingly complex (Mahah al, 2000). The BIOTIC is best suited to
controlling crop water stress levels in regionshwidw rainfall and high precision in
irrigation water application (Wanjuret al, 1992). Currently, only one TT is applied to a
crop throughout the total growing cycle. Therefdahe accuracy of water stress control is
limited in the sense that optimal temperatures nchgnge during various crop
development stages; this is obviously an area dahér refinement. Furthermore, the
biological basis of applying a whole plant optimemperature on the optimal

temperature of enzymatic function of a limited n@mbf enzymes may be questionable.
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Infrared canopy temperature must be rigorously orealsin order to ensure repeatable
and accurate depiction of crop. Measured variations in.Will result depending on the
part of the canopy measured, and as a result ofatigge from where the infrared
thermometer views the canopy (Wanjetaal, 1992). Furthermore, the optimum canopy
temperature threshold value may vary across enviemts due to alterations in
microclimatic factors and input energy fluxes (Wasjet al, 1992). Finally IRTs need

to be accurately calibrated and used within tresommended environmental ranges.

2.6 Synthesis
The major opportunities for research that emergenfthis literature review are listed
below. They provide a framework for evaluating tihgplementation of the BIOTIC
irrigation scheduling system in Australian deficiigation cotton production systems.
The BIOTIC irrigation system may potentially be dsas a plant-based irrigation
scheduling tool, enabling producers to better managyation application for increased

WUE, yield or peace of mind.

Although the BIOTIC irrigation scheduling systenstevolved over numerous years and
is supported by much research, its use, resporngepariormance in deficit irrigation
systems has not been previously studied in deHistorically, research has been
focussed on its use in precision application iti@a systems with short irrigation
intervals such as surface drip and centre-pivagdtion systems. Limited research has
been conducted in large deficit irrigation systears] it has not been studied in furrow

irrigation systems.
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The response of the BIOTIC irrigation system tagation regimes used in Australian
agriculture has not been described. Australiarooatystems differ from the studied US
systems in terms of environment, crop managemehigarmplasm. Hence, the BIOTIC
response to water stress in Australian cotton\ari needs to be studied in Australian
production systems. Linking this response with bigtrop measurements, such as plant
growth and vyield, in soil water deficit and furroirigation systems will help to

determine the utility of the BIOTIC irrigation sahding system.

Little is known about cultivar specific optimal teeratures for cotton cultivars,
particularly Australian commercial cotton cultivarBhis is significant as the BIOTIC
irrigation scheduling system uses a plant threstettperature in order to maintain plant
T, at or below the thermal optimum. The hypothesa the Ty of an Australian cotton
cultivar, with different genetic and ecotype adéptes, will be similar to other cultivars

of the same species should be tested.

In addition to the response of the BIOTIC irrigatischeduling system to the TT in
Australian production systems, the stress time epnoeeds to be investigated. This will
enable the determination of adequate time threshioiduse in the BIOTIC protocol in

deficit irrigation systems. This is important asddéferential between the calculated
average daily stress time and the measured stressd expected to routinely occur in
deficit irrigation systems. The interval betweerigation events and the extent of the
imposed soil water deficit is larger in these systeeompared with the previously studied

drip and centre-pivot irrigation systems.
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3. GENERAL MATERIALS AND METHODS

3.1 Site and climate descriptions

Irrigated cotton Gossypium hirsutunk..) field experiments were conducted over two
growing seasons at the Australian Cotton Reseanstitute (ACRI), “Myall Vale”. The
ACRI is located on the Wee Waa Road ~ 30 km wedNafrabri, NSW (149°35’E,
30°12’S) (Figure 3.1) and is situated in north-wéstv South Wales on the flood plains
of the Namoi River. This semi-arid region is donmethby low lying, flat topographies
extending east to the Nandewar Ranges. The cliafdtes region is characterised by hot
summers (daily maximum 35.3 °C, minimum 19.4 °CJ amld winters (daily maximum
17.0 °C, minimum 3.4 °C). The region experiencasirmer-dominant rainfall patterns,
with an annual average of 642 mm (BOM, 200@)e experiments were conducted on a
laser-levelled endocalcareous, self-mulching, nedijuey Vertosol (Isbell, 1996) with a
surface of young alluvium and aeolian clays ovdralluvium (Wardet al, 1999). These

soils are alkaline and have a high clay fraction.
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Figure 3.1.Regional map of experimental site showing the locabf “Myall Vale”.
3.2Cultivar

All experiments used the CSIRO-developed cultivaoS70BRF. This cultivar is a full
season cultivar with compact growth habit suitedbstralian production systems (CSD,
2008). It performs well in all Australian produgatisegions, maintaining high lint yield
potentials, good disease resistance and good dbadity. It is the current Australian

industry standard cultivar, and in its first ye&rfudl release (2008/09), an excess of 70%

of the total Australian cotton production area veasvn to this cultivar (CSDPers.
Comn). Sicot 70BRF is a transgenic cotton cultivar eamhg the Monsanto Company’s

second generation insect resistance technologygsdl 11®. Bollgard If° cotton contains
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the Bacillus thuringiensigBt) insecticidal protein stack of the Cry 1 Ac andyQ@rAb
genes, for the control of lepidopteron species ifeg@dn vegetative and reproductive
plant parts. Sicot 70BRF also contains the secamkmgtion technology of vegetative
and reproductive plant part tolerance to glyphosgigmy application. The Roundup
Ready FleX technology utilises two copies of the CP4-EPSPdingpsequence from

Agrobacteriunsp. to confer tolerance to glyphosate (Monsantd, &tis, MO).

3.3Experiments
A glasshouse experiment was conducted in 2008 eatCitopping Systems Research
Laboratory of the United States Department of Agtire, Agriculture Research Service
in Lubbock, Texas. Three field experiments weredemted in the 2007/08 and 2008/09
growing seasons (Table 3.1). Experiment 2 was odeduin the 2007/08 growing
season, whilst Experiment 3 and Experiment 4 weredacted in the 2008/09 season.
Experiment 2 and Experiment 3 were surface drigated experiments, and Experiment

4 was a fixed deficit furrow irrigation experiment.

Table 3.1. Growing season, irrigation delivery metbd and location of experiments conducted in this
study.

Experiment Growing season Irrigation delivery Locaton

Experiment 1 2008 Glasshouse USDA-ARS, Texas
Experiment 2 2007/08 Surface drip ACRI, Narrabri
Experiment 3 2008/09 Surface drip ACRI, Narrabri
Experiment 4 2008/09 Furrow ACRI, Narrabri
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3.3.1 Thermal optima for an Australian cotton cultivar materials and

methods

Chlorophyll fluorescence recovery rates (ExperimBnt
Plants were grown under glasshouse conditionsréieent and incandescent lights with
16 h photoperiod at 25 °C = 5 °C). Plant leaf tessvuas harvested on four week old
plants. Experimental procedure was conducted ugiieg methodology described by
Peeler and Naylor (1988), with modifications mageBurke (1990). Leaf discs were
excised from plants and placed on moistened 3 riten faper on top of a wet sponge in
a glass dish and covered with £@ermeable plastic film (Gladwrdp), to avoid
desiccation. Leaf discs were illuminated at 25 i@er a high pressure sodium lamp,
emitting a light intensity of 65Amol pm® s*. An illumination period of 1 min was used;
however, this period was adjusted if the normaliBetFo ratio taken immediately after
the illumination period was > 0.15. A constantnfimation period was then used for all
treatments within an experiment. Following the niination period the filter paper
containing the leaf disc was transferred to a teatpee-controlled thermocouple block,
preset to the desired temperature. Temperaturgnesds ranged from 15 °C to 35 °C at
5 °C intervals in the broad temperature range a$saiowing a 10 s excitation period of
light intensity of 22pumol pm? s*, fluorescence measurements were recorded at O min
and then at 5 min intervals throughout the darkpada period to 20 min following
illumination. Fluorescence measurements were tatenthree leaf discs with the
Brancker SF-30 (Richard Branckner Research, Otta®amada). To more accurately
determine the optimal temperature for chlorophidiofescence recovery rates, a fine

temperature assay was also conducted from 24 32 t&€ at 2 °C intervals. The method
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was the same for this assay as the broad tempenatnge assay, except measurement
intervals were reduced to one minute and the measnmt period was reduced to six

minutes following the excitation illumination.

Results are expressed as the dark adapted vatabieimal fluorescence (Fv/Fo), and
were normalised in order to observe trends in dadpted fluorescence recovery. Data
was normalised by subtracting the measured Fv/ém fihe initial Fv/Fo measured at
zero time from excitation illumination. The optimyptant temperature for the recovery
of PSII fluorescence is characterised by a comimnaif the maximum Fv/Fo ratio and

the minimum time in darkness to reach the maximuifé-ratio (Burke, 1990).

Gas exchange at discrete leaf temperatures (Exgeti®, 3 and 4)
Leaf photosynthetic rate and gt discrete leaf temperatures were measured wsing
infra-red gas analyser (IRGA), Portable Photosysith&ystem; Li-COR model 6400-
40. Measurements were conducted in field grown drigated and furrow irrigated
cotton from Experiments 2, 3 and 4. Measurement&xiperiment 2 and 3 were taken
during the peak period for photosynthesis (10:30@hl:30am) (see Appendix 1) on the
youngest fully expanded leaf in all plots of thellweatered (control) (Treatment 4),
excessive (Treatment 5) and the largest soil wdtdicit (Treatment 1) irrigation
treatments. These measurement days were whenedifii@r water stress effects were
visible between treatments. Measurements were takerfour days throughout the
growing season in Experiment 2 (95, 119, 133 and D3S) and five days during

Experiment 3 (83, 90, 97, 107 and 114 DAS). Gadhamnge was also conducted between
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10:30am and 11:30am in all treatments of Experinderi¥leasurements were taken on
69, 81, 91, 100, 113, 120 and 139 DAS. Two measemesnwere taken on two of the

youngest fully expanded leaves in all measuredsplot

As gas exchange rate is affected by light intepsiymidity, temperature, GGand time
of day, the Li-COR was matched to ambient conditions and held constaring each
period of measurement. This resulted in cuvettatiked humidity controlled at 50% to
70%, CQ maintained at 36Qumol (CO,) mol™ air, photosynthetically active radiation
(PAR) set to 180Qmol m? s* to 2000umol m? s* and T, ranging from 23 °C to 42 °C.
Equations used in the instrument for calculatingtpiynthetic rate or net carbon
assimilation (A, inumol (CG) m? s?) and g (mol (H0) m? s?) are given in the Li-

COR Biosciences manual (Li-COR Biosciences, 2004b).

3.3.2 Surface drip irrigation materials and methods (Expeiments 2 and 3)
(&) Irrigation treatments and experimental design
Experiment 2 and Experiment 3 consisted of fiveggation treatments based on daily
reference evapotranspiration (ETrates. These five irrigation treatments included
control or theoretical optimal (100% daily waterqueement of control applied-
Treatment 4), an excessive (125% of control daidyen requirement of control applied-
Treatment 5) and three deficit (75%, 50% and 25%oattrol daily water requirement of
control applied- Treatments 3, 2 and 1) irrigatiegimes. Daily water requirement (§T

was calculated according to Allet al.(1998) where:
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Equation 9: Daily water requirement
ETC = ETO * KC

ETo was calculated using on site weather station degasured over a grass reference

crop at a screen height of 2.0 m and the Penmartéibrequation (Alleret al, 1998):

Equation 10: The Penman-Monteith evapotranspirationequation

AR, -G +p,6 &
AET = a
A+y+ )

a

Where, R is net radiation calculated from observed shonevadiation measured with a
pyranometer at 2.0 m using the methodology of theeAcan Society of Civil Engineers
(2005), vapour pressure and air temperature, Geislaily soil heat flux measured with a
heat flux sensor, {ee,) represents the calculated vapour pressure defitite air using
measured J and relative humidity (measured at 2.0 my,is the mean air density at
constant pressure;, is the specific heat of the aik,represents the calculated slope of the
saturation vapor pressure temperature relationghip,the psychrometric constant for
200 m above sea-level (0.066), andand g are the (bulk) surface and aerodynamic
resistances, calculated from wind speed at 2.0 msared above well watered clipped

grass.

A locally calibrated (Narrabri, NSW) and testkg was calculated for the experiments
using Equation 11 and light interception data (¥sgPers. Comn), whereKc = Crop

coefficient and.l = Light interception (between the values of zard ane).

Equation 11: Locally calibrated crop co-efficient

K. =1.2719LI - 0.0779
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Light interception was measured with the Decagorvié@s AccuPAR PAR/LAI
ceptometer (model LP-80) within one hour of solaom Measurements were taken
above and below the crop at 5 locations in eacth@fcontrol (Treatment 4) plots. The
initial frequency of measurements was weekly; hawvewvhis period was reduced
depending on the rate of crop growth, frohstjuare to early flowering, then every two
weeks until canopy closure. Light interception aatfell at the end of the season as the
crop matured and vegetative growth ceased. This img®rtant as LI was used to

calculateKc, which was used in the calculation of crop waggpuirements.

Irrigation treatments with the drip irrigation sgst were not imposed until 67 DAS
(Experiment 2) and 50 DAS (Experiment 3) when ttepdad reached first square. This
was because the surface drip-irrigation systemtbdo® installed post-planting to ensure
adequate emergence and allow inter-row cultivatowsnwveed control. The experimental
design was a randomised complete block design (RGEI five replicates (blocks).

Each block consisted of six rows of cotton, withefil3 m long plots in Experiment 2,
and 10 m long plots in Experiment 3 for each treatn{Figure 3.2 and Figure 3.3). Each
plot had an irrigated buffer row followed by a dmytl buffer row, which was necessary
to enable wheel-track-rows crop management. A rpacisig of 1 m was used in all

experiments with a planting density of ~ 10 to 1&hfs ni".
The rate of water application in the surface drigation system was determined by

measuring the water collected in containers in 89 meriods. A container was placed at

two randomly allocated drip emitters in each pldie irrigation rate was determined to
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be a uniform 2.4 mm Hr at an operating pressure of 103 kPa (15 psi).cBti®n crop
was surface drip-irrigated ~ every 2 to 3 d, depsmdn daily EB and in-season
rainfall. Irrigation in Experiment 2, Treatmentsdd 2 ceased at 165 DAS and following
165 DAS, for their final three irrigations, Treatme 3, 4 and 5 received only 50% of
their calculated Ed. This was conducted in an attempt to impose alsitegtee of water
stress on these treatments in order to encourage roaturity, especially in treatments
with rank vegetative growth. In Experiment 3, igign was terminated following crop
maturation at 128, 135, 152, 160 and 161 DAS ferréspective Treatments 1, 2, 3, 4
and 5. This reduction in irrigation was to enalfle torrect maturity of the crop and

discourage rank growth at the end of the seasahwas aligned with industry practice in

this regard.
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Figure 3.2.The experimental plan showing the layout of the drigation system
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Figure 3.3. Layout of the irrigation system. a) Primary maino(ft) and secondary mains; b) irrigation
system looking down one replicate; c) The junctetween secondary, tertiary and tertiary sub-mains.

(b) Crop management
Management for all experiments followed currenthhigout commercial practices
outlined by Hearn and Fitt (1992). Each experimesas managed according to its
individual requirements (e.g. with respect to pesntrol), with all replicates of all

treatments receiving the same management regime.

Experiment 2 (2007/08 growing season)

Experiment 2 was pre-irrigated via furrow irrigation 28 September 2007 and was
planted one week later on 5 October 2007. Emergencearred six days after sowing

(DAS). The site was furrow-irrigated 19 DAS to eresgonsistent germination and an
even soil water content across the experiment. @ueomplications in setting up the

surface drip irrigation system, the first 60 mmiroigation water was applied via furrow

irrigation 47 DAS. Nitrogen was applied as anhydrammonia at the required rate of
160 kg N h& prior to planting. The crop was defoliated thrémes following crop

maturity. This number of defoliations was necesshrg to the combined effect of rank
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vegetative growth resulting in the reduced efficatyhe hormone application, as well as

rainfall following the second application on 199 BA Table 3.2 outlines the detailed

crop management history for Experiment 2.

Table 3.2. Agronomic management including fertilise herbicide, pesticide and defoliant application

in Experiment 2

Experiment 2 Application date Rate
Fertiliser history

Anhydrous ammonia 14 Sep 2007 160 kg N h&
Herbicide application

Fluometuron (Cotoran SC) 5 Oct 2007 5.0 L ha'
Glyphosate (Roundup) (Spot spray) 6 Oct 2007 0.8 L ha
Glyphosate (Roundup Ready Herbicide)16 Oct 2007 1.5 kg hd
Glyphosate (Roundup) (Spot spray) 6 Dec 2007 0.8 L ha'
Pesticide management

Indoxacarb (Steward) + 29Jan 2008 0.850 L hal
Petrolium oil (D-C-Tron canopy oil) 2.0 L ha'
Defoliant application

Thidiazuron (Dropp Liquid) + 9 Apr 2008 0.2 Lha
Ethephon (Prep 720) + 2.0 L ha'
Petrolium oil (D-C-Tron canopy oil) 2.0 L ha'
Thidiazuron (Dropp Liquid) + 21 Apr 2008 0.2 L ha'
Petrolium oil (D-C-Tron canopy oil) 2.0L ha
Thidiazuron (Dropp Liquid) + 22 Apr 2008 0.2 L ha'
Petrolium oil (D-C-Tron canopy oil) 2.0 L ha'

Experiment 3 (2007/08 growing season)

Experiment 3 was planted on 14 October 2008 intastmee following rainfall.

Emergence occurred six days post-planting. Thevgte furrow-irrigated 13 DAS to fill

and ensure an even profile. Experiment 3 was pilafakowing an irrigated vetch crop

which was estimated to fix ~ 60 kg N haNitrogen was supplemented as required via

fertigation as dissolved urea at the rate of 29\ka" 81, 86, 90 and 94 DAS. Again,

two defoliations were required to prepare the cfop harvest. This is because the
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application had reduced efficacy in the well-watlepdots as vegetative growth was still

occurring. Table 3.3 outlines the detailed crop aggment history for Experiment 3.

Table 3.3. Agronomic management including fertilise herbicide, pesticide and defoliant application
in Experiment 3.

Experiment 3
Fertiliser history
Ammonia (NH) via nitrogen fixation- May to Sep 2008 60 kg N h&

Application date  Rate

Purple vetchVicia sativa ssp. nigna

Urea (Fertigation) 3 Jan 2009 25 kg N ha
Urea (Fertigation) 8 Jan 2009 25 kg N ha
Urea (Fertigation) 12 Jan 2009 25 kg N ha
Urea (Fertigation) 16 Jan 2009 25 kg N ha
Herbicide application
Pendimethalin (Stomp*Xtra) 30 Sep 2008 3.0L ha
Fluometuron (Cotoran SC) 14 Oct 2008 5.0 L ha
Glyphosate (Roundup) (Spot spray) 20 Oct 2008 0.8 L ha
Glyphosate (Roundup) (Spot spray) 24 Nov 2008 0.8 L ha'
Pesticide management
Diafenthiuron (Pegasus 500EC) 24 Feb 2009 0.800 L hd
Defoliant application
Thidiazuron (Dropp Liquid) + 3 Apr 2009 0.2 L ha
Ethephon (Prep 720) + 2.0 L hat
Petrolium oil (D-C-Tron canopy oil) 2.0L ha
Thidiazuron (Dropp Liquid) + 7 Apr 2009 0.2 L hat
Ethephon (Prep 720) + 2.0Lha
Petrolium oil (D-C-Tron canopy oil) 2.0 L ha'
(c) Data collection
Biologically Identified Optimal Temperature Inteta® Console
(BIOTIC)

Wireless, battery-operated “SmartCHp IRT (Smartfield Inc., Lubbock, TX, U.S.A.)
were placed in four replicates of the experimedyfe 3.4). The SmartCrop system is an
automated crop stress monitoring system, usingtanzly model TN901 IRT (Zytemp,
Hsinchu, Taiwan R.O.C.). The remote IRTs consist abnsumer quality IRT sensor, as

well as the electronics necessary for acquiringrirg, processing and transmitting
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temperature measurements. The remote IRTsS meagenage output temperature within
the field of view at a one minute interval, andchsmit a 15 min average temperature to
the base/ controller via a low power radio link.eTibase/ controller stores temperature
data in an on-board memory system, for subseqeéigval. The system was installed in
an open area with no interfering structures or gogphy that could affect transmission
range. The remote IRTs were powered by four AAAtdyas that are user replicable.
However, these batteries were not replaced, pnogiddequate operational power for the

duration of the measurement period (~ 80 d).

Data was collected throughout the season throughof maturity, from 80 DAS through
178 DAS (Experiment 2) and 34 DAS to 155 DAS (Expent 3). This collection period
included periods, in some treatments, after irroyateased. Sensors were positioned and
maintained periodically at 10 cm above the canomyntpig south (to reduce the effects
of secular reflectance) at an angle of 70r the duration of the measurement period.
Corresponding ambient,Tand relative humidity were also logged (Smartfidhat.,
Lubbock, TX, USA) every 15 min, at times coincidingth the BIOTIC canopy

temperature data.

Figure 3.4. The installed BIOTIC equipment. a) receiver aeaad temperature and humidity sensor
(inside Stevenson’s screen) mounted on the edge bfilding adjacent to the experimental field; b)
BIOTIC sensors installed in field experiment; cjrqmuterised base station data loggers.
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Soil water content

Soil water to 100 cm in depth at 10 cm intervals walculated every 2 to 3 d from four
replicates in all treatments from the experimeningisthe Gophét Soil Moisture
Profiling System capacitance probe. Probe tubeg Veeated in the middle of the centre
row of each plot in all replicates. The Gopheneasures the dielectric constant (ratio of
electric flux density produced in the soil and wateatrix to that in a vacuum by the
same electric force) of the soil and water to deiee the water content of the soil.
Therefore, the measured dielectric constant ineeas the water content of the soil
increases. The sensor was used with the factoiyraabn for medium-heavy clay soils
and correlated with NAM measurements from a preslipuaalibrated NAM to determine

soil water (mm).

The soil water to 120 mm in 15 cm intervals wa® ateasured on a weekly basis using
the CPN Corporation HydroproBemodel 503DR, neutron attenuation meter (NAM) in
the control (Treatment 4) plots only. This was aaetdd in order to provide a reference
for the Gophé? probe measurements. The NAM was calibrated usiagrtethodology of

Tennakoon and Hulugalle (2006).

Water-use efficiency (WUE)
The WUE quantifies the efficiency with which ecorionyield is produced as a function
of water applied to the crop. The WUE (kg'hani?) was calculated as the lint yield (kg

ha') produced per mm of water applied to each treatmen

87



Above ground biomass accumulation
Above ground biomass was measured at five hartesisghout Experiment 2. These
harvests represented times when the plant had edaztspecific physiological growth
stage. Biomass was sampled during squaring (68 Pd\8ing flowering (96 DAS), peak
vegetative growth (cutout) (111 DAS), first openllq@38 DAS) and during the pre-
harvest period (173 DAS). Biomass was measuredtisies during Experiment 3.
Biomass was sampled at squaring (64 DAS), firstélo(77 DAS), during flowering (93
DAS), peak vegetative growth (cutout) (111 DAS)stfiopen boll (125 DAS) and during

the pre-harvest period (162 DAS).

One randomly allocated 7of each plot with a uniform plant stand (> 8 p&ani?) per
sample date was cut at ground level from eachekiperimental plots. The number of
plants and sample fresh weight were recorded. Fepresentative plants of the sample
were then sub-sampled for partitioning of stemf,lequares, green and open bolls for
dry matter (g/rf) and the count of reproductive plant parts (squéoever, green boll and
open boll). All values were then converted to aagnf) basis from the sub-sample and
initial sample fresh weight. A secondary sub-sangiléwo of the sub-sampled plants
was analysed for leaf area on the Li-COR LA-3108aameter and converted to the

specific leaf area (ffg) and LAL.

Heights and numbers of nodes above cotyledon ef fiepresentative un-tipped plants

from each plot were measured weekly. Cutout, thesipfogical point when competition
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for assimilates exceeds supply and results in éssation of both vegetative growth and
the production of reproductive sites that influenogp yield (Hearn and Constable, 1984)
was also determined. This was achieved by countiaghumber of nodes above a one-
day-old flower at the first position of a fruitingranch to the apical bud of the plant
(Figure 3.5b). One-day-old flowers were identifigsl cotton flowers are only white for

one day. Cut out was determined to take place wbennodes above a one-day-old

flower to the plant apex occurred.

Terminal bud
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Figure 3.5.(a) Diagram showing a plant that has reached adutGut out has occurred when the number of
nodes above a first position one-day-old flowertkia red circle) is four; (b) Schematic diagranaafotton
plant showing the number of nodes and fruitingssite

Plant mapping and lint yield
Plant mapping was carried out during the pre-harpesod, 179 DAS in Experiment 2
and 162 DAS in Experiment 3. One randomly allocatécf each plot with a uniform
plant stand (> 8 plants fiywas cut at ground level from each block of thpeziment.

The number of nodes, vegetative branches and Bnliing branches and positions of
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both bolls and abortions and non-harvestable ladltee plant apex was recorded (Figure
3.5a). The number of fruiting branches, vegetativanches and bolls, nodes above
harvestable boll and per cent bolls per fruitingnwh and fruiting branch position were
calculated. Total boll retention rates were cal@daby dividing the total mature bolls by

the number of potential boll sites.

Mechanically-picked seed cotton weight data wasndsxd from one row of each plot.
The gin turn-out (% lint of seed cotton) and filopgality was then calculated from a sub
sample of the picked lint yield. Fibre quality (&b length, strength, uniformity and

micronaire) was measured on a high volume instrargté¥il).

Weather conditions

Weather conditions at 15 and 60 min, and 24 hvatsrwere calculated directly adjacent
to the crop with a customised weather station (GathpScientific, Logan, UT). The
weather station measured average, maximum and mnni@ir temperature (°C) and
relative humidity (%) with the HMP50-ET air temptnage and relative humidity probe,
average, maximum and minimum wind speeds tjnasd direction with the 034B-ETM
wind set, and short-wave radiation (KWrwith the CS305-ETM pyranometer sensor.
Temperature, humidity, radiation and wind speedeweeasured at a screen height of 2.0
m. Total rainfall (mm) with the TE525-ET tipping ¢ket rain gauge, as well as

calculated EF (mm hi') and vapour pressure deficits (kPa).
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Rainfall (mm) was also manually measured with a gauge (Rainmaxx 150 mm) due to
concerns for the accuracy of the rainfall measimgthe weather station. In the event of
a discrepancy between rainfall measured by the heeadtation and the manual rain
gauge, the manual rain gauge measurement waskfective rainfall was calculated in
the control plots of Experiment 2 and Experimeita8ed on the difference between the
cumulative crop requirement (gl (minus water supplied by irrigation) and the wate
supplied by the rainfall event. The crop requiretrisrconsidered to be the total amount
of water, after taking into account irrigation apgtion, required to return soil water to
field capacity, the starting soil water followingetinitial furrow irrigation. The effects of

deep drainage and runoff were ignored as thesengseas were not measured.

Degree day was calculated with the CottASSIST dayek calculator (CSIRO, 2008), as

follows:

Equation 12: Cotton degree-day equation

(Tmaxl- - 12) + (Tmin,- —12)

DDi = 2

where DD is the degree day for dajn the sum, TFax IS the maximum daily air
temperature, andqJ, is the minimum daily air temperature. The sigmifice of 12 is that
12 °C is considered the base temperature for cajtowth and development, and thus
temperatures < 12 °C do not contribute to DD. Low &igh temperature stress days are
those days where ambient temperatures < 11 °C, &6 *C. These temperatures
represent detrimental ambient conditions on cogpmwth and development (Bange and

Milroy, 2004; Hodge<t al, 1993).
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3.3.3 Deficit furrow irrigation materials and methods (Experiment 4)
(a) Irrigation treatments and experimental design
The transgenic cottonGssypium hirsutuncultivar Sicot 70BRF was irrigated in a
randomised complete block design (RCBD) with faplicates (blocks). The experiment
consisted of four irrigation treatments based aity d®il water deficits (mm) calculated
from neutron attenuation meter (Table 3.4). Thesg frrigation treatments included a
control or theoretical optimum (40 mm to 50 mm difj a frequently irrigated (30 mm
to 40 mm deficit) and two extended deficit irrigatitreatments: a moderately extended
(65 mm to 75 mm deficit) and fully extended (105 non110 mm deficit) treatment.
Once the desired soil water deficit below the drdirupper limit of the soil was

measured, treatments were furrow irrigated, retythe soil to field capacity.

Table 3.4. Deficit irrigation treatments and defict range.

Treatment Colour Deficit Deficit Range (mm)
Frequent Blue 35 30 to 40

Control Green 45 40 to 50
Moderate Red 70 65 to 75
Extended Grey 105 100 to 110

Each experimental block consisted of four randoallgcated 164 m long plots under
different irrigation regimes. The field was lasewélled to achieve a slope of 1:1500,
with crop row and furrow spacing of 1 m. Irrigatipfots varied in width according to
treatment, with the frequently irrigated plot beit® rows wide, the control and medium
extended plots 16 rows wide and the extended @@tows wide. The large plot width
and variation in plot width was necessary to redinee effect of lateral movement of

irrigation water. The more frequently irrigated tglavere smaller as the soil remained
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wetter and hence fewer cracks formed, reducingation times and the lateral movement
of water, whereas the extended irrigation plotsanarger for the converse of this reason.
Each plot had a single measurement row at the eaitthe plot and lint yield was
calculated from four 13 m strips up the field irstiame row (Figure 3.6).

164m

Centre
16m four
rows

L

Tail drain
yayp peaH

20m

P— 13m machine IRT
26m picked yield probe 1om

Figure 3.6. The experimental plot showing the layout of onetiment block including the location of
neutron attenuation meter probe tubes, infra-rednlometers, and the area machine picked for leityi
analysis. The bottom 25 m and top 10 m of the fialé discounted from measurements due to
waterlogging from the backing up of water in théd thain and compaction from previous rotorbuck
formations at the head ditch.

The irrigation treatments received varying numbefsirrigations according to their
desired deficits. The frequently irrigated plotsai®ed eleven irrigations, control plots
nine irrigations, moderately extended plots foutgations and the fully extended
irrigation plots only two irrigations (Table 3.3Rainfall throughout the growing season

totalled 327 mm.
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Table 3.5. Irrigation dates for each deficit irrigation treatment and corresponding number of days
after sowing and cumulative degree days.

Treatment Irrigation date Days after Cumulative
sowing degree days
Frequent 9 December 2008 55 550
(= 35 mm) 22 December 2008 68 708
2 January 2009 79 866
9 January 2009 86 976
15 January 2009 92 1068
23 January 2009 100 1189
30 January 2009 107 1309
5 February 2009 113 1414
11 February 2009 119 1526
27 February 2009 135 1721
13 March 2009 149 1957
Control 12 December 2008 58 597
(=45 mm) 24 December 2008 70 739
7 January 2009 84 944
15 January 2009 92 1068
25 January 2009 102 1225
2 February 2009 110 1361
10 February 2009 118 1512
3 March 2009 139 1777
16 March 2009 152 1993
Moderate 11 January 2009 88 1001
(= 70 mm) 28 January 2009 105 1276
8 February 2009 116 1471
6 March 2009 142 1808
Extended 16 January 2009 93 1087
(= 105 mm) 6 February 2009 114 1434

(b) Crop management
The experimental site was pre-irrigated on 2 Oatdi¥®8 and was planted two weeks
later on 15 October 2008 (planting was delayed byeak due to rain). Emergence
occurred six days post-planting. Nitrogen was agpds anhydrous ammonia at a rate of
200 kg N h&. Two defoliations were required to prepare thepdar harvest. This is

because the application had reduced efficacy invibB-watered plots as vegetative
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growth was still occurring. Table 3.6 outlines tihetailed crop management history for

Experiment 4.

Table 3.6. Agronomic management including fertilise herbicide, pesticide and defoliant application

in Experiment 4

Experiment 4 Application date Rate
Fertiliser history

Anhydrous ammonia 12 Sep 2008 200 kg N hd
Superphosphate 28 Sep 2008 100 kg ha
Herbicide application

Pendimethalin (Stomp*Xtra) 28 Sep 2008 2.2 Lha
Fluometuron (Cotoran SC) 15 Oct 2008 5.0 L ha
Glyphosate (Roundup Ready Herbicide)26 Nov 2008 1.5 kg hd
Pesticide management

Fipronil (Regent) 14 Nov 2008 0.125 L hd
Indoxacarb (Steward) + salt 27 Jan 2009 0.850 L hd, 1kg ha
Diafenthiuron (Pegasus 500EC) 18 Feb 2009 0.800 L hd
Pyriproxyfen (Admiral) + 28 Feb 2009 0.500 L hd
Organosilicone surfactant (Maxx) + 0.060 L hd
Clothianidin (Sumitomo Shield systemic) 0.250 L hd
Indoxacarb (Pegasus 500EC) 28 Mar 2009 0.800 L hd
Defoliant application

Thidiazuron (Dropp Liquid) + 3 Apr 2009 0.2 L hat
Ethephon (Prep 720) + 2.0 L hat
Petrolium oil (D-C-Tron canopy oil) 2.0L ha
Thidiazuron (Dropp Liquid) + 9 Apr 2009 0.2 L ha
Ethephon (Prep 720) + 2.0Lha
Petrolium oil (D-C-Tron canopy oil) 2.0 L ha'

(c) Data collection

Biologically Identified Optimal Temperature Intetal® Console

(BIOTIC)

Data was collected in the same fashion as for theidigation experiments; however,

the system was solar powered due to its remoteidocgFigure 3.7). The BIOTIC

sensors were running from 57 DAS through to cropunity (60% open bolls) at 154

DAS. This occurred two days after the final irrigattreatment in the control plots. Ten
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consecutive days of data from 74 DAS was lost dugystem failure during an electrical

storm.

e

Figure 3.7. The installed BIOTIC equipment. a) receiver aertgse station (in weather proof box) and
solar panels (power source) located at the cerittbeoexperimental field; b) The base station aathd
logger mounted inside the weather proof box; ¢) Bl®Dsensors installed in field experiment.

Soil water content

The soil water to 1.2 m at 0.1 m intervals in thp 0.6 m of soil and at 0.2 m intervals
below 0.6 m was measured using the CPN Corporatigiroprob€, model 503DR,
neutron attenuation meter. Using a calibration thgxed for the same field (Yeatd2ers.
Comm) for the NAM probe, the soil water was monitoradbughout the season between
28 and 168 DAS. Irrigation was managed throughwatker monitoring with the NAM.
Irrigation was initiated when soil water contenaigked the desired soil water deficit
range (Table 3.4). Soil water was measured agaih gBor to an irrigation event, and

again during the dry down cycle.
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Above ground biomass accumulation
Above ground biomass was measured at five hartbstsighout the growing season.
These harvests represented times when the plantdaathed a specific physiological
growth stage. Biomass was sampled at first flow@rAS), peak vegetative growth and
water use (91 DAS), cut out (120 DAS), during Hdling (138 DAS) and during the
pre-harvest period (166 DAS). Biomass accumulatias calculated in the same manner

as for the drip irrigation experiments.

Heights and numbers of nodes above cotyledon ef fiepresentative un-tipped plants

from each plot were measured weekly.

Lint yield

Mechanically picked seed cotton weight data waerceed from four 13 m sections of the
measurement row of cotton. It is important to rtbe the bottom 25 m and the top 10 m
of the field, as well as the area surrounding teetmon probe and the access path were
excluded from yield and other measurements. Dusdi@rlogging from back up water
from the tail drain the bottom of the field was kexted from measurements. Also, the top
of the field was excluded because it receives tbstnmrigation water and is subject to
compaction from the formation of previous seasoatsrbucks, i.e., the furrows formed
between the head-ditch and crop to direct furrgigation water. These are areas of high
compaction potential as rotorbucks are continuetiyioved and re-formed throughout
the season to enable ground based managementesattiioccur. The area surrounding

the neutron probe and access path was excluddgk amtton there was damaged due to
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excessive foot traffic. The gin turn-out and filepeality was then calculated from a sub

sample of the picked lint yield.

Weather conditions
Weather conditions were monitored in Experimenn4aoveather station adjacent to the

experiment in the same fashion as Experiment 23and

3.4Data analysis

All data was analysed in Genstat v11.0 and assestsa&=0.05 level of significance.

Specific details are provided in the following cteap.
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4. THERMAL OPTIMA FOR AN AUSTRALIAN COTTON CULTIVAR

4.1 Introduction

Temperature affects almost all aspects of planivtirand development and, in a field
based setting, is dynamic, with both diurnal arekeaal influences (Mahan and Yeater,
2008). The ancestors of modern cotton cultivargimgited in tropical regions and were
thus adapted to growth at high temperatures. Tedaymmercial cotton cultivars have
retained this high optimal temperature for growmtidl anetabolism (Burke and Wanjura,
2010). Despite the fact that a significant amouhtresearch evaluating the optimal
temperature or temperature range for cotton hasraat, a clear picture on the optimum
for cotton metabolism has not emerged. The rangebserved results occurs as a
consequence of determining optimal air temperatur@lant temperature, the method
used to measure temperature, and reported diffeseimc optimal temperatures within

different anatomical structures or periods of pblmiical development (Burke and

Wanijura, 2010).

It is important to note that,Tand plant temperatures cannot be used interchalygea
Although T, has been used as a surrogate for plant tempergtiaret temperature is

rarely equal to that of the air temperature. Asfed@nces between air and plant
temperature regularly exist it is often importantmeasure both (Burke and Wanjura,
2010). Differences between canopy and air tempersitexist due to many factors,
including the diurnal cycle of irradiance, cropesizvind speed, the water content of the

air and plant water status (Burke and Wanjura, 20I0e value of measuring plant T
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for water stress detection has been recognised #nec1980s (ldso, 1982; Jackson, 1982;
Jacksoret al, 1981). The significance of monitoring planti$ that through the opening
and closing of stomata (in response to soil watdicis) changes to the leaf energy
balance occur and .Tare altered. The closure of stomata results ineeredise in
transpiration and consequently a reduction in tad@ergy flux, leading to a rise in, &s

a thermal gradient to increase sensible heat bsstablished. This has been used to
indicate water stress in plants for use in irrigatscheduling. However, it is important to
reiterate that ambient conditions influencg thus T are a combination of plant and

environmental factors (Fuchs, 1990).

The increase in availability of more affordablertpble and reliable IRTs has occurred
steadily since the 1970s (Jacksen al, 1981; Mahan and Yeater, 2008). This has
allowed for real time, non-contact, remote monitgriof plant, leaf, and canopy
temperatures with IRTs, which measure the surfadeometric temperature, giving an
average temperature of the field of view (Fuch®0)9Canopy temperatures are altered
through changes in the leaf energy balance, aswtref altered transpiration rates.
Transpiration rates generally proceed at a maxiraaoording to environmental demand
until ~ 0.3 to 0.4 of the fraction of plant availalsoil water is remaining (Ragt al,
2002; Ritchie, 1981). At this point plant growthgétn, 1979) and gas exchange (Ritchie,
1981; Rayet al, 2002; Sinclair, 2005; Sinclair and Ludlow, 198&cline until the
remainder of transpirable water is used or soilewas replenished. As soil water

availability can influence Jd species-specific, stress thresholdiffat signal the onset of
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water stress have been established for numeroos ggacies, including cotton (Burlet

al., 1988).

The determination of the optimal Tor cotton developed from the finding by Hatfiedt

al. (1987a) where Jof well-watered cotton crops became cooler thaatTl, > 27.5 °C,
whilst night T¢ of field grown cotton tracked T At the same time Mahaet al. (1987)
used the concept of the thermal dependence of enparameters to delineate optimal
temperatures in plants. Analysis of the thermaledeence of the apparent Michaelis-
Menten constant{(,) of cotton glyoxylate reductase, led to the depmient of the TKW
approach to quantify thermal stress. The TKW fotimpm enzyme function is the
thermal range over which the apparkptof an enzyme is within the range of + 200% of
the observed minimum value (Mahanhal, 1987). The relevance of 200% was based on
earlier work which showed that enzymes could furcoptimally within + 200% of the
minimum K, value (Teeri, 1980; Teeri and Peet, 1978; Somer law, 1976). The
temperature dependence of enzyme function has bseth to explain the ecological
niche and limitations of organisms to thermal eowments (Burke, 1995; Somero and
Low, 1976; Teeri and Peet, 1978). As plant enzyawsdved for optimal function within
the normative temperature range of the organisen, TkW concept can be used as a
means of determining an optimal plant. TThis is especially important as most
agriculturally significant crop species are nowoaygown outside the ecological niche in
which they evolved, and hence may be exposed tm@ease in both supra and sub-

optimal ambient and plant temperatures.
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The TKW for cotton was identified as 23.5 °C to &2 with the minimum observed,

of cotton glyoxylate reductase at 27.5 °C (Bueteal, 1988; Maharet al, 1987). These
observations were supported by Upchurch and Mah888), where cotton Tgrown
under glasshouse conditions trackedt® within 1 °C) when Twas below minimuniK,
for cotton enzyme function. They also showed tkaf temperatures under well-watered
conditions were maintained to 27 °C £ 2 °C when tamperatures > 30 °C. They
concluded that when energy input is insufficienimarm leaf temperature to the TKW,
leaf temperatures track air temperatures. Burke dpdhurch (1989) supported this
theory, finding that transpiration is minimal aaféemperatures < 24 °C, the lower limit
of cotton’s TWK. Upchurch and Mahan (1988) alsoedothat during daylight hours,
incoming radiant energy must be dissipated by piaason to avoid a rise in,Tabove
the TKW. This is achieved through stomatal contmehich has been shown to be
responsive to jTwithin the TKW (Burke and Upchurch, 1989). Thigygasts that cotton
has at least some capacity to maintain gsaflits preferred thermal range (TKW), and

more specifically its optimum temperature for melam, through transpiration.

The preferred Ifor high cotton yields is generally consideredéo~ 30/20 °C day/night
temperature (Singlet al, 2007), where exposure to temperatures abovetéhid to
decrease total biomass and result in a high ratdrwof abscission, while lower
temperatures result in slower growth and developn{®eddy et al, 1991a). The
optimum plant temperature or thermal stress thidsfar cotton has been determined
through a variety of means including the thermab#ity of various enzymes (Mahan,

2000; Mahan and Gitz, 2007; Burke, 1995), the recpvate of the Chlorophyé/b light
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harvesting complex of PSII (Burke, 1990), plantvgiy development and productivity
(Burke et al, 1988), growing crops to avoid.Texceeding a specific threshold
temperature (Wanjurat al, 1990; Upchurchet al, 1996; Wanjuraet al, 1992), and
pollen germination rates (Burlet al, 2004). These methods all concur that the thermal
optimum of cotton is ~ 28 °C = 3 °C (Burke and Wanj 2010). However, it is
important to note that all of these studies weredaoted on Texan Paymaster cotton
cultivars (Paymaster HS26, 958, 145, 404 and 232GRR& were confined to the Texas

High Plains.

The principle underlying chlorophyll fluorescence that light energy absorbed by
chlorophyll molecules in a leaf can be used tovadghotochemistry, dissipated as heat or
re-emitted as light- chlorophyll fluorescence (Ma&twand Johnson, 2000). These three
processes occur in competition, where an increaséficiency of one process will result
in a decrease in yield of the other two (Maxwelldalohnson, 2000). Chlorophyll
fluorescence has been increasingly used in plagsiplogical studies, as it yields
information about the changes in the efficiencyphbtochemistry and heat dissipation.
Fluorescence parameters that were measured irstidly were the dark adapted zero
fluorescence level ¢ and the dark adapted maximal fluorescengg, (Which are used
to calculate the dark adapted variable fluorescérgewhere F= F, -F,) (Figure 4.1).
The fluorescence parameter used in this study wgdbk,, Fwhich represents the
reappearance of dark adapted chlorophyll variabieréscence following illumination,

and has been used by Burke (1990) to determineespspecific optimal temperatures.
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Figure 4.1.Sequence of a typical fluorescence trace. A meaglight is switched onf(MB) and the zero
fluorescence level is measured)(FApplication of a saturating flash of light$P) allows for the
measurement of the maximum fluorescence levg). ¢k light to drive photosynthesigAL) is then

applied. After a period of time another saturatigbt flash ¢ SP) allows for the maximum fluorescence in
the light (Fi,,) to be measured. The level of fluorescence imnteljikefore the saturating flash is termed
F.. Turning off the actinic light|(AL), in the presence of far-red light, allows fbetzero level fluorescence
in the light (F}) to beestimated Source: (Maxwell and Johnson, 2000).

Optimum temperatures for plant metabolism were rd@teed in this study using the
temperature dependence of the reappearance ofbkarihlorophyll fluorescence
following illumination. This method was developey Burke (1990), and differs from
enzyme thermal stability in that it can be usedapid screening of plant tissue, avoiding
the difficulties associated with protein purificatiand enzyme temperature assays. The
temperature dependence of the recovery of PSibllowing illumination was originally
studied by Peeler and Naylor (1988), who found that recovery of Fat 5 °C was
inhibited in chilling-sensitive cucumber seedlingsmpared with chilling-resistant pea
seedlings. Burke (1990) extended these results eimodstrate the species-specific
temperature optima for the recovery of/f following illumination. Burke (1990)

compared the novel, /~, temperature assay to the thermal sensitivity phagntK,, of
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the enzyme hydroxypyruvate reductase for NADH. Tdosparison showed consistent
calculations of thermal optima using the/Hs recovery temperature assay and the
established enzyme thermal stability method (Bud®90; Burke and Oliver, 1993).
Later, it was also established that while absohka&ies of F/F, varied following
previous stress, the thermal dependence of thdesesvavere stable over the life of the
plant and unaltered by water or thermal stress @&t al, 1995; Ferguson and Burke,

1991).

Although much research has been conducted on #@ven#h optimum of cotton, it is
important determine the optimal temperature thriesfar the Australian cotton cultivar
used in this study. This is especially importantresstudied USA cultivars are limited in
diversity (all Paymaster lines). The accuracy a$ thptimum is essential as threshold
stress temperatures, based on optimal plant functoe central to the water stress
detection of the BIOTIC irrigation scheduling systeThe purpose of this chapter is to
verify that the optimal temperature of the currentlustry standard commercial
Australian cotton cultivar, Sicot 70BRF, is similer the values measured in the US
cultivars of the same species. Using the methoeldped by Burke (1990) as well as
physiological gas exchange responses to leaf textyerin field grown cotton, the
optimal temperature of Sicot 70BRF was studied.eAsgivity analysis of the BIOTIC
irrigation scheduling system (see Chapter 2 fothier details) to temperature thresholds
was also conducted in order to determine the acgwéthe temperature threshold and

the effect of altering this threshold.
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4.2 Materials and methods
4.2.1 Temperature dependence of the reappearance of vabé chlorophyll
fluorescence following illumination
The Australian cotton cultivaGossypium hirsuturh.) Sicot 70BRF (CSIRO, Australia)
was used to compare the optimal temperature obruslly studied US cultivars,
Paymaster 145 and Paymaster HS26, which were gmelo Texas. Sicot 70BRF was
selected to represent a standard commercial Aisstraultivar as in its first year of
release (2008/09) > 70% of the total area of copiaduction in Australia was sown to
this cultivar (Cotton Seed Distributo®ers. Comm2009). Sicot 70BRF is the result of a
cross between Sicala V-1 (seed parent) and the @3iRReding line 84009-47 (pollen
parent) at ACRI, Narrabri (Reid, 2001). These ptielnes were bred from US cotton
germplasm from Texas (Tamcot SP37H and PaymastieAllihes) and Arizona (Delta
Pine 90), as well as a Russian line (King Karajds€ks4), emphasising the strong US

background of Australian cotton breeding programs.

Plants were grown under glasshouse conditionsrékgaent and incandescent lights with
16 hour photoperiod at 25 °C £ 5 °C) at the Unigtdtes Department of Agriculture’s
Cropping Systems Research Laboratory in Lubbocka3e Plant leaf tissue was
harvested for analysis on four week old plants. éfixpental procedures followed the
methodology described by Peeler and Naylor (19880 modifications made by Burke
(1990). A broad temperature assay between 15 °C3&nfC at 5 °C intervals was

initially conducted to roughly gauge the optimamperature for the reappearance of
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chlorophyll fluorescence. The optimum temperatuies wefined in a fine temperature

assay conducted between 24 °C and 32 °C at 2 é@vals.

Leaf discs were excised from plants and placed oistened 3 mm filter paper on top of
a wet sponge in a glass dish and covered with @®meable plastic film (Gladwrd),

to avoid desiccation. Leaf discs were illuminated28 °C (the same temperature as
growing conditions) under a high pressure sodiumplaemitting a light intensity of 650
pmol pm? s*. An illumination period of one minute was usectsure light adaption had
occurred; however, this period was adjusted if tiermalised FF, ratio taken
immediately after the illumination period was > ®.IThis adjustment was necessary
because chlorophyll fluorescence measurements w@mducted throughout the dark
adaptation period from light adapted conditionserEfore, an initial saturating light
exposure was required to ensure leaf material ighs ddapted. A constant illumination
period was then used for all treatments within gmeement. Following the illumination
period, the filter paper containing the leaf diszsviransferred to a temperature-controlled
thermocouple block, preset to the desired temperaflemperature treatments ranged
from 15 °C to 35 °C at 5 °C intervals in the braachperature range assay. Following a
ten second excitation period of light intensity 2 pmol pm? s, fluorescence
measurements were recorded at zero minutes andhttime minute intervals throughout
the dark adaption period to 20 minutes followinduniination. Fluorescence
measurements were taken on three leaf discs peretamare and time period with the
Brancker SF-30 (Richard Branckner Research, Ott&vemada). The fine temperature

assay was conducted between 24 °C and 32 °C atig@tévals. The fine temperature
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assay was conducted at temperatures within thendiédnetic window of 23.5 °C to 32
°C, described by Burket al.(1988). The method was the same for this ass#yedsroad
temperature range assay, except measurement istereee reduced to one minute and

the measurement period was reduced to six minatesving the excitation illumination.

Results are expressed as the dark adapted vat@abhnimal fluorescence (F~), and
were normalised in order to observe trends in da&pted fluorescence recovery. Data
were normalised by subtracting the measukgB,From the initial k/F, measured at zero
time from excitation illumination. The optimum teemature for the recovery of PSII
fluorescence was characterised by a combinatioth@fmaximum FF, ratio and the
minimum time in darkness to reach the maximupFfratio. The maximum
achieved is used as the initial predictor of optiteenperature, and the rate to maximum
F//Fo is used to differentiate between similar maximuprf&(Burke, 1990). An analysis
of variance P=0.05) was conducted to determine differences iximiam F,/F, and rates

to maximum K/F, on the fine temperature assay.

4.2.2 Optimal temperature for gas exchange in field growrcotton
Leaf photosynthetic rate and conductance were medsusing an IRGA, Portable
Photosynthesis System; Li-CGRmodel 6400-40 (Li-COR Biosciences, Lincoln,
Nebraska, USA) in Experiments 2, 3 and 4. Measunésni@ Experiment 2 and 3 were
taken during the peak period for photosynthesis3@@m to 11:30 am) (see Appendix 1)
on the youngest fully expanded leaf in all plotstbé theoretical optimal (control)

(Treatment 4), excessive (Treatment 5) and thestdrgoil water deficit (Treatment 1)
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irrigation treatments. Measurements were takenacam fays throughout the growing
season in Experiment 2 (95, 119, 133 and 134 DAS)fave days during Experiment 3
(83, 90, 97, 107 and 114 DAS). Gas exchange wascalsducted between 10:30 am and
11:30 am in all treatments of Experiment 4 (69, ®1,,100, 113, 120 and 139 DAS). A
range in irrigation treatments considered, ensuaimgarray of studied leaf temperatures
and corresponding gas exchange rates. Leaf tempesavere measured with a chromel-
constantan thermocouple junction located withing@esor head of the Li-6400 (Li-COR
Biosciences, 2004a). The accuracy of these leapdestures was corroborated with a

Fluke Ti20 Thermal imager (Fluke, Everett, WashomgtUSA).

As gas exchange is affected by light intensity, dityy temperature, C©and time of
day, the Li-COR was matched to ambient conditions and held conhs$tanthe time
period of measurements. This resulted in cuvetsgive humidity controlled at 50% to
70%, CQ maintained at 36Qmol (COy) mol™* air, PAR set to 180Amol m” s® to 2000
umol m? s* and air temperatures ranging from 23 to 42 °C.afiqns for calculating
photosynthetic rate or net carbon assimilation ifAumol (CQy) m? s*) and stomatal
conductance (g, in mol @@) m? s') are given in the Li-COR Biosciences manual (Li-

COR Biosciences, 2004b).
Using GenStat 11 edition, a second order polynomial regression fitisd to the

combined photosynthetic rate (A) and correspontkafitemperatures of Experiments 2,

3 and 4. Regressions were tested for significandetlzen the peak, or axis of symmetry,
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of the quadratic was calculated by finding the padat between the roots (ntercepts)

of the fitted quadratic equation. The roots wetewated using the equation:

Equation 13: The quadratic equation

-b+b? -4ac
2a

X=

wherea is the quadratic term ardlis the linear term and is the constant term of the
equation of the fitted line. The range of leaf temgtures that resulted in similar A as the
peak value was calculated by substituting the pedite of A + the standard error of
observed A. These values for A were substitutedl tiné fitted equation, which was then
solved for x, using the above equation, providing the rangeleaff temperatures
producing photosynthetic rates similar to thatleé peak photosynthetic rate. The leaf
temperature that produced the pealagd the range of leaf temperatures that produced
similar g rates was calculated in the same fashion as phdteic rate calculations

above.

4.2.3 Sensitivity analysis of BIOTIC irrigation calls to temperature thresholds
The BIOTIC irrigation scheduling system uses a terajure-time stress threshold system
to schedule irrigations. The ST concept used b\BUIETIC irrigation scheduling system
is the cumulative amount of time that a crop canexgeeds both the temperature and the
time thresholds. Historically, a stress temperatareshold of 28 °C has been used for
irrigation scheduling with BIOTIC in cotton. Thifreshold is calculated by estimating
the thermal optimum of the metabolism of the pldatermined from the temperature
dependence of a selected metabolic indicator (M&tah, 2005). The time threshold is

calculated using an energy balance approach. Thsoach calculates the canopy
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temperature of a well-watered, non-stressed plaspecific site. The calculation of this
stress time uses historic weather data collected the growing season for the crop and
site of interest to produce an arithmetic meanhef fength of time per day that the
calculated temperature of a well-watered crop canopy is icesg of the threshold
temperature of the crop of interest (for more deta@ Chapter 2). Using this stress time
calculator developed by Maha al. (2005), a calculated average stress time thresifold
165 min (2.75 hr) was determined for ACRI (Myall Ig)a Narrabri (MahanpPers.

Comm.2010).

The sensitivity of the BIOTIC irrigation schedulisgstem to temperature thresholds was
determined from data collected from Experiment®©i@ Bxperiments 3, where details on
the general materials and methods of these expetsnaee described in Chapter 3. Stress
temperature thresholds of 26 °C, 28 °C and 30 °&wtudied on cotton monitored with
the BIOTIC irrigation scheduling system. The averdgily stress time, cumulative stress
time for the measurement period, and the numbeBIQITIC irrigation calls were
calculated from the canopy temperature data cekedh Experiments 2 and 3. The
number of BIOTIC irrigation calls was calculated fiymming the number of days that
the crop’s canopy temperature exceeded its temperand time thresholds, or when the
ST exceeded the site specific time threshold, whics calculated as 165 min for

Narrabri.

The measurement period for the sensitivity analysis conducted between 85 and 155

DAS. This 70 d period was selected as it was thgdst period of time that.n both
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Experiment 2 and 3 was monitored, and encompassexse periods of crop
development from flowering through to maturity. §hperiod was between B0
December to 8 March in Experiment 2 (representing an accumutatb 978 degree
days) and ¥ January to 18 March in Experiment 3 (998 degree days). The amlyas
conducted over the same number of days in bothriErpats 2 and 3. This is important
because irrigation signals are calculated on aydadsis, and therefore, for direct
comparisons of irrigation calls across seasonsntimber of days studied must be kept
constant. If the number of days studied were differacross experiments trends in the

number of irrigation calls may arise due to diffezes in measurement periods.

Average stress timecWwere also calculated for each studied temperatueshold. The
average stress time canopy temperature was cadulgt averaging the measureg T
during the period when.Texceeded the temperature threshold of intereffier®nces in
average ST J within each temperature threshold, were deterdhimg conducting an

analysis of variancePE0.05) in GenStat fledition.

4.3 Results
4.3.1 Temperature dependence of the reappearance of vab& chlorophyll
fluorescence following illumination
The temperature response of the chloropéidllight harvesting complex of PSII over a
broad range of temperatures (15 °C to 35 °C) asrohted by the recovery rate of F
over the dark adaptation period is shown in Fighu2 The maximum and rate of F

recovery of the maximum of Sicot 70BRF were thehbig over the 25 °C to 30 °C
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Normalised Fv/Fo

temperature range, with normalisedHs maxima of 1.06 and 0.98 and rates to maximum
of 0.21 and 0.20, respectively/F, maximums and rates to maximum declined on either

side of this temperature range.

12
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Figure 4.2. Temperature response curves of the recovery oAttstralian cotton cultivar Sicot 70BRF'’s
PSII F, in the dark following illumination at 25 °C. Graplhow the normalised/lF, over time at (a) 15
°C, (b) 20 °C, (c) 25 °C, (d) 30 °C and, (e) 35 T@e optimal temperature is determined by assesgitty
the maximum normalised,f~, and the rate to maximum/F,. The maximum normalised~, is shown

on each temperature graph, as well as the rateatonmim (shown in brackets). Vertical bars represent
standard error of normaliseq/FF, measurements.

Measurements were then repeated over a smallee @ngmperatures (24 °C to 32 °C)
at 2 °C intervals. The temperature response of RSkcovery over this refined range of
temperatures at one minute intervals is shown guré 4.3. Visual assessment of the
maximum K/F, and fastest rate to maximum were observed at 28MtBi maximum
normalised FF, of 0.46 and a rate to maximum of 0.23. The maximamd rate to
maximum K/F, declined on either side of the 28 °C, with theepton of the rate to
maximum at 32 °C. However, as the maximuytF-achieved was more than 1.5 times
greater at 28 °C than 32 °C, this higher rate taimam FR/F, was disregarded. This is

because, as noted earlier, the maximyf,Fachieved is used as the initial predictor of
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Normalised Fv/Fo

optimal temperature, and the rate to maximuiiFis used to differentiate between

similar maximum HF..

Analysis of variance R=0.05) was conducted on the fine temperature fhmmece
recovery temperature assay. A maximuwtigof 0.457 with a least significant difference
of + 0.052 was observed at 28 °C. This resultetbinlifference observed between the 24,
26, 28 and 30 °C maximum,/F, (P>0.05). The highest slope to maximuriFH; was
also observed at 28 °C, with a slope of 0.228 £2D.(No difference in slope was
observed between the 28 and 30 °C treatm&mB8.05). As the recovery rate of variable
fluorescence during the dark adaption period waslai at these two temperatures (with
respect to maximum and rate to maximuyF§j, the observed optimal temperature for

the cotton cultivar Sicot 70BRF was therefore jutlgelie between 28 and 30 °C.

0.5

(a) 24T (b) 26T (c) 28T (d) 30T (e) 32

04 + 0.44 0.45 0.46

(0.15) (0.15) (0.23) 0.43
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Figure 4.3.Fluorescence optimal temperature assay of the &ligtrcotton cultivar Sicot 70BRF showing
the normalised A, over time at (a) 24 °C, (b) 26 °C, (c) 28 °C, &) °C and, (e) 32 °C. The optimal
temperature is determined by assessing both thémmuex normalised ##F, and the rate to maximum
F./F,. The maximum normalised =, is shown on each temperature graph, as well asthéo maximum
(shown in brackets). Vertical bars represent stahdeor of normalised A, measurements.
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4.3.2 Optimal temperature for gas exchange in field growrcotton
Gas exchange has been shown to provide a measute afegree of drought stress
imposed on a crop and the response of leaf gasaegehmeasurements have been used
to detect and quantify water stress (Bakeml, 2007). Therefore, leaf A and were
used as surrogates for plant performance at a d@agriemperature. These gas exchange
parameters exhibited a second order polynomialoresp to temperaturé?€0.001).
Forty-one per cent of the variation in carbon agaiton data was accounted for within a
regression with [T This model saw peak carbon assimilation occurang@9.3 °C, with
an observed standard error of 3ol (CO,) m? s* (Figure 4.4a). Fifty per cent of the
variation in g was accounted for in the regression witl{Higure 4.4b). This model saw
a peak in gat 29.1 °C, with an observed standard error o24.tol (HO) nf s
Although the fit of these regressions was not paldrly strong, obvious trends in gas
exchange were observed with peak A apadarurring at ~ 29 °C. Using the standard
error of observations generated from the regressi@nges of leaf temperatures which
represent statistically similar A and gere calculated. The range of that represent
carbon assimilation rates equal to that of theuated peak assimilation (29.3 °C)
occurred between 27.5 and 31.2 °C, whilst the rdogpeak stomatal conductance rates
(29.1 °C) occurred between 26.8 and 30.5 °C. Thebaoation of these preferred thermal
ranges associated with peak gas exchange resnltedange of leaf temperatures of 26.8

to 31.2 °C.
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Figure 4.4.(a) Polynomial regressiof£0.001) of leaf net assimilation (A) peaking at2eC (y= -0.52¢

+ 30.50« -407.83, B=0.41); and (b) polynomial regressidP<0.001) of stomatal conductance (g) peaking
at 29.1°C (y= -0.019¢ + 1.0% -15.07, B=0.48). Vertical bars represent standard error edm
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4.3.3 Sensitivity analysis of BIOTIC irrigation calls to temperature thresholds
The sensitivity of the stress, Threshold to the calculation of stress time an@BLC
irrigation calls is shown in Table 4.1. This an@éywas conducted to determine the effect
of temperature threshold on stress time, irrigateatis and the canopy temperature
during the stress time accumulation period. Theyaisashowed that the number of
irrigation calls and stress time for the measurdnpamiod were T influenced by the
temperature threshold used to calculate these p#easn where a higher temperature
threshold resulted in lower stress time accumufaéiod number of irrigation calls. This
suggests that stress time canopy temperatures ataconsistently be characterised as
significantly above the temperature threshold. élihh this was expected, the
implication for this is that the accuracy of thenfgerature threshold is important, as stress

time canopy temperatures are not always signifigaftove temperature thresholds.

In order to infer an optimal temperature threshtie, response of average stress time T
was compared to water application. The responsk ofieasured during the stress time
accumulation period at temperature thresholds pP86nd 30 °C to water application is
shown in Figure 4.5. This regression was signifi¢@e0.001) and accounted for 93% of
the variation in the data with a standard errooluderved stress time of 0.36 °C. It was

hypothesised that average stress time will not deviate significantly from the

temperature threshold at an optimal temperatureskimld. Furthermore, at water

application rates above optimal (E1100%), stress time;Bhould not increase.
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Table 4.1. Sensitivity analysis of the BIOTIC irrigation scheduling system to temperature thresholds
and the average canopy temperature during stress rtie (ST) accumulation (T > 28 °C) in
Experiment 2 and Experiment 3. Figures followed bythe same letters (in superscript) are not
significantly different at P<0.05, within the same temperature threshold.

Treatment 1 Treatment 2 Treatment 3 Treatment 4 Treatment 5

Experiment 2 ThTr i?hpd 4 (75%ETc) (93% ETc) (107% ETc) (123% ETc) (140% ETc)
WUE=4.6 WUE=4.9 WUE=4.3 WUE=3.2 WUE=2.7
Irrigation calls 26 57 53 47 43 40
28 46 36 27 22 18
30 28 16 7 5 2
Average daily ST 26 6.9 6.3 5.3 5.0 4.6
(hours) 28 5.0 3.8 2.7 2.2 1.9
30 2.8 1.5 0.7 0.5 0.3
Cumulative ST 26 483 438 377 353 322
for 70 days 28 349 265 189 157 135
(hours) 30 194 107 50 33 21
Average ST 26 29.9° 28.8° 28.2° 27.9 27.9°
canopy temperature 28 30.3 29.5° 29.0° 28.9° 28.8°
30 32.7 31.7¢ 31.2" 31.0% 30.8°
Temp. Treatment 1 Treatment 2 Treatment 3 Treatment 4 Treatment 5

Experiment 3 Threshold (57% ETc) (67% ETc) (77% ETc) (92% ETc) (104% ETc)

WUE=1.8 WUE=28 WUE=3.2 WUE=3.0 WUE=2.8

Irrigation calls 26 69 68 66 66 64
28 63 64 59 57 55
30 55 57 48 39 26
Average daily ST 26 10.4 10.4 9.9 9.5 9.1
(hours) 28 8.0 8.0 7.1 6.4 5.8
30 5.9 5.8 4.6 3.5 2.4
Cumulative ST 26 738 738 701 675 648
for 70 days 28 568 570 503 457 411
(hours) 30 422 413 329 252 174
Average ST 26 31.5° 31.1' 30.1° 29.5¢ 28.9°
canopy temperature 28 32.2% 31.9¢ 30.9° 30.3° 29.8°
30 343" 33.6¢ 32.6' 32.0° 31.4"
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Figure 4.5. Calculated ETc vs. average canopy temperature glutie stress time (ST) period at
temperature thresholds (TT) of 2@ ( ), 25 ( ), and°B0(¥). Note the reduced response of canopy
temperature to an increase indgbove 100% EJ application.

The response of stress timgt® water application was characterised by the atolu of
stress time Jas water application increased. This occurred ardp water requirements
were satisfied, where additional application of evadfter this point did not alter stress
time T.. At a temperature threshold of 26 and 30 °C appbas of water > 123% ET
did not result in an increase in average stress Tgnhowever, at 28 °C this occurred at
water application of 107% ET The deviation of average stress timeffbm the stress
time threshold above water application was charset by 1.9, 0.9 and 0.9 °C for the
26, 28 and 30 °C thresholds, respectively. Thisicetds that at sufficient water
application, average stress time canopy tempesatueze not significantly higher than
the temperature threshold in the 28 and 30 °C temtype thresholds. This is supported

by the fact that average daily ST accumulationhm 28 °C temperature threshold was
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less than the calculated time threshold of 2.75% thése treatments, suggesting no further
increase in stress levels above sufficient wategsliegtion. This suggests that well-

watered plants attempt to keep thejrat 28 °C to 30 °C through transpiration. However,
the average stress time canopy temperature valdd be skewed by the decreasing

amount of T readings above the threshold as the temperatteshibld is increased.

4.4 Discussion

The thermal response of the reappearance ratiarafatiapted chlorophyll fluorescence
in the cotton cultivar Sicot 70BRF exhibited anioyatl temperature in the range from 28
°C to 30 °C. This is consistent with existing resbapredominantly conducted on US
cotton cultivars (Burke, 1990; Upchurch and Maha888; Wanjuraet al, 1990;
Wanjura et al, 1992; Mahan, 2000). The consistency of the optimealue is not
surprising as although th@ossypiumsp. genus has a wide distribution (pan-tropical),
individual species have limited distributions armé af relict status with little genetic
diversity, suggesting an ancient and declining gefidearn and Constable, 1984).
Furthermore, many of the cultivars developed in tAal® for commercial production

were originally bred from US cotton cultivars.

Australian-bred cotton cultivars have historicddgen selected for phenotypes displaying
desirable lint yield, plant habit, disease resistamnd fibre quality characteristics.
Thermo-tolerance and associated plant metabolictifiums have not been used as
selection tools in breeding programs. Unless theioterance has been indirectly

selected for through yield and performance indicatthe diversity in the response to
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thermal environments may be expected to be retainedermplasm. However, the
Gossypiungenus has very little diversity, and thermo-tolerartraits are controlled by
numerous genes and potential plant adaptationsrefidie, the fact that observed
differences in plant performance associated withperature were not observed is not
particularly surprising. Furthermore, differencesoptimal temperatures, calculated from
biochemical metabolic functionality, were not exjgec as the biochemical metabolic
functions are generally reflective of the ecolobineche of the native habitat of the

species (Mahast al, 1995).

Enzyme adaptations to temperature occur constastplants are exposed to temperature
modulations on diurnal and seasonal timescalesglisas over the centuries of evolution
(Burke, 1995). These adaptations entail quant#atimd qualitative metabolic changes
providing competitive advantages, impact on spemégation and survival niche, and
effect the survival of the species as a whole. $tategies for enzyme adaptation to
temperature change include changes in enzyme cwatien and cytoplasmic pH,
modification of substrate and effectors, changasomymes or allozymes, and metabolic
regulation of enzyme function without changing eneycomposition (Burke, 1995).
Most reported adaptations of enzymes to temperaagiene involve genetic diversity in
the temperature dependence of the appdgrdf enzymes, which is highly correlated to
the environmental niche the organism evolved ine ©hthe first examples of this was
reported by Somero and Low (1976), in the Antarfisic Trematomaswhich is found in
nearly constant 0 °C waters. They found that asremmental waters are heated from 5

°C to 20 °C an increase in the apparé&pt of phosphoenopyruvate (PEP), and a
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corresponding decrease in the affinity of pyruvkitease for PEP, is observed. Other
examples of the relationship between the temperatapendence of the appar&pt of

enzymes and the adaptation of organisms to unigeentl environments have been
observed in numerous other studies (Dahlhoff aneheé3o, 1993; Graves and Somero,
1982; Hall, 1985; Place and Powers, 1984; TeeriR@et, 1978; Yancey and Somero,

1978).

Some reports show modification of the thermal depece of metabolism by changes in
pH, or the concentration of existing enzymes. Clang pH can effectively negate the
effect of temperature on protein function. Whenopjasmic pHin vivo co-varies with
temperature, the appardfyt, of an enzyme does not change (Yancey and Som@rg, 1
Burke, 1995), and under experimental conditiond dtter reflect the physiological
response within the cells to temperature (Burke90)9 A change in enzyme
concentration is another way of achieving tempeeatadaptive changes in metabolic
systems. These changes are considered to be pafficunportant on seasonal scales
(Hochachka and Somero, 1984), and can allow speciesiction at a higher temperature
(Burke, 1995; Davidson and Simon, 1983). HoweVe listed adaptations of enzymes to
temperature  variations only allow enzyme fumttio maintain its appareht, and a
proper catalytic rate within a thermal range, amd bt change the optimal thermal

environment for these enzymes.

Another way the thermal dependence of metabolism loa altered is through the

synthesis of isozymes, enzymes that differ in anaicid sequence, but catalyse the same
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chemical reaction. These enzymes usually displéferdnt apparenk,, or regulatory
properties, and allow for the fine-tuning of metidra. There is a significant body of
literature showing examples of the lack of isozychanges, or changes in isozymes and
their relationship to acclimation of the apparkptto temperature stress. In an extensive
review on the thermostability and kinetic propestief enzymes during temperature
adaptation, Lutova (1995) concluded that despiefdlt that species can potentially shift
their thermal stability and kinetic characteristiob enzymes, this occurs much less
frequently during intraspecific adaptations and liawtions. However, one notable
example of intraspecific adaptation was observea study conducted by Guy and Carter
(1984). They studied the increase in concentratod production of isozymes of
glutathione reductase in spinach that had been lcatdened or non-hardened. They
found that enzymes from warm grown plants functibhetter at moderate temperatures,
and enzymes from cold grown plants functioned beitelow temperatures. Guy and
Carter (1984) point to similar changes in enzymmeetics from cold tolerant or hardened
potato (Huneet al, 1981), rye (Huner and Macdowall, 1979) and wi€aahamet al,
1979). However, it is important to note that onlyrtdr and Macdowall (1979) actually
studied changes in enzyme kinetics during adaptasHuneet al.(1981) and Graham
et al. (1979) studied differences in enzyme activity inllgtg-resistant and non-resistant

genotypes.

The discovery that the accompanied correspondingngds in thermostability of

enzymes during adaptation of plants to temperdtadebeen regarded as evidence for the

conformational flexibility of enzyme macromolecul@sutova, 1995). This led to the

123



concept of a dynamic thermal optimum, reflectingliatation of plant metabolism to
thermal experiences and growing environment. Th@uld/ mean that the thermal
optimum of a plant would reflect its growing temaierre. However, this was not
observed in my experiment as the growing tempegatuas 25 °C £ 5 °C, and the
optimum temperature was observed to be 28 °C ttiC3Mespite this result, this concept
should be further investigated in order to test twe optimal plant temperatures are

constant irrespective of growing temperature.

In numerous experiments, Ferguson and Burke (1i@9&}tigated the potential effects of
plant adaptation and exposure to previous thermdl w&ater stress on the optimal
temperature of cotton. They did not observe difiees in thermal optimum
environments following thermal or moisture streand attribute this to the fact that
optimal temperatures were calculated from the thérdependence of biochemical
reactions and plant adaptation to previous tempesair water stress does not affect the
optimal temperature of these reactions (Fergusah Buarke, 1991). It is however
important to note that although the field grownnpéawas certainly exposed to different
water and thermal stress levels, the experimentdiatied in the glasshouse were only
allowed to acclimate to thermal treatments for &Mkich may not be sufficient to induce

acclimation responses, if they were to occur.

Lutova’s (1995) review supports the lack of chanigesptimal temperature as a result of

prior stress. Lutova (1995) concluded that alteretiin kinetic properties due to changed

thermostability of enzymes were mostly observedxperiments comparing plants with

124



different heat sensitivities. However, some studiase shown exceptions to this rule
where plants from different ecotypes and differptant cultivars displayed altered
kinetic properties. However, most studies show thatresponse of enzyme kinetics to
growth temperature (acclimation) do not occurdf®manet al, 1978; Simonet al,
1984; Davidson and Simon, 1981), with only a fere @xceptions (Bhadulket al, 1985;
Guy and Carter, 1984). Furthermore, as heat harderan lead to protein stabilisation,
and changes in protein properties were not obsefeedtudied), changes in enzyme
kinetics can usually be attributed to differencasthe primary structure of proteins
(Lutova, 1995). This is supported by the fact thdaptive changes in the thermostability
of enzymes of acclimated plants are observed byingetghe whole leaves, rather than
purified enzymes (Simomt al, 1984; Lutovaet al, 1987) and can be supported by
allowing protein properties to be monitored withan intact cell, through differential

scanning calorimetry (Lutova, 1995).

In response to the reported effects of pH, actrgadmd inhibitors of enzymes activity on
the temperature dependence of the appatgntBurke (1990; Burke, 1995) suggested
that the best evidence that optimal temperaturdsoptimal temperature ranges reflact
vivo metabolic responses is the determination of tlappearance of photosystem Il
variable chlorophyll fluorescence following illunaition. This is because chlorophyll
fluorescence is a natural indicator of thevivo temperature characteristics of a plant, and
correlations between temperatures providing maximueappearance of variable
fluorescence and temperatures providing the mininapparent,, of an enzyme have

been observed (Burke, 1990; Burke, 1995; Ferguswh Burke, 1991). Correlations
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between the temperature dependence of enzyme duanetnd variable fluorescence
recovery have been reported for cotton as wellwsimber, tomato, wheat, soybean,
tomato, petunia and bell pepper (Burke, 1990; Buakd Oliver, 1993; Ferguson and

Burke, 1991).

Chlorophyll fluorescence reappearance ratios haen kextensively used to calculate
optimal plant temperatures across different spesineret al, 2001; Burke, 1990;
Burke, 1995). However, little research has beendaoted reporting intra-specific
germplasm differences in chlorophyll fluoresceneappearance ratios, and none has
been conducted in cotton. However, using the metlogy of Burke (1990), Karlsen
and Steiner (2007) report genotypic variation ie temperature of peak chlorophyll
fluorescence reappearance ratios of colonial bassghgrostis capillarisL.). This result
displays the very real possibility of genotypic ia#ion in optimal plant temperature.
However, the reported variability in germplasm efiieg plant physiological function
(fluorescence reappearance ratios) in this studyl¢kn and Steiner, 2007) is present in
genotypes from expansive ecological distributiomsth distributions ranging from
temperate through to sub-arctic regions. Theseonsginclude latitudes ranging from
42.4°N to 67.8°N and elevations ranging from 72aml869 m, encompassing humid
temperate grasslands in Italy, England and SoutRessia, through to humid temperate
Boreal and sub-arctic continental Boreal in Scaandim and Northern Russia. As the
cotton genus evolved over a much smaller ecologifstribution (arid tropics) and
individual species have limited distribution, siamildiversity in genotypic variation in

optimal plant temperature is not expected. Furtlbeemthe same germplasm was used to
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breed the Australian genotype studied and the dgsity studied US cultivars.
Therefore, although genotypic variation in chlorgplfiuorescence reappearance ratios
can be observed, differences between the commekaistralian cultivar Sicot 70BRF
and the historically studied USA cultivars Paymad#b and Paymaster HS26 were not
observed in this study. This is because @wssypiumgenus itself encompasses little
genetic diversity, which was further reduced by gemetic similarity of the cultivars
studied. Despite the fact that no difference inimal temperature was expected, it is
imperative that the correct optimal temperaturdetermined as the BIOTIC protocol is

highly sensitive to changes in temperature thresfithble 4.1).

The peak in gas exchange parameters, both A arataurred at leaf temperatures of ~
29 °C. This initially suggests that when measurethe same cultivar the optimum for
gas exchange in field grown Australian cotton maysbghtly higher than the optimal
temperature for the recovery rate of the chloropligiht harvesting complex of PSII as
measured by the temperature dependence of theeamapge of dark adapted variable
fluorescence following illumination. However, thange of leaf temperatures that
produced optimal gas exchange rates equal to thhegeak at 29 °C occurred between
26.8 °C and 31.2 °C. This range in optimal tempeest was similar to the TKW for
cotton (23.5 °C to 32 °C) and encompassed the optimemperature for cotton
metabolism (28 °C) as outlined by Burke al. (1988) and Mahart al. (1987). This
supports the laboratory based calculation of tieentlal based optima of cotton at 28 °C

with field based observations.
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Although the results of this study show consiste@fween the optimal or stress
threshold temperature for an Australian cottonicaitt and the historically studied cotton
cultivar, the significance of this threshold tengiare needs to be evaluated using the
BIOTIC protocol under field conditions. This washayved through conducting a
sensitivity analysis of the temperature thresholddotton monitored with the BIOTIC
protocol (Experiment 2 and 3). The BIOTIC respotwseoil water deficits (number of
irrigation calls) is sensitive to the temperatureeshold used to determine thermal stress
(Table 4.1). This was also observed by Wangiral. (1990), where small temperature
threshold differences (2 °C) resulted in vastlyfedd#nt quantities of water applied,
average T and subsequent lint yields. The sensitivity of BIO to T. thresholds
suggests that BIOTIC is very responsive to changeemperature thresholds. It also
suggests that stress timgwere not always significantly above the threshdlthis was
the case stress times would be common across grtamTherefore, when there is
enough plant available water for transpiration tow at rates enabling leaf cooling, T
remains at ~ 28 °C. However, thesg may rise slightly above this threshold value,

regardless of water availability.

A site-specific stress time calculator using oe sitather station data and seasonal plant
growth parameters was developed to determine thespecific amount of time a well-
watered canopy temperature will exceed 28 °C. Utiigystress time calculator, a stress
time threshold of 165 min (2.75 h) was determined ACRI (Myall Vale), Narrabri
(Mahan,Pers. Comm2010). When applied to the data observed from Ex@ats 2 and

3 and a temperature threshold of 28 °C was useaktntients receiving in excess of 107%
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ETc displayed similar average. @uring the stress time accumulation period andames
daily stress times less than the calculated stiiesshold. In water stressed plants,
average stress time. ©f up to 2.3 °C above the threshold (28 °C) wereeoved, with
corresponding average daily stress times of uB@min (8 hr). This suggests that these

cotton plants, with sufficient access to waterpogsl to maintain Jto 28 °C + 2 °C.

Under fully irrigated conditions, 28 °C is considdrthe optimum value for the stress
threshold. Using the BIOTIC protocol, a temperatiwreshold of 28 °C and a daily stress
time of ~ 165 min produced the highest lint yiefglicotton in both Experiment 2 and 3.
Changing the temperature threshold had a signifisapact on the resultant irrigation
scheduling advice provided by the BIOTIC protoddiis response was also observed by
Wanjuraet al. (1990), where small threshold differences of 2 bétfeen 28 to 32 °C)
resulted in different quantities of irrigation watdiomass accumulation and lint yield.
The highest yields were recorded in the treatmesdsiving 107 and 104% of ETin
Experiments 2 and 3, respectively. These treatmesgslted in average stress time
canopy temperatures of 29 °C and 29.8 °C and waterefficiencies of 4.3 and 2.8 kg
(lint) mm™ ha'. However, higher WUE (4.9 and 3.2 kg (lint) mMra?') was recorded in
the treatments of Experiments 2 and 3 that rece®3ednd 77% E{, resulting in average
stress time Jof 29.5 °C and 30.9 °C, respectively. Similarlyanjuraet al.(1992) noted
that although a 28 °C stress threshold consist@mtguced the highest yield, the 30 °C

treatment produced slightly lower yields but aighbr WUE.
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Therefore, in water limited or environments withglhiirrigation water costs, a higher
threshold (30 °C) may produce a higher profit tigfoveducing the number of irrigations,
water applied and increasing WUE. This is especialportant in the context where a 2
°C increase in threshold temperature can resu®Oh mm less irrigation water applied
(Wanjuraet al, 1992) or ~ 20 fewer BIOTIC irrigation calls (Tab#.1). Furthermore,
water use may be optimised through withholdingyearl late season irrigation water,
which may result in a variable temperature threglagross the season. Such a dynamic
temperature threshold would need to take into atcthe periods where water stress has
less impact on agronomic yield and quality. Thisildoinclude physiological periods
when cotton is most susceptible to water stressh sas flowering, or agronomic
management practices such as late season reduictivaser application to enhance crop

maturity rates.

4.5 Conclusion
The optimum temperature range for cotton metaboliambeen extensively studied, with
evolutionary, physiological, enzymatic and lint lgdieesponses all indicating an optimal
plant temperature of ~ 28 °C. Enzymatically, thenimum observed stabl, of a
studied enzyme has been used to determine optengleratures for plant metabolism
and enzyme function. Mahagt al.(1987) and Burket al.(1988) observed the stalifg,
of cotton glyoxylate reductase at 27.5 °C, whicsuted in a thermal kinetic window of
23.5 °C to 32 °C. Enzyme thermal stabilities arelaust method of determining optimal
plant temperatures, as these are not subject tatimedahanges (Mahaet al, 1995). It

has also been observed that cotton foliage tempesseparate from air temperature at
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28 °C, maintaining temperatures within the TKW (fitddl et al, 1987a). This suggests
an evolutionary adaptive mechanism, which attertgpteeep T at a preferred or optimal
T.. This is supported by the fact that seasonal bssna@cumulation has been shown to
express a linear relationship with the amountmgtplants are within the TKW (Burlet

al., 1988). Furthermore, cotton irrigated when>T28 °C has consistently shown peak
lint yields when compared to irrigation regimes dzhon higher or lower threshold

canopy temperatures (Wanjwrtal, 1990; Wanjurat al, 1992).

The optimal plant temperature of the commercialtfalign cotton cultivar Sicot 70BRF
was determined through physiological methods tmlibe range of 28 °C to 30 °C using
chlorophyll fluorescence recovery rates and betweenrange of 27 °C to 31 °C using
photosynthetic and stomatal rates at discreteteraperatures. This value is within the
TKW for cotton, 23.5 °C to 32 °C. The thermal opimof Sicot 70BRF is similar to that
of cotton cultivars studied by Burke (1990), Busdeal. (1988), Upchurctet al. (1996)
and Mahan(2000), which use both similar physiological methodnd divergent
enzymatic and plant performance indicators to datex a thermal optimum of cotton at

~28°C+3°C.
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5. SOIL WATER DEFICITS AND THEIR INFLUENCE ON CANOPY

TEMPERATURES IN SURFACE DRIP IRRIGATED COTTON

5.1Introduction
Cotton production is affected significantly by waseipply, and the relationship between
water application, plant physiological response amition lint yield has been extensively
studied (Constable and Hearn, 1981; @ulbl, 1981; DeTar, 2008; Grimes and EI-Zik,
1990; Hearn, 1994; Pettigrew, 2004b), with pubima documenting yield-water
relations since 1934 (Crowther, 1934). These stusl®w that the response of the cotton
plant to water is complex and involves many proegsk goes without saying that water
is essential for the growth of cotton, howeverteeophytic adaptations of cotton confer
a complex response of cotton to water applicatideafn, 1994). In summary, under-
watering results in a reduced number of fruitingsipons, fruit loss, poor boll
development and decreased lint yield, and overtwatecan lead to rank growth
resulting in fruit shedding. Extreme over applioatiof water over an extended period
can result in waterlogged conditions. Waterloggimgeases leaf, reproductive and root
senescence and reduces dry matter accumulatiorcrapdyield (Bangeet al, 2004).
Physiological consequences of waterlogged conditimclude altered shoot and root
hormonal status, reduced nutrient availability,algetand translocation, decreasedig,

and photosynthesis (Conatyal, 2008).

The key to understanding the water relations afooois in its xerophytic origins, and its

subsequent sensitivity to both wet and dry soilewabnditions (Hearn, 1994). Hence, it
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is important to note the divergence between amegtagronomic and evolutionary water
application. Evolutionarily, water supply had afotnd effect on the balance between
vegetative and reproductive growth. Wet condititigger facultative shedding of fruit

while vegetative growth continues; however, wheaualthree quarters of available soil
water has been used vegetative growth abruptlyesea@nd remaining water is used to
mature fruit. This response to soil water, alondghwis indeterminate growth habit,

confers reproductive flexibility in the face of iasle and unpredictable water supply
(Hearn, 1994). Optimal agronomic water applicatiamst walk this fine line between sub
and supra-optimal water application, increasingetaive growth to support more
fruiting positions, without inducing fruit sheddimg early maturation. The challenge for
irrigation scheduling is to find an optimum agrononapplication regime, which

responds accurately to conditions over a rangeeak@nal pressures, whilst making

efficient use of water resources.

Leaf temperature is a result of the balance betiuesinenergy and water. Thus, if water
availability and transpiration are reduced, theedatheat flux from the leaf surface
decreases and leaf temperature rises as sensialefltoe increases to shed incident
energy. However, irradiance, ambient temperatwmitiity, wind speed and the position
of the leaf surface in relation to the incidentasoirradiance will also modify leaf
temperature, and may mask the effects of watesssi{fieuchs, 1990). Leaf temperatures
have long been recognised as having potential daige information about plant water
stress (Tanner, 1963; Gates, 1964; Wiegand and Blani©66). Early studies of CTD

involved thermocouples embedded into cotton legtsler, 1973). Ehrler found that
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CTD decreased after irrigation, reaching a minimseweral days following irrigation,
and then increased as soil water became incregsilgglleted. After showing a linear
relationship between CTD and vapour pressure ded?D), Ehrler (1973) concluded
that CTD has potential for informing irrigation schuling tools. Idseet al. (1977) and
Jacksonet al. (1977) further refined CTD, developing the strdegiee-day concept
which used CTD as an index for crop water statuschvwas correlated with crop yield
and water requirements. They assumed that envinotaindactors such as VPD,
irradiance and wind would manifest in. Thowever, this does not always hold true
(Jacksonet al, 1981). This is because; Tan be profoundly influenced by VPD,
irradiance and wind speed, depending on the lelviieir intensity. Idscet al. (1981a)
then showed that the relationship between CTD aR® Mn well-watered crops under
clear skies, was linear. This was used to creatgpper and lower crop-specific limit for
transpiration. The Crop Water Stress Index (CWSl)sad these limits and is a
reasonably quantitative evaluation of crop moistuteficits in situations where
corresponding VPD data is available (ldsbal, 1981a). Jacksoat al. (1981) further
developed the CWSI by incorporating the Penman-kitint equation for
evapotranspiration, and concluded that, for thentfieation of crop water stress, the
CWSI was adequate in certain environments, espeaiader hot and dry conditions.
However, further work needed to be conducted be@nSI could be used in universal

environments as an irrigation scheduling tool.

Another approach to irrigation scheduling using i$ the stress time (ST) index

developed by Wanjurat al. (1992). The stress time index accumulates the atmoiun
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daily time a T exceeds its species-specific optimum temperatisang IRT and a stress
time (ST) index, Upchurctet al. (1996) developed an irrigation scheduling system
known as Biologically-ldentified Optimal Temperatumteractive Console (BIOTIC).
The foundation of this system is the theory thainplproductivity is proportional to the
amount of time plant temperatures were observebetovithin their thermal kinetic
window (TKW) (Burkeet al, 1988; Maharet al, 1987). Burkeet al. (1988) found that
although cotton foliage can only be expected taviihin its TKW 30% of the season,
biomass accumulation principally occurred durinig fferiod. This was observed through
a linear relationship between the times that faisgmperature was within the TKW and
when plant biomass accumulation occurred. The BOUbes IRT and a three step
threshold system (temperature, time and humidayjiétermine if and when to irrigate
(See Chapter 2). The species-specific temperatueshold is based on the optimal
temperature for enzyme function (enzyme thermdlilghg or the optimal temperature
for stress recovery following dark adaptation (nueed by variable fluorescence). The
daily time threshold, which represents the peribdiroe a fully irrigated crop canopy
temperature is theoretically likely to exceed tipdiroal temperature in that environment,
is based on environmental variables (temperatwgiative humidity, wind speed and
irradiance), and is specific to a particular regidnmore detailed explanation of the

BIOTIC irrigation scheduling system can be foundCimapter 2.

This study was conducted to determine the effect vafious rates of crop

evapotranspiration (EJ] replacement via surface drip irrigation on thewgh and

development, yield and canopy temperatures of cagtown on a grey Vertosol (Isbell,

135



1996) at Narrabri, NSW Australia. This informatias used to evaluate the &method
of irrigation scheduling in order to determine pgaential utility of the BIOTIC irrigation
scheduling system in Australian environmental armtpction conditions. The BIOTIC
system’s performance was scrutinised over two gigvdeasons, with analysis of the
interaction between measured canopy temperatucegield, crop development, biomass
accumulation, water relations and weather conditianich influence a crop’s stress

potential.

5.2Materials and methods

Two surface drip-irrigated cottonGossypium hirsutunl.) field experiments were
conducted at the Australian Cotton Research Insti(ACRI) at Narrabri during the
2007/08 (Experiment 2) and 2008/09 (Experimente®sens. Five irrigation treatments
based on daily crop evapotranspiration {ETates were imposed. This included a
theoretical optimal (100% daily water requiremeftontrol applied- Treatment 4), an
excessive (125% of control daily water requiremantontrol applied- Treatment 5) and
three deficit (75%, 50% and 25% of control dailytevarequirement of control applied-
Treatments 3, 2, and 1) irrigation regimes. Dailatav requirements (EJ were
calculated according to (Alleat al, 1998), see section 3.3.2. Weather conditiong, soi
water, crop growth and development, lint yield @ndwere monitored throughout the
experiments. Detailed materials and methods ofethegeriments can be found in

Chapter 3.
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5.3Results
5.3.1 Weather

The experimental site has a long-term averageathiof 657 mm per annum, and 391
mm for the cotton growing season (October to Ma(&9M, 2009). Rainfall throughout

Experiment 2 totalled 361 mm and 353 mm in Expenir2 Although both seasons
received similar amounts of rain, the distributeomd intensity of rainfall events varied.
Experiment 2 tended to be characterised by moreemums, smaller rain events, whilst
Experiment 3 saw fewer rain events, but with a tgreatensity (Table 5.1 and Figure
5.1a). Rainfall during the period of peak evapemtiiemand (December to February)
was above the long term average in both seasoospefor January 2009 of Experiment
3, which saw rainfall well below the monthly aveeaand February 2008 of Experiment
2, which saw rainfall slightly below the monthlyexage (Figure 5.1a). According to the
daily water requirement calculations (crop ET)he tontrol plots, only 66 mm and 137
mm of the total rainfall in Experiment 2 and Expeent 3 was effective in the respective
years (Figure 5.2). Effective rainfall represerite tifference between the cumulative
crop requirement (EJ) (minus water supplied by irrigation) and the watapplied by

the rainfall event.

137



140

120 A

Rainfall (mm)

20 1

100 H

80 1

60 -

40 -

@

Oct

Nov Dec

Jan

Temperature (T)

40

35

30 -

25 4

20 1

15 A

10

(b)

Feb Mar

Oct Nov Dec Jan Feb Mar

Figure 5.1. (a) Monthly rainfall (mm) in Experiment ZEllE® ) andieriment 3 1 ) and the long

term average monthly rainfal— —

). Average maximuma aninimum monthly air temperatures (°C)

in Experiment 2—--—-- ), Experiment ————); and long teverages ).

140 140

(@) i (b)

120 120 H
’é\ 100 H 100 H
£ 80/ 80 -
<
< 60 1 60 1
‘S
X 40 40

20 20

0 - \ \ == 0 -
Oct Nov Dec Jan Feb Mar Oct Nov Dec Jan Feb Mar

Figure 5.2.Effective (Il ) and ineffective C— ) rainfall (in relanh to the target amount of total
water) in the control plots (Treatment 4) in Expegit 2 (a) and Experiment 3 (b). Values were catedl
from locally adapted FAO 56 crop evapotranspiraggaations.

138



Table 5.1. Comparative rainfall, temperature and ewporative demand and other environmental
factors that affect the energy balance of a leaf ahwater stress conditions in Experiment 2 and
Experiment 3.

Experiment 2 Experiment 3

Rainfall
Total rainfall (mm) 361 353
Effective rainfall in control plots (%) 18 39
Effective rainfall in control plots (mm) 65 138
Days with rain 53 27
Proportion of days with rain > 15 mm (%) 13 37
Air temperature (at 2 m height)
Average maximum temperature (°C) 30.5 32.1
Average minimum temperature (°C) 15.9 16.7
High temperature stress days* (> 36 °C) 13 43
Low temperature stress days* (< 11 °C) 13 10
Solar irradiance
Average daily (MJ i) 23.6 25.0
Air wind speed
Average daily (m9) 4.1 4.3
Air vapour pressure deficit (VPD)
Average maximum VPD (kPa) 3.1 3.8
Average minimum VPD (kPa) 0.3 0.4
Evaporative demand
Cumulative ETE to 90% Open bolls (mm) 755 820
Average daily EG (mm) 5.2 5.7

Sowing — 1 Square 5.4 5.3

T Square -t Flower 4.9 5.9

T Flower — Cutout 5.4 6.4

Cutout — 60% Open bolls 4.9 5.6

* High and low temperature stress days are terresl ly the Australian cotton industry to characteris
extreme low and high temperature days where crop/thr may be compromised (Hodget al, 1993;
Bange and Milroy, 2004).

Air temperatures in Experiment 3 were consistehilygher than those experienced in
Experiment 2 (Figure 5.1b). Not only were averagageratures higher in Experiment 3,
but a larger number of high temperatures stress dagre experienced (Table 5.1).
Higher ambient temperatures in Experiment 3 redulte faster thermal time

accumulation. Thus, the crop experienced a shedgason length of 145 d to 60% open

bolls and 161 d to defoliation in Experiment 3, gamred to 160 d and 178 d, respectively
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in Experiment 2. Crop water requirements and ewap@ demand also followed the
same seasonal trends with Experiment 3 exhibitingiglher cumulative crop water
demand and higher average daily ET from the dewedoyp of the first square through to
maturity (Table 5.1). Interestingly, during the grestablishment phase from planting to
first square, water demand (E)Twas lower in Experiment 3. Average daily irradian
wind speed and vapour pressure deficit, three enmental factors affecting the energy
balance of a leaf and henceg, Were also on average slightly higher in Experitm&n
compared with Experiment 2 (Table 5.1). The comtiam of higher air temperatures,
average solar irradiance, average wind speed ard@e evaporative demand resulted in

an increased stress potential in Experiment 3 comap® Experiment 2.

5.3.2 Soil water and irrigation

Every effort was made to keep treatments at theedeper cent EJ: however, untimely
rainfall altered the deficit levels of all treatmeiiFigure 5.3 and Table 5.2). The extreme
of this effect was observed in the Treatment 1spiat Experiment 2. This treatment
actually received 75% of the control treatment'&ltseasonal EJ 50% more than
intended (Table 5.2). Despite the effect of raisigaificant range in irrigation treatments
was achieved. Experiment 2’s treatments ranged 39 6f ETc from 75% to 140%.
Despite this range, deficits were only observedri@atments 1 and 2 (Figure 5.3), and
these were only observed late in the season duolh maturation (132 DAS) in
Treatment 1 and post crop maturity (162 DAS) inafimeent 2. Experiment 3’s treatments
ranged by 61% EJin Experiment 3 from 57% to 104%. Although a largenge of per

cent daily ET was observed in Experiment 2, it is important dterthat this experiment
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received a higher total amount of irrigation andnfal. This resulted in more
pronounced water stress and soil water deficitsExperiment 3 compared with

Experiment 2 (Figure 5.3).

Table 5.2. Irrigation treatment, rainfall, and the actual per cent of ET applied to each treatment in
Experiment 2 and Experiment 3.

Treatment: Experiment 2 Experiment 3
(ETc=755mm) (ETc= 820 mm)

1 - Irrigation applied (mm) 187 25
- Stored soil water used (mm) 21 89
- Total water (rain, irrigation & stored) (mm) 569 467
- Desired EE 25 25
- Actual ET 75 57

2 - Irrigation applied (mm) 314 111
- Stored soil water used (mm) 18 85
- Total water (rain, irrigation & stored) (mm) 699 549
- Desired EE 50 50
- Actual ET 93 67

3 - Irrigation applied (mm) 460 205
- Stored soil water used* (mm) -16 73
- Total water (rain, irrigation & stored) (mm) 804 631
- Desired EE 75 75
- Actual ET 107 77

4 - Irrigation applied (mm) 593 352
- Stored soil water used* (mm) -22 49
- Total water (rain, irrigation & stored) (mm) 931 754
- Desired EE 100 100
- Actual ET 123 92

5 - Irrigation applied (mm) 726 470
- Stored soil water used* (mm) -30 30
- Total water (rain, irrigation & stored) (mm) 1056 853
- Desired E¢E 125 125
- Actual ET 140 104

* Represents treatments where the net soil waterogt maturity > at planting.
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Cumulative water applied (mm)

Experiment 3 saw earlier soil water deficits, witleatments 1, 2, 3 and 4 reaching a soll
water deficit. Deficits occurred in Treatment 1 idgrflowering (90 DAS), Treatment 2
around cutout (96 DAS), Treatment 3 post cut 008(DAS) and Treatment 4 post crop
maturity (161 DAS). Water stress is a result of tleenbination of both the soil water
deficit itself as well as the duration and timinigtioe deficit. Therefore, Treatment 2 in
Experiment 2 and Treatment 4 in Experiment 3 dilexperience significant soil water
deficits as these deficits only occurred post cnogturity. Therefore, Treatment 1 of
Experiment 2 and Treatment 1, 2, and 3 of Experingrwere the only irrigation

treatments that were exposed to soil water defiEiggure 5.3).
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Figure 5.3. Cumulative water applied (rainfall + irrigation)xuding initial furrow irrigation in both

experiments) across all irrigation treatments )nEgeriment 2 and (b) Experiment — Treatment

1, Treatment 2,———-  Treatment —  —- Treatment — — Treatnte and
cumulative 100% EJ.
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Soil water curves measured using a GopPharapacitance probe and calibrated with
corresponding soil water measurements using agreutoisture meter over the growing
season are shown in Figure 5.4. Soil water cumdsxperiment 2 are characterised by
minor soil water depletion to 100 DAS, a signifitancrease in soil water between
approximately 100 and 120 DAS, followed by minorl ssater depletions for the
remainder of the season (Figure 5.4a). This ineréaslue to high amounts of rainfall,
and corresponds to the large amounts of rainfallltiemg in excessive water application
(Figure 5.2a). This ineffective rainfall (rainfdbllowing irrigation application) resulted
in minimal net soil water depletion over the growseason. Soil water depletions of 21
mm and 18 mm occurred in Treatments 1 and 2, whéstgains of soil water of 16, 22
and 30 mm were recorded in Treatments 3, 4 anch&.phttern of soil water depletion
over Experiment 3 was different to that of Expemtn2. Although similar starting soil
water of ~190 mm were observed, Experiment 3 wasadterised by sustained soil
water depletion over the entire season, with theeption of a significant rainfall event
around 125 DAS (Figure 5.4b). Regardless of thigfaill event, net soil water depletions
of 89, 85, 73, 49 and 30 mm were recorded acr@ssdhson in Treatments 1, 2, 3, 4 and

5.
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5.3.3 Crop development

In Experiment 2, treatment variation in crop yielhs manifest in two statistically
significant groups K<0.001) (Figure 5.5a). The highest yielding treattaewere
Treatment 2 and Treatment 3, producing approximaddlo0 kg h&. These higher
yielding treatments received a combined total afation and rainfall very close to
100% of the cumulative seasonal water demand (&cttexeiving 93% and 107% of
ETc) (Table 5.2), without being subjected to excessiwaditions. The lower yielding
treatments were treatments 1, 4 and 5 which altlgie approximately 2850 kg Ha
despite receiving different water regimes. Treatt®i@hand 5 received excessive water
with 123% and 140% of ETapplied to the respective treatments, while Treatni

actually received only 75% of EJresulting in a deficit of water supply.

Treatment effects were more pronounced in ExperirBemith the observation of four
distinct treatment groups and an increased ranggiedls <0.001) (Figure 5.5b).
Treatment 1 was the lowest yielding treatment peody approximately 900 kg Ha
followed by Treatment 2 and 3, yielding 1700 an0®&g hé&, respectively. The control
and excessive irrigation treatments yields werehiigaest and statistically equivalent at
2850 kg hd. In a similar fashion to Experiment 2, the highgsding treatments in
Experiment 3 received irrigation water closest % of ET;, where Treatment 5
received 104% of EJ and Treatment 4 received 92% of &£TThe lower yielding
treatments received significant deficits in totaasonal EE replacement of 57%
(Treatment 1), 67% (Treatment 2) and 77% (Treatn¥nof ETc, resulting in yield

reductions with corresponding moisture deficitgy(ffe 5.5b, Figure 5.6b and Table 5.2).
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The vyield trends across both Experiment 2 and Bea@ally where peak yields were
observed in treatments with applied water close400% ET, validate the choice dfc

and calculation of EJ.

Despite the similarities in vyield, the growth, degmment and subsequent plant
architecture of treatments in Experiment 2 werdedéht (Table 5.3 and Figure 5.7a).
Although treatments 1, 4 and 5 produced statigyicaimilar yields, the plants in

Treatment 1 produced significantly fewer nodes. Téwra node production in

Treatments 4 and 5 did not result in an increasgeld as the crop development was
vegetative from the I5node. The average number of bolls per plant fadhe same

trend as yields, where an increase in water apgpitalid not necessarily produce extra
bolls (Figure 5.7a). The highest yielding treatm@reatment 3) had the highest number
of bolls at maturity, and a high number of bolls\agetative branches. The crop growth
and plant architecture of Experiment 3 was differamong treatments, and did not
follow the same patterns as Experiment 2 (Figui# @and Table 5.3). In contrast to
Experiment 2, no treatment in Experiment 3 produegdessive vegetative or rank
growth. Furthermore, as water application increagetbo did the number of vegetative
bolls and total number of bolls to reach maturégpabling well-watered treatments to

produce the highest yields.
Yield-water relations in Experiment 2 and Experim@rexhibited a polynomial function

where yield rose to a peak at 822 mm of applieceryand then fell as water application

increased (Figure 5.6a). This peak was calculatefinding the mid-point between the
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roots & intercepts) of the equation fitted to the datéhimregression analysis. The pattern
of yield-water relations across Experiment 2 andodfdnent 3 was different. The
regression of the two seasons could not be comlziedgtie constant term varied between
seasons (the intercepts of the regressions weferatif), although the linear and
quadratic coefficients were not significantly difat (P=0.007). Similar results were
observed in the yield-Edregression, where yield rose to a peak at apprbeiy 108%
ETc (Figure 5.6b). This peak was calculated by finding mid-point between the roots
(x intercepts) of the equation fitted to the datathe regression analysis. Again, the
pattern of yield-ET relations was different across Experiment 2 ands3although the
linear and quadratic terms of the regression warglas (P=0.012), the constant term
varied across seasoriz=0.60). These regression models both accountef8Sqrer cent
of the variance, with an estimated standard errgiedd of 170 kg lint h&. The range of
ETc supplied which resulted in similar yields as thealp value was calculated by
substituting the peak yield value + the standardresf observed yield (170 kg lint fia
These yield values were substituted into the figgdation, which was then solved for
providing an ET range producing similar yield to that of the pe&kis ETc range was

calculated to be 97 to 118% ET
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Figure 5.5. Machine picked lint yield (kg hY for Experiment 2 (a) and Experiment 3. Verticalrd
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Figure 5.6. (a) Yield-water relations regression in Experiméniy = -0.0143% + 23.5% -6179) and
Experiment 3y = -0.0143¢ + 23.5 -6797) (regressioR’= 0.9). Numbers beside each data point show the
water-use efficiency (WUE) in kg minha® for each treatment. Total water applied includasfall,
surface drip irrigation and furrow irrigation eventb) Yield-ET: relations regression in Experimenty2<
-0.7239¢ + 156.4 -5023) and Experiment ¥ € -0.7239% + 156.4 -5485) (regressioR2= 0.9). Vertical
bars represent standard error of mean.
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Table 5.3. Average number and position of bolls andumber of nodes, vegetative bolls and branches

in all treatments in Experiment 2 and Experiment 3.* representsP<0.05, ** representsP<0.001, ns
represents no significant difference

Treatment o
1 5 3 4 5 Significance I.s.d.
Experiment 2
Node: 19 20 25 24 25 i 1.6
Vegetative bolls 4 4 3 3 2 ns 2.0
Vegetative branches 1 * 0.5
Bolls - Position 1 1-4 3 3 3 3 3 ns 0.5
5-8 3 3 3 3 3 ** 0.4
9-12 1 1 2 2 2 * 0.5
13-16+ 1 0 1 0 0 * 0.3
Position 2 1-4 2 2 2 2 1 * 0.5
5-8 1 1 2 2 2 ns 0.6
9-12 1 1 1 1 1 ns 0.4
13-16+ O 0 1 0 0 * 0.2
Position 34-4 1 0 1 0 0 ns 0.4
5-8 1 0 1 0 0 ns 0.3
9-12 0 0 1 0 1 o 0.3
13-16+ O 0 1 0 0 i 0.4
Experiment 3
Node: 18 19 20 22 23 ** 0.9
Vegetative bolls 2 3 3 4 4 * 1.4
Vegetative branches 2 2 2 2 1 * 0.4
Bolls - Position 1 1-4 2 3 3 3 3 ns 0.4
5-8 3 3 3 3 4 ** 0.4
9-12 0 1 2 2 3 * 0.4
13-16+ O 0 0 1 1 ** 0.2
Position 2 1-4 2 2 2 2 2 ns 0.5
5-8 0 1 1 2 1 ** 0.4
9-12 0 0 0 1 1 * 0.2
13-16+ O 0 0 0 0 * 0.1
Position 34-4 0 0 0 1 0 * 0.3
5-8 0 0 0 0 0 * 0.2
9-12 0 0 0 0 0 * 0.1
13-16+ O 0 0 0 0 n/a n/a
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Separation of plant height and the number of namlgess irrigation treatments was
observed in both Experiment 2 and Experiment 3Uifeigh.8). Water stress inhibited
plant growth through both decreased plant heiglit @ode production. Adequate and

excessive water supply resulted in increased pleight and number of nodes.

Cutout is the physiological point when a plant esaso produce nodes and the
competition for assimilates exceeds supply, resglin the cessation of both vegetative
growth and the production of reproductive sites thuence cotton lint yield (Hearn and
Constable, 1984). Cutout occurred earlier in therdrmrigation treatments. In Experiment
2, cutout occurred in the Treatment 1 at 99 DA3p¥eed by 104, 107, 116 and 120
DAS in Treatments 2, 3, 4 and 5. Cutout in Expentri followed the same trend with
water application as Experiment 2; however, it oczd earlier and over a shorter
window of time in Experiment 3. Cutout occurredlireatment 1 at 94 DAS, followed by
95, 97, 99 and 100 DAS in Treatments 2, 3, 4 andisccotton is an indeterminate crop,
fruit loss due to biotic and abiotic stress (suslwater stress) may not result in lint yield
losses as compensation can occur, although delagop maturity may be observed as
the plant needs to continue vegetative growth wdpce new fruiting sites. This is
significant as, once cutout occurs, compensatiom gsually not occur and yield

reductions due to a given stress permanently adfeqt lint yield.
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5.3.4 Above ground biomass accumulation and partitioning
Differences in biomass accumulation and numberdrat were observed in both
Experiment 2 (Figure 5.9) and Experiment 3 (Figbr&0). In Experiment 2, broad
treatment differences in total dry matter were enatlent until the end of the season (173
DAS) (Figure 5.11a). Total dry matter in Treatméntncreased by 55% in the 35 d
following the 138 DAS biomass harvest, comparedh wiges of ~ 22% in Treatments 3
and 4. During this period, total dry matter accustioh stabilised in Treatments 1 and 2,
and was predominantly due to leaf senescence ant platuration. Increases in the

treatments 3, 4 and 5 were due to boll filling, @hd production of new vegetative
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structures (stem and leaves), especially in TreattrBewhere an increase in stem dry
matter of 55% and leaf dry matter of 15% was ole(gee Appendix 2). This sustained
increase in vegetative growth observed in Treatménsuggests these treatments had

access to an excessive water supply, leading ttotheation of rank vegetative growth.

Total dry matter accumulation in Experiment 3 faled the same trends as Experiment
2. The highest dry matter production was obsermetireatment 5 and reductions in dry
matter were observed with a corresponding increaswater stress (Figure 5.11b).
However, contrary to the growth patterns of Expenir2, the treatments receiving more
irrigation did not produce an excessive amountaoikrgrowth at the end of the season
(Figure 5.7b). Peak leaf and stem dry matter actation occurred earlier in Experiment
2 than Experiment 3, suggesting an earlier rednctio vegetative growth across all
treatments (see Appendix 2). This pattern of veyetdiomass accumulation (leaf and
stem) suggests that when comparing Experiment ZExperiment 3, the crop grown in
Experiment 2 was less stressed and grew over &t@gason (Table 5.1), which lead to

the formation of rank growth in treatments with ess water supply.
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Figure 5.9.Examples of variation in above ground biomass acdation across treatments in the 2007/08
season during (a) peak water consumption and uiagetgrowth at 112 DAS; and (b) the pre-harvest
period, post-defoliation at 206 DAS. Treatments kfe to right: 1, 2, 3, 4 and 5. Measuring stick
represents 1 m.

Figure 5.10. Examples of variation in above ground biomass actation across treatments in the
2008/09 season during (a) peak water consumptidnvagetative growth at 132 DAS; and (b) the pre-
harvest period, post-defoliation at 196 DAS. Trestts are left to right: 1, 2, 3, 4 and 5. Measustigk
represents 1 m.
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Experiment 3 was a later crop where, in compartedixperiment 2, cutout was delayed.
All treatments in Experiment 3 produced late seasmgrowth, where excess water
conditions (Figure 5.3), adequate ambient temperatiand an excess supply of
carbohydrates to mature bolls, allowed the plamtsontinue to grow. As late season re-
growth occurred in all treatments prior to a dethyarvest, altering the partitioning of
the crop by favouring vegetative biomass accunaratthe late season re-growth was
excluded from all treatments on the final biomaslection date (162 DAS). The late
season re-growth was excluded from the final bi@r@sdlection date as this re-growth
occurred after crop maturation, and in a commersgting this re-growth would not

have occurred as the crop would have been harvested
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Differences in the ratio of vegetative to reprodeetbiomass were observed in
Experiment 2 P= 0.004) and Experiment $€0.001), after 90 DAS. In Experiment 2,

drier treatments generally maintained a higherorafi reproductive growth than the
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wetter treatments (Figure 5.11c). This is expected,t is generally considered that
drought stress treatments mature earlier thanntexats with more luxurious water
conditions. However, at the final biomass harvaken at ~ 65% open bolls (173 DAS),
all treatments, except Treatment 5, showed a gimalo of reproductive to vegetative
biomass (60% reproductive dry matter). At this tifieeatment 5 displayed a lower ratio
of vegetative to reproductive dry matter (55% rejpiciive dry matter), due to its
excessive vegetative, rank growth pattern. Thisepatof reproductive and vegetative

biomass production parallel the lint yields in Esipent 2 (Figure 5.5a).

Like lint yields, the ratio of reproductive to veggve growth was different in
Experiment 3 when compared to Experiment 2. Imytigd3 DAS), higher percentages of
reproductive dry matter were observed in Treatmént® and 3 (drier treatments) than
Treatments 4 and 5 (well-watered treatments) (Eiguitld). However, by 111 DAS all
treatments except Treatment 5 (the slowest matuved)-watered treatment) exhibited
similar ratios of reproductive to vegetative drytten(50% reproductive dry matter). At
the final biomass harvest at 65% open bolls, teattnents that received more irrigation
water (Treatments 3, 4 and 5) displayed highergmgages of reproductive dry matter
(63% reproductive dry matter). At this time, incemually lower percentages of
reproductive dry matter were observed in the maasgewstressed treatments, with 59%
and 54% reproductive growth in Treatments 2 anedpectively. In a similar fashion to
Experiment 2, the ratio of the reproductive to tatiee dry matter in Experiment 3

followed the same trends as lint yield (Figure %.5b
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The LAl is an important factor in crop developmaantit reflects leaf expansion rates, and
can be related to plant growth and crop vigouradition, it is especially important to
discuss LAl in the context of canopy sensors, agthe IRTs used in this study. This is
because measurement errors, such as the effelotckdground surface soil temperatures
within the IRT field of view, can be introducedlawv LAls before canopy closure. Peak
LAI in Experiment 2 occurred between 111 and 138D®here the driest (Treatment 1)
and wettest (Treatment 5) treatments tended to pedier (Figure 5.11c). Peak LAI
occurred in Experiment 3 earlier in the season \wihks in LAl observed at 93 DAS,
which were sustained until 111 DAS (Figure 5.1%3.a result, the rate of LAl increase

in Experiment 3 was much faster than observed peBErent 2.

Throughout the season, biomass accumulation anerwalations in Experiment 2 and
Experiment 3 exhibited a linear function. Total hass accumulation increased with an
increase in water application (Figure 5.12). Thegressions of total dry matter-water
relations across Experiment 2 and Experiment 3 weoe significantly different
(P<0.001) and were combined. The regression modeluated for 91% of the variance,

with an estimated standard error of biomass accaiionl of 151 g .
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Figure 5.12.Regression of above ground biomass and water exgeint throughout the season from
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5.3.5 Canopy temperatures (T)
Average T in Experiment 2 and Experiment 3 reflected thedrevhere higher Jfor
longer durations correlated with increased watersst (Figure 5.15 and Figure 5.16).
Irrigation treatments that received less irrigatwater consistently resulted in elevated
canopy temperature and longer durations of canempératures above 28 °C, compared
with treatments which received higher water sup@lgble 5.4). Like Wanjureet al.
(1992), treatment differences were only observedninradiance levels were > 300 W
m? (Table 5.4). Therefore, average fom this point refers to dmeasured when
irradiance levels > 300 W fn The T in all treatments in Experiment 2 was lower than
those observed in Experiment 3. This trend is stpddy the measured soil water status

(where Experiment 3 is characterised by consistedtier soils; see Figure 5.4),
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evaporative demand (where a higher cumulative evager demand was observed in
Experiment 3) and the consistently lower rain amigation application in Experiment 3

compared to Experiment 2 (Table 5.1).

Table 5.4. Average canopy temperature (J, average T when short-wave irradiance (R) < 300 W mi
Zand > 300 W nt¥, canopy temperature depression (CTD) when R> 300 W ni* and ambient air
temperature > 28 °C, and duration of time that canpy temperatures exceed 28 °C (%) between 993
and 1971 cumulative degrees days in Experiment 2 drf83 and 1981 cumulative degree days in
Experiment 3. The same superscript letter within acolumn represents values that are not statistically
different at the P=0.05 level.

Experiment 2

Average T Average T CTD
Average T; (°C) (°C) (Ry > 300 W ni?, Time T, >
Treat (°C) (Rg<300Wm% (Rg>300Wm? T,>28°C) 28°C (%)
1 23.1° 20.5° 27.8° 1.1% 21.1°
2 225" 20.5° 26.5° 2.4° 16.0°
3 22.1° 20.4° 25.6°¢ -3.4¢ 11.4°
4 22.0% 20.4° 25.4° -3.8¢ 9.5¢
5 21.9°¢ 20.3° 25.2°¢ -4.3" 8.2°¢
Experiment 3
Average T; Average T; CTD
Average T, (°C) (°C) (Rg>300 W ni?, Time T.>
Treat (°C) (Rg<300Wm?) (Rg>300Wm?) T,>28°C) 28°C (%)
1 25.6° 22.3 31.4° -0.6° 34.3¢
2 25.5° 22.3° 31.1¢ -0.6° 34.4¢
3 24.9° 22.2° 29.6 ¢ -1.9% 30.4%
4 24.5° 21.9° 29.0° -2.9% 27.6°
5 24.2° 21.9° 28.39 -3.2¢ 24.8'

Canopy temperature depression (CTD) shows the teffe¢ranspirational cooling on

canopy temperatures. Average CTD in Experiment® Experiment 3 shown in Table
5.4, where treatments with increasing soil watecab@ more negative, indicating a
greater capacity for canopy cooling by transpiratibhe CTD was calculated for periods
when short-wave irradiance {R> 300 W n¥ and T, > 28 °C. These environmental

conditions were first proposed by Wanjwtal (1992), and are intended to show that
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Tc average (C)

differences in canopy temperature, due to limitegian soil water availability, can be
attributed to transpirational cooling differenceten environmental conditions (solar

energy input and g are sufficient to raise;> 28 °C.

Average seasonal ;Tand the per cent ETwater applied exhibited a curvilinear
relationship where average decreased as water application increased (FigliBy.5The

average T and per cent EJ applied data could not be combined into one regras

model this model was significantly improved whemErment 2 and Experiment 3 were
allowed to have different intercept$<0.001). However, no improvement to the
regression was achieved when the two experimente vggven different slopes
(P=0.869). The regression model accounted for 99ceat of the variance, with an

estimated standard error of averagefl0.2 °C.
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Figure 5.13.(a) Average seasonal &nd seasonal ET(%) applied regression in Experiment # ( y)
0.00058% -0.164% + 36.73) and Experiment 2% Yy € 0.00058% -0.164% + 39.05). Vertical bars
represent standard error of canopy temperaturgsAgerage canopy temperature and time canopy
temperature exceeds 28 °C (%) regression in Expetird (# ) and Experiment 3% Yy E 4.374& -
100.28; B=0.96).
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The amount of time that. B 28 °C followed the same pattern aswWhere increased soil
water deficits resulted in an increase in time queriTable 5.4). Average daily. Wwas
positively related to the amount of timg ¥ 28 °C P<0.001) (Figure 5.13b). Average T
were related to final cotton lint yieldP€0.001) (Figure 5.14), where lint yields peaked at
average T 26.4°C. The range incThat produced lint yields similar to the peak B8

kg (lint) ha' was 24.8 to 28.1 °C. The Butside of this temperature range experienced
lint yield penalties. This relationship is pivoial the strength of the BIOTIC irrigation
system that schedules irrigations based on theepdraf an optimal canopy temperature

of a crop.
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Figure 5.14.Average daily canopy temperature and lint yieldesgion y = -69.6¢ + 3680« -45448 R =
0.75) P<0.001).
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5.4 Discussion

The growing season at ACRI during Experiment 2 7208) was close to ideal for cotton
production. The crop was only exposed to 13 highpterature stress days (> 36°C),
compared with a long term average of 44 d at thet sif the season (BOM, 2009).
Although the season was characterised by lower thesmage I the number of low
temperature stress days was low (13) comparedtidtiegional average of 30 d (Bange
and Milroy, 2004). An increase in season lengthd), 7aided by an earlier planting date,
compensated for the below-average temperaturesriegswsufficient degree-day
accumulation for crop maturity. Insect pressuretlghout Experiment 2 was low, with
only one event where green vegetable biNgzéra viridulg and aphidsAphis sp.and
Myzus persicaewere above the threshold (Farrell, 2008), resgltn a single spray for
these sucking pests. This resulted in lint yielti8400 kg hd (15 bales hd), 1.9 times

more than the average Australian cotton yield (1&98a') (CRDC, 2009).

Experiment 3 (2008/09) had a higher degree of stiegposed in comparison to
Experiment 2, with higher average, TVPD, and evaporative demand (Table 5.1).
Seasonal Jremained above average with 43 high temperatuessstdays that more
accurately reflected the regional average of 48@N, 2009) than Experiment 2. Hot
and dry weather conditions were experienced inJataiary and early February, with 18
consecutive days > 36 °C, where temperatures ifagtdive of these days were > 40 °C.
Insect pressure was low to moderate during ExperirBe Green vegetable bugs, spider
mites [Tetranychus spand whitefly Trialeurodes vaporiorunandBemisia tabagiwere

above threshold levels from late February 2009 r@Har 2008), resulting in a
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diafenthiuron spray for these pests. Although greegetable bugs were controlled,
spider mite and whitefly pressure remained abovestiold levels from late February for
the remainder of the season. This insect pressursignificant, as it can reduce
photosynthates, increasing competition for assteslabetween maturing bolls and
contaminate lint with honey dew (Farrell, 2008).spie this insect pressure, lint yield
reductions as a result of insect pressure were expected as this pressure was
experienced late in the season, however somedality differences may have occurred
(data not shown). The combined effect of higher iamtbtemperatures, higher average
evaporative demand, vapour pressure deficit, wpekd and irradiance, increased insect
pressure and reduced in-crop rainfall in Experingnmesulted in a higher stress potential
in Experiment 3 than in Experiment 2. Subsequeméak lint yields in Experiment 3
were 2840 kg lint H4(12.5 bales hY. Despite this increased stress potential, ligtdg
also remained 1.4 times above the average Austrab#&on yield in 2008/09 (1980 kg
ha®) (ABS, 2009). The increased stress potential éepeed in Experiment 3 as
compared to Experiment 2 was not only manifestedap yields. Crop growth patterns,
biomass accumulation and; Were also influenced by the higher stress poteintia
Experiment 3. As a result when compared to Experim2 Experiment 3 was

characterised by smaller, lower yielding cottonpsravith higher average.T

Cotton growth and lint yield in Experiment 2 and p€éxment 3 were influenced
markedly by water supply. Yield-water relations ied a second order polynomial
function where yield rose to a peak at 822 mm gfliad water (108% EJ). This

curvilinear function of cotton vyield-water supplelations was also observed by
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Tennakoon and Milroy (2003). They showed that Vields of Australian cotton (grown
predominantly on grey cracking clays of NorthernwN8outh Wales and Southern
Queensland) increased to an £&f ~ 700 mm, and beyond this additional water
consumption did not increase lint yield. Peak aotytelds at ~ 700 mm ET have been
observed in numerous studies conducted in variowslugtion settings including
California (Grimeset al, 1969b; DeTar, 2008), Texas (Wanjwial, 2002) and Spain
(Orgazet al, 1992). This yield-water response where peakyjieid at 108% EE, were
evident in both Experiment 2 and Experiment 3 (Fégb.6b). Similar lint yields were
observed over the range of 97 to 118% applied. Hhis range is relatively narrow,
representing 158 mm of water in Experiment 2, and thm of water in Experiment 3.
This relatively narrow range highlights the compmtgxf the response of cotton to both
sub and supra-optimal water conditions. Althougle tptimum water application
remained the same over the two experiments, yialttmsupply relations were different
(Figure 5.6). The difference between the two expents can be attributed to the
influence of the different seasons and associdtadges in stress potential, where higher
ambient air temperatures, vapour pressure defi(UPD) and irradiance were
experienced in Experiment 3 (Table 5.1). This respois important as it outlines the
need to monitor weather conditions and their assediinfluences on the stress potential
and water stress physiology of a crop. Furthermttwes jntegration of this data with real-
time plant based stress detection tools such a§EBi@nay provide a decision support

tool for irrigation scheduling.
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Vegetative growth in the cotton plant continuesiuhtee-quarters of plant available soil
water is used (Hearn, 1994). Therefore, when otfaetors, such as decreasing
photoperiod and differential day-night temperatufidsarn, 1994), are held constant, a
plant with access to more soil water usually hdsnger growing season. This ensures
the production of a larger plant with more biomaBarallel with previous research
(Grimeset al, 1969a; Grimes and El-Zik, 1990), biomass producin Experiment 2
and Experiment 3 was linearly correlated to watgpsy, and appears to have followed a
single season-independent, water dependent tregdré5.12), in contrast to lint yield
(Figure 5.6a). Although an increase in water supptyeases biomass production, it is
generally accepted that an excessive supply inrwaié eventually lead to reduced
biomass production. Although this was not obseriredExperiments 2 and 3, more
excessive water applications > 1000 mm may haweltessin a reduction of biomass
accumulation due to excessive water supply andcedsd waterlogging and disease

susceptibility.

In addition to the production of more biomass, anplwith access to more soil water will

produce more main stem nodes, resulting in moigrfgupositions and thus a greater lint
yield potential (DeTar, 2008). This growth pattevas observed in Experiment 3 and
Treatments 1, 2 and 3 of Experiment 2 (Figure 3HOwever, Treatments 4 and 5 of
Experiment 2 did not follow this trend as theseatimeents produced larger plants that
yielded less lint than some of the treatments wsittaller plants (Figure 5.7). Therefore,
correlations between above ground biomass andyi@itl could not be made. This is

because cotton has an indeterminate growth patiechthus has no clearly-defined
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seasonal cycle to complete, hence the water rakabbthe cotton plant are complex, and

can have a large effect on lint yield (Hearn, 1979)

The production of rank vegetative growth in Treatitsel and 5 of Experiment 2 was the
predominant cause of lint yield reductions in thegdl-watered treatments. This is
because although a larger plant has a greateyiéid potential, if a plant has access to
additional soil water conditions the ratio betwesgetative and fruiting characteristics
can become unbalanced (Grimesal, 1969a; Mutsaers, 1984) and maturity can be
delayed (Wanjuraet al, 1992). This unbalanced growth pattern is an dimiary
adaptive response to water regime, where delaythensetting of fruit while rank
vegetative growth continues are observed underrious water conditions. This results
in a larger plant with a larger source of carbohyels for use in boll production when
vegetative growth ceases (after three-quartersoibfwgater has been used), increasing
reproductive flexibility in the face of unpredictabwater supply (Hearn, 1994). Rank
growth is most pronounced in cotton when adequatk vgater conditions occur in
association with excessive rain, cloudy weatherlygasect damage and dense plant
stands (Gibbet al, 2004). This results in lint yield reductions cadisby heavy boll
shedding, predominantly in the lower crop stratand excessive vegetative growth
(Hearn, 1975). This explains why the yield-watdatiens of cotton follow a polynomial
trend, where excessive water application in Expenin®? resulted in reduced lint yields
due to rank vegetative growth. As a result, Treath& and 5 grew larger plants with
more main stem nodes and biomass, whilst matueisg inonopodial (vegetative) branch

bolls, as well as less sympodial (fruiting) bramails than the highest yielding treatment
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(Treatment 3). This is significant as fruiting bcaes near the bottom of the plant have
the greatest survival rates and largest bolls,thackfore the greatest contribution to lint
yield (Constable, 1991). Although peak yields wegdculated to be at ~ 108% ET

calculated yields similar to the peak were obsehetdveen 97 and 118% ET

It is important to note that rank vegetative growi#s only observed in Experiment 2 in
Treatments 4 and 5. This may be due to the higbgre#® of imposed stress (due to
higher ambient temperatures and evaporative demtrelJower number of cloudy days
and lower gross amounts of water applied in Expenin3 (Gibbet al, 2004), or simply
because only a 4% excess indgWas observed in Treatment 5. The treatments that
produced rank vegetative growth were not exposeevdterlogging. This is evident
because of the nature of the drip system and tke tfeat plant growth was not
suppressed, therefore fruit shedding probably sedudue to self shading (Bangeal,
2004). Hence lint yield reductions in Treatmenend 5 of Experiment 2 were not due to
soil hypoxia; rather it was the alteration in thedamce between vegetative and fruiting

characteristics due to excessive soil water.

All treatments in Experiment 3 produced late seasegrowth, whilst this did not occur
in any treatments of Experiment 2. Late seasonroedly is another adaptive growth
habit of cotton, stemming from the plant’s indeterate growth pattern, and allows for
the potential for further fruit production. Lateasen re-growth is generally undesirable
in production systems and management practices ssclgrowth regulators, early

defoliation and precise water management, are pytlace to avoid late season re-
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growth. Notable exceptions to the undesirable matirthis adaptive growth habit are
dryland production systems, where cultivars used laed to grow during periods of
available water resources, and tropical northerstr@lian production systems where the
bulk of crop yield is achieved on the upper portidrthe crop. As late season re-growth
is undesirable in most irrigated commercial cotboops, and has no effect on final lint

yield, late season re-growth was excluded from lagsrharvests in Experiment 3.

Plant node production and height are in generaldgowlicators of water stress
experienced by a cotton crop. Until the plant’srgiag capacity is reached, crop lint
yield potential increases with plant height, anchdee the number of fruiting sites
increases (Hearn and Da Roza, 1985). In both Exjeerti 2 and Experiment 3 there was
separation of heights and nodes between treatments, well-watered treatments
exhibiting more sustained growth, resulting in pdawith longer inter node lengths and
increased node numbers. The number of nodes asdniatle length of a cotton cultivar
is largely driven by temperature, where a new nigdproduced every 40 degree-days
(Hearn, 1969) (three to four days at 28/20 °C),luwater stress or other limiting
conditions develop. Again, care must be taken wherpreting plant node production
and plant height as rank vegetative growth can skesvappearance of lint yield
potential, as in the case of Treatments 4 andExperiment 2. Furthermore, differences
in plant height in Experiment 2 and Experiment 8wted as a result of the timing of
cutout. Cutout occurs when the demand for assieslay fruiting structures exceeds the
supply of photosynthates, resulting in the slowang eventual cessation of production of

fruiting sites. Assimilate supply is limited by tremount and interception of solar
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radiation, plant growth (as it ultimately lowersearcepted irradiance, especially by leaves
nearest to the heaviest boll load, due to self igigadf lower leaves in an enclosed
canopy) and any plant stress (such as insect damaggr supply and disease). Cutout in
Experiment 2 and Experiment 3 occurred much eatfiedrier treatments than in the
wetter treatments, resulting in smaller plantsrierdreatments. This pattern is a common
occurrence in water stressed cotton (Bielartial, 1983; DeTar, 2008; Gerard and
Cowley, 1969). Increased soil water deficits in &xment 2 and Experiment 3 resulted
in slower growth, smaller plants, fewer nodes andihg branches and a lower leaf area
index. Therefore, while plant height and numbernofles are not always accurate
measures of potential cotton yield, they can bel isgauge the water stress experienced

by a particular crop.

As soil water availability declines, transpiratibaoling of the leaf is reduced and T
rise (Mahanet al, 2005). Therefore, ¢cTcan potentially be used to infer transpiration
rates, and provide the basis for determining plaater stress. The average of
Experiment 2 and Experiment 3 reflected this tremdere T increased with increasing
water stress. It is important to note that treatnugfierences in Twere not observed at
irradiance levels < 300 W ™(Table 5.4). Furthermore, differences ig T, were
observed at irradiance levels > 300 W rand T, > 28°C (Table 5.4). The fact that
differences in CTD became apparent only after thesdaronmental conditions were
reached, indicated that these differences.iwmdre due to varying rates of transpirational
cooling when solar input is sufficient to raise I 28°C. These divergent transpiration

rates were driven by differences in soil water ¢bonis.
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The relationship between measured and per cent EJ applied varied between
Experiment 2 and Experiment 3. This is becaugeTR humidity, wind speed and the
position of the leaf surface in relation to theident solar irradiance can modify, T
adding to the effect of water stress og (Fuchs, 1990). Previous research using the
BIOTIC protocol for irrigation scheduling by Wanauet al. (2006) concluded that season
variation in environmental conditions resulted iffedences in daily T over a range of
irrigation treatments and seasons. It is importantote that the slope of the line of the
regressions for Fwater relations in Experiment 2 and Experimerd 8imilar. Hence the
relative response of.Tto changes in water stress is similar across réifteseasons.
Again, this response is significant as the seasea@htion in canopy temperature-water
relations is due to differences in environmente¢sstors, and the merger of this data by
the BIOTIC irrigation scheduling system may provaldigher degree of sensitivity to

water stress detection across a range of seas@saiupes.

Despite a varying response ig-HTc relations across seasons, the relationship between
T. and the duration of time.® 28 °C (optimal temperature) across the two erpaits

was similar across seasons (Figure 5.13b). Althdbghsimilarity in the relationship is
self-evident, it is important as the BIOTIC protbeoust perform in the same manner
across all seasons, regardless of evaporative dkwrrash environmental conditions. In
Experiment 2 and Experiments 3, for each degreeimi®verage Jd the amount of time

T. > 28 °C increase by 4.4% (Figure 5.13b). Canopyperature-yield relations were
also similar across Experiment 2 and Experimentt&re peak lint yields were recorded

at average daytime canopy temperatures of 26.4t i€important to note that although
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this value is below the stress threshold of 28tf@, range of average; That produce
similar lint yields as the peak was 24.8 °C to 28’1 This suggests that when average

daytime T > 28 °C, lint yield penalties ensue.

It is important not to confuse averagewith the temperature stress threshold. The stress
threshold is an estimate of the thermal optimurmetabolism of the plant, representing
the approximate midpoint of the studied crop’s TKBVrkeet al.(1988) determined that
the TKW for cotton is 23.5 to 32 °C and that althoucotton foliage can only be
expected to be within its TKW 30% of the seasommass accumulation principally
occurred during this period. This was observedughoa linear relationship between the
times that foliage temperature was within the TKWd gplant biomass production.
Therefore, through the maintenance g@fwithin the TKW by supplying irrigation water
for transpirational cooling at the; Btress threshold, peak plant productivity showdd b

achieved.

Burke and Oliver (1993) showed that leaf enzymesrate most efficiently in a narrow
temperature range called the TKW. This led to tbecept of optimal J, which have
been determined through the temperature depenadmoetabolic indicators (Mahagt
al., 2005). These optimal temperatures were originddfined in terms of the thermal
dependence of the appardfy, of a given plant enzyme (Burket al, 1988; Mahan,
2000; Mahanet al, 1990). Burke (1990) also developed an alternathethod for
determining optimal temperatures that was basedhenrecovery of dark adapted

photosystem Il variable fluorescence (PS I1l) ratebowing illumination. Optimal
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temperatures calculated from both methods are ic@ntMahanet al, 2000), with an
optimal temperature of 28 °C identified for uplacotton (Wanjuraet al, 2006). This
optimal temperature was supported by Wangtral. (1992) and Upchurcht al. (1996)
approach for scheduling irrigation based ogp ahd a stress time (ST) index that

accumulates the amount of daily time a crop excasdpecified optimal or threshold.T

The relative duration of time in which treatmentgerienced supra-optimal canopy
temperatures (28 °C) in Experiment 2 and Experingritllowed the same trend as
average T, where drought stressed treatments experiencedomigt higher average
temperatures but longer periods of supra-optimalSImilar results were observed by
Wanjuraet al.(1988), where the per cent of time dryland cottanapies were above 28
°C was significantly higher than for irrigated asttcanopies and Wanjued al. (1990),
where reductions in water application resulted inoaresponding increase in average

daily T, with subsequent reductions in lint yield.

5.5Conclusion
Experiments were conducted over two seasons u$iagellc approach to irrigation
scheduling in order to achieve differences in plaater status. The water relations of
cotton were observed in deficit, adequate and exoesvater treatments, resulting in
differences in lint yield, plant architecture, gtbywbiomass accumulation and. TThe
observed stress potential was higher in Experingrthan Experiment 2 due to a
combination of higher I VPD, irradiance and average evaporative dematus T

increased stress potential resulted in differemedst yield-water relations and canopy
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temperature-water relations across the two expetsnéiowever, the slope of both the
yield-water and canopy-temperature-water regressiees the same in both Experiment
2 and Experiment 3. Therefore, the assumptionttievariation in yield-water relations
and canopy temperature-water relations across xperienents was the result of the
differing stress potentials across the two seasande made. This is because the relative
difference in yield-water and canopy-temperaturéewaelations was constant across
experiments. This relationship adds weight to teeumption that the BIOTIC protocol
can consistently detect water stress across a rahgmvironmental conditions and

seasons.

The T; data from my experiment suggest that the BIOTHgation scheduling protocol
can consistently detect water stress, producing petyields across different seasons,
despite variations in seasonal pressures resuhirdifferences in evaporative demand.
My experiments also confirm that when average dag/fi; > 28 °C, lint yield reductions
occur. This observation is important in the contefkthe BIOTIC irrigation scheduling
system, which uses a threshold Wr stress detection and irrigation scheduling.
Therefore, irrigation scheduling based onoffers the potential for precise control of
crop growth and development, across varying seéspressures. Therefore, when
combined with environmental factors affectingahd crop development (such asahd
VPD) the use of Imay provide valuable insights into plant wateessrfor the purpose
of irrigation scheduling. This is significant aseduling drip irrigation with the BIOTIC
irrigation system is practical. This is noteworthg historically problems have been

encountered scheduling irrigation in drip systefisus, the potential utility of BIOTIC
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for water stress detection and irrigation schedulms significant, and must be further

explored. However, it must be determined whetherBHOTIC system has the capacity

to accurately detect water stress when the plapttysiologically water stressed; whether
BIOTIC is sensitive enough to external environmeptassures that the plant is exposed
to and which environmental parameters have the sigstficant effect on BIOTIC; and

whether BIOTIC can optimise water use and effetfivse.
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6. SOIL WATER DEFICITS AND THEIR INFLUENCE ON CANOPY

TEMPERATURES IN DEFICIT FURROW IRRIGATED COTTON

6.1Introduction

Furrow irrigation is an irrigation application tegfjue particularly operationally suited to
broadacre row crops where water is applied andiloiged over the soil surface by
gravity. It is conducted by creating parallel chalsralong the field length in the direction
of predominant slope and water is applied to tipeeiod of each furrow and flows down
the field. Furrow irrigation is the dominant methafdrrigation delivery in the Australian
cotton industry (Tennakoon and Milroy, 2003), actng for more than 90% of all

irrigated cotton (Hodgsoet al, 1990).

As furrow irrigation is essentially a method of tmtied inundation, for uniformity of
applied irrigation water the technique involvesatabce between field slope, field length
and the rate of irrigation application. Due to thature of the system, roots are
waterlogged after each irrigation (Hodgsemal, 1990), and either an excess amount of
water will be supplied to the upper end of thediel insufficient amounts at the lower
end of the field. A high rate of application andoag run time can result in excessive
runoff, whilst low rates of application result itow water advance, cause poor water
distribution and deep drainage losses. Soil typégrbgeneity and associated infiltration
rates across the field will also affect the effiag of furrow irrigation (Hansemet al,

1980).
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Despite the inherent limitation of poor applicatiefficiency of furrow irrigation, the
predominant water losses from a well managed systemthrough evaporative and
drainage losses from supply and tail water irryatchannels (Purcell, 2006). Furrow
irrigation, although restricted, is a very reliakled flexible system that can be managed
to achieve reasonable WUE while requiring littlerping of water as the system is
gravity fed. Furthermore, such a system encourdgeper rooting of the crop in order to

use water from the whole profile.

Canopy temperatures, in the form of CWSI, have stewn to closely parallel a plot of
extractable soil water to 1.1 m when plotted asirection of time in furrow irrigated
wheat (Jacksoret al, 1981). Jacksomet al. (1981) found that CWSI followed nearly
parallel paths with soil water throughout numereetting and drying cycles, except
during the post-irrigation recovery period. Theycloded that this is evidence for the
close coupling of soil water and, Tsupporting the use of; as a method of evaluating
plant water stress. However, Jacksmal. (1981) and in his review the following year
(Jackson, 1982) notes that a unique relationshgs dot exist between. &nd soil water.
This was shown by the fact that CWSI did not drojits lowest value immediately after
irrigation. Instead CWSI required five to six datgs reach a minimum stress value,
showing that the crop required some time to recdk@m the imposed water stress.
Jackson (1982) concluded that this may be becaases need to re-hydrate and roots in
previously dry soil need to produce new root haiie. also noted that the length of
recovery time depends on the degree of previogsstiplant species and age. Similar

recovery periods have also been documented inrc@ibrler, 1973) and sorghum (Idso
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and Ehrler, 1976). Jacksat al. (1981) further noted that variation in the resgon$
CWSI to extractable soil water may be dependentthen fact that PAWC was not
assessed, rather a fixed depth of soil (1.1 m) asaessed, which may over- or under-
estimate the soil water available to roots. Furtiege, CWSI is also dependent on the
evaporative demand experienced by the plant, atheiEvaporative demand exceeds the
ability of the roots to take up water, then the AWsBould increase without a

corresponding decrease in extractable soil water.

Furrow irrigation is often scheduled on the badisadixed plant available soil water
deficit. Once this deficit is reached, the soiledilled to near saturation, then drains to
field capacity, thus furrow irrigation is charadcsexd by a series of wetting and drying
cycles throughout the season. This cyclical scheguis characterised by the slow
depletion of available soil water through ET untiigation, where the soil water is
rapidly returned to saturation and field capacys a result, plants are exposed to
moderate dehydration on both a daily basis (diuct@nges in environmental load
experienced by the crop) and throughout irrigadod rainfall cycles during the season
(as plant available soil water deficits becomeeasingly severe between soil water refill
points), which can lead to plant adaptation to wateess. The concept of adaptation to
water deficits is relatively old (Maximov, 1929ndit has been widely recognised that
plants can become hardened to water stress, aactaunore able to survive subsequent
drought with less injury than plants not previoustsessed (Levitt, 1972). There is some

indirect as well as direct evidence (Broehal, 1976; Cutler and Rains, 1977; McCree,
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1974) to suggest that plants grown under occas&tnegs show a lessened sensitivity of

several physiological processes to subsequent datfieits.

This study was conducted to determine the degresire$s imposed, and the effect of
various soil water deficit irrigation regimes orethrowth and development, lint yield and
T, of cotton grown on a grey Vertosol (Isbell, 19@#)Narrabri, NSW Australia. This
data will outline the effect of deficit furrow igation and its cyclical nature of water
stress on cotton I This is important as BIOTIC has not been usetuirow irrigation
systems, which generally have larger irrigationiaisf potential water stress and
adaptation periods, than either drip and sprinldgstems. This information will
determine the potential efficacy of the BIOTIC gation scheduling system in furrow

irrigation.

6.2Materials and methods
Experiment 4 was conducted at the Australian CotResearch Institute (ACRI),
Narrabri during the 2008/09 season. Four defiditofr irrigation treatments based on
plant available soil water deficits (mm) from fielchpacity, calculated from NAM
readings were imposed. Deficit furrow irrigation dearacterised by refilling the soill
water profile when a predetermined water deficitdached. The deficits used in this
study were a frequently irrigated (~ 30 mm to 40 swoil water deficit), control (~ 40
mm to 50 mm soil water deficit- that represent®aservative soil water deficit target in
commercial furrow irrigated cotton production) atdo extended deficit irrigation

treatments: a moderately extended (~ 65 mm to 75 soinwater deficit) and fully
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extended (~ 100 mm to 110 mm soil water defickatment. This resulted in eleven

irrigations in the frequently irrigated plots, nine the control plots, four in the

moderately extended plots and only two irrigationthe extended irrigation plots (Table

6.1). Rainfall throughout the growing season tethlB27 mm.

Table 6.1. Irrigation dates for each deficit irrigation treatment and corresponding number of days
after sowing and cumulative degree days.

Treatment Irrigation date Days after Cumulative
sowing degree days
Frequent § December 2008 55 550
(~35mm) 22" December 2008 68 708
2" January 2009 79 866
9" January 2009 86 976
15" January 2009 92 1068
239 January 2009 100 1189
30" January 2009 107 1309
5™ February 2009 113 1414
11" February 2009 119 1526
27" February 2009 135 1721
13" March 2009 149 1957
Control 12" December 2008 58 597
(~45mm) 2% December 2008 70 739
7" January 2009 84 944
15" January 2009 92 1068
25" January 2009 102 1225
2" February 2009 110 1361
10" February 2009 118 1512
3“ March 2009 139 1777
16" March 2009 152 1993
Moderate 1T January 2009 88 1001
(~ 70 mm) 28 January 2009 105 1276
8" February 2009 116 1471
6" March 2009 142 1808
Extended 16 January 2009 93 1087
(~105mm) & February 2009 114 1434
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Weather conditions, soil water, crop growth andedigwment, lint yield and Jusing
IRTs (SmartCrop”, Lubbock, Texas) were monitored throughout the eexpents.

Details on all measurements taken in Experimeme4lascribed in Chapter 3.

6.3Results
6.3.1 Weather

The weather conditions experienced in Experimenete close to the 82 year long-term
seasonal average (Table 6.2). Rainfall throughbetgrowing season of Experiment 4
totalled 327 mm (64 mm below the seasonal averag#),the majority of the rainfall
occurring in November, December and February adcdnditions in January (Figure
6.1a). These dry conditions were associated withweather, where late January and
early February saw 18 consecutive days > 36 °QGnioaling in the last five of these
days > 40 °C. As a result, monthly average tempezatwere above long term averages
from January through to March (Figure 6.1b), howetree number of seasonal high
temperature stress days recorded (43 d) was abodeetlong term seasonal average (44
d). The number of low temperature stress days amdage daily solar irradiance in
Experiment 4 was the same as the long term seasmeahge, while average 9 am

relative humidity similar to the long term seascanagrage (Table 6.2).
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Figure 6.1.(a) Monthly rainfall (mm) in Experiment /Hlll® ) andnlp term seasonal averageE——1 ).
Average maximum and minimum monthly temperatur€® {h Experiment 4 ) and long term
averages———-— ).

Table 6.2. Rainfall, temperature and evaporative dmand and other environmental factors that affect
stress potential in Experiment 4 and correspondindpng term seasonal average (BOM, 2009).

Experiment 4 Long term seasonal

average
Rainfall
Total rainfall (mm) 327 391
Days with rain 25 26
Days with rain > 10 mm 11 11
Ambient temperature
Average maximum temperature (°C) 32.2 324
Average minimum temperature (°C) 16.8 16.6
High temperature stress days (> 36 °C) 43 44
Low temperature stress days (< 11 °C) 10 10
Irradiance
Average daily (MJ i) 25.0 24.9
Wind speed
Average 9 am (mY 4.1 4.9
Relative humidity
9 am average RH (%) 60 57
Evaporative demand
ETc to 60% open bolls (mm) 721 700*

* Data from Tennakoon and Milroy (2003)
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6.3.2 Soil water and irrigation

Treatments were furrow irrigated when the predeiteech soil water deficit was reached.
This was calculated with measured NAM soil watenteat to 1.2 m, using the
methodology described by Tennakoon and Hulugall®e0§2 The measurement
frequency was about weekly, where frequency waseased as the predetermined soil
water deficit approached. The NAM was used to measolumetric soil water in the
profile before and after each irrigation or raireez The amount of water applied was
calculated by the difference between the measuwmd vgater content just before
irrigation, and the soil water content measured dhg after an irrigation event. As a
result, a significant proportion of treatment diéfleces were due to the extent of soil
drying to the refill point. This resulted in treant differences in the duration between
soil water profiles at field capacity as well a® thotential stress period. In addition,
treatment differences were observed in the net amouirrigation water stored in the
soil profile (P<0.001), with three different treatments formedeThequently irrigated
treatment and the control treatment received thgetd and statistically similar amounts
of total irrigation water, ~ 397 mm. This was aeeid in 11 irrigation events between 55
and 149 DAS in the frequently irrigated treatmemnd aine irrigations between 58 and
152 DAS in the control. The moderately extendeattment received 288 mm net of
irrigation water between 88 and 142 DAS in fourgation events. The fully extended
treatment received the least total irrigation wateonly two irrigations on 93 and 114
DAS, totalling 213 mm. The soil water deficits thghout the growing season are shown

in Figure 6.2.
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Soil water deficit (mm)

Figure 6.2.Soil water deficits, calculated from the soil’s itked upper limit, measured with a NAM in the
(a) frequently irrigated, (b) control, (c) modetgtextended, and (d) fully extended deficit treaitnse
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6.3.3 Crop development

Variation in lint yield was characterised into thrstatistically significant groups in
Experiment 4 B<0.001) (Figure 6.3a). The highest yielding treaiteewere the
frequently irrigated and control treatments at 9®Kg ha, followed by the moderately

extended treatment yielding 2450 kg*hand the fully extended treatment producing
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2000 kg hd. Yield-water relations exhibited a polynomial ftioa, where lint yield rose
to a peak of 2728 kg Haat 730 mm applied water, where applied waterésstim of rain
and infiltrated irrigation waterR<0.001) (Figure 6.3b). Water application in exces
730 mm resulted in a decrease in lint yield. Thggession model accounted for 65% of
the variance, with an estimated yield standardrexfd 84 kg h&. The calculated range
of applied water producing yield similar to the b&gas 655 mm to 802 mm. This range
was calculated by substituting the peak yield + dtendard error of the yield into the

fitted regression model.
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Figure 6.3. (a) Machine picked lint yield (kg Ha for each treatment in Experiment 4, vertical bars
represent |.s.d.; (b) Yield-water relations in Esiment 4,y= -0.013¢ + 24.7% -6295, B= 0.65
(P<0.001).

Differences in plant height were observee<@.001) with the formation of three

statistically separate groups at the end of themseéFigure 6.4a). Plant heights of 91 cm
were the highest in the frequently irrigated phaidowed by the control and moderately
extended treatments with an observed plant heigB® eam. The fully extended treatment

recorded the lowest plant heights of 73 cm. Thelemof nodes was also influenced by
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irrigation deficit £<0.001), with the formation of two statisticallygsificant groups: the

frequent and control plots with 23 nodes formed Hre two extended plots producing
21 nodes (Figure 6.4b). Cutout, the cessation pfodkictive and vegetative growth to
ensure the maturation of developing bolls, occueadiest in the extended irrigation
treatments. This took place in the fully extendeshtment 96 DAS, the moderately
extended treatment 107 DAS, the control 112 DAStaedrequently irrigated treatment

117 DAS.
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Figure 6.4. Plant height (a) and number of nodes (b) produbedughout the growing season in the
frequently irrigated t—@— ), control-;-+- G-+ ), moderatelytexded - —¥— — ) and fully extended

(=& —) irrigation treatments of Experiment 4. Vertitelr represents |.s.d. Dotted lines are included to
assist comparison between treatments.

6.3.4 Above ground biomass accumulation and partitioning
Treatment differences in above ground biomass agtatimn were most pronounced in
vegetative plant structures, which resulted inedéhces in total dry matteP£0.009)
(Figure 6.5 and Figure 6.6a). By the peak vegetagnowth phase of crop development
(118 DAS), the frequently irrigated treatment haddoiced a higher total dry matter than

all other treatments. It maintained this highealtalry matter throughout cutout, but by
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the end of the season, during boll developmengl tdty matter in the control and
moderately extended irrigation treatments had neat¢he frequently irrigated treatment.
This was partially due to the fact that the fredlyemrigated plots were constantly moist
and thus were affected by Verticillium wilvérticillium dahliag. Verticillium wilt is a
soil borne fungal pathogen that proliferates inlcaet soil conditions affecting the
vascular system of plants. This results in redueater availability, regardless of soil
water conditions, and can result in leaf and fshiédding, wilting and stunted growth as
well as other symptoms similar to water stress itmm$. The potential effects of
Verticillium wilt are significant, especially wheoonsidering the similarities between
Verticillium wilt infection and water stress. Therdrol, moderately and fully extended
treatments total dry matter remained similar thfang the season until the final biomass
harvest at 167 DAS where the fully extended treatnad a lower total dry matter of

1130 g rif compared to ~ 1420 g fin all other treatments (Figure 6.6a).

Treatment differences in the ratio of vegetativegjoroductive biomass were observed in
Experiment 4 P= 0.016) (Figure 6.6b). Treatment differences weoe observed until

after 76 or 92 DAS, when all treatments displayét &d 22% reproductive biomass,
respectively. By 118 DAS the extended irrigatioeatments had a higher ratio of
reproductive dry matter (0.53) than the frequentigated and control treatments (0.41).
This higher ratio was maintained by the extendedation treatments (0.62) compared
with the more frequently watered irrigation treaimse(0.56); however, no differences
were observed at the final biomass harvest wheletrehtments displayed 60%

reproductive dry matter.
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The reproductive and vegetative dry matter ra@fkected the increased rates of maturity
in the extended irrigation treatments. At the bismharvest on 118 DAS, the moderately
and fully extended treatments had reached cutount?22 d before harvest, and the
control and frequently irrigated treatments hasyauist reached cutout. Therefore,
although the squares and young bolls measured@8&DAE may not contribute to final
lint yield of the frequently irrigated plots, theequently watered treatments maintained
fruiting site production for longer, and hence, quoed a higher lint yield potential.
Differences in average boll size may have had &etebn lint yield as open boll size at
65% open bolls was different across treatmeRt(001). At this point the frequently
watered treatment had a larger average boll sifi270f compared with the control with
an average boll size of 6.3 g. The control andrtioelerately extended treatment had a
similar average boll size, whilst the fully exteddesatment exhibited the lowest average
boll size of 5.8 g. As differences were not obsdmveboll numbers (data not shown) and
biomass (Figure 6.6), and yet differences in lietd/at maturity were recorded, the size

of the bolls may have had a large effect on fimdlyield.

Treatment differences in LAl were observed duringp&iment 4 P<0.001), following
118 DAS (Figure 6.6c¢). At this point, the frequgntrigated plots had the greatest LAl,
followed by the control and the two extended iftigga plots with similar LAIs. Peak LAI
occurred at ~ 118 DAS and following this point, frequently irrigated and control plots
exhibited reductions in LAl This was partially dtee plant maturation, as well as the
effects of Verticillium wilt in the wetter plots. tAhe final biomass harvest at 60% open

bolls (167 DAS), LAl was the same in most plotsthwihe exception of the fully
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extended plots, which had a lower LAI. It is img@ort to consider LAl as leaf expansion

is the most sensitive physiological effect of wastress, and in the context of the

monitoring of T is important for the reduction of background sdiects.

Figure 6.5. Examples of variation in biomass accumulation arobeatments during (a) peak water
consumption and vegetative growth at 112 DAS; ajdtlfe pre-harvest period, post-defoliation at 196
DAS. Treatments are left to right: Fully extendethderately extended, control and frequently iregat
irrigation treatments. Measuring stick represents. 1
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6.3.5 Canopy temperatures
The four deficit irrigation treatments exhibitedfeient average J(P<0.001). These I
consistently followed the trend where irrigatioeatments with larger soil water deficit,
and hence longer durations of moisture stressjtegsin higher average.T{Table 6.3).
Like Wanjuraet al. (1992), treatment differences were not observeelvg < 300 W m
? (Table 6.3), average.Tfrom this point forward refer tocwhen R >300 W nf. Under
these environmental conditions, treatment diffeesn¢hat correspond to irrigation

treatments were observed (Table 6.3).

Table 6.3. Average canopy temperature (J, average T when R; < 300 W m? and > 300 W n¥, and
duration of time that T, > 28 °C (%) between 972 (82 DAS) and 2024 (155 DAG&Imulative degrees
days in Experiment 4. The same superscript letter ithin a measurement represents values that are
not statistically different at the P=0.05 level.

Average T Average T

Average T; (°C) (°C) Time T¢>
Treatment  (°C)  (Ry <300 W m?) (Rq > 300 W m?) 28°C (%)
Frequent 23.8 21.3% 29.1% 24.1°%
Control 24.1° 21.7° 29.12 25.5°
Moderately —,, 5 21.42 29.6" 25,22
extended
Fully d a c b
extended 245 21.8 30.4 28.8

Average T (between 82 and 155 DAS) and water applicatioribéen an exponential
decay function (B=0.83) (Figure 6.7a). This relationship saw a rapduction in
average J with increased water application, up to 685 mmliadpwater. Beyond 685
mm applied water, average: Was less responsive to an increase in total water
application (Figure 6.7a). Average Was also correlated to final lint yield (Figur&g'1g),

where the highest yield was observed at averagepgatemperatures of 28.5 °C.

193



Tc average (C)

Although second order polynomial was fitted to tHiata, peaks in lint yield and
corresponding average. Were not observed, suggesting that these resaysha range
limited. This is because significant lint yield tetions were not observed with excess
total water application. Despite this range limdat the fitted regressions calculate peak

lint yields at average daylight. ©f 28.6 °C (over a range of 28 to 29 °C).
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Figure 6.7.(a) Average canopy temperature (°C) vs. water agfidin (mm) (rainfall + infiltrated irrigation
water) regressionP&0.0001) with a mathematically calculated base tmetpire of 28.9 °Cy= 28.87 +
518.72 (6°1%%) RP= 0.83; (b) Average daily canopy temperatui@)(and yield regression (kg i y= -
206.0¢ + 11802.9 -166391.7, R= 0.82 P<0.0001).

A comparison between.Theasured in Experiment 3 and Experiment 4 is shawrable
6.4. Experiment 3 and 4 were irrigated on differéme scales. Experiment 3 was
conducted on a surface drip irrigation system wheigation was applied in small
amounts daily or every second day, depending oe\bporative demand experienced by
the crop, where irrigation amounts varied betweenn2 and 14 mm. Experiment 4 was

conducted using a deficit furrow irrigation systernere water was applied to fill the soil
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profile between two and eleven times throughout dh@wving season. The soil water

deficits achieved ranged from 35 mm to 105 mm PAWC.

Lint yield, water applied and:;Bhowed consistent trends across both experimehtse
similar T, and lint yields were observed at similar total laggions of water (irrigation
and rainfall) (Figure 6.8). Despite differenceghe frequency of water applied, average
T. and lint yield exhibited a strong $80.97) second order polynomial function across
both experimentsf<0.0001), where peak lint yields were measuredatage T of 28.0
°C. This result suggests that i a dynamic predictor of water stress, and candssl

consistently over vastly different intervals betwagigation applications.

Table 6.4. Comparison of average J(°C), lint yield (kg (lint) ha™) and ETc (%) observed in
Experiment 3 (surface drip irrigation) and Experiment 4 (deficit furrow irrigation).

Irrigation Average T Yield ETc
delivery  Treatment (°C) (kg (lint) ha®) (%)
Drip 1 31.4 9852 57
Drip 2 31.0% 1746" 67
Furrow Fully 30.4% 2024° 62
extended
Furrow ~ Moderately g s 2468° 73
extended
Drip 3 29.4% 2413° 77
Furrow Control 29.1% 2657 90
Furrow Frequent 29.9° 2745°%% 86
Drip 4 28.4% 2789% 92
Drip 5 27.7 2882° 104
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Figure 6.9. Average canopy temperatures above 27°C in Expeticheneasured in the (a) frequent, (b) control,nigderately extended, (d) fully extended
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6.4 Discussion

The growing conditions during in Experiment 4 wegegy similar to long term averages
at ACRI (Myall Vale), Narrabri (Table 6.2), withemumber of high and low temperature
stress days, and a season length of 171 d beirygrepresentative of an average year
(Table 6.2). Insect pressure throughout Experiménivas moderate (five pesticide
applications), particularly towards the end of tbeason as whiteflyT¢ialeurodes
vaporiorum and Bemisia tabagi were consistently above threshold levels frone lat
February 2009; however, average lint yields wegh lsuggesting little impact on final

lint yield.

Cotton growth and lint yield in Experiment 4 weréeated by water supply. Peak lint
yields occurred in the plots with a larger totaluroe of net irrigation water applied and
more frequent replenishments of soil water. Thetrobnand frequently irrigated
treatments yielded the most with 2700 kg'teom ~ 397 mm of net irrigation water,
followed by the moderately extended, producing 2kg®a’ from 288 mm net irrigation
water. The lowest yielding treatment was the lardeéicit treatment, the fully extended
irrigation producing 2000 kg Hafrom 213 mm net irrigation application. Despitésth
variation, all lint yields were high and above taeerage Australian cotton yield in
2008/09 (1980 kg hy (ABARE, 2009). Yield-water relations exhibitedsacond order
polynomial function, where yield rose to a peak7a® mm = 74 mm applied water
(104% £ 13% ET to crop maturity). This curvilinear response wésoaobserved in
Experiments 2 and 3 (Chapter 5), as well as in maose other studies in various

locations that have shown that peak cotton lintdyeccurs at approximately 700 mm
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ETc (Tennakoon and Milroy, 2003; DeTar, 2008; Grinetsal, 1969b; Wanjura and
Upchurch, 2002; Orgaet al, 1992). Similar peak yields and corresponding: Eere
observed in Experiment 2 and 3. The range of Erbducing peak lint yields was 97% to
118% in Experiments 2 and 3, and is 91% to 111%:periment 4. This range is
relatively narrow, representing 144 mm water, higjtting the responsiveness of cotton

to both sub- and supra-optimal water application.

As observed in numerous other studies (Grimteal, 1969a; Grimes and El-Zik, 1990;
DeTar, 2008; Hearn, 1994), the effect of extendimgsoil water deficit in Experiment 4
also affected plant growth patterns, where expotutarger soil water deficits resulted
in smaller plants that matured earlier (Figure &iure 6.5 and Figure 6.6). By 118
DAS, treatment differences were observed in thie Htreproductive to total dry matter,
where the extended irrigation treatment had a higitéeo of reproductive dry matter than
the control and frequently irrigated treatmentsisTiigher ratio was maintained in the
extended irrigation treatment in comparison to fileguently irrigated treatments, until
the final biomass harvest where all treatmentslaysgga 60% reproductive dry matter.
This confirms that the frequently irrigated treatitsewere not as stressed as the extended
irrigation plots, as the extended irrigation treatrtnhad matured and stopped producing
new reproductive growth earlier in the season. dltgh no difference in the ratio of
reproductive dry matter was observed at crop nigfureatment differences in final lint
yields occurred. It is however important to notattalthough differences in the ratio of
reproductive to total dry matter were not differabthe final biomass harvest, this does

not take into account the fact that the more fraetlydrrigated treatments had altered
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growth patterns to the extended irrigation treatisiefihe frequently irrigated plants were
characterised by bigger plants with larger and mmarmerous bolls than the extended

irrigation treatments (Figure 6.5).

The value of T measurements in agriculture has been established the early 1980s
(Idso, 1982; Jackson, 1982). The importance pimBasurements is that under well-
watered conditions, clcan be significantly lower than,TThe converse of this is also true
and patterns of the.T-T, occur as a result of transpiration rates and tleetethese rates
have on the evaporative cooling of a leaf. Themforhen soil water availability
declines, transpirational cooling of a leaf is regll and T rise. Average { in
Experiment 4 followed this trend, where treatmemith more frequent and an increased
total applied water, yielded lower average Oike in Experiments 2 and 3, differences in
T. were not observed aR 300 W n? (Table 6.3). Again, this suggests that differences
in T, are only observed when radiation levels, and tbezeT; (which are driven by

radiation levels), are sufficient to potentiallymaT; above T.

The relationship between.Tand ET applied (%) exhibited an exponential decay
responseR<0.0001), where a rapid reduction in averag&as observed with increasing
water application, up to 685 mm (Figure 6.7a). negéngly, average daylight. Wwere
not significantly reduced < 29.2 °C when total waapplied > 685 mm. This result is
similar to those reported in Chapter 5, where wapgglication in Experiments 2 and 3

beyond 105% EJ did not influence canopy temperatures. Furthermtris result is
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aligned with Tennakoon and Milroy’'s (2003) findindpat average lint yields of

Australian grown cotton peak at an average of 760HTc.

Although peaks in canopy temperature-yield relaiovere outside the range of data
collected, the fitted regressions calculate peakylields at average daylight, of 28.6
°C. The average lthat produces peak lint yield ranged from 28.@39® °C. This range
was outside and warmer than that produced fromstiteace drip irrigation data from
Experiment 2 and Experiment 3, which produced predilield over the 24.8 to 28.1 °C
range. It is important to note that these rangeavierage § were not altered whenT
from only Experiment 3 were considered for compmarisvith Experiment 4 (data not
shown). The significance of this is that Experim8nand 4 were exposed to the same
environmental conditions, and differences gpéatterns between Experiment 3 and 4 are
therefore due to irrigation delivery method andgation treatment. This suggests that
furrow irrigated cotton may experience greater levad water stress than surface drip
irrigated systems, thus exhibiting higher averagelhis may be a result of the nature of
furrow irrigation, where large amounts of wateruaiyy between 50 mm and 100 mm
(depending on the soil water deficit and water lmgccapacity), are applied in a single
irrigation event at intervals up to two to threeek® apart. In comparison, drip irrigation
is characterised by smaller volumes of water agpheith more frequency. Therefore,
furrow irrigated systems will result in a highewvét of water stress, even though crop

water use may not be substantially different.
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The response of average 8nd yield was similar in Experiment 3 andR&Q.001). This
suggests that the data from Experiment 4 may bgeramited, and the peak lint yield in
Experiment 4 observed at a warmer (28.6 °C + 0.6 °C) than Experiment 3 may be
skewed towards warmer..TAs yield reductions (due to oversupply of wategre not
observed in Experiment 4, it is difficult to detén@ whether peak lint yields under
furrow irrigated conditions were associated witgh@r average I However, previous
research has shown that the response tf The interval between irrigation events do not
necessarily change, provided gross water applicatawe similar. Wanjurat al. (1990)
studied the effect of irrigation regimes op. Two of their irrigation treatments were
based on hydrological data, where soil water whadfito field capacity at different
intervals. The first of their treatments involvexplacing the soil water extracted from the
root zone on a weekly basis as measured by a NAld.second of Wanjuret al.(1990)
treatments was characterised by refilling the mmte soil water after the first square
fruiting stage on a two week basis; however, itiggawas extended by one day for every
7 mm rainfall, and retracted by a day when maximiym 40 °C. Although polyethylene
drip-line emitter hose (rate of 2.0 mmirwas used to apply the irrigation water, the
second of these irrigation treatments was desigimedeplicate Australian furrow
irrigation scheduling for cotton production. Thesggation treatments were compared
with irrigation treatments based on physiologicalecia- where irrigation was initiated
for fifteen minutes when the previous fifteen mmt average exceeded either 28, 30 or
32 °C (Wanjureet al, 1990). Warmer average seasonabii25.3 °C (when radiation >
200 W ) were observed in the two week “Australian” treatry while the weekly soil

water replacement (with a smaller soil water defeetore irrigation) yielded lower
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average T of 24.1 °C. The average. dbserved in the 28, 30 and 32 °C treatments were
26.6, 26.8 and 27.8 °C, respectively. The 28 °@ttnent received 700 mm total water,
compared with 750 mm in the “Australian” treatmefi a result of this similar water
application, similar average.and lint yields were observed. Therefore, we aarclude
that although average.Wwill increase when the interval between irrigatievents is
increased, similar lint yields and; Tan be achieved between large soil water deficits
based on two week soil water replenishment anduprably smaller water deficits where
irrigation is based on fifteen minute averageeBpecially when the total water applied is
similar. It is, however, important to note Wanj@taal. (1990) study was only conducted
over one season, and did not measure rooting deasdics which may be able to shed

some light into the plant’s response to the soliremment.

Experiment 3 was conducted on a surface drip itingasystem where irrigation was
applied in small amounts daily or every second adylst Experiment 4 was conducted
using a deficit furrow irrigation system where wateas applied to fill the soil profile
between two and eleven times throughout the grow@agon. Despite vast differences in
the frequency of water applied, averageand lint yield exhibited a strong $80.97)
second order polynomial function across both expenis P<0.0001), where peak lint
yields were observed at averageof 28.0 °C (Figure 6.8). This shows that cottofl wi
produce a higher lint yield when averageafe maintained as close to 28 °C as possible.
Lint yields, T. and water applied in both experiments followed shee trend, where a
decrease in water application resulted in a deergmgield and a corresponding increase

in T¢ (Table 6.4). The similar response qfand lint yield in Experiment 3 and 4 suggests
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that T are dynamic predictors of water stress, and caunskd consistently over vastly
different intervals between irrigation applicatiofaurthermore, this also suggests that
field grown cotton T, grown in environments similar to commercial proiiion, do not
undergo significant adaptation to water stresss Thibecause treatments that received
similar amounts of total water, displayed similaei@ge T and lint yields; even though
the interval between water application and grossowarnh of water applied each

application was vastly different.

This similar response also highlights the inheréntitations of furrow irrigation.
Although the T-yield response was similar in both surface drig &unrow irrigated
cotton, differences in crop performance were oleskrifhe lowest average ih a furrow
irrigated system were observed to be ~ 29 °C, watmesponding lint yields of 2745 kg
(lint) ha'. In comparison, the highest yielding surface drifgated cotton exhibited
average T of 28 °C, and yielded 5% more than the furrowgated treatment mentioned
above. This shows that even with similar net wamglications, small gains in lint yield
can be achieved with surface drip irrigated systérhe differences in yield were not due
to a lack of water availability in the furrow iraged system as field observations of the
frequently irrigated treatment were characterisgdwet conditions, where the soll
surface was exposed to significant drying eventserdfore, it would be difficult to
supply more irrigation water than what was achigvespecially without inducing
significant waterlogged conditions. Rather, thdedénces are due to the nature of the
irrigation systems and the ability of drip irrigati to provide more targeted water

application, providing precise amounts of wateediy to the root zone at almost any
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irrigation frequency. This is important as althoughrent cotton cropping systems are
efficient, in a future climate of reduced irrigatiovater availability, producers may be
required to transform their irrigation systems torenwater use efficient and higher yield

producing systems, where even a small increaseeid ig of value to the producer.

6.5Conclusion
This study shows that an investment in maintairsod water deficit at control level
through furrow irrigation practices is rewardedrogintaining averageclas close to 28
°C as possible, and hence producing peak lint gieAdthough average cTof furrow
irrigated cotton appear to be warmer than averageofTdrip irrigated cotton, an
inspection of T in both furrow and drip irrigated cotton show daniresponses to water
application in both lint yields and.Tregardless of the net volume of applied water per
irrigation event and interval between irrigationerts. This suggests that that dre
dynamic predictors of water stress, where the amadinhe soil water deficit and
potential plant adaptation to previous water strasthe wetting and drying cycles of a
furrow irrigated crop, do not influence the averdgepatterns in response to soil water
deficits. This suggests that fiave potential utility for irrigation schedulingnéh water
stress detection in both deficit furrow and surfdade irrigation systems. Therefore, the
capacity of the BIOTIC irrigation scheduling systémthese two divergent irrigation
delivery systems must be further studied to deteenwhether the potential benefits of
BIOTIC at least match or outweigh existing irrigatischeduling systems. However, due
to their nature, drip irrigation systems have areased ability to maintain average crop

T. at 28 °C, producing increased lint yield with daminet water application.
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7. IMPLEMENTING THE THERMAL OPTIMUM AND STRESS TIME

CONCEPT IN SURFACE DRIP AND FURROW IRRIGATED COTTON

7.1Introduction
The majority of irrigation scheduling methods eithmonitor soil and/or plant water
status or compute a soil water budget to schedufgiions based on estimates of soll
water depletion within the crop root zone (Ferefi€99). However, viewing the plant as
a natural integrator of its environment throughh@s also been used as in indicator of
field crop water stress (Upchureh al, 1996). The knowledge of plant | a valuable
tool for irrigation scheduling as all plant specle®sve an optimain vivo temperature
threshold for metabolism (Mahaat al, 2000). This has ramifications as reduced
transpiration, due to limited water conditions, casult in T elevated above the thermal
optimum. Therefore, a reduction in evaporative gwplesults in a corresponding rise in
leaf and canopy temperature, and is thus used signal for irrigation scheduling.
BIOTIC is an irrigation management tool based orinogl temperatures for plant
metabolism and integrates the plant and environtteatigh deriving stress levels from
canopy temperature (Upchurehal, 1996). BIOTIC differs from previous efforts toeus
T, to detect water stress in that it uses a spepiesfec optimal plant temperature as the
basis for determining when a 15 indicative of plant water deficit. Previous imedts
compared T to either air temperatures or a “non-stressed’pemature that was
calculated. The BIOTIC method can be referred ta &sermal optimum” approach as it
compares § to an invariant optimal temperature while otherthmeds use a variable

temperature standard.
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Upchurchet al. (1996) developed BIOTIC and its temperature-timieeshold system.
The specific amount of time that g ©®f a given crop exceeds its species-specific
optimum temperature threshold determines the needrfgation scheduling (Mahaet
al., 2000). The time that the, Exceeds its optimum is referred to as the stigss (ST)
index (Wanjuraet al, 1992). The main underlying principle of the BI@TIrrigation
system is that plant productivity is proportional the amount of time that a plant’s
temperature is observed to be within its thermaketc window (TKW) (Burkeet al,
1988; Maharet al, 1987). Burkeet al.(1988) found that although cotton foliage can only
be expected to be within its TKW 30% of the seasnoimass accumulation principally
occurred during this period. This was observedughoa linear relationship between the
times that foliage temperature was within the TKWidawhen plant biomass

accumulation occurred.

The BIOTIC uses IRTs and a three step thresholdesyqtemperature, time and
humidity) to determine if and when to irrigate (S€bapter 2). The species-specific
temperature threshold is based on the optimal teatyse for enzyme function (enzyme
thermal stability) or the optimal temperature foess recovery following dark adaptation
(measured by variable fluorescence), and has betmntined to be 28 °C for a current
Australian cotton cultivar (Chapter 4). Therefostress time (ST) is defined as the
cumulative sum of time that.® 28 °C (time T> 28 °C). The daily stress time-threshold
(STT), which represents the period of time a fulligated crop T is theoretically likely

to exceed the optimal temperature in a given enuient, is based on environmental

variables (temperature, relative humidity, windesppand irradiance), and is specific to a
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particular region. The STT differs from ST in ti&I T, under the BIOTIC protocol, is
the recommended duration of time @ Jhould exceed its thermal optimum before
irrigation is scheduled, and ST is the durationtiofe a canopy exceeds its thermal
optimum. Using an energy balance approach (seé afSChapter 2), a calculated STT
for scheduling irrigation was determined to be 2h7ST per day (165 min > 28 °C) for
ACRI (Myall Vale), Narrabri. This STT is a calcutat reference rate for the initiation of
thermal stress conditions responsive to additiorakr application. Average daily stress
times were calculated using a temperature thresbio®® °C, and irrigation signals were

calculated after 2.75 hours ST was accumulatedgives day.

Even though an optimal temperature may be defingblgsiological limits to supplying
water for transpiration, especially under condiioof high evaporative demand (see
Chapter 2), may lead to circumstances where thepgacannot be sufficiently cooled to
maintain optimal temperature. Hence, any time tQemight be above the optimal
temperature threshold, the stress time concepinisidered. The stress time concept has
been previously used and studied in drip irrigateystems (Wanjuraet al, 1995;
Wanjuraet al, 2004; Wanjureet al, 2006). These studies found a consistent reldtipns
between the number of irrigation signals and thegmitade of temperature-time
thresholds, where daily ;Twas positively related to ST, but differed amom@asons
presumably due to environmental variability (Wagjet al, 2006). Wanjurat al. (1995)
noted the sensitivity of the system to capturingfedl, as the interval between irrigation
signals significantly increased after rainfall es'efWhile these studies showed that peak

lint yields were correlated with specific averagaly stress times, they reported that
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similar lint yields could be produced by extendihg stress time-threshold and reducing
irrigation water application (Wanjuret al, 1995). Wanjuraet al. (2004; 2006) showed
that cotton lint yield and water application wasardcterised by a negative linear
relationship, where an average decline of 343 i) (ha® was estimated for an hourly

increase in average daily stress time > 5.5 h bbbok, Texas.

This chapter explores the relationship betweerssttane (the duration and extent of
canopy temperatures exceeding 28 °C) and the gramdhdevelopment of cotton. This
will determine the optimal ST threshold, for use danthermal optimal approach to
irrigation scheduling, to adequately schedule atign in both precision irrigation

systems such as drip irrigation, as well as laefecid irrigation systems that characterise

the Australian cotton industry.

7.2Materials and methods

The thermal optimum approach to irrigation schedylsystem was analysed through
data collected from two surface drip-irrigated oott(Gossypium hirsutunt.) field
experiments conducted during the 2007/08 (Experir@¢grand 2008/09 (Experiment 3)
seasons, and one deficit furrow-irrigated field esment conducted during the 2008/09
(Experiment 4) season, at the Australian CottoreReth Institute (ACRI) at Narrabri. It
is important to note that the BIOTIC protocol wa nsed to schedule irrigations in this
study. Thus, while the plant responses are notrésalt of the BIOTIC theory, it is
believed that they provide insight into the suiligpiof the BIOTIC method in an

Australian cotton production environment. The BIGQTprotocol performance is thus
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inferred, as opposed to measured, in this studta as analysed between 85 and 155
days after sowing across all experiments. This teagnsure the same physiological
growth stages were analysed and that the cumulai@asonal stress times were not
affected by the duration of data collection. Det@ilmaterials and methods of these

experiments are described in Chapter 3.

The concept of ST is central to the thermal optimapproach for irrigation scheduling.
Wanjuraet al. (1992) and Upchurcht al. (1996) developed this concept, defining it as
the daily amount of time that a crop’s canopy terapge exceeds an optimum or
threshold canopy temperature. Historically, a stresnperature threshold of 28 °C has
been used for scheduling cotton irrigation using thermal optimum concept. This
threshold is calculated by estimating the thermatinoum of plant metabolism
determined from the temperature dependence ofeatedl metabolic indicator (Mahat
al., 2005). The significance of the optimum tempematalues is discussed in Chapter 4
of this thesis, which concludes that the optimumoggy temperature of 28 °C should be

used in Australian cotton cultivars.

The concept of a time threshold (calculated usinigah energy balance approach) is
central to irrigation scheduling using a thermalimpm. This approach calculates
canopy temperatures of a well-watered, non-strepéaat at a specific site. The time
threshold uses historic weather data collected twercrop growing season and site of
interest to produce an arithmetic mean of the lemgttime per day that thealculated

temperature of a well-watered crop canopy is inesgcof the threshold temperature of
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the crop of interest (Mahaet al, 2005) (for more details see Chapter 2). Using thi
energy balance approach, a calculated irrigatignadi STT of 2.75 h (165 min) was
determined for ACRI (Myall Vale), Narrabri. Usingi$ method an irrigation signal for
cotton growing at ACRI (Myall Vale), Narrabri, walibe calculated using a temperature

threshold of 28 °C and a time threshold of 165 r@au

The BIOTIC protocol for irrigation scheduling isdsal on the cumulative amount of time
that a crop canopy exceeds both the temperaturéiraedhresholds. Therefore, a signal
to irrigate will occur when the crop canopy is abdts site specific, calculated STT.
Stress time is the cumulative amount of daily ticamopy temperatures exceed 28 °C.
Irrigation calls are on a daily basis and represays when ST exceeds 2.75 hours.
Stress times and irrigation calls were calculatsthgi the above methodology for
Experiments 2, 3 and 4. It is important to note thanidity was never a limiting factor
for transpirational cooling, and thus is not furttidscussed. The BIOTIC irrigation
scheduling protocol was used as a basis for eshaby the merits of irrigation

scheduling using the thermal optimum concept.

All “BIOTIC irrigation calls” in this analysis werderived from comparison of the crop
canopy temperature to the temperature and timeshibtgs specified in the BIOTIC
protocol. A key aspect of the BIOTIC protocol isitlit creates a closed irrigation loop in
which the T over an interval results in an irrigation thattumn determines the Tover
the next interval. It is thought that this repegtitemperature begets irrigation begets

temperature” cycle serves to poise the plant orettge of optimal metabolism. In this
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study the loop is not fully present and thus thiegation/T. relationships can only be
theoretically assessed with respect to the BIOTEZhad. It is believed that the linkages
will be sufficient to effectively gauge the suithtyi of the BIOTIC approach to the
Australian system and perhaps more importantlylémtify avenues for improvement in

this approach.

7.3Results
7.3.1 Evaluating the BIOTIC (average daily stress time) pproach to irrigation
scheduling
Seasonal stress time patterns were analysed anghcednwith corresponding soil water
deficits and irrigation treatments. This analysiaswconducted to determine the stress
time-T,, and stress time-yield relations of precision maplon and deficit furrow
irrigated cotton in Narrabri. As in previous chapteaverage canopy temperature refers

to mean day-time canopy temperatures estimateithéoperiod when Rwas > 300 W m

2

Average daily stress time was related to irrigati@atment and average. IStress time
followed the same trend ag, Where stress time increased with correspondiagease in
soil water deficit (Figure 7.1, Figure 7.2, Figut8 and Figure 7.4). Stress times were
analysed in all experiments over a standardiseé feriod of 85 and 155 days after
sowing (between flowering and crop maturity). Thias due to a combination of both

data availability and confidence in the canopy terafure data following crop canopy
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closure (> 85% light interception), and enabled pansons over similar crop

physiological growth stages.
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Figure 7.1.Association between average canopy temperatur@zardge daily stress time in Experiment 2
(#), Experiment 3 & ) and Experiment ¥( y)< 0.805& -17.076; K= 0.92) P<0.001). When average
daily canopy temperature is 28 °C, average daibssttime equals 5 h 24 min.

Average T and ST displayed a positive linear relationshigFe 7.1), where average
ST increased by ~ 0.8 hours for every one degreease in average. (P<0.001). It is
evident from the Jand lint yield data that the plants experiencdtedint degrees of
water stress within and across years. The dataigorés 7.1 to 7.4 and Table 7.1
indicated that J of the irrigation treatments varied as well. Th&iation is parallel to
the variation in water stress response observétkperiments 2, 3 and 4 of Chapters 5

and 6.
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Table 7.1. Average canopy temperature (J, duration of time that canopy temperatures exceeztl 28
°C (%), average daily stress time (ST), BIOTIC irrigation calls and lint yield (kg ha') between 85
and 155 DAS in Experiment 2, 3 and 4. The same supeript letter within a column represent values
that are not statistically different at the P=0.05 level.

Experiment 2

ET Average T Time Average BIOTIC Lint
Treat (%;3 (°C) T.>28°C daily ST irrigation yield
(Rq > 300 Wm®) (%) (hr) calls (kg ha™)
1 75 27.8° 21.1° 5.0° 47° 2531%*
2 93 26.5° 16.0° 3.8° 36° 3399°
3 107 25.6° 11.4° 2.7°¢ 27¢ 3507°
4 123 25.4° 9.5¢ 2.2¢ 22¢ 2894
5 140 25.2° 8.2°¢ 1.9¢ 19¢ 2865
Experiment 3
ET Average T Time Average BIOTIC Lint
Treat (%)C (°C) T:.>28°C daily ST irrigation yield
(Rq > 300 Wni?) (%) (hr) calls (kg ha™)
1 57 31.4° 34.3¢ 8.1' 62°' 1089
2 67 31.1° 34.4° 8.19 64' 1887°
3 77 29.6¢ 30.4% 7.2" 591 2518
4 92 29.0°' 27.6° 6.5' 579" 2826%"
5 104 28.39 24.8' 5.9/ 55" 3039
ET Average T Time Average BIOTIC Lint
Treat (%53 (°C) , T.>28°C daily ST irrigation yield .
(Rq > 300 Wni9) (%) (hr) calls (kg ha")
Full. 62 30.4° 28.8° 6.9 62" 2024°
Mod. 73 29.6° 25.2" 6.4' 5919 2468°
Cont. 90 29.1° 25.5' 6.1 5919 2657*
Freq. 86 29.1¢ 24.1' 5.8 579" 2745*

Although it is self evident that average dhd ST will be correlated, it is important to
show that the stress time, calculated by the thleopmum concept, is consistent over
different seasonal pressures. Although crop lietdyis related to cropcl(see Figure 5.14
and Figure 6.8), more information can be deriveanfiST than § Furthermore, the ST
concept provides a more practical method of irragascheduling as irrigation signals

represent an accumulation of stress. Thereforg,dhe not characterised by the need for
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an instantaneous irrigation requirement every firnexceeds the threshold temperature,

which can occur at potential rates of more thareanday, as acthreshold does.

Under surface drip irrigated conditions (Experinge@t and 3), the control and well-
watered treatments (Treatments 4 and 5) consigtpntiduced lower stress times than
the deficit irrigation treatments (Treatments 1l.a@d 3) (Table 7.1). Under furrow
irrigated conditions (Experiment 4) the frequentd acontrol irrigation treatments
produced the highest lint yields, and lowest aver&gand daily ST. As soil water deficit
increased (under moderately and fully extendedation treatments), so too did average
daily stress time. Although water supply was adegua the frequently and control
irrigated treatments (85% to 90% calculatedcETstress times were relatively high
(approximately 6 hours). This may be due to theeased stress experienced by the

wetting and drying cycles inherent in furrow irrigen systems.
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An increase in average daily stress time resulidabth an increase in BIOTIC irrigation
calls and a decrease in lint yield (Table 7.1). #adyatic relationship was fitted to
average daily stress time and final lint yieRf$0.65; P<0.001), where peak lint yields
were observed between 1.8 h — 5.2 h stress tintk,ami average of 3.5 h (Figure 7.5a).
The difference between the average daily stress &éind the calculated STT was 0.75 h
(3.5 h — 2.75 h). This suggests that in practieakplint yields might be achieved at a
slightly higher STT than the calculated STT. Theref according to this fitted
regression, an average daily stress time-thresbbld.45 h (5.2 h — 0.75 h) should

produce maximum lint yields at ACRI (Myall Vale)aiabri.

Wanjuraet al. (1995) proposed that, in lieu of the leaf energlabce for calculating the

stress time-threshold, it is possible to estimdie torrect time threshold based on
measuring the average period of time on a dailystthat the T of a well-watered crop

would exceed its optimal temperature thresholdn€dentally, that the value of the time
threshold derived from temperature data in Table(With respect to the treatment with
the highest yield) is 2.7 h ST in Treatment 3 op&nment 2. This value is in agreement
with the calculated STT of 2.75 h, based on weattaa for a period preceding this

study.

Another common form of plant response to streskas of a threshold, showing a range
of stresses for which no growth penalty is encawakebut with declining performance
beyond some critical stress threshold. To test kdvethis form was a better description

of cotton response to stress time, a broken liregaration where the initial linear
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Yield (kg (lint) ha'l)

response is constrained to exhibit a slope of aees, fitted to the stress time and yield
data (Figure 7.5b). This response saw the thres8dldor yield reduction at 5.16 h +
0.086 (95% CI of 3.55 to 6.00). Interestingly, theeshold value of ST resulting in lint
yield reductions is similar to the calculated upg®eshold of ST for maximum vyield
observed in the quadratic polynomial fit of the sashata. A large degree of variation was
accounted for in the broken linear response cuRfe (0.6); however, the mean squared
error was higher for this threshold regressidASE = 163015) compared with the
guadratic regressioMSE= 147615), which suggests that the quadratic malatiip is a

better statistical fit. The implications of thissagxplored in the discussion.
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Figure 7.5.(a) Average daily stress time and yield quadratityqpomial regression in Experiment #( ),
Experiment 3 < ) and Experiment #( y) ¥ -68.69% + 467.1% + 2372.8,R% = 0.65) P<0.001); (b)
Average daily stress time and yield broken linegyression in Experiment 2% ), Experiment< () and
Experiment 4 ¥ ) (when % 5.16,y = 3061.8; wherx > 5.16,y = -461x + 5447.3R = 0.6).
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7.3.2 Evaluating a cumulative stress time index for useni deficit furrow
irrigation systems

Under similar total water applications, cottogunder furrow irrigation can be warmer
than those under drip irrigated conditions (seep@dreb). The reason for this is the large
fluctuations in soil water deficits between relativ infrequent irrigation events
(compared with systems such as drip irrigation taaxt provide irrigation water at almost
any frequency). Therefore, furrow irrigated cotfbncan experience significant periods
of time above the temperature threshold of°€3 thus experiencing extended durations
of stress time before mitigation through irrigatioan be applied. However, unlike drip
irrigated systems, the nature of furrow irrigat&ystems limits the frequency and volume
of irrigation application, and water cannot be aphls frequently as advised by thermal
optimum irrigation scheduling protocols. The follow analysis was conducted in order
to evaluate and modify the thermal optimum conaéptrigation scheduling in deficit

irrigation systems.

Due to the nature of furrow irrigation, and its feiences to precision application
systems, the frequent (potentially daily) BIOTI@gation calls observed in Experiment
4 (Table 7.2) are not physically possible to impdetnin a furrow irrigated system. In an
attempt to adapt the thermal optimum concept taciddhirrow irrigation systems, an
analysis of the accumulated stress time for eaghwser deficit per scheduled furrow
irrigation application was conducted (Table 7.2)isTanalysis assumed the same starting
date as the first soil water based scheduled furnoigation. Using the average

cumulative stress time between scheduled furrovgation events (which were
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determined via soil water measured with a neutrooistare meter) the average

cumulative stress time for the desired soil watdicit to occur was calculated.

Table 7.2. The number of BIOTIC irrigation calls and number of irrigation calls scheduled with a
modified thermal optimum protocol between the firstand last studied furrow irrigation events and
the cumulative stress time per furrow irrigation ewent for each irrigation treatment.

Frequently  Control Moderately Fully
irrigated irrigated extended extended
Soil water deficit (mm) (av. 35 45 20 105

water applied/irrigation)
Range of irrigation volumes
applied (mm)

First irrigation event of

2510 48 30 to 56 66to 77 102 to 111

studied period (DAS) 86 84 88 93
Last irrigation event of

studied period (DAS) 149 153 142 114
BIOTIC irrigation calls

during studied period (No.) 49 56 43 19
Days in study period with

BIOTIC irrigation calls (%) 8 81 9 90
Furrow irrigation events 8 7 4 5
(No.)

Irrigations scheduled with a

modified thermal optimum 8 7 4 3
protocol (No.)

Average stress time between 53 70 115 167

furrow irrigations (h)

The fitted regression model (Figure 7.6) shows thataverage cumulative stress time
increases linearly with an increase in soil wateficit. This relationship occurs over a
physiologically viable range of water deficits aigl characterised by one ST hour
representing an additional 0.61 mm soil water defithe measured soil water deficits,

scheduled furrow irrigation events and predictedofw irrigation events based on the
thermal optimum concept (calculated from the cumngastress time for each deficit

irrigation treatment) are shown in Figure 7.7 amthl€ 7.2. In all irrigation treatments the

number of calculated furrow irrigation events basedthe thermal optimum concept is
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the same as the scheduled furrow irrigation eventt) the exception of the fully

extended (105 mm) irrigation treatment. In thisecas extra irrigation event was
calculated with the modified thermal optimum pratodHowever, this extra calculated
irrigation event occurred after crop maturity, amdbuld therefore be ignored in a
commercial production setting. In all irrigatioeétments the calculated irrigation event
occurred within a few days of the scheduled furrnoigation event, indicating the

robustness of this altered protocol (Figure 7.8jsBhows that the modified protocol can
determine plant stress levels, and indirectly sakeetiirrow irrigation based on soil water
deficits. This is advantageous as the thermal aptimrotocol is easier to implement and

less time consuming than existing soil water messent techniques.
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Figure 7.6.Regressioimodel predicting the accumulated stress time betvieeow irrigation events on a
medium-heavy clay (Vertosol) at ‘Myall Vale’ Narmabat a given soil water deficiyE 0.6104 + 1.9482,
R? = 0.99) P=0.0011). Bars represent standard error of mean.
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Figure 7.7. Soil water deficits in the (a) frequent, (b) comtr(c) moderately extended, and (d) fully

extended irrigation treatments with the schedule@dtion events determined by a NANw( ) and

irrigation events calculated with a modified thetroptimum protocol V ) using an accumulated stress
time for each deficit as shown in Table 7.2.
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7.4 Discussion
Average daily stress times were higher in the 22089 season (Experiment 3 and 4)
than in the 2007/08 season (Experiment 2) (Takl¢. This is aligned with the lower
stress potential and higher total water applicatiothe 2007/08 season compared with
the 2008/09 season (see Chapter 5). The existipgpagh to irrigation scheduling using
a thermal optimum, BIOTIC, was analysed under cooak observed at Narrabri, NSW.
The relationship between stress time and lint yiedd similar across Experiments 2, 3
and 4 (Figure 7.5). Wanjurat al. (2006) also found a common relationship between ST
and yield over three seasons. Their relationshipaaaverage decline of 343 kg himr
every 1 h increase in stress time (above a strews df 5 h) for days with irrigation

signals during the irrigation period. This value@nparable to the data from this thesis,
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where vyield reductions of 461 kg hdor every 1 h increase in ST > 5.2 h. This
relationship saw peak lint yields at an averageéydal of 3.5 + 1.7 h, where vyield
reductions were observed at ST outside this raAgeroken linear equation was also
fitted to the data. Although the broken linear dguradid not fit the data as well as the
guadratic polynomial, the inflection point of yieleéduction in this regression was
observed at ~ 5.2 hours ST. This value is simdathe upper limit of yield reduction in

the quadratic regression.

Using the stress time calculator described by Madtaal. (2005), the calculated stress
time-threshold for Narrabri is 2.75 h. This valgeat the lower end of the range of ST
that resulted in a peak yield. This is becauseéBil¥T IC protocol is designed to meet full
irrigation requirement. Furthermore, the STT caltiohs are based on a combination of
theoretical calculations and historical weatherada@nd thus are subject to error and
interpretation. The extent to which more accural@ 8alues can be obtained has been
largely unexplored from an experimental perspectiwerage daily stress time values,
even in well-watered plots producing lint yieldathapproached expected peak yields,
were often larger than this threshold stress tifn2. 7 h (Table 7.1). As peak yields on
the quadratic polynomial data fit between 1.8 arRlt5 ST, and yield reductions were
observed at 5.2 h ST on the broken linear equéitiothe calculated stress time of 2.75 h
may be conservative in its estimate. Hence, théy daiiess time-threshold for ACRI
(Myall Vale), Narrabri may be extended to as mustb2 h. Although the ST threshold
could theoretically be extended to as long as 5tBdpotential risk of yield reduction at

a longer ST threshold is higher. A new and moreewefficient stress time-threshold for
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use in the existing BIOTIC protocol, is proposeddajculating the difference between
the average daily stress time at peak yield (3STh and the calculated stress time-
threshold (2.75 h ST). As average daily stress gmweded the time threshold by 0.75 h
(3.5 h = 2.75 h), a theoretical stress time-thriesbb4.45 h is proposed (5.2 -0.75). This
proposed threshold utilises the buffer observeavéet the empirically calculated and
the experimentally calculated ST thresholds. Extanthe stress threshold from 2.75 to
4.45 h will result in less frequent irrigation ajgpkions, ensuring water application is
more targeted, providing increased avenues fofulheatilisation of in-crop rainfall. This
approach may also result in reduced irrigation wapplication, enabling the production
of both peak yields with optimal water use, whitshimising the risk of yield reductions

due to management constraints.

This existing thermal optimum approach to irrigatecheduling, BIOTIC, is limited in

that it is designed for precision, low volume igign application systems. Therefore in
its original form, BIOTIC has not been implementedarge deficit and furrow irrigation

systems. A regression model was fitted to calculaecumulative stress time calculated
by the thermal optimum approach before a givenwater deficit is reached by a cotton
crop grown on a medium-heavy clay (grey VertosolNarrabri (Figure 7.6). This was

determined to be an average of 0.61 mm soil wapletion per stress time hour, and can
be used as a guide for the desired soil water itdeéticbe scheduled by the thermal
optimum approach to irrigation scheduling. This moet appears to be robust as it
consistently calculates irrigation events in a Emiime frame as those determined from

soil water measurements from a neutron moisturem(&igure 7.7). Furthermore, this
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stress time accumulation method takes into accthenpotential for different degrees of
stress experienced by a crop. For example, thg daiter demand of a crop can be as
high as 10 mm to 14 mm, and as this regressiogrates an accumulated stress time
period, it presumably takes into account daily etéhces in stress potential. This
cumulative stress time approach to irrigation saohied with a thermal optimum is
advantageous as it can be easily implemented iextsting thermal optimum protocols,

is simple and less time consuming than existingveatier measurement techniques.

Furrow irrigation data from this experiment waslecied from only one field season, and
further data analysis over a range of growing seaspbeeds to be conducted.
Furthermore, as the soil water deficit increasexl dhta set for the cumulative average
stress time correspondingly decreased. This isusecthe number of irrigation cycles
was reduced in a large soil water deficit treatm&herefore, to increase the confidence
of these average cumulative stress times at highesr deficits, these conditions should
be further investigated in field experiments reqiiédd over numerous growing seasons.
No irrigation scheduling was determined directlythg stress time or cumulative stress
time approach to irrigation scheduling in drip arrbw irrigated systems; hence, further
research should be conducted in this area. Onee thmitations are addressed, the stress
time and cumulative stress thresholds proposedis thesis should be adequate for

scheduling of irrigation at Narrabri, NSW.

The protocol for irrigating with the daily stressé approach and cumulative stress time

approach was calculated with field based obsemstidhese observations may be site-
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specific, and their use may be limited in environtsethat differ to that of Narrabri.
Therefore, when using either of these approachasigation scheduling with a thermal
optimum outside of the Narrabri environment, cautishould be exercised when
scheduling with these parameters. The use of STimason outlined by Mahaset al.
(2005) is still valuable in determining a theoratiguide before multiple seasons of data
can be used to accurately calculate the thresloolthé site in question. Finally, both the
daily stress time approach and cumulative strasg @pproach assume a metabolic
equivalence of all Jin excess of the putative optimum. Therefore, exrttal optimum
approach that does not assume such temperaturgatsde would presumably be

advantageous.

The previous analysis (see 7.3.1) indicated that Thas processed according to a
BIOTIC protocol reflected much of the variability plant performance in terms of yield
and irrigation. The calculated time threshold af32h was similar to the amount of time
over optimal temperature that was measured in giynrrigated treatments (based on
lint yield). However the data suggest that yieldjimibe optimised across a wider range
of time thresholds indicating the possibility tlaaiother form of accumulated stress might

be useful.

The BIOTIC protocol was developed to provide irtiga scheduling in settings where
the goal was to apply full irrigation with a shamtigation interval. Initial development
used surface drip with an irrigation interval of dfn. The protocol has been validated

using irrigation intervals of up to 5 d using latemove irrigation systems (Maha al,
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2005; Wanjuraet al, 2006). With increasing use of deficit irrigatidmere is an ongoing
need for irrigation scheduling schemes that arégded for conditions where irrigation
amounts may be less than optimal and irrigatioaruats will be more on the level of

days than hours.

While the developers of BIOTIC investigated thepmsse of crops to non-optimal
temperature and time thresholds, these efforts dieeeted toward defining optimality,
not deficit irrigation. Modifications of the BIOTI@rotocol could involve non-optimal
temperature thresholds or modified time threshdfither approach is valid. In this study

the modification of the time thresholds has beerstigated.

A potentially important limitation in the ST condegs a means of accumulating and
guantifying time at temperatures above the temperathreshold lies in the fact that
temperatures above the temperature threshold amematated without regard to the
extent of the temperature elevation. The concephdhtrinsic thermal optimum for plant
metabolism implies that temperatures above tharthkeoptimum are most probably not
equal in terms of their metabolic impact on thenpl&he BIOTIC protocol is based on
the goal of avoiding excess temperatures, throtrgiation, so that both the water status
and metabolic activity of the plant will be optirats Under conditions where there is a
significant (hours to days) delay between the olsem of elevated temperatures and
the application of irrigation, the assumption telvated temperatures are the equivalent
becomes tenuous. This assumption is apparentlyiciguifly accurate to provide

acceptable irrigation management under many camditibut may not be universally
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applicable. In an effort to limit metabolic effectsn plants when water cannot be
managed in such a way as to prevent excessive tatupes, a more mechanistic
approach to the accumulation and interpretatio8Tomight result in an improved ability

to manage irrigation with cTmeasurements.

A stress time accumulator that takes into accowth bhe amount of time above the
temperature threshold and the extent to which hiheshold is exceeded might improve
the mechanistic basis of the method and improveabilty to manage deficit irrigation
using canopy temperature. A theoretical analysisstoéss time accumulation was
constructed (Figure 7.9). With respect to theoVer the course of a day, there are three
general possibilities for ST and yield:

(1) Average daily canopy temperature is less than gtienal temperature, stress
time accumulation is minimal, resulting in theoeatiyield production of less
than the optimum (Option 1);

(2) Average daily canopy temperature is equal to thenah temperature, stress
time accumulation is moderate, resulting in optiryiald production (Option
2);

(3) Average daily canopy temperature is greater thanadptimal temperature,
resulting in a high level of ST accumulation, réisg in theoretical yield
production of less than the optimum (Option 3).

By definition, given these conditions, there wid b finite and optimal ST accumulation
when average daily canopy temperature is equdlgamptimum canopy temperature for

the crop. Hence the yield vs. stress time respafilseesult in a maximum.
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Figure 7.9.Sketch showing three possible outcomes for stieses accumulation. Option 1 is represented
by the pink thermal trace, Option 2 by the greesrrtial trace, and option three by the blue thernaalet
Cumulative stress time accumulation is represehtethe shaded areas between the optimal temperature
and the daily thermal trace, when a net irradidsageater than 300 W Ry= short-wave irradiance, . T

= Canopy temperatureqJ= Average canopy temperature whei>R300 W mt, ST = Stress time, g =
Optimal temperature.

By definition, stress time is the area under theperature curve and above the optimal
temperature wheng®xceeds the lower limit of 300 W mThe thermal environment and
water use are driven by solar irradiance. Whilgni§icant amounts of energy are
intercepted by the crop canopy over a given seasoty a fraction is used by
photosynthesis and the rest, including heat enkagyto be dissipated to keep plagt T
within a range that is conducive to biological msses. A potential limitation of the ST
approach is that it treats all T excess of the temperature threshold as equivaldis
stress time equivalence limits the utility of théOBIC approach as a tool for deficit

irrigation scheduling. A more accurate descriptgirould be able to account for the
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degree of stress imposed. Therefore, a new pargntbe sum of daily stress time
accumulation is proposed. This is essentially tira sf the thermal stress experience, in
terms of temperature and time over the growing@gaand accounts for differences in
the magnitude of the thermal stresses experiengethd plant. The purpose of this
approach is not only to capture periods of thermaaiation, but also attempt to capture
some of the effect of thermal variation on metatoli The original BIOTIC approach,
outlined by Maharet al. (2005), was to prevent non-optimal temperaturesuidin water
application. This new approach attempts to weigie metabolic impact of elevated

temperatures against the water savings that casdtised.

The sum of stress time accumulation is calculagdguEquation 14, and has units of
degree-days, similar to other responses to theexgérience such as germination and

shoot elongation (Oryokeait al, 1997).

Equation 14. Cumulative sum of stress time approacto stress detection between the study period of
85 to 155 DAS

115

Cum. Sum ST; = Z
i=85

(T, — 28)
%

Where T is the average canopy temperature (°C) for a Yutaiperiod as measured by
BIOTIC IRTs, and By is the optimal temperature of the crop, whichdotton is 28 °C
as outlined in Chapter 4. The difference betweea #ctual T and the optimal
temperature is multiplied by 15 and divided by tireduct of 60 and 24 in order to

convert the units to cumulative sum of stress tidegree-days’. This is a function of the
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15 minute temperature sampling interval used inetkgeriments and would have to be

modified to suit other sampling frequencies.

The integration of the thermal experience over lifee of the crop has a basis in the
robust stability of the optimal temperature acreagous time scales, from fluorescence
traces on an instantaneous timescale, through tdogynthesis measurements, and
finally yield measurements which integrate stressaceasonal time scale (see Chapter
4). This shows that the plant performance reflemts accumulation of short-term

responses to instantaneous thermal experience.

The sum of cumulative stress time in Experiment8 2and 4 was calculated using the
above methodology (Figure 7.10). This responsefittadgl with a linear equation with a
negative slope, where lint yield decreased asuheaf cumulative stress time increased.
Using this regression, a theoretical maximum vyiefd~ 3400 kg (lint) h& could be
obtained if the crop experienced zero degree-daysulative stress time. This value
could represent a maximum achievable lint yieldexnmeégular environmental conditions
where some stress is inevitable. Although this @&k 900 kg (lint) hA short of the
maximum sustainable cotton yield proposed by Cdstand Bange (2006), they
conclude that no stress, perfect sunshine andyadaks for boll growth rates must occur
for a maximum vyield of 4300 kg (lint) Hato be achieved. The fit of this regression was
improved (with an Rof 0.7) compared with the fitted regressions ajufé 7.5b and
Figure 7.5a. Therefore, this new measure may peowddclearer picture on the; T

response to water stress.
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Figure 7.10.Sum of stress time and yield regression in Expenir2e(# ), Experiment 32 ) and
Experiment 4 ¥ )y = -82. + 3431.6 R = 0.75) P<0.001) calculated based on an optimal temperature
of 28°C. TheR? value is significantly improved from 0.6 in Figufesb and 0.65 in Figure 7.5a.

This response did not account for sum of cumulaivess time when average dailyig
less than the optimal temperature threshold. Thezethe increased scatter in the data at
sum of ST between zero and one degree-days mahéeeffect of crops with a
reasonable proportion of sub-optimal thermal exgrereé, and hence, the reduced lint
yield. However, this may also be the result of pagronomic management observed in
Experiment 2 where treatments with higher waterieatons resulted in rank growth
and reduced lint yields (see Chapter 5). Future&kwgbould consider how to incorporate

into the sum of cumulative stress time approachnwawerage daily canopy temperatures
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are less than the optimal temperature. This carenpiatly further improve the

explanation of yield differences at low sum of ST.

Since plant water deficits develop over timescatdésdays to weeks, and some
developmental and adaptive responses also occursowédar timescales, it is generally
regarded that the most appropriate measures ofssfi@ agronomic purposes are
integrated over time and space (Jones, 2007). Beampf successful integrated
measurements in plant physiology include growingd agermination degree-day
requirements (Oryokogt al, 1997; Jones, 2007). As the sum of cumulativesstteEne
approach to stress detection is an integrated apbréo stress detection, it may be
considered superior to existing measures of stiegsaccumulation. This is because this
determination of stress time includes both the wmaand degree of stress imposed.
Therefore, despite the modifications and improveiemade to the original ST threshold
approach (outlined in sections 7.3.1 and 7.3.hisf¢hapter), a sum of cumulative stress

time approach to irrigation scheduling may be aevamcurate indicator of water stress.

Unlike the average daily stress time and cumulasivess time approach to irrigation
scheduling, this proposed method to irrigation dcaffiag using the thermal optimum
approach does not assume an equivalence of camopgetatures in excess of the
temperature threshold. However, in its current foam adequate threshold value for the
sum of cumulative stress time needs to be detedrioeits use in a thermal optimal
approach to irrigation scheduling. At present a safntumulative stress time of zero

should produce maximum lint yields. However, thédue is problematic as a value of
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sum of cumulative stress time of zero would scheduigation events at very high

frequencies, resulting in problems with the pradtienplementation of this threshold.
This of course highlights the essence of effectiigation management that occurs on
the edge between theory and practice. Improved ratedeling of plant water relations
inevitably lead to new paradigms in managementotuahately for these ideas to have
impact in the field, they must be modified to acooodate the realities of the irrigation
system in which they will be implemented. Therefdhés proposed protocol needs field
validation, where different sums of cumulative ssréime values are tested for lint yield
response and WUE. It was not the intention of thesis to evaluate, with field based
experimentation, the proposed modifications to thermal optimum protocol. This

would be a potential focus for further research.

Further limitations of the thermal optimum approaahirrigation scheduling need to be
addressed. These include the ability of the systeatcurately measure before canopy
closure and the effect of background, The effect of lower than optimal ambient
temperatures on the. Bnd hence stress detection, determining whetbarefing, the
most susceptible physiological growth phase to wateess (Grimeset al, 1970),
requires a different ST threshold to the more wategss tolerant growth phases, and a
method to predict the first irrigation of the seaagsing a thermal optimal approach.
These limitations, and others, have been recograsddwill be further discussed in the

General Discussion (Chapter 8).
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7.5Conclusion
This chapter addressed some of the issues facedrisnt thermal optimum approaches
to irrigation scheduling. It provided either moddtions to existing practices, and
proposed new protocols, for use in thermal optimungation scheduling protocols.
Although none of these protocols have been valiateder field conditions, they are
supported by empirical field data. This chaptehis beginning of research opportunities
in fine-tuning a system of irrigation schedulingngsa thermal optimum protocol, and

further work is required in this field.

Using the average daily stress time approach t@msttess detection, significant lint
yield reductions were observed when average ddily 3.2 h. Although the STT could
theoretically be extended to as much as this valug,suggested that average daily ST
should not exceed 4.45 h. This new threshold shprdduce similar yields to that of the
calculated estimate of 2.75 h, and result in highater use efficiencies, as similar yields
can potentially be achieved with a reduction in thember of irrigation events. This
proposed threshold system could be effectively usethe existing thermal optimum
irrigation scheduling protocol, BIOTIC, but needshe validated under field conditions

over a number of growing seasons.

A new thermal optimum irrigation scheduling protbewas developed for use in large
deficit and furrow irrigation systems. A cumulatisgess time approach, spanning over a
number of days, which provides an estimate of amisoil water deficit, is proposed to

adapt the thermal optimum approach to such iregagystems. This adaptation to the
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thermal optimum concept calculates a 0.61 mm reoluah soil water for every one hour
accumulation of ST. This proposed threshold sysstwwuld be further validated with
multiple seasons of data collection, and by usimg protocol to schedule irrigation.
Further research may also investigate the useisfpitotocol in commercial situations
such as when to apply a strategic irrigation evémtn the volume of available water is
limited to one irrigation event, and when the firsigation event of the season should

occur.

Finally an integrated approach to stress deteetias proposed. This approach is the sum
of cumulative stress time and should improve theuescy of a stress time-threshold.
This sum of cumulative stress time incorporates laotluration and degree of stress time
accumulation. This approach showed an 82 kg (tiat)decrease in lint yield with every
degree-day increase in sum of cumulative stress fithis is a novel theoretical approach
to determining a stress time-threshold, and hasyebbeen validated under field based
situations. Therefore, future work should aim teorporate this approach to stress
detection in thermal optimal protocols. Future watkould also investigate how to
incorporate sum of cumulative stress time for daylsen average daily canopy

temperatures are below the thermal optimum threshol

The thermal optimum concept and scheduling irraggatibased on stress time
accumulation has been shown to be a robust irogasicheduling method, ensuring
effective stress detection for irrigation schedglim both precision application and

deficit irrigation systems. Now that temperaturel atress time-thresholds have been
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analysed in Australian production systems usingAastralian cultivar, the modified
thermal optimum protocols can be validated in barip and furrow irrigation systems.
With some modification to the existing protocoljdtconceivable that this system could
be used to schedule deficit irrigation using therial optimum approach proposed in

this thesis.
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8. GENERAL DISCISSION

Water is one of the most limiting factors to AuBtma cotton production (Roth, 1993).
This dependence has been highlighted by recenddrenthe area of cotton plantings in
Australia, which has been severely reduced duehéo combination of drought and
decreased water allocations. Water stress advea$ielgts numerous physiological and
biochemical pathways, ultimately resulting in regdiplant growth, performance and lint
yield (Hearn, 1994; Hearn and Constable, 1984). Abstralian cotton industry has
historically been characterised as an intensiveyction system, based on high inputs of
irrigation water, fertiliser and intensive integrdt pest management (Fitt, 1994).
However, in the current climate of increasing dedthdietween end users of water,
irrigation scheduling for efficient water use hascbme a central issue to ensure the
sustainability of the Australian irrigated cottardustry. Currently, cotton farmers use a
combination of soil water deficit measurements froapacitance and neutron probes,
evapotranspiration calculations, or simply experéand subjective field observations of
crop symptoms to make irrigation decisions (Ro893). Due to limitations in irrigation
scheduling systems such as cost, complexity arlitysof the system to adequately and
easily detect water stress, and calculate whegatign is necessary, many of the
proposed irrigation scheduling techniques are sedwby farmers for commercial crop
management. This study aims to assess the utiliy potential simplified method of

irrigation scheduling, based on crop T
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Although plant based measurements of water streselate the soil and atmospheric
load contributing to plant water deficit; it is nobmmon to schedule irrigations using
plant based measurements (Maletual, 2000). Plant based stress detection tools use the
plant to directly determine stress levels, notriect measurements of the plant’s growing
environment such as soil water and atmospheric. |ddetrefore, these plant based
measurements are theoretically advantageous (J20@4h; Jones, 2008). The advent of
increasingly affordable and reliable IRTs and imgdeas stimulated plant based stress
detection, through the monitoring of crop canopmperatures (Jacksoet al, 1981;
Jones, 2004a). It is well established that waterssed plants exhibit higher @iue to
reduced evaporative cooling (Jacksdral, 1981; Idso, 1982; Mahaet al, 2005; Jones,
2004a). The Biologically Identified Optimal Temptne Interactive Console (BIOTIC)
protocol uses the relationship betweenahd plant water status to schedule irrigation
based on a temperature-time-humidity threshold esystThis protocol works by
scheduling irrigations when the crop’s @xceeds an optimal temperature threshold for a
pre-determined period of time, and when relativenigity is not limiting evaporative
cooling (Mahanet al, 2005). The optimum temperature is derived from thermal
dependence of metabolic indicators and the timestiold represents the average daily
period of time that a well-watered crop’s dan exceed its optimum temperature (Mahan
et al, 2005). This study is the first step in adaptihg BIOTIC protocol to Australian
cotton production systems for use in both precisagplication and deficit furrow
irrigation systems. This chapter discusses the @wyngoal of this thesis, assessing the
utility and proposed modifications required to siile irrigation in Australian cotton

production systems using the BIOTIC protocol.
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The hypothesis that ;Tprovides sufficient information for irrigation setuling was
investigated in surface drip and furrow irrigatedton. Drip irrigation experiments were
conducted over two seasons using the Bpproach to irrigation scheduling to achieve
differences in plant water status. The water refetiof cotton were observed in deficit,
adequate and excessive water treatments, resuittirdifferences in lint yield, plant
architecture, growth, biomass accumulation and Differences in seasonal stress
potential imposed on the experiments resultedfier@inces in both yield-water relations
and canopy temperature-water relations across wte experiments. However, the
relative difference in lint yield-water relationsas/ constant across both experiments,
where peak yields occurred at 822 mm water (108%).ETanopy temperature
consistently detected water stress over a rangamvafonmental conditions and seasons
in the drip irrigation experiments. Similar peaks T.-yield relations across growing
seasons were observed, despite variations in sglgs@ssures resulting in differences in
evaporative demand. Significant yield benefits webserved when average. Was
maintained close to 28 °C. This observation is irtgd in the context of the BIOTIC
irrigation scheduling system, which uses a thragfglfor stress detection and irrigation

scheduling.

Similar experiments conducted in furrow irrigatedtton showed that average of
furrow irrigated cotton were warmer than those b drigated cotton. However, further
inspection of T in both furrow and drip irrigated cotton showediar responses to
water application with regards to lint yield-felations, regardless of the net volume of

applied water per irrigation event and intervalwestn irrigation events. This suggests
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that that T is a dynamic predictor of water stress. The sizthe soil water deficit and
potential plant adaptation to previous water stiesthe wetting and drying cycles of a
furrow irrigated crop do not influence the averaggnopy temperature patterns in
response to soil water deficits. Thereforg,h@ive potential use in irrigation scheduling
and water stress detection in both deficit furrowd gurface drip irrigation systems, with
precise detection of crop water stress across vgsg@asonal pressures. However, further
analysis of the temperature-time threshold system @onducted to determine whether

modifications to this protocol are required for fireduction of peak yield and WUE.

The optimum temperature range for cotton metaboliambeen extensively studied, with
evolutionary, physiological, enzymatic and lintlgieesponses all indicating an optimal
plant temperature of ~ 28 °C. Enzymatically, thenimum observeX,, of a studied
enzyme has been used to determine optimal tempesaftor plant metabolism and
enzyme function. Mahaet al.(1987) and Burket al.(1988) observed the minimuk,

of cotton glyoxylate reductase at 27.5 °C, betwaeange of 23.5 °C to 32 °C. As the
thermal optimum of plant metabolism is an importaohcept in the BIOTIC protocol
and research on the optimal temperature of cottas previously been conducted
predominantly in the USA, the accuracy of this ¢lhi@d in an Australian cultivar was
verified. Using chlorophyll fluorescence recoveggess and photosynthetic and stomatal
rates at discrete leaf temperatures, the optimahtplemperature of the commercial
Australian cotton cultivar Sicot 70BRF also wasedetined to be ~ 28 °C (27 °C to 31
°C). This optimal plant temperature of 28 °C wapprted by the observation that lint

yield benefits occur when average canopy tempegsitare maintained as close to 28 °C
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as possible (Chapters 5 and 6). Furthermore, theméd optima of Sicot 70BRF is
similar to that of cotton cultivars studied by Berg990), Burkeet al. (1988), Upchurch
et al. (1996) and Mahar{2000), which use both similar physiological methaahd
divergent enzymatic and plant performance indicatordetermine a thermal optimum of

cotton at ~ 28 °C £ 3 °C.

The effect of stress time on the growth and devekrg of cotton was investigated to
determine the optimal BIOTIC stress time threshdlie determination of the stress time
threshold is imperative for irrigation schedulinging the BIOTIC protocol in both
precision irrigation systems such as drip irrigati@as well as large deficit irrigation
systems that characterise the Australian cottonsing. The response of average daily
stress time and BIOTIC irrigation calls to irrigati treatment and canopy temperature
was monitored in field based surface drip and furiarigated conditions over two
seasons. Average-§tress time relations and stress time-lint yieltions were similar
across all experiments. For an increase in stiggs df one hour, average daily flose

by 0.81 °C, which ultimately resulted in a 414 laf int yield reduction (when average

daily ST > 4 h).

An increase in average daily Was associated with irrigation treatments receivess
frequent and/or less total water. This resulted ilarger daily stress time accumulation
period, which was correlated with decreased lietdywhere peak yields were observed
at 3.5 £ 1.7 ST h (1.7 -5.2). This highlights thenstivity of cotton to both sub- and

supra-optimal water supply. As average daily STeeded the calculated stress time
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threshold of 2.75 h by 0.75 h, a new stress timestiold of 4.45 h (5.2 -0.75) was
proposed for drip irrigation systems. This new shiidd should result in higher water use
efficiencies, as similar yields can potentially dshieved with a reduction in the number
of irrigation events. This proposed threshold gysteeeds to be validated in field

conditions for numerous growing seasons.

The BIOTIC protocol was not designed for use inidieénd furrow irrigation systems
and modifications to the protocol were necessaryuie in scheduling large volume
irrigations on a broader time scale. A cumulatitess time approach, spanning over
numerous days, is proposed to adapt the BIOTIGpabto such irrigation systems. This
adaption to the BIOTIC protocol calculates a 0.61 neduction in soil water for every
one hour accumulation of stress time. This propdsesshold system is advantageous as
it is easier to implement and less time consumiira texisting soil water measurement
techniques. However, it should be further validateith multiple seasons of data

collection, and by using this protocol to scheduigation.

Finally, an integrated approach to stress detectiggroposed. This approach is the sum
of cumulative stress time and should theoreticatigrove the accuracy of a stress time-
threshold. This sum of cumulative stress time ipocates both a duration and degree of
stress time accumulation. The approach showed &g tnt) ha' decrease in lint yield
with every degree-day increase in sum of cumulasiress time. However, this is a
theoretical approach to determining a stress timeshold, and therefore has not been

applied in field-based situations. Therefore, fatwork should aim to incorporate this
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approach to stress detection in thermal optimakooms. Future work should also
investigate how to incorporate sum of cumulativess time for days when average daily

T. < thermal optimum threshold.

8.1 Suggested future work
This study evaluated the temperature-time thresBgflem of irrigation scheduling in
Australian environmental conditions and under miea application and large deficit
furrow irrigation. However, there are several oppoities for further research as a result

of this study, as summarised below:

0] Evaluate the efficacy of the BIOTIC protocol to edhle irrigation in
precision application systems. Research shouldkeEsextended into a variety

of environments, soil types and cultivars.

(i) Further investigate the cumulative stress timestiot proposed in this study,
over more growing seasons and in a variety of sqés to validate this
cumulative stress time approach to furrow irrigatecheduling. Once this
achieved, schedule furrow irrigation with the mastf BIOTIC protocol. It
needs to be acknowledged that in its present dtatemethod assumes that
one particular growth phase is not more susceptiblevater stress than
another. However, the effects of water stress ottogoyield are most
pronounced during flowering (Grimest al, 1970). Therefore, it must be

investigated whether the current ST threshold ks lartificially lowered to
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ensure yield reductions are not observed, or ishigh based on the average
of the data from flowering to crop maturity. Thigtdre investigation may

necessitate the requirement for two or more sep&atthresholds, which are
used during the different physiological growth ssgensuring more efficient

water use.

(i)  Once the BIOTIC protocol has been used to schadugation in Australia,
modifications to the protocol can be made to adaptsystem to a variety of
commercial situations such as to:

- Determine the cumulative stress time threshold dbedule a single
supplementary irrigation for skip-row or drylandssyms with access to
only enough water for a single irrigation.

- Determine the cumulative stress time experiencea lwyop before the
first irrigation is necessary. This approach maydifécult as there are
problems associated with viewing the background before canopy
closure has occurred. Therefore, the boundary tondi for accurate
canopy temperature due to incomplete canopy closeed to more

rigorously defined.

(iv)  Investigate when Jd and hence stress times, may not be reliable atatis of
water stressed conditions. In situations where antbair temperatures are
below the optimal temperature threshold it is uwllk that canopy

temperatures will exceed this threshold, regarddégdant available moisture.
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v)

(vi)

(Vi)

This may be critical during the beginning and ehthe growing season when
there is an increasing probability that significgahant available soil water
deficits will occur when ambient temperatures fakklow the optimal

temperature threshold. If these conditions ocdantpvater stress may not be
detected. This is because there is insufficientdam energy to raise the

canopy temperature above the optimal temperatueshbld.

Investigate the utility of the BIOTIC protocol fouse in an irrigation
scheduling system that is characterised by dyna®iicits. In such systems,
current plant stress (determined vig, previous plant stress (determined via
cumulative stress time) and forecasted plant sffestsmated from seasonal
weather forecasts) could be used to schedule tigigaevents, making the
most of in-crop rainfall and only supplying suppkamary irrigation water

when the plant is sufficiently moisture stressed.

Addressing the limitations to the functionality ¢RTs such as spectral
reflectance, the effect of the angle of the sun aet#ing background soil
within the field of view of the thermometer showl$o be investigated. This
will aid in adapting the system to these limitasppotentially improving the

quality of data collected.

Further investigation of the applicability of thens of cumulative stress time

approach to water stress detection is requiredrééfecan be implemented on
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commercial farms, outside of experimental field dibons. An adequate
threshold value for the sum of cumulative stresgetneeds to be determined
for its use in a thermal optimal approach to itiga scheduling. A sum of
cumulative stress time of zero should theoreticatlyduce maximum vyields.
However, this value is problematic as a value of & cumulative stress time
of zero would schedule irrigation events at veighhirequencies, resulting in
problems with the practical implementation of tthseshold. This proposed
protocol needs field validation, where differentrsuof cumulative stress time
values are tested for yield response and WUE. Eurtbre, the potential
influence of lower than optimal canopy temperatwasthis approach needs

to be investigated and quantified.

8.2Conclusion
The utility and proposed modifications required dchedule irrigation in Australian
cotton production systems using the BIOTIC protamele assessed in this thesis. Plant
performance, Fyield and T-water responses to soil water deficits in preacisdyip
application irrigation systems (Chapter 5) and aefurrow irrigation systems (Chapter
6) were assessed. The issue of plant adaptatioterims of T, in furrow irrigated
systems was also investigated (Chapter 6). Thefdatathese experiments displayed the
potential use of Jand the BIOTIC protocol for water stress detectaomd irrigation
scheduling in Australian drip and furrow irrigatedtton. However, the BIOTIC protocol
had not been extensively studied outside the U84 veas not designed for use in deficit

and furrow irrigation systems that scheduling lavglime irrigations on a broader time
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scale. Therefore, the use and potential modifioaticequired to schedule irrigation in
Australian cotton production systems using the BlOprotocol were also addressed in
this thesis. Particular reference was made to éhgperature threshold (Chapter 4), the
time threshold (Chapter 7), and the modificatioastiie BIOTIC protocol that were

required to schedule irrigation in Australian pséan and deficit irrigation systems.

The thermal optimal approach to irrigation schadylibased on stress temperature
thresholds and stress time accumulation, has beewnsto be robust, universally
ensuring effective stress detection for irrigatgmieduling in both precision application
and deficit irrigation systems. This study showsattlan investment in maintaining
average T as close to 28 °C as possible is rewarded withk péant performance and
yield. Due to their nature, drip irrigation systefmsve an increased ability to maintain
average crop Jat 28 °C, producing a lint yield advantage witimigar net water
application. Scheduling drip irrigation with theoposed thermal optimal protocol is
simple and effective. This is noteworthy as higtalty problems have been encountered

scheduling irrigation in drip systems.

The temperature-time thresholds used to produck yiedd and WUE at Narrabri are a
temperature threshold of 28 °C and a stress timesltiold of 4.45 h in drip irrigation, and
0.61 mm plant available soil water deficit per ssréime hour in furrow irrigation. This
modified protocol is a significant advancement be tadaptation of thermal optimal
irrigation protocols to Australian precision andidé furrow irrigated cotton production

systems. Judging from the success of previous m&sesonducted on the BIOTIC
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protocol in the USA, we may be able to infer tha¢ proposed modifications to the
system will adequately schedule irrigation in Aaban cotton production systems.
However, now that temperature and stress time liblds have been analysed in an
Australian cotton cultivar and in Australian protlan systems, the amended BIOTIC
protocol should be further validated with field bdsthermal optimum irrigation

scheduling. Furthermore, it must be determined drethe benefits of the proposed
thermal optimum irrigation scheduling system matohoutweigh existing irrigation

scheduling systems.
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9. APPENDICES

42
40 A
38 A
o 36
c i
O a4
O 34
©
£ 324
<
071 83DAS
—&— Treatment 1
281 ..o Treatment 4
—¥— Treatment 5
26 T T T T
9am 11am 1pm 3pm
Time of day

Appendix 1. An example diurnal curve of photosynthetic rate, (4th peak photosynthetic rates observed
at the 1lam measurement period (10:30am to 11:30&hi$ curve was measured on 83 DAS in
Experiment 3.
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