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Abstract

Real-time control systems are widely deployed in many apptos. Theory and practice
for the design and deployment of real-time control system&levolved significantly. From
the design perspective, control strategy development bas the focus of the research in
the control community. In order to develop good control tsfgges, process modelling and
analysis have been investigated for decades, and staanayysis and model-based control
have been heavily studied in the literature. From the implatation perspective, real-time
control systems require timeliness and predictable tinbielgaviour in addition to logical cor-
rectness, and a real-time control system may behave vderatitly with different software
implementations of the control strategies on a digital culdr, which typically has limited
computing resources. Most current research activitie®tiware implementations concentrate
on various scheduling methodologies to ensure the schatitylaof multiple control tasks in
constrained environments. Recently, more and more reald¢ontrol systems are implemented
over data networks, leading to increasing interest wordidvin the design and implementation
of networked control systems (NCS). Major research aatiwiitn NCS include control-oriented

and scheduling-oriented investigations.

In spite of significant progress in the research and devedopof real-time control systems,
major difficulties exist in the state of the art. A key issuéhis lack of integrated design for
control development and its software implementation. Botr| design, the model-based con-
trol technique, the current focus of control research, aa¢svork when a good process model
is not available or is too complicated for control designr &antrol implementation on digital
controllers running multiple tasks, the system schedlitglis essential but is not enough; the
ultimate objective of satisfactory quality-of-controldQ) performance has not been addressed
directly. For networked control, the majority of the comtoniented investigations are based on

two unrealistic assumptions about the network inducedyd@lae scheduling-oriented research



focuses on schedulability and does not directly link to therall QoC of the system. Gen-
eral solutions with direct QoC consideration from the netwmeerspective to the challenging

problems of network delay and packet dropout in NCS have rext kiund in the literature.

This thesis addresses the design and implementation ctimg@alcontrol systems with
regard to dynamics analysis and integrated design. Thila&edeareas have been investi-
gated, namely control development for controllers, cdnimplementation and scheduling
on controllers, and real-time control in networked envimamts. Seven research problems
are identified from these areas for investigation in thisi$eand accordingly seven major
contributions have been claimed. Timing behaviour, qualftcontrol, and integrated design

for real-time control systems are highlighted throughbig thesis.

In control design, a model-free control technique, patfedictive control, is developed
for complex reactive distillation processes. Alleviatitigge requirement of accurate process
models, the developed control technique integrates patgeognition, fuzzy logic, non-linear

transformation, and predictive control into a unified framek to solve complex problems.

Characterising the QoC indirectly with control latency aitiedj, scheduling strategies for
multiple control tasks are proposed to minimise the latearay/or jitter. Also, a hierarchical,
QoC driven, and event-triggering feedback schedulingitacture is developed with plug-ins
of either the earliest-deadline-first or fixed priority s@dhkng. Linking to the QoC directly, the
architecture minimises the use of computing resourcesowitbacrifice of the system QoC. It

considers the control requirements, but does not rely ondh&ol design.

For real-time NCS, the dynamics of the network delay are aealyfirst, and the non-
uniform distribution and multi-fractal nature of the delase revealed. These results do not
support two fundamental assumptions used in existing N@&titire. Then, considering the
control requirements, solutions are provided to the chgllegy NCS problems from the network
perspective. To compensate for the network delay, a reed-tjueuing protocol is developed
to smooth out the time-varying delay and thus to achieve muoedictable behaviour of packet
transmissions. For control packet dropout, simple yetcéffe compensators are proposed.
Finally, combining the queuing protocol, the packet losspensation, the configuration of
the worst-case communication delay, and the control designntegrated design framework
is developed for real-time NCS. With this framework, the reatwdelay is limited to within a

single control period, leading to simplified system analsid improved QoC.
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authored papers and other forty-seven publications. Tidisates that the thesis presented here

reflects only a small fraction of my recent research acésiti

The information presented in this thesis is current as atdp@eé®nber 2008. New reports on
the advances in dynamics analysis and integrated desigrabfime systems after this cut-off

date have not been reviewed or referenced in this thesis.
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Chapter 1

Introduction

This thesis focuses on dynamics analysis and integratadrdegreal-time control systems.
While real-time control systems is a very broad topic, threlated areas will be addressed
for investigation into various aspects of dynamics analgsid integrated design of a control

system: control development, control task scheduling,reetdiorked control.

We start with a brief introduction into the background of teeearch in Sectidn 1.1 followed
by discussions of the motivation in Section]1.2. Sedtiohidedtifies seven research problems
for investigation. The significance of the research is dbedrin Sectioi_1}4. The main
contributions are highlighted in Section 11.5. Secfiod lu@ioes the structure of the thesis.

Finally, a list of refereed publications is shown in Secfion in support of this thesis.

1.1 Background

Real-time control systems are widely deployed in both nmifitend civilian applications. Typ-
ical examples are modern manufacturing, oil refinery, nahprocessing, chemical process
control, pharmaceutical plant operation, transport mansnt and scheduling, aircraft control,
satellite and missile guidance, to just mention a few. Logkiround in our homes, we also find
that real-time control systems are being increasinglygirated into our daily life, in items such

as DVD player, microwave oven, mobile phone, fridge, wagmrachine, and many others.

A simple control system typically consists of a plant to batcolled, a sensor to measure

the plant variable, a digital controller to implement cahstrategies, and an actuator to impose

1
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the control to the plant. It is shown graphically in Figur#,in whichy andy,,, are plant output
and its measurement, respectivelys the set-point of; u stands for control signat; = r — 3,4

is control error; andj; andu, are digitised forms of),,, andu, respectively. Such a simple
control system is a building block for more complex contrgdtems. In modern networked
control, bus-type communication networks are employedt&rconnect various control system
components, and typically the links for feedback (to thetiamler) and control output (from the

controller) become part of the networks, as depicted inreidL.

iDigitaI computer

| Uy u Process y
i —'®—e" Controller |— D/A |-—s Actuator under control i

i

Ya

A/D & Data |,iYm | Sensors &
Acquisition Transmitters

Figure 1.1 A general digital computer control system.

Controller

Network

smart - Plant |—— ST
Sensors

Actuators

Figure 1.2 Block diagram of networked control systems.

Real-time control systems are a type of real-time systemsdatrol applications. They
require timeliness of the computational results in additio the logical correctness of the

computation. There are basically two categories of rea¢tiasks: soft and hard:

e Soft real-time tasks are those which if completed aftertrespective deadlines are less

important than those whose deadlines have not yet expired.

e Hard real-time tasks are ones which must meet their hardlidead Tasks completed

after their deadline are at best valueless and at worst kdrmf

Some systems contain only soft real-time tasks. Many systbowever, contain a mixture of

hard and soft real-time taskSpruntet al, 1989.

Building a real-time control system requires two phases imega: controller design and

its digital implementation. Those two phases have beeritivadlly addressed separately by
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different groups of engineers/scientists. The contrallesign is carried out from the control
theory point of view, while the digital implementation isrmhucted from the real-time comput-
ing perspective. Both the fields of real-time computing andticd theory are vast and have

attracted large groups of researchers and engineeringtjonaers.

However, recent research and engineering practice haealszl that the separation of
these two design phases will lead to some major difficultieisniproving the performance of
modern large-scale real-time control systems. This besonwe evident with the integration
of networks into control systems. Therefore, much effoliegng made to fit these two phases
into a unified framework for integrated design. New theoaesl methodologies are being

developed in this direction. This is an indication of a neentt of real-time control systems.

Following this trend, this thesis focuses on dynamics aiglgnd integrated design of real-
time control systems. Dynamics analysis gives insight,iata@ a good understanding of, the
system behaviour, requirements, and constraints; andratexl design makes the best use of

system resources for improvement of the performance ofwaead system.
Three related areas are addressed in this thesis for iga@eti into dynamics analysis and

integrated design, i.e.,

e Control strategy development — This is about control desigrdntrollers;
e Control task scheduling — This relates to implementatiorootillers; and

e Networked control development — This is about control desigd implementation in

networked environments.

The overall aim of the research is to provide effective sohg to some challenging problems

in real-time control systems.

1.2 Motivation of the Research

1.2.1 Control Strategy Development

Our discussions about development of control strategesanried out in different categories

depending on how complex the control processes are.
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Most industrial processes can be well controlled using tiopgrtional-integral-derivative
(PID) control algorithm. For those processes, it does nallyranake sense to design more
advanced and sophisticated control strategies from thiicapipn point of view although some
theoretical investigations are still worthwhile. This sieedoes not address the control design

for this category of industrial processes.

Some processes have complex dynamics and/or highly couphé&bles. Simple control
strategies such as PID are ineffective. However, the vimsab be controlled can be measured
easily and reliably, and a good process model can be builis,Tddvanced and model-based
control can be developed for the processes. Developing rbasded control still attracts sig-

nificant interest; however, this thesis does not addresgdatelopment of model-based control.

There are some processes which can be directly controlleskliger PID nor advanced
control. A typical example is the product composition inataae distillation (RD). The main
reasons are the lack of reliable and cost-effective sertearseasure the variable, the lack of
a good understanding of the process dynamics, and the lagioaf process models on which
model-based control relies. Even if a reasonably good gsoo®del is available, the model
may be too complicated for either online computation or walgr design. Therefore, major
difficulties still exist for the control of these processé&his thesis will address this category of

industrial processes through integrated design of maéeldontrol strategies.

For the plant variables that cannot be directly controlled tb the lack of reliable measure-
ments, indirect control using alternative variables isaligudeployed in the process operation
to simplify the complexity of the control problems. Infeteh control is one of such indirect
control methodologies. For example, the product compmosdi RD processes can be indirectly
controlled by maintaining some temperature and pressutiables at their respect desired
values[Tian and Tad, 200(. Inferential control and soft sensing have been develogathu

various methods, e.g., the genetic algoritfiordonet al, 2003.

To facilitate our research on the difficult control problerttse complex and industrially
significant RD processes for synthesis of ettgrt-buty ether (ETBE) is investigated in this
study. One of the main tasks in control of an ETBE RD process imdmtain the ETBE
purity. As the ETBE purity cannot be reliably measured onéind in real-time, it is controlled
indirectly by regulating the column temperature. Becausadtsired ETBE purity (purity set-

point) may be changed during the plant operation, the cbsysiem should have fast set-point
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tracking ability (tracking problem). On the other hand, RId ather industrial processes always
have various disturbances and uncertainties, which cammatell modelled and predicted,
resulting in a requirement of effective disturbance regeciregulatory problem). Control

design should consider both tracking and regulatory problor RD processes.

There are basically two directions to deal with the compesi RD control strategy design:

e One is to develop better understanding of the processesasmtire accurate yet simple
models can be obtained for model-based control design. wEwthe available models
are still far away from practical applications. Robust cohtinat deals with uncertainties

and poor modelling can be classified into this direction.

e The other is to develop model-free control to alleviate #ggirement of accurate process

models. Progress is being made in this direction for praktiperation of RD processes.

This thesis develops model-free control strategies formderRD processes through dynamics
analysis and integrated design of various aspects of pateognition, fuzzy logic, non-linear

transformation, and predictive control.

1.2.2 Control Task Scheduling

Conventional control theory has inherently assumed thatithigal controller does not consume
any time to compute the control signals. This means thatstamhcontrol signal is assumed to
be available from the controller once a process measureiséad back to the controller. This

is an unrealistic assumption because a control task notradgs time to compute the control

but also shares the processor with other tasks.

Control computation does consume time, and the time consompd even significant
in some control systems. For example, in a large-scale @osystem that we developed
[Tian and Tad, 2003, the control computation takes about 1s in a 4s control geioplying
that a quarter of the period is spent for control computatidnis type of time delay is relatively
easy to handle because the control computation time doefluctate much under normal
conditions (a big change in the computation time may be alcation of control mode switch
or abnormal conditions and thus needs to be consideredatelyar Therefore, a fixed time

delay with small variations may be used to represent ther@albcwmputation. Then, this delay
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can be compensated in the control design and implementadtios thesis addresses the control

computation delay indirectly by lumping it and the proceskag together.

A control task also needs to compete for time slices with rothgks running on the same
processor. Most real-time control applications have thareaof embedded systems. They are
typically deployed in hardware platforms with limited resces, e.g., uni-processor, limited
memory, constrained input/output, and restricted file apens. Also typically, a controller
is responsible for multiple control tasks, in addition tonypanon-control tasks. This leads
to various constraints to computing and scheduling of tiead- control tasks. One of the
constraints is multi-tasking that shares the uni-proaegsomultiple control loops. Multi-

tasking of the controller makes the timing behaviour of ac#fpetask more unpredictable.

Real-time scheduling theory has advanced significantly thgtfocus on the schedulability.
Major real-time scheduling paradigms include Rate-Monmt@RM) and Deadline-Monotonic
(DM) scheduling for static environments, Earliest-DeaéiFirst (EDF) scheduling for dynamic
environments with sufficient resources, Spring schedulimglynamic environments with in-

sufficient resources, and feedback scheduling for dynamit@ments with uncertainties.

Schedulability is an essential requirement for all reetisystems including real-time con-
trol systems. However, schedulability analysis in exgtatheduling strategies has not been
well linked with the characteristics of real-time contrgstems. Schedulability is not enough

for real-time control systems; we also expect good contediggmance!

The control performance can be addressed in control tasddstihg from the following

two perspectives, both of which will be investigated in tthissis through integrated design:

e Use the time delay and jitter resulting from multi-taskimtpeduling to indirectly charac-

terise the control performance, and then minimise the dehaljitter in the scheduling.

e Link the scheduling directly with the Quality of Control (Qg@nd then schedule system

resources dynamically through feedback to fulfil the ovepalC requirement.

It is also worth mentioning that an optimal scheduling mdthway be invalid in a specific
application. This is because the operating system or pnogiag environment of the appli-
cation may not directly support the scheduling method. Famele, the V+ programming

environment for robot control supports priority-driverheduling at the application level, but
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does not directly support the EDF policy, which carries mmrerhead that increases its insta-
bility in overload conditions. The real-time and objeciented programming language Ada

also supports priority-based multi-tasking schedulinthatapplication level.

1.2.3 Networked Control Development

Recent advances in networking pervasive devices and sy$iavesenabled a huge number of
networked applicationfEstrinet al, 2004. As an important class of such networked applica-
tions, networked control systems (NCS) implement controtfionality over data communica-

tion networks, which are used to transmit measurementralpand management signals.

Due to their scalability, flexibility and cost-effectives®e bus-type network technologies
have been promoted for real-time control applications.r&has been an increasing demand for
real-time networked control in manufacturing automatiodustrial process control, robotics,
and many other applications. This requires highly reliafiible, simple, and cost-effective

network technologies to replace traditional peer-to-fet@rconnection techniques.

While networked systems and applications are not a new cargegtematic investigations
into the interactions among network components and the Bxrgynamics of networked
systems did not occur until recently. With much effort instiairea, some basic concepts and
approaches of complex networks have been developed toilae$loe connectivity, structure,
and dynamics of complex systems. It has been realised thabrieed environments introduce
challenges to system analysis and development, and thébdist nature of many system

components and services requires new technologies to theds/stem design.

Introducing networks into real-time control poses chajieg problems: time-varying net-
work induced delay and packet dropout. These challengesntenore evident and severer
when wireless networks are employed and/or scheduling mifpcting and network resources
is considered in the networked control. Because of thesdectgithg problems, many existing

control technologies may become infeasible for specifizagted control applications.

Research is undertaken to address those challenges in tieonest. Control engineers have
been focusing on the controller design, and expect to stlgegptoblems through improved
design of sophisticated control strategies. Quite ofteay thave to use complex algorithms

to deal with a simple network problem which has been conedias a constraint. Overall,
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approaches developed from the perspective of the conta#kagn provide stability conditions,
but do not directly deal with the real-time requirement a# thCS network communications.

Thus, conservative control is usually designed to guaesathie stability of an NCS.

The other extreme is from computer and networking enginéggosiventionally, “throwing
bandwidth” was an effective method to resolve many problemsetworking. Thus, some
computer/networking engineers are optimistic that overdqgioning of network capacity can
resolve the challenging problems of both network delay aacket dropout. It has not been
well recognised that a high bandwidth does not necessaelgmpredictable communication
behaviour, and real-time control does not necessarilyiredast data transmission. Over-

provisioning may work for some applications, but is not aggahsolution.

It is our belief that any issues arising from a system shoeldifst addressed locally. For
networked control, network issues such as network induetad/cind packet dropout should be
first addressed in network design, rather than in contrdiésign. In the same token, problems
that can be easily solved in the controller design, such agpeasation for a fixed network
delay, should not be brought to the network area. Such am@sigosophy requires a good

understanding of control, scheduling, and networking f@S\design.

From the perspective of systems engineering, it is also elieftthat a good system archi-
tecture design with simple algorithms is preferable to ssitated algorithm design for poor
system architecture. In networked control, an integratesigh of network, scheduling, and

control will provide a solution that can maximise the ove@dC of the NCS.

1.3 Research Problems

Following the above discussions, seven research probléhgamics analysis and integrated
design are identified from the three areas of control devedy, task scheduling, and net-
worked control for further investigation in this thesis. éBe problems are summarised in the

following:
Control Strategy Development:

Problem 1. Pattern predictive control (PPC) of complex RD processes.s Télates to

analysis of process dynamics, and integrated design of Iaficeiecontrol.
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Control Task Scheduling:

Problem 2. Reducing control latency and jitter in real-time control. iSTrelates to real-
time scheduling of control tasks in static environments.e Tontrol latency

and jitter are used to indirectly characterise the QoC otth@rol systems.

Problem 3. Hierarchical feedback scheduling of real-time contrdksad his relates to real-
time scheduling of control tasks in dynamic and resoursedfitient environ-

ments. The scheduling is directly linked with the QoC of tbatcol systems.
Networked Control Development:

Problem 4. Analysis of the dynamics of NCS network induced delay. Thissaat a better
understanding of the network delay dynamics for improvesiesy design and
stability criteria. The dimensional and fractal featuréshe dynamics of the

network induced delay in real-time networked control wélinvestigated.

Problem 5. Real-time queuing protocols for predictable NCS network ignbehaviour.
This relates to co-design of networks and control, and ainsstooth out time-

varying and unpredictable network induced delay in netedr&ontrol.

Problem 6. Compensating for packet dropout in networked control. Thig eelates to co-
design of data networks and control systems. The aim is @igir®st control

packets over the NCS data networks.

Problem 7. Integrated design of networked control systems. This nateg the results from
the above Problems 4 to 6 into a unified framework. It aims twigle more

predictable network timing behaviour, which is favourableeal-time systems.

1.4 Significance of the Research

1.4.1 Pattern Predictive Control of RD Processes

Reactive distillation is becoming increasingly significamindustry[Taylor and Krishna, 2000;
Malone and Doherty, 20001t has demonstrated potential improvements in capitalyetivity

and selectivity, and reduction in solvents, energy congiompand capital investments. Some
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improvements are dramatic, as describeflaylor and Krishna, 20(dor a methyl acetate RD
process: 5 times lower investment and 5 times lower in enesggumption by using a hybrid

RD process to replace an entire flowsheet with 11 units antecef@ocesses!

RD is advantageous for many chemical syntheses, includilgether production. As fuel
additives, fuel ethers are widely used for improvement ef fyuality, and thus for reduction
of greenhouse gas emissions. The significance of reducegngouse gas emissions is high-

lighted by the fact that 182 parties have ratified the Kyotmt&uol [Wikipedia, 2008.

RD is feasible for production of ethyert-butyl ether (ETBE), a high-performance fuel
additive. However, the RD of ETBE is still limited worldwide éthus needs further research
to make it technically reliable and economically viable. fglaver, RD involves considerable
uncertainties and displays complex behaviour such as higHinearity, strong interactions,
bifurcation and multiplicity, and time delay. Due to the &tional integration of reaction and
separation, and the dynamics complexity, RD is exceptigrafficult to operate and control.

This calls for systematic research on RD process dynamicsa@mtdol aspects.

The difficulties in RD operation and control can be largelyuazt by developing innovative
control schemes that do not require accurate process mdeaern predictive control is one
of such control schemes. Our investigations show that ibionly simple and easy to design,
but also effective for complex RD processes. The basic pi@@nd design procedures of the

pattern predictive control are also applicable in other gl@xindustrial processes.

1.4.2 Real-Time Task Scheduling

When multiple real-time control tasks run on a uni-procegssmtroller, the control systems
need to meet the following two requirements in addition tgidal correctness in each of the

control tasks: schedulability and satisfactory timingdnabur of the control tasks.

The schedulability issue can be handled using various sitingdstrategies, e.g., RM, DM,
and EDF. The timing behaviour of the control tasks dependstwat scheduling strategies are
used, how they are implemented, and what task models ardemboplevertheless, both the
schedulability and timing behaviour issues relate to timesamption and time delay in control

computation and scheduling. This has not been well additeéssmntrol software design.
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Reducing Control Latency and Jitter in Real-Time Control

Time delay, which is also called latency in the computer ansaally results in rich dynamics,
and is a source of system instability. It is one of the key fgois that multi-tasking on a con-
troller brings into the control systems. Especially, duth®limited resources of the controller,
control latency becomes more complex and control jittereapgp. While time delay existing

in industrial processes has been largely addressed inggooedelling and control design, the
issue of latency and jitter resulting from control compiatatand multi-tasking scheduling has
not been well understood in the control commuriym and Park, 200B It remains unclear
how the performance of the control software affect the perémce of the overall control
systemgdSanz and Alonso, 2001 We contend that without a systematic performance analysis
of the digital controller as part of the overall control ®/st how the performance of the overall

real-time control system can be analysed and guarafifead and Sun, 2005

This thesis will address this issue through developingcéffe scheduling methods and
control task models to reduce control latency and jittenltexy from multi-tasking of real-time
systems. This highlights the importance of the integratiboontrol design and its software

implementation explicitly, and provides solutions for theegration.

Hierarchical Feedback Scheduling of Real-Time Control Taks

In many existing feedback scheduling methods for contretesys, a scheduler is normally
implemented as a separate task. The scheduler is triggeremtijgally to evaluate the QoC

and to re-schedule control periods if the processor utitinadeviates from the desired one.
Scheduling the control periods is feasible to most contysteans although in some cases it
may not be possible to increase the periods of critical taskbeir periods may be determined

by external hardware such as hardware timers.

However, in fixed priority (FP) scheduling, tasks with lowgiorities may be blocked
or significantly delayed when the processor is heavily |dadieoverloaded. Using variable
priority scheduling may give all control tasks a chance ta fltthas been showCervin, 2003
that using EDF scheduling, in overload conditions, all peic tasks are executed as if they
were running with larger periods, which are automaticatigled. However, this method is

schedulability driven, and does not directly link to the QofCthe system. Also, EDF is an
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optimal dynamic scheduling algorithm in resource-sufficenvironments; but its performance
degrades rapidly in resource-insufficient environmenterédver, EDF carries a much larger
processor overhead than priority-based scheduling, asang its instability in overload condi-

tions. Therefore, in order to ensure that the processortisvesloaded when using the method

of [Cervin, 2003, a frequent evaluation of the processor utilisation hastodsried out.

On the other hand, when a control loop has reached its sté¢atdy scaling down its period
in existing scheduling methods when actual processosatitn is lower than the desired one
does not really make sense but wastes computing resournesn@y simply disable the period

scaling. But when and how? A systematic approach has not beex to deal with this issue.

To tackle these problems, this thesis links the schedulirectdly to the QoC, and then

develops a hierarchical feedback scheduling frameworkeal-time control systems.

1.4.3 Networked Control Systems

Modern large-scale manufacturing, process control, ahdratystems demand increasing in-
tegration of information, communication, and control. Aseault, more and more real-time

control systems are implemented over data communicatitwonkes.

While control over networks becomes increasingly attractshallenging problems exist
in NCS analysis and design. The challenges include timeinvguryetwork induced delay and
packet dropout. Significant effort has been made to deal théke challenging problems. For
example, a simultaneous description of both network indwule#ay and packet loss in a unified
model is considered ifivue et al, 2004. With this model framework, stability criteria, which
relate to the upper delay bound that guarantees the syabilithe overall NCS, are derived
[Yue et al, 2004; Peng and Tian, 2006; Peeical, 2007. Controller synthesis is also carried

out to determine the controller settings under the statiliteria.

Analysis of the Dynamics of NCS Network Induced Delay

In existing methods for modelling, analysing, and syntsiagi NCS, there are two inherent

assumptions with regard to the network induced delay:

e The network induced delay is uniformly distributed in a aertrange. Much of the
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existing effort is to find the upper bound of the delay for gigbguarantee.

e The dynamic behaviour of the network induced delay is purahdom. Consequently,

stochastic models have been used to describe the dynantlos NCS.

However, direct evidence has not been presented in the dpeature to support those funda-
mental assumptions. Therefore, it is a significant step velde a better understanding of the

dynamic behaviour of the network induced delay in NCS.

Real-Time Queuing Protocols for Predictable NCS Network Timing

A few NCS control methodologies have been develofegsuwan and Chow, 2003 Among
those methodologies, the ‘queuing methodolofjyike and Ray, 1990; Luke and Ray, 1994;
Chan andDzginer, 1995 is the only one that considers the timing behaviour of netvemm-
munications explicitly in the NCS development. Howevers timethodology depends crucially
on the accuracy of the mathematical model of the plant to b&ralted. A reference to report a

successful application of the methodology has not beendfauthe open literature.

Queuing packets to smooth out network induced delay is n@avaidea in multimedia.
However, the requirement in multimedia applications isedént from that in NCS control. For

example, throughput is important in video streaming, bubisthe focus in networked control.

Network induced delay affects the accuracy of timing-delesth computations and can
significantly degrade the QoC of the overall real-time congystems. To use the idea of
qgueuing packets in NCS, the dependence of the conventioaalgimethodologies on process
models needs to be eliminated or reduced. This indicatesiginicance of the investigation

into new real-time queuing protocols in this thesis.

Compensation for Packet Dropout in Networked Control

The ‘queuing methodology’ presentedliruke and Ray, 1990; Luke and Ray, 19@#d also in
[Chan andDzdiner, 1995 has considered packet dropout compensation. Howevers irieal
to implement packet dropout compensators on the contritiferugh sophisticated algorithm

computation. Implementation of such compensators rehiesialy on accurate plant models,
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which may not be available for many industrial processesoAthe complex compensation

algorithms may not be feasible if implemented on actuateiis kmited computing power.

Modelling network induced delay and packet dropout in a adifiramework provides a
mechanism for improvement of NCS stability conditidi¥sie et al,, 2004; Penget al,, 2007;
Peng and Tian, 2006 This methodology has received increasing interest inahefew years
for dealing with various NCS conditions, in particular thewerk induced delay and packet
dropout, in a neat way. However, methods of this kind do natpensate for packet dropout
at all. They treat packet dropout as a constraint to the sysées a result, the control design is

normally conservative in order to maintain the system tgbi

Packet dropout results from network traffic congestionslaniied network reliability. In
this case, the controller and/or actuator have to makeidesisvith incomplete information on
how to control the system. While a few schemes have been peddos packet dropout com-
pensation, there is still a lack of simple yet effective noelth for packet dropout compensation

in NCS. This shows the significance of the research on this topi

Integrated Design of Networked Control Systems

Networked control has been investigated from various dspeq., stability analysis, stabil-
isation, NCS control design, NCS networking, scheduling sk$aand resources, and packet
dropout compensation. However, there is still a lack ofatife interactions between control
design and its software implementation in networked emvitents. Under this circumstance,

an optimal solution cannot be expected to maximise the tv@cC of the NCS.

To tackle this problem, various aspects of an NCS should bsidered within a uniform
framework. Integrated design is an effective approachrpbfy the network behaviour and
consequently to maximise the QoC. This means that NCS netwasignl, task scheduling,
and software implementation should be linked directly ® @oC requirement of the system.
Similarly, the control design should also be carried ouéetbgr with network planning, network
QoS (Quality of Service) requirements, task scheduling, their implementation. However,
an effective approach for integrated NCS design that corsalbBmportant aspects of the NCS
has not been reported in the open literature. This indidaesignificance of the research on

this topic.
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1.5

Main Contributions

Providing effective solutions to the seven research probliglentified in Section 11.3, the main

contributions of this thesis are summarised below:

1)

2)

3)

4)

A pattern based predictive control (PPC) scheme is proposefdr complex industrial
processes whose mathematical models are either difficult tmbtain or too complex
for controller design. It alleviates the requirement of accurate process modeld,
extracts pattern information of the process for predictiwatrol design. The scheme is
verified through case studies of complex reactive distifaprocesses for ethyért-buty

ether (ETBE) synthesis. [Chapfér 3, Chaple{#ian et al, 2003.

For multiple control tasks running on a uni-processor, three strategies are proposed
to reduce control latency and/or jitter: introduction of of fsets into control task
scheduling, decomposition of control tasks; and increasmthe priority levels of the
output subtasks The strategies are shown to be effective through caseestudhapter

5], [Tian et al, 2006H.

For a multi-task control system, existing schedulinghnds cannot maintain satisfactory
overall control performance when the system is overloa8dderarchical and quality-
of-control (QoC) driven hierarchical feedback schedulingarchitecture is proposed
to solve this problem for real-time multiple control tasks. Case studies have demon-

strated the effectiveness of the scheduling architeci@teaptef 6, Chaptér 7]

For typical scenarios of real-time control systems ovidreEhet based networks, de-
tailed analysis of the dynamic behaviour of the network cetudelay is carried out.

It is revealed that the network induced delay is non-uniformly distributed and ex-
hibits multi-fractal nature . Such properties of the network delay can be employed
for improving system design as well as for simplifying systanalysis. [Chaptér] 8],
[Tianet al, 2007 Tian and Levy, 2008b

5) To address the challenging problem of the network induced day in networked

control, a queuing architecture is developed to reduce the etwork induced jitter,
making the network induced delay more predictable The proposed queuing protocol

is verified through comprehensive case studies. [ChaptéTiajy and Levy, 2008b
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6) To address the challenging problem of the data packet dropduin networked control,
three model-free strategies are developed for control pa@kt dropout compensation
With the mechanism of packet dropout compensation togethiethe queuing protocol,
the sum of the network induced delay and the control comjuutatelay is limited to

within a control period. [Chapté€rld[Tian and Levy, 20084; Tian and Levy, 2008b

7) It is shown that the worst-case communication delay (WCCD) &n be made con-
figurable to significantly reduce the network delay if a certan level of packet loss
rate can be tolerated. Combining the queuing protocol, the WVCCD configuration,
packet dropout compensation, and control design, a generélamework is developed
to deal with network complexity and integrated design of netvorked control systems
[ChaptefIl][Tian and Levy, 200&b

1.6 Thesis Outline

The thesis begins with this introductory chapter, in whietie research problems from three
related areas are identified for investigation and the mamtributions of this thesis are high-

lighted. Then, a comprehensive literature review is give@haptef 2. Chaptels 3 through to
[11 are devoted to detailed research on the identified rdspanblems, as shown in Talkle f1.1.
Finally, Chaptel 12 concludes the thesis.

1.7 Related Publications During my PhD Study

During my PhD study, around sixty refereed publicationssh@wanated from my research in a
wide range of areas. Nine of them are used in support of teEti{Subsectidn 1.7.1); and all

others not covered in this thesis are mentioned in SubseEfio2 and are listed in Appendix.

1.7.1 My Publications in Support of This Thesis

(1) Five Refereed Journal Papers

[Tian et al,, 2003] Yu-Chu Tian, Futao Zhao, B. H. Bisowarno, and M. O. TadPattern-based

predictive control for ETBE reactive distillationlournal of Process Contrpll3(1):57-67,



1.7. RELATED PUBLICATIONS DURING MY PHD STUDY 17

Table 1.1 Organisation of this thesis for identified research protde

Area Research Problem Chapter

(1) - Process dynamics and integrated control design faraiers
Problem 1: Patter predictive control of RD processes [l 3 (THeor
[ (Verification)

(2) - Integrated control task scheduling on controllers
Problem 2: Reducing latency and jitter in control schedulifi

Problem 3: Feedback scheduling of real-time control taskkl (Th&ory)

[ (Verification)
(3) - Dynamics and integrated design of networked contrslesys
Problem 4: Analysis of NCS network dynamics [l 8
Problem 5: Real-time queuing protocols for NCS ] 9
Problem 6: Compensating for NCS packet dropout [] 10

Problem 7: Integrated design of networked control systenisll 1

Feb 2003.

[Tian et al,, 2006b] Yu-Chu Tian, Qing-Long Han, David Levy, and M. O. Tad Reducing
control latency and jitter in real-time controlAsian Journal of Contrgl8(1):72—75, Mar
2006.

[Tian et al, 2007] Yu-Chu Tian, Zu-Guo Yu, and Colin Fidge. Multifractal nature of network
induced time delay in networked control systerBfiysics Letters A361(1-2):103-107, Jan
2007.

[Tian and Levy, 2008a]yu-Chu Tian and David Levy. Compensation for control packet
dropout in networked control systemaformation Scienced 78(5):1263-1278, Mar 2008.

[Tian and Levy, 2008b] Yu-Chu Tian and David Levy. Dealing with network complexity in
real-time networked controlnternational Journal of Computer Mathematj&5(8):1235—
1253, Aug 2008.

(2) Three Refereed Conference Papers

[Tian et al,, 2006a] Yu-Chu Tian, Qing-Long Han, Colin Fidge, Moses O. Tadnd Tianlong

Gu. Communication architecture design for real-time nekedrcontrol systems. In
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Proceedings of the 4th International Conference on Commtinmsy Circuits and Systems
ICCCAS’06 pages 1840-1845, Guilin, P. R. China, 25-28 June 2006.

[Tian et al,, 2006c] Yu-Chu Tian, David Levy, Moses O. Ta Tianlong Gu, and Colin Fidge.
Queuing packets in communication networks networked obaystems. IrProceedings of
the 6th World Congress on Intelligent Control and Automatio@l@A’06, pages 205-209,
Dalian, P. R. China, 21-23 June 2006.

[Tian and Levy, 2007]Yu-Chu Tian and David Levy. Configuring the worst-case communi-
cation delay in real-time networked control systems. In HARWbnia and L T. Yang, eds.,
Proceedings of the 2007 International Conference on Embe&ystems and Applications

ESA'07 pages 114-120, Las Vegas Nevada, USA, 25-28 June 2007. CSRE# P

(3) A Journal Paper Ready for Submission

[*] Yu-Chu Tian, David Levy, and Ashok Agrawala. Hierarchical feedbackestiling of

real-time control tasks. To be submitted, 2009.

1.7.2 My Publications Not Covered in This Thesis

For complete information about my creative and productasearch, a long list of all other
refereed publications during my PhD study which are noedlstbove is given in Appendix:

My Publications Not Covered in This Thesis.

1.8 Nomenclature of This Chapter

Abbreviations

DM Deadline-Monotonic
EDF Earliest-Deadline-First
ETBE Ethyltert-buty ether
FP Fixed Priority

QoC Quiality of Control
QoS Quiality of Service



1.8. NOMENCLATURE OF THIS CHAPTER

RD Reactive Distillation
RM Rate-Monotonic
NCS Networked Control System/s

WCCD Worst-Case Communication Delay

Symbols
e Control errore = r — 4
r Set-point of the plant output

U, Ug Control signal and its digitised form, respectively
Yy Plant output

ym,» Ya ~ Measurement of the plant output, and its digitised formpeesively

19
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Chapter 2

Literature Review

Real-time systems are those in which timeliness is as impiogis logic correctness. Missing
a deadline will result in a degradation of system perforneafr soft real-time systems or
a system failure for hard real-time systems. The requirésnfar real-time system design
have been extensively described in a large number of paganek as in many books, e.g.,
[Shaw, 2001); Burns and Wellings, 2001; Samard and Balas] 2G0agncet al, 2003.

As a class of real-time systems, real-time and embeddedotegstems have been increas-
ingly deployed in various applications. As outlined in Cleafil, with the focus on dynamics

analysis and integrated design, this thesis will addresetrelated areas of real-time control:

e Control design for controllers: Well designed control sgi¢s are essential for real-
time control systems to provide the desired functional®or complex processes that
cannot be well handled using either simple Proportiontdgral-Derivative (PID) control
or advanced model-based control, integrated design of himekeand intelligent control

is an attractive way for process operation.

e Control implementation on controllers in multi-tasking gomments: Real-time con-
trol systems are typically deployed in hardware platfornigh wmited resources, e.g.,
uni-processor, resulting in various constraints in conmguand scheduling of real-time
control tasks of the systems. While schedulability has beerfdacus of conventional
scheduling theory, it is not enough for real-time contradteyns. We need good control
performance as well! In order to meet the requirements di bontrol performance and

multi-tasking schedulability, well-designed schedulaignultiple real-time control tasks

21
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becomes critical for these systems.

e Control design and its implementation on controllers in rmeked environments: Chal-
lenges exist when a real-time control system in implemeptext networks. A better
understanding of the dynamics of networked control is nreagdor further improvement
of system performance. As separate designs of controldsting, and networks do not
provide optimal solutions to a networked control system (IN@8 integrated design of

various system components is thus crucial for maximisiegstfstem performance.

Real-time systems are a vast field, so are control systems. @empetworks, which are
essential for networked control, are also a very broad afdss marks the interdisciplinary

nature of this research.

Because of this nature, it is unrealistic to have an exhaastiview of all related areas in a
single chapter. The literature review will be performedhirthe above-mentioned three areas
from which seven research problems have been identifiedatid®€L.3 for further investigation
in this thesis; and only representative and directly ralewveorks will be reviewed. Recent
developments in control of complex reactive distillatid®Y) processes will be discussed in
Section[Z.1l. Relevant works on multi-tasking schedulingréal-time control systems are

summarised in sectidn 2.2. Section|2.3 describes pertatances in NCS.

2.1 Dynamics and Control of Complex Reactive Distillation Processes

This section reviews the developments in control of RD preegsnainly in the last ten years.

It will link to the main theme of this thesis: integrated agsbf real-time control systems.

2.1.1 Significance of RD Processes and Their Control

Process intensification is believed to be a path for the éumfichemical and process engineering
demandg$Charpentier, 2007 RD processes, which integrate sequential operations isituyte
column, provide a good example of the path, and are becomargasingly significant in pro-
cess industrjiLin et al, 2008; Taylor and Krishna, 2000; Malone and Doherty, 200@e po-
tential improvements that RD can bring in capital produttigind selectivity, reduction in sol-

vents, energy consumption, and capital investments andfisant [Taylor and Krishna, 2000;
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Kaymak and Luyben, 2004A recent reporfHuanget al,, 200§ indicates that further internal
heat integration can contribute to a substantial reduatioenergy requirement and capital
investment. economical, environmental, and social asetdriving force of RD technology

and its commercialisatiofHarmsen, 200J7

However, the operation of RD processes is exceptionallycditfdue to the requirement of
tight control[Kaymak and Luyben, 20081t is believed that the main barrier to greater use of
RD unit operations is the control strategy for achieving theration targets which are usually
coupled[Jimenez and Costa-Lopez, 200Zherefore, developing effective control systems for

RD columns is a crucial step for the success of RD unit operation

2.1.2 RD Process Modelling

Optimal design and control of RD processes become challgngihout reliable process mod-
els. This is especially evident for dynamic simulation,iimiation, and model-based control,
for which the model development may lead to a contradictietwken the required model
accuracy to reflect the process complexity and the feasilofiprocess simulations regarding
the computation time. This has been motivating the reseamdhdevelopment of RD process

modelling.

There are two basic types of RD process models: equilibriasetd models, and rate-based
models. Effort has been made in building good equilibriussddl models for dynamics anal-
ysis, process optimisation, and control desi@meesbyet al, 1997a; Sneeshst al,, 19971.
Recent research also focuses on rate-based process npétailimore accurate descriptions of
RD process dynamid®enget al., 2003; Jimenez and Costa-Lopez, 2002; Noeted., 2004.
However, not surprisingly, rate-based models are much rooneplicated than conventional
equilibrium-base models. Thus, simplification of the ratsed models is necessary for online

computation and real-time model-based control.

Schneider and colleagu¢Schneideget al, 2003; Schneider and Gorak, 200iave com-
pared various RD modelling methods. From their comparatidiss, a rigorous two-phase
model is developed for simulation of RD process dynamics.nTtiee model is simplified for

model-based control design and online dynamic simulation.

Recently, Dalaouti and Seferlig00d have proposed a unified modelling approach, which
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combines the rigorous non-equilibrium rate-based balagcations with the model-order re-
duction properties of orthogonal collocation on finite edgns approximation techniques for
optimal design, operation optimisation and dynamic sitataof complex staged reactive
separation processes. The modelling framework has beewmnstwobe particularly efficient

in the optimal design of reactive absorption and distilattolumns especially those with mul-
tiple side feed and product streams mainly due to the eliimnaf binary decision variables

associated with the existence of column stages in any gokemm section.

The complexity of the rate-based models of RD processes plifeslties in model com-
putation. Some issues related to numerical simulationefake-based models are investigated
in [Lextraitet al, 2004 with the special emphasis on spatial discretisation in thetien of
steady-state models. The rate-based models are disdratmayg its spatial dimensions using
conventional different finite-difference schemes. The potimg efficiency and its impact on

the implementation of model-based control strategieslatediscussed in the paper.

To develop more accurate process models, relay feedbaskaresemployed for identifica-
tion of highly non-linear RD processékin et al, 2004. It is claimed that with the identified
model, good control performance can be obtained using sifpkontrollers tuned with the

ultimate gain and ultimate period.

RD processes behave with high non-linearity, leading toadiffies in process analysis and
control design. The high non-linearity in RD process models be reduced by using non-
linear variable transformatiolTian et al, 200d. It is shown that control design incorporated
with non-linear transformed variables is able to providgiaved control performance than

those with natural variabld§Vang and Wong, 20(6

2.1.3 Control Configurations

There are five degrees of freedom in RD control and operatiomsé&juently, there are a
large number of possible control configurations. Not alllegde possible configurations are
feasible in practical applications; and some configurateme more effective than others. There-
fore, it is important to choose an appropriate control caméigon for a specific RD process

[Skogestact al, 1990; Tianet al, 2003; Al-Arfaj and Luyben, 2002

For feasible RD control configurations, the common practictireduce the degrees of
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freedom of the control through fixing a few process variahis®sg local control loops. For
example, the feed flow rate can be maintained at the desiled Yarough a local flow rate
controller; the reflux ratio can also be fixed at the desirddevéhrough a local reflux ratio
controller. Depending on how the control system is configutbere are one-point control
for one degree of freedorfTian et al, 2003, two-point control for two degrees of freedom
[Sneesbyet al, 1999; Kumar and Kaistha, 2008and three-point control for three degrees of

freedom[Kumar and Kaistha, 200Ba

e One-point control has been designed[inanet al, 2009 for product purity through
manipulating a column temperature. A similar one-pointtomrscheme is also inves-
tigated in[Chienet al, 2009 for coupled reactor/column processes. Later, the idea of
maintaining a high product purity through indirectly cailing a tray temperature is

adopted irfZenget al., 2004 for one-point control.

e Two-point control has been used [[Bneesbyet al, 1999 for both composition main-
tenance and conversion control. An investigation into deaiperature control and one-
temperature/one-composition control for different typEowsheets has shown that sim-
ple decentralised control provides a workable solutiorhighly non-linear RD columns
[Hunget al, 2004d.

¢ After comparing two-point and three-point control struetsj Kumar and KaistH20084
highlighted the effectiveness of the three-point conthalvever, the three-point control

is designed with increased complexity and is evaluated famlgn ideal RD column.

In investigation into the one-point control of coupled reafcolumn processes, sensitiv-
ity analysis is performed to obtain the suitable tempegattontrol points for the columns
[Chienet al, 2004. The proposed control strategy is very simple containirly one temper-
ature control loop in each column to indirectly control tliequct purity. A slow cascade outer
composition loop structure is judged to be necessary udidge composition measurements

in the presence of small deviations of the product impuritypositions during disturbances.

Chen and YUli2004 have compared one-column and two-column flowsheets for RiBEs
of ternary decomposition reactions. Fast measuremenbwsrsto be essential for tight control

of RD processes and parallel cascade control offers an ttgadternative for RD control.

In some RD processes, in order to maintain the control pedoo®, controller set-points
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may need to change when disturbances in the feed flow rateadalyst activity occur. This
poses a problem in control design and controller tuning. &escontrol with an inner loop and

an outer loop is designed [RVanget al., 20034 to tackle this problem.

Steady-state analysis is carried out for input-outputipgs in the design of RD control
systemdSinghet al, 2004. Because variable pairing and control structure selectiersa
critical for the overall performance of RD control systenigyt become one of the most im-
portant steps in the control development. Most referenbestaRD control discuss this issue
before attempting to design actual control strategies. litdwture that we will review below

from other perspectives also involves substantial disonson this issue.

2.1.4 Direct Control and Inferential Control

In RD processes, some key process variables to be maintamediameasurable easily and re-
liably. Product composition or purity, and reactant cosi@t ratio, are among those variables.

Without direct measurement, direct control of those vdeisbecomes difficult.

One way to tackle this problem is to make use of state estisiatmbservers to predict these
variables. Several papers have been published by OlanrandjAl-Afraj[2008; 2006; 200b
on this topic. The idea is to develop observers or estimétons process models to estimate the
composition profiles. With the observed or estimated véemgldirect control can be designed
for the RD processes. The above authors have claimed thattiheagor-based system is robust
against a moderate measurement errors and erroneoukdnit@ditions. However, in general,
estimator-based designs crucially rely on accurate psoceglels. They do not function well
without reasonably good process modelling. In the casegoifssant model mismatches and
noisy measurements, these authors have recommended trdireenanalyser be integrated into
the system. But the question is: if online measurement of thgposition was easily available,

why would a state estimator have been designed?

Another commonly adopted way to control the RD process viegabat are not measurable
easily and reliably is to use inferential contfdian and Tad, 200Q. This means that instead
of seeking direct control of these variables, use indirexttol of these variables through
maintaining alternative process variables that are godidators of the variables. For example,

RD tray temperature is commonly used for indirect controhefpproduct compaosition or purity,
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and can be controlled through regulating reboiler diitgn et al, 2003; Tian and Ta@l 2000.
Inferential control and soft sensing for general systerasdgscussed in many references, e.g.,

[Kordonet al,, 2009 in which the genetic algorithm is adopted.

Four alternative plant-wide control strategies are suidiog RD [Tanget al, 2004. It is
found that control of the product qualities by modulatingptivay temperatures in the RD

column and one tray temperature in the stripper is most gpaite.

In order to design effective inferential control for RD preses, determining a good location
for temperature measurement is crucial. This is discussddian et al., 2009 and several
other references. After examining a few control schemes drel colleagues have claimed that
closed-loop based sensor location analysis provides erlztérnative for feedback control to

the open-loop onfl_eeet al, 2007.

Using the inferential control technology, a controller esayned for ETBE RD processes
[Athimathi and Radhakrishnan, 2008 he work shows that the control structure that organises
a sensitive tray temperature in the stripping section ugiegeboiler duty and maintains the
temperature difference of reactive trays using the reflux fothe most suitable configuration.
Then, it applies decentralised PI controller and constihimodel predictive controller for the

RD processes.

2.1.5 RD Control Strategies

As in many other industrial processes, the Pl or PID contasl een the basis of RD control

system design. Many control designs have been comparedheithl or PID control.

Huanget al.[2004 have described the temperature control of heterogeneaasue distil-
lation. A detailed five-step procedure for development ef¢bntrol system is presented, and a
two-by-two control temperature control problem is desajnsing decentralised PI controllers.
In the presence of disturbances, feed-forward temperatmgpensation is considered to be

necessary to maintain the desired product composition.

Complex dynamics and various requirements in RD operationceethe controllability of
the process and suggest that the steady state benefits feehstillation might not be realised

with a simple control. An integrated control scheme is psgbin [Sneesbt al., 200
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which permits the control objectives to be changed onlireder to reflect changing economic
constraints. It is shown that the careful selection of aalgd and manipulated variables allows

this scheme to be implemented with linear controllers only.

Due to the complex dynamics of RD processes, linear contril fided parameters has
been shown not to be satisfactory to handle its high norafihe It needs to be re-tuned
adequately over a wide range of operating conditions. Is diection, adaptive Pl control
[Bisowarnoet al,, 2004 and gain scheduling control strategi#&isowarnoet al, 2003 have
been proposed for an ETBE reactive distillation column. Saton results show that the
proposed control strategies outperform a standard Plaltertin both set-point tracking and

disturbance rejection.

In [Noereset al, 2004, a rate-based model is developed for catalytic distillafioocesses.
The model is then simplified for off-line and online optintisa. Model-based linear controller

is designed to control the RD processes in a wide range of tipg@onditions.

For a two-product RD column, a non-linear feedback contrbleste is developed for
product composition contrdHan and Clough, 2036 The control scheme is derived in the

framework of Non-linear Internal Model Control.

For non-linear control design, asymptotically exact inputput-linearisation is applied in
simulation studies of RD processisruneret al, 2009. The resulting control law is claimed
to be general. However, the control scheme requires the lkedgw of the complete state of the

process and therefore an observer has to be designed.

A multi-variable controller is designed for a medium-scRIP process operated in semi-
batch mode through a three-step procedure: control coafign; model identification and
control design, and controller simplification. The desijeentroller is tested on a pilot RD

column[Voelkeret al., 2007.

In [Khaledi and Young, 2005 the non-linear behaviour of an ETBE reactive distillation
column is investigated, and a two-by-two unconstrained eh@dedictive control scheme is
developed for the product purity and reactant conversiartrob For the model predictive
control design, a first-order plus dead time model is emmloyeapproximate the process
dynamics. The model predictive controller is shown to beabd of handling the process

interactions well with good performance in both set-paiatking and disturbance rejection.
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Non-linear model predictive control (NMPC) has been appt@dighly non-linear RD
processe§Kawathekar and Riggs, 20D71t has been shown that NMPC provides a factor of
2-3 better performance than corresponding PI control. Nwar model-based control is also

discussed ifiBalasubramhanya and Doyle, 20@6r RD columns.

RD processes exhibit complex bifurcation and multiplisiigumar and Kaistha, 2008¢c
leading to extra complexity in control design. [[Binghet al., 2004, the impact of steady-state
multiplicities on control structure design is highlightégbllowing many previous works such as
[Sneesbyet al, 199§, Kumar and Kaisthg2008H have recently re-investigated the impact of
steady-state multiplicities on the control of RD proces3é®y have shown that controlling the
most sensitive reactive tray temperature results in pdausimess, while controlling a reactive
tray temperature with acceptable sensitivity but largegeability gives better robustness. They
have further demonstrated that controlling the differemcéhe temperature of two suitably

chosen reactive trays further improves control robustaessput multiplicity is avoided.

Although steady state multiplicities occur in RD columnsingér control is still possible
if the processes are operated at a constant reflux [Mtmget al, 2003H. In this work, the
reboiler duty is used to control the temperature of a stageljalow the reaction section and

near the top of the stripping section.

It has been shown that most control designs are based on arateprocess model. In
practice, it is not easy to obtain such a good model, or sucldehis too complicated to be
applied to control design. To alleviate the requirementrotpss models, we have developed
pattern predictive control, which extracts process pastdrom process dynamics and then
implements model-free pattern-based predictive corfff@n et al, 2009. The results will

be reported in Chapters[3 and 4

2.1.6 Integrated Design of RD Control Systems

Integrated design is necessary for RD control systems dietoamplex behaviour of the RD
processes, the large number of degrees of freedom, and évailability of the measurements
of several key process variables. After a good understgrmfithe process dynamics is devel-
oped, decisions are made on how to pair the process variabtebow to deal with the large

number of degrees of freedom. Then, it is determined whathamdthe inferential control is
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implemented. After that, control strategies are develdpethe control systems. Many of the
references that we have reviewed have more or less refléetedquirements of the integrated
design for RD process operation. In Chapfers 3[dnd 4, we willictlp address the issue
of integrated design of various aspects of process dynamattern recognition, fuzzy logic,

non-linear transformation, and predictive control for RDiol.

The optimisation technique can be employed in integratsdydeof RD control to maximise
the system performance. Dynamic optimisation has been fasemptimising process design
and control decisions, leading to a more economically etitra and better controlled system
[Panjwaniet al, 2009. In [Georgiadiset al., 2004, the design and control of RD processes are
tackled via two different optimisation approaches, i.equential optimisation and simultane-
ous optimisation. It is shown that with a tight integratidrnvarious aspects, the simultaneous

optimisation approach leads to a more economically beaé#aid better control system.

Control design plays an important role in the developmentreb&time control system. As
we have seen from our review that significant effort has beademn developing the control
design. The majority of the works are from control engingansl are published in control and

process related journals. Two interesting observatiogs ar

e Interests from computer engineers have not been shown inotalesign; and

e Discussions on the software implementation of the RD comtirategies on controllers

have not been found at all in all published papers on RD cantrol

From these observations, it is seen that the separatiorebateontrol design for controllers and
its software implementation on controllers are obviousnkdiate questions are: Who (control
engineers or computer engineers) implements the control the digital controllers? How
is the control implemented on the controllers? How does tivgrol implementation on the
controllers affect the performance of the overall contygtem? How does the control design

behave in multi-tasking environments? s it still feasiinl@etworked control environments?

Answering those questions require systematic researclrmanaics analysis and integrated
design of real-time control systems with regard to conteslalopment for controllers, control
implementation on controllers, scheduling of control sasknd networked control. This will
be addressed throughout this thesis after our investiggiio the RD dynamics and control
design in Chapteid 3 and 4.
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2.2 Multi-Tasking Scheduling for Real-Time Control Systems

This section reviews recent advances in real-time schagluh particular, for real-time control
systems. The schedulbility of control tasks is essentiallireal-time systems, but is not enough
for real-time control systems - we also expect good QoC (tuaf control) performance.
Therefore, an integrated design, the main theme of thisshissrequired for maximising the

overall performance of the control systems.

2.2.1 Real-Time Scheduling Paradigms

During the last three decades, general real-time schegthieory has advanced significantly
[Shaet al, 2004. Fundamental design problems of real-time scheduling wleseribed in

[Mok, 1983; Stankoviet al, 1999. Many of these problems are still outstanding.

Real-time scheduling algorithms fall into two basic catéggrstatic and dynamic schedul-
ing. Static scheduling algorithms include round robin,licyscheduling, fixed priority (FP)
with or without pre-emption, etc. For FP scheduling, theeedifferent ways to assign priority

levels, e.g., Rate-Monotonic (RM) and Deadline-MonotonitjD

e The RM algorithm[Liu and Layland, 1973; Lehoczkst al., 1989 is an FP scheduling
algorithm for periodic tasks under certain conditions,,gge-emptive and uni-processor
scheduling without blocking and pre-period deadlines.sTheans that under the same
conditions, if a task set cannot be scheduled using the RMitigy it cannot be sched-
uled using any FP algorithm. RM scheduling represents ondefrajor real-time

scheduling paradigms.

e The DM algorithm[Spruntet al, 1989 is a significant scheduling method for aperiodic
tasks. It is also useful in dealing with periodic tasks witle-period deadlines. DM

scheduling is another major real-time scheduling paradigm

Another priority assignment method is the Least-Computeel{(LCT) algorithm. It assigns
priorities in reverse order of the worst case computatimetithe smaller the compute time the

higher the priority.

Dynamic scheduling algorithms include those with suffici@md insufficient resources:
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e Resource-sufficient dynamic scheduling. The Earliest Deadtirst (EDF) algorithm
[Liu and Layland, 1973; Stankovic and Ramamrithiham, 198&n optimal scheduling
strategy under certain conditions in dynamic environmeittss also one of the major
real-time scheduling paradigms. While it is normally regarés a dynamic scheduling
technique, EDF may also be used as a static list schedulergvehlist of tasks and time
slots is provided to the system, which dispatches them irotider. EDF will in many
cases produce a more optimal schedule than DM, but whilet#tie $orm of EDF can

handle periodic tasks with pre-period deadlines, it cahiaotdle aperiodic tasks.

e Resource-insufficient dynamic scheduling. In overload @, the performance of
the EDF scheduling algorithm degrades rapidly. Alterresgtito the EDF scheduling are
the Spring scheduling algorithfizhaoet al, 1981 and other admission-control based
algorithms[Stankovic and Ramamrithiham, 1488They represent another major real-

time scheduling paradigm.

For a resource-insufficient real-time system with unpradile workload and significant
uncertainties, a new class of scheduling approaches hagedya.e., feedback scheduling
[Lu et al, 2002; Tabuada, 20]7 Feedback scheduling dynamically adjusts the workload and
resources allocation for each of the tasks according to theah QoS measurements. For
QoS based scheduling, there have been a number of referenggfRajkumaret al,, 1994.

Feedback scheduling has become one of the major schedalindigms in real-time systems.

2.2.2 Reduction of Control Latency and Jitter

While real-time scheduling theory has evolved significafiaet al, 2004, it has been in-
vestigated mainly as a separate phase in the developmeinobtsystems. As indicated
in Setoet al. [2007], Balbastreel al. [2004, and Tianet al. [2006H, real-time control
systems are conventionally developed in two separate phtieecontrol design and its software

implementation.

e For control design, digital control theory has been welbbkshed for fixed sampling
frequency, and consequently control periods will be kepghamged at runtime once they
are determined in the control design. This makes the comgpuibrkload of the control

task set unchangeable, and leads to poor use of the limiteguting resources.
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e For real-time scheduling, theory has been well developateuthe known worst-case
execution times (WCETS), fixed periods, and hard deadlinesi @tbAgrawald200d,
Samard and bald2003, Lavagnoet al. [200F, Balbastreet al. [2004, Lluesmaet al.
[2004). However, many of such assumptions are conservative amoteflect the real

system requirements at runtime.

Thus, neither of these two separate phases can provide mmabgblution to the overall real-
time control systenfiTian et al, 2006H. It remains unclear how the performance of the control
software affect the performance of the overall controlexyst We contend that without a sys-
tematic performance analysis of the digital controllerag pf the system, how the performance
of the overall control system can be guarantg&dn and Sun, 20(5 This calls for research
on the co-design of control and its implementat{&@etoet al, 2001; Balbastret al, 2004;
Tian et al, 2006H.

For co-design of control and its digital implementationjKand Par2003 developed
a method for period and priority assignment in distributedtol systems to improve the
performance of the control systems. Balbasitel. [2004 proposed a task model of real-
time control systems in order to reduce control action w@tkand data acquisition interval,

implying an improvement in the control performance.

Tian et al. [2006H developed three strategies to reduce control latency #adij control
implementation, i.e., introduction of offsets into comttask scheduling, decomposition of
control tasks into smaller subtasks; and increasing tlwityrievels of control output subtasks.

The detailed results of this work will be presented in Chaptei&l.

All these works have focused on reduction of control lateang/or jitter as a means of
control performance improvement although the Qualityzoftrol (QoC) is not quantitatively
measured. This is reasonable because time delay usuallysrasrich dynamics in dynamic
systems[Tian and Gao, 1998aand limits the improvement of system performance. While
there have been extensive studies on process time delaysigmificant investigations into
communication delays in control systems, time delays irtrobsomputation and scheduling

have not been well understood in the control commuiiiyn and Park, 200

The idea of subtask partition has also been used in Liuetak[200€d, where the perfor-

mance of a control system is evaluated to examine the benéfitane task partition schemes.
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2.2.3 QoC Performance and Control Task Scheduling

For real-time control systems, the primary objective is @ntain satisfactory QoC, which is
characterised by some sort of control performance if@extazzoet al, 2007. Widely used
performance indices include integral of absolute errorE)lAintegral of time absolute error

(ITAE), quadratic cost function, etc.

For continuous-time plants under digital control, the QeClosely related to the control
period. It has been shown that quadratic and linear appmtiams of control cost function
can be used for on-line and optimal task schedulEkeret al, 2000; Cerviret al,, 2004. A

shorter control period will lead to better QoC provided tiigstem is not overloaded.

However, the control period cannot be made arbitrarily shecause of the need to avoid
an excessive workload. Also, a short control period doeselp improve control performance

when the output of the plant reaches the steady state.

For the lower bound of the control period, the sampling teeorequires the sampling
frequency, which is the inverse of the control period, to bkeast twice the bandwidth of the
continuous-time output of the plant under control. A commale of thumb is to choose the
sampling frequency to be 4 to 20 times this bandwidkistrom and Wittenmar{1997 state
that the sampling period should be chosen suchlzax wyh < 0.6, wherewy is the natural
frequency of the plant, anklis the control period. Therefore, the control task pericais loe

made adjustable between their upper and lower bounds itabogintrol applications.

An important aspect in control task scheduling is how to sidjhe control periods in
overload conditions. Several approaches have been ppottedifferent complexity of com-
puting for period scalin§Beccariet al, 2004. In [Buttazzoet al, 2004, an elastic scheduling
scheme is proposed in which task utilisations are treakeddprings and are compressed by
enlarging periods. Cervii2003 has developed a method incorporated with the EDF scheduling
to re-scale the control periods when the processor is aageld. With this method, in overload

conditions, all periodic tasks are executed as if they wenaing with larger periods.

Adaptive bandwidth reservations are proposelfibeniet al, 2004 for dynamic schedul-
ing of real-time systems in overload conditions. The metldzhsed on a “bandwidth” abstrac-

tion, meaning that a task is given the illusion of executingaaledicated slower processor.
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Considering the integrated design of controllers and sdeegsiua method is developed in
[Chandreet al, 2007 to find the optimal frequencies for systems using analyitiaadundant
controllers. The method is shown to be robust against irrac@s in the estimation of failure

rates of the controllers.

Addressing the requirements in real-time control, a metisogroposed by Amirijocet
al. [2004 to quantify and suppress the measurement disturbancelitimeafeedback control
systems. The authors claim that a controller using the @@gaontrol structure outperforms a

traditional control structure with regard to performanekability.

2.2.4 Feedback Scheduling for Real-Time Control Systems

Recently, feedback scheduling methods have been developedteduling control task pe-
riods to meet the QoC requirements. They have been shown verlgesffective to support
the specified performance of dynamic systems that are betiuree insufficient and exhibit

unpredictable workloafiAmirijoo et al,, 2007.

Among much effort in this area, Cervin and colleagl€grvinet al, 2009 have sum-
marised the related work in this area till 2002. Using quadrand linear approximation of
control cost function, they have proposed a feedforwaedhback scheduling approach for
real-time control task§Cervinet al, 2004. A feedback scheduling scheme is proposed by
Buttazzo and Abeni2004 to automatically adjust task periods without knowing théuat
computation times of tasks. Recently, Buttaetal.[2007 have investigated how to manage

QoC in overloaded real-time control systems.

A feedback control scheduling framework is presentedLn et al, 2004 for adaptive
real-time systems. Different categories of real-time ayapions are identified where different

feedback scheduling algorithms should be used.

Following the idea of[Buttazzo and Aneni, 2002 Ushio et al. [2007 have considered a
non-linear elastic task model, where the elastic coeffiaepends on the utilisation allocated

to the task. The model is applied to an adaptive fair sharamgroller.

In overload conditions, a method based on adaptive resenvatproposed by Aberet al.

[2004 for dynamic scheduling of real-time systems. Through Qo8agament and feedback
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adjustment of the task periods, the overall QoC of a rea¢-tiontrol system can be maintained.

The design aspect of a real-time scheduler is considergsbinget al., 2004 for a class of
embedded systems. For this purpose, a feedback controfler reservation-based processor
scheduler is designed for soft real-time systems. An aicalytnodel for a real-time scheduler
is provided in terms of a switched system with time-varyimgertainty, and a state feedback

controller is developed to stabilise the switched system.

Reuvisiting the problem of scheduling stabilising contradkis in embedded controllers,
Tabuadd2007 treats a real-time scheduler as a feedback controller #eitlds which task
is executed at any given instant. The work shows how a sinyaetdriggered scheduler leads

to guaranteed performance and thus relaxes traditionalddeexecution requirements.

Considering that solving the optimisation problem for areliQoC evaluation is very time-
consuming and demands considerable computing poweet 3lh[2007 and Xiaet al. [2005;
20091 have employed fuzzy logic in feedback scheduling of cortlieks. Xiaet al. [2004
and Xia and Sufi2009 have also used neural network technology to simplify thdimeQoC

assessment in feedback scheduling of control systems.

Among several related works, a feedback control-based odetlas been developed for

dynamic resource management for general distributediraalsystem§He et al,, 2007.

Zhu and Mueller{2008;/2005{ 200bhave shown that feedback scheduling is especially
useful for dynamic voltage scaling to reduce energy consiomp embedded systems. Power-
aware feedback algorithms have been developed for realgystems that adapt to dynamically
changing workload. For example, they have proposed an approombining a dynamic
voltage scaling scheduler with feedback EDF schedUfitm and Mueller, 2006

Recently, feedback scheduling has also been designed @uitpilriven control networks
[Xia et al, 20094. With the aid of the co-design of control and scheduling, @egrated
feedback scheduler is developed to enable flexible QoC neameigt in dynamic environments.
It incorporates a cascaded feedback scheduling modulefopling period adjustment with a

direct feedback scheduling module for priority modificatio

Effort is also being made to decompose the overall schegliito several levels to help

simplify the scheduling problem. The concept of hierarahischeduling has increasingly
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appeared in the open literature. Various architecturegdesare possible depending on how

to balance the computing efficiency and computing demand.

Early in 1997, a two-level hierarchical pre-emptive scHedumodel was described in
which the global scheduler could be EfBenget al, 1997;Deng and Liu, 1997 In this
hierarchical scheduling model, a constant utilisationaewas used to execute each application

in an open system.

Abeni and Buttazz§1999 proposed a hierarchical feedback scheme, where an apmticat
level feedback is used to adjust the QoC requirements ofdh&ral tasks and a system-level

feedback is employed to adjust the bandwidths assignectagks.

Davis and Burng2005; 200$ have analysed a two level hierarchical system, in which both
global and local schedulers used fixed priority schedulbaged on the worst-case response
time. Using the same principles, Lorente and Palef@2@d also analysed the worst-case

response time for tasks under a two-level hierarchical Efhfeduling scheme.

Hierarchical scheduling of different hard real-time apations on a uni-processor was also
analysed ifZhang and Burns, 200 where the EDF algorithm was used as the local scheduler

and the global scheduler of the system could be fixed priorigDF.

2.2.5 Gaps in Feedback Scheduling of Control Tasks

In many of the feedback scheduling methods that we havewedebove, e.g., those in
[Cervinet al, 2002] Xiaet al,, 2005] Xiaet al,, 2009b{ Xia and Sun, 20P5the focus is on the
schedulability of the multiple control tasks, and the Qo@grenance of the control system is
not directly linked to the feedback scheduling. A schedidemplemented as a separate task

with high priority to

e Evaluate the QoC periodically; and

e Re-schedule the control periods if the processor utilisat®viates from its desired value.

A trade-off is usually required when selecting the periothed scheduler task: a shorter period
is favourable for the scheduler to respond to the envirotirokanges while a longer period

reduces the overhead introduced to the processor by thdidehe
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We have realised that there are two problems in these fekdicheduling methods:

1) Firstly, when the processor of the controller is overl@ddcontrol tasks with lower

priority will be blocked in fixed priority scheduling.

2) Secondly, when the actual processor utilisation is lothen the desired one, control

periods will always be scaled down.

As a result of the first problem, there will be no way to evadutae QoC performance of the
blocked control loops until the feedback scheduler is rutsinext period to scale up the control
periods to bring down the processor workload. Consequah#yQoC of the blocked control
tasks may deteriorate significantly or even become unstdiis has been well demonstrated
in [Cervinet al, 2004. Reducing the period of the feedback scheduler task may ieptee

situation with the cost of extra workload, but will not regakhe problem completely.

It is easy to understand that no control loops will be blockeder EDF scheduling in
overload conditions. This has been clearly demonstrate@dayin [2003. Control loops
will also not be blocked under other elastic and adaptiveedaling methods, e.g., those in
[Buttazzoet al, 2002 Buttazzo and Aneni, 2002; Abeetial, 2005. However, these methods

are still schedulability driven, and do not directly refldue QoC of the control system.

Because many real-time control systems have the nature adckield systems with limited
computing resources, not every existing scheduling methogell supported by a specific
control computing platform. For example, in a networkedtimalbot system that will be briefly
discussed in Sectidn 5.6 of Chagtér 5, the V+ operating syatehprogramming environment
have been used. They support FP scheduling of multiple tagke application level, but do not
support EDF scheduling directly. Implementing other sciied methods in this environment
will be more difficult. As another example, the real-time astgject-oriented programming
language Ada also provides full support to FP schedulingpplieation programs. While EDF
dispatching has been introduced into the Ada2005 definitigare is still a lack of EDF runtime

support from Ada compilers, e.g., gnat, one of the most @opAitla compilers.

For the second problem, scaling down the control periods do¢ really make sense for
the control loops which have already reached their steaatgssince it does almost nothing
in QoC improvement but wastes more computing resources [ds significant implications

to embedded systems with limited power resources becaossaging workload means more
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power consumptiofizhu and Mueller, 2006

One may argue that it is sufficient to simply disable perialiag when the actual workload
is lower than the desired one. It sounds reasonable; but whdrow to disable it? A clear
answer to those questions has not been found in the opeatliter Actually, simply disabling
the period scaling does not provide an optimal solution. Wdheantrol loop reaches its steady
state, we should gradually increase its control period edfyy the maximum allowable value

regardless what the actual processor utilisation is.

In this thesis, we have made effort to develop a priority eivand feedback scheduling
framework for real-time control systems. The feedback daheg will fill in the technical
gaps analysed above by providing a new task model to ensatehé QoC performance is
evaluated in each period, and a new period scaling strategyrtimise the computing demand
to the control systemThe detailed results of our feedback scheduling framework wi be

reported in Chapters[@ andZ

2.3 Dynamics and Integrated Design of Networked Control Systems

With the rapid development of modern network and commuignaechnologies, design and
implementation of real-time control systems over commatmon data networks become tech-
nically and economically viable. In the fast growing NCS arelaallenges and significant
achievements co-exist. This section does not intend toigec comprehensive survey of all
aspects of the NCS research. Rather, it reviews recent NCSopevehts relevant to Research
Problems 4 to 7 identified in Sectign 11.3 of Chapter 1 for irgasion in this thesis. In

particular, we will focus on the dynamics analysis and irdégfd design aspects of NCS.

2.3.1 Complex Networks and Networked Control Systems

Networked systems and applications are not a new idea. Howsystematic investigations into
the interactions among network components and the complexdics of network systems did
not occur until recently. With much effort in this area, sobasic concepts and approaches of
complex networks have been developed in recent years toiloeshe connectivity, structure,

and dynamics of complex systems.
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Recent reports on complex networks incluiia Rocha and da Costa, 2007 which a
specific hybrid system has been investigated, ffthngaet al, 2007 that focuses on effi-
cient packet routing in complex networks. A recent specgalé on complex networks in
International Journal of Computer Mathematjosl. 85, no. 5, Aug 2008, is devoted to the
latest developments in complex networks. It has been ezhlisat networked environment
introduces challenges to system analysis and developedthe distributed nature of many

system components and services requires new technologiesde the system design.

As a typical class of networked systems, networked contsldained increasing interest
especially in the last five years. An NCS implements contrek @ommunication networks that
interconnect sensors, actuators, controllers, and otraponents and devices (Figlre|1.2). It
is becoming increasingly important in industry due to theré@asing demand on large-scale
integration of information, communications, and controitroduction to the fundamentals of
NCS can be found ifAntsakls and Baillieul, 2007; Hespanbaal,, 2007; Tianet al, 2006a;
Marti et al., 2005] Antsakls and Baillieul, 2004; Tipsuwan and Chow, 20Wlshet al., 2002;
Walsh and Ye, 2004, Liaat al, 2007.

Several journals have published special issues on NCS,dingJUEEE Transactions on
Automatic Contralvol. 49, Sept. 2004, andsia Journal of Contrglvol. 8, nos. 1-2, 2006.
A recent special issue on networked controPiroceedings of the IEERvol. 95, no. 1, 2007,

reflects the advances in the NCS area till 2007.

Supporting real-time traffic is an essential requiremensuch networked applications.
Many reports have discussed this requirement, €Tgan et al, 2007;/ Tian and Levy, 2008a;
Zhanget al, 2004;| Huanget al,, 2006;| Daviset al, 2007, and references therein. We have
recently analysed the complex behaviour of the networKid¢rai real-time NCS, and have

found the multi-fractal nature of the real-time networMficalTian et al., 2007.

It is interesting to notice that a Networked Control Systenbdratory (NCSLab) is de-
signed in the University of Glamorgan on http://www/ncsteds, which provides a unified
and flexible web-based interface to access test rigs locatdifferent countries of the world
[Huetal, 2004. We are also aware that several universities from diffecenntries, including
The University of Paderborn, are discussing the posgittititestablish some web-based and
networked robotics laboratories. Networked control tetbgies play an important role in

establishing such laboratory facilities.
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To show how fast the NCS area is growing, Figuré 2.1 depictessiatistics of the journal
publications on “networked control” and “networked cohsgstems”. This figure by no means
provides an exhaustive search of the pertinent journaligatidns; it does show a strong trend
of increasing NCS research activities over the last few yesgecially after 2003. The number
of publications in 2005 is doubled in 2007, and the numben&first three quarters of this year

is already comparable with that of the last year.
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Figure 2.1 Statistics of the publications on networked control aeb2ptember 2008 (Source:
Web of Science).

2.3.2 Two Challenging Problems

It is well realised that control over data networks faces thallenging problems: network
induced delay and packet dropout. These challenging prabl@ppear in both wired and
wireless NCS applications, and become severer in wireless. RGSwireless NCS, other
challenging problems also appear, e.g., bandwidth cantravhich will, however, not be

addressed in this thesis.

The network induced delay is time-varying and unpredieadhd thus affects the accuracy
of timing-dependent computing and control of the NCS. It soalelated to packet sequence

disruption. For general mobile IP networks, Woegal. [200H investigated the impact of



42 CHAPTER 2. LITERATURE REVIEW

route optimisation on out-of-order packet delivery. Theygmsed an analytical model to assist
in this investigation, and further analysed how the trassion delay distributions affect the
probability of the out-of-order delivery. Their work praléd a useful guideline in adjusting the
routing priority of binding updates to improve the end-tdenetwork performance. However,

their work was for general mobile IP networks, rather thagcgrally for NCS.

The packet loss stems from network traffic congestions anitdeld network reliability, and
forces the controller and/or actuator to make a decisionam to control the system when a
control packet is lost. Major difficulties will appear in tpeesence of successive packet losses.
However, severe successive packet losses may be an indicdtabnormal operation of the

NCS, and may need to be considered separately in safety adaa@otection control.

Effort has been made to solve these two challenging probldim@m the structure of the
NCS (Figure[1.R), it is natural that many control scientigtsl @ngineers have focused on
the study on the controller side while the network Qualifyservice (QoS) conditions are

considered as constraints. This represents a major direictiNCS research and development.

When the network induced delay is treated as a stochastiablarimathematical models
can be developed to describe the network induced delay asiepkss, separately or simul-
taneously. A simultaneous mathematical description df betwork induced delay and packet
loss in a unified model is consideredi¥ue et al, 2004. This description has been shown to be
more effective than previous modelling methods in dealitiiy wetwork stability and control
synthesidPenget al, 2008; Peng and Tian, 2007; Peng and Tian, 2006; Jiang and’da4;
Yue and Han, 2006; Yuet al,, 2009.

With the developed simultaneous modelling of network iretldelay and packet dropout,
stability criteria, which relate to the upper bound of thadidelay, are derived that guaran-
tee the stability of the overall NCErue et al, 2004; Peng and Tian, 2006; Peeical, 2007;
Zhanget al,, 2001]. Controller synthesis is also carried out to determine throtler settings

under the stability criteria.

Overall, approaches developed from the perspective of dngraler design provide sta-
bility conditions, but do not directly deal with the reafd@ requirement of the NCS network
communications. The controllers designed from the stgtufiteria are usually conservative in

order to guarantee the stability of the NCS.
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2.3.3 Dynamics of Network Induced Delay

Two fundamental assumptions have been inherently made twornkeinduced delay in the
majority of existing literature. The first one is that thewetk delay is uniformly distributed
with lower and upper bounds. Much effort has been made to hadupper delay bound that
still maintain the stability of the NCS. The other assumpisthat the network delay is purely
random between the lower and upper bounds. With these asisms\ihe stochastic behaviour
of the network induced delay has been modelled and analysiad uvarious techniques, e.g.,
the stability-focused NCS methods that have been reviewedeah Subsection 2.3.2.

Even though these fundamental assumptions are widely nslee open literature, they have
not been shown to be valid through rigorous analysis. Regcemt have analysed the statistical
properties of the network induced delay for some typicahades of real-time NCS. Our results
reveal the non-uniform distribution and multi-fractal ma of NCS network traffic under certain
conditions[Tian et al, 2007; Tian and Levy, 2008bThese findings enable improved stability
conditions and less conservative controller design overetisting methods.The detailed

results of our analysis will be presented in Chaptel B

On dynamics of network traffic, early work by Lelaed al. [1994 investigated the self-
similarity nature of Ethernet traffic. Since then, self-gamty behaviour, i.e., long-term mem-
ory, has also been observed in several other types of netvadfic in general network systems.
However, this phenomenon has not been reported for netdarkatrol systems in which
real-time requirements are essential, and will be adddeissthis thesis for NCS. The multi-
fractal nature of the network induced delay in real-time NiT®wn et al, 2007 reflects the

self-similarity characteristics of the real-time traffic.

We have used multi-fractal analysis to investigate the dyos of the network induced
delay. Multi-fractal analysis is a useful tool to charaterthe spatial inhomogeneity of both
theoretical and experimental fractal pattefi@assberger and Procaccia, 1R83t was ini-
tially proposed to treat turbulence data, and has recemtiyn kapplied successfully in many
other fields, e.g., time series analyi#astor-Satorras, 1997; Canessa, 2@0@ financial mod-
elling [Anhet al, 200(. It also finds applications in biological problems, suchlasse from
Anh et al. [2001;[200%, Yu et al. [2001a; 2003; 2004; 20P6and Zhouet al. [2004. Some

sets of physical interest have a non-analytic dependentteeafimension spectru®, on the
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g-moments of the partition sum of the sequences.

Multi-fractality has a direct analogy to the phenomenon lwdge transition in condensed-
matter physic§Katzen and Procaccia, 1987 he existence and type of phase transitions might
be a useful characterisation of universality classes ferstnucturegBohr and Jensen, 1987
The concept of phase transitions in multi-fractal spectaa imtroduced in the study of logistic
maps, Julia sets, and other systems with simple matherhdgsariptions yet complex dy-
namics and structures. Evidence of phase transition waslfouthe multi-fractal spectrum of

diffusion-limited aggregatiofiLee and Stanley, 1933

2.3.4 Deficiencies in Throwing Bandwidth

Conventionally, “throwing bandwidth” was an effective medhto resolve many problems in
network communications. Therefore, some computer/nétvemgineers are optimistic that
over-provisioning of network capacity can easily resolle thallenging problems of both

network induced delay and packet dropout.

It has not been well recognised that a high bandwidth doesewsssarily mean predictable
communication behaviour, and real-time control does noésgarily require fast data transmis-
sion. Predictable communication behaviour is essentiag¢attime NCS applications. Over-
provisioning may work in some applications, but is not a gahsolution for NCS. This can be

well demonstrated from the following aspects.

1) There have been many industrial control systems implésdeim fieldbus networking,
e.g., Controller Area Network (CANDaviset al, 2004. However, the fieldbus tech-
nology has not been widely deployed in indudirge and Lee, 2042 Moreover, like all
other technologies, fieldbus also has its technical linoitet For example, DeviceNet,
a popular fieldbus technique based on CAN provides up to 1Mbpswidth with the
maximum end-to-end transmission distance of 40m. For #westnission distance of
1.3km, the bandwidth on the bus is down to 50kbps; this insplieat only about 25
devices can be interconnected in order to achieve simildoqmeance to that in peer-to-
peer networking, where each peer-to-peer connection canupato 1.92kbps bandwidth
with RS232 asynchronous communications for about 1km (whenOt10mA direct

current transmission is used). Over-provisioning of theacity of such networks may be
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a very expensive solution, if not impossible, especiallydoge-scale control systems.

2) Effort has been made to promote Ethernet based netwoitirggmple and cost effective
NCS [Lian et al, 2001;[Lee and Lee, 2002; Tipsuwan and Chow, 2004%/ith recent
advances in network technologies, high-speed IP netwaske been commercialised
with the bandwidth as high as 100Mbps, 1Gbps, and even 10Gbpss, the trans-
mission speed of data packets in wired IP networks is no loag®&ajor problem for
most industrial applications. However, deterministic grddictable communication
performance is not guaranteed in IP networks. If networlugedl delay is compara-
ble with the process delay, the performance of the Etherasgtd NCS will be largely
dependent on the networking. Although high speed Etheragtvbry small communi-
cation latencyLee and Lee, 20(2it has not been recommended for time-critical NCS

[Lian et al, 2001 because of its limited real-time QoS.

3) Our recent studiefTianet al, 20064 have shown that for some Ethernet based NCS
networks, simply increasing the network capacity may tesuimore packet losses for
periodic control tasks. We have interpreted this as the emumsnce of the burst traffic
of multiple periodic control tasks. This is not acceptablenany real-time applications,

e.g., safety-critical systems.

4) A large number of sensors and actuators used in variodgappns, especially in small
and battery-powered embedded control systems, have dimdmputing power and do

not support high communication bandwidth.

5) In wireless networked applications, over-provisionaighe bandwidth is impossible or

very expensive in most cases because of the tight bandvadturces.

Therefore, a general solution to the challenging problehmetwork induced delay and packet

loss cannot rely on the over-provisioning of the networkazaty.

From our achievements in the dynamics analysis of real-tieteork traffic, we have devel-
oped a general queuing methodology to smooth out the netshedaly[Tian and Levy, 2008b
Aiming to provide predictable timing behaviour of the netiad control, the methodology con-
siders the real-time control requirements but is implemeéiais a network protocol independent

of the plants to be controlled. Therefore, it does not regpiocess models, which are essential



46 CHAPTER 2. LITERATURE REVIEW

to most exiting NCS control technologie3he detailed research of the real-time queuing

protocol will be discussed in Chaptei 9

2.3.5 Compensation for Control Packet Dropout

Much effort has been made to address the challenging probigracket dropout in NCS. An
active research field to deal with packet dropout is to modeket loss together with network
induced delay. This is based on the observation that a péus®ieads to an increase in the
network induced delay of the control loop. Thus, stabilityakysis and controller design can be
conducted with considerations of the upper and lower boohdse network delay. The main
idea is to find the stability conditions for specific plantdtcontrolled and then to design the
controller to meet the conditions. Along this direction, N&&bility based methods have been
rapidly expanding, e.gliZhanget al, 2001 Yueet al, 2004] Pengt al,, 2007, Peng and Tian
[2006; 200%, and many references therein. Packet dropout is considlesune references in

stability analysis, but is not compensated at all in thestnhauks.

Packet dropout compensation was considerd@iran anddzginer, 1995 through sophis-
ticated probabilistic predictions of the lost packets. #svalso investigated by Luke and Ray
[1990;/199% through state estimation. The concept of “queuing packets also presented
in these references. These methods build on accurate plasie¢lsafor state prediction, and
thus work well only when good plant models are available. dgwinately, this is a unrealistic

assumption for many industrial applications.

Ling and Lemmorf2003 considered compensation for dropped feedback measurginent
an NCS in a framework of a constrained generalised regulatdxgm. They claimed that their
optimal dropout compensator worked better than previoapalrt compensation strategies.
Their compensation scheme was designed for dropped measoir@ackets and was directly

coupled with process model and controller design.

Addressing the simultaneous compensation of network ieduelay and packet dropout,
Soglo and Yan§200d designed an agent-based networked control estimator eptiieoller to
improve the performance of the NCS. They modelled the NCS asyarchronous dynamical
system with rate constraint, and then used the bilinearixnagequality method to solve the

compensation problem. However, they inherently assumatttie network induced delays
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were less than one sampling period, while the guaranteeeddatisfaction of this assumption

was not provided in their work.

Schenatd2006; 2008 studied optimal state estimation in NCS subject to randoraydel
and packet loss, and used the estimation in the control nle3ige mathematical treatment is
elegant in this work. However, liklE_.uke and Ray, 1994and[Chan andDzginer, 1995, this
work also strongly relies on an accurate plant model. It isamby computationally intensive,

but also difficult to implement in general NCS applications.

Some schemes for robust observer and control of general detey systems, e.g., the
method reported ifiMahmoundet al, 200d, may also be applicable to NCS. Similar to the
method by Schenat@006; 2008, most of these schemes require accurate plant models. Con-
sequently, they need to be designed case by case in apptisabifficulties arise when accurate
plant models are not available. In process control, themdask of accurate model descriptions
for many complex processes, or the available models aredoplicated for online compu-
tation, such as reactive distillatidTianet al, 2003, industrial crystallisation, fermentation

[Yaoet al, 2001, simulated moving bed chromatogradiao et al,, 2004, to just name a few.

Recently, we have developed simple yet effective packetalibpompensation strategies
[Tian and Levy, 20080; Tian and Levy, 2008&e have also conducted functional analysis of
simple packet loss compensators using formal metffeidge and Tian, 20(6 Compared with
existing methods to deal with packet loss, our compensasws two unique features: (1) they
do not rely on the process models, implying that the requargrof accurate process models is
alleviated; and (2) they are implemented on actuatorserdtian on controllers. Our idea em-
anates from the observation that prediction of droppedrobpackets from past control signals
can be treated like dynamic voltage scheduling from pasagelsetting§Varmaet al, 2003.

The main results of the developed strategies will be preserden Chapter [10.

2.3.6 Integrated Design of NCS

Networked control integrates control, network, and comitations, and thus needs integrated
design of all these aspects to maximise the performancesgytbtem. The need for a revolu-
tionary new approach to system co-design stems from theiardgmands that will be imposed

by the complex systems in the coming age of networked cortipotd systems including
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networked controlGhosh, 200k

Marti et al. [2004 have showed that the co-design of adaptive controllers aadbiack

scheduling policies in an NCS allows for the optimizationled bverall QoC.

A co-design method is presented by Ji and K200§ for dynamic optimal network-
bandwidth allocation and adaptive control of NCS. It intégsaadaptive control with real-time
scheduling of available network resources. The same authare also discussed a similar
problem in which the co-design is carried out between théesyperformance and sampling
periods[Ji and Kim, 200F.

Sun and El-Farr§2004 have developed a quasi-decentralised control framewonlémts
with distributed, interconnected units that exchangermftion over a shared communication
network. An integrated control and communication strategyeveloped to ensure the desired
closed-loop stability and performance for the plant whil@imising network utilisation and
communication costs. This is achieved by formulating thevogked closed-loop plant as a

hybrid system and then obtaining the maximum allowable tgppariod for communications.

In [Nikolakopouloset al, 200¢, an integrated framework is reported for a wireless NCS
with significant packet dropouts. It monitors the QoS of teework continuously. According to

the QoS, it adjusts the data retransmission rate and peailbdtunes the controller parameters.

A co-design approach of predictive control design and a@bsignal transmission schedul-
ing is proposed for a set of NCIZhaoet al, 200§. The scheduling algorithms are designed

with the guarantee of the stability of all the systems.

Some issues on integrated software implementation of NCBhaestigated by Arzeet al.
[2007. A general component-based framework is outlined for embdaontrol problems over
sensor networks, and a number of control-oriented comgsraga built for control implemen-

tation and design integration. The approach is tested ¢ftraureal-world application.

In [Lian et al, 2004, the performance of information sharing of multiple coagjtime agents
over a communication network is analysed, and design metbgigs are proposed to guarantee
acceptable control and communication performance in agr&ed control system. Particular
attention is paid to the co-design between control period$ the data transmission rates.

Similar ideas are also used[[@henet al., 2004.



2.4. SUMMARY OF THIS CHAPTER 49

Zhang and Hristu-Varsakeli¥200d have proposed a co-design method for control and
communications to stabilise an NCS, in which access to theraamcation medium is governed
by a pair of periodic communication sequences. In their makde communication disruptions
are simplified by ignoring sensors and actuators. Theiregh method first identifies a pair of
communication sequences that preserve reachability ssehadbility, and then uses a feedback
controller based on those sequences to stabilise the systestill focuses on the controller

design, and crucially relies on the models of the plant todogrolled.

It is seen that most existing integrated design methods o8 Mre carried out between
two aspects: the control development and transmission@ateontrol period) scheduling. To
ensure the performance of the control system, both aspectgatly coupled. Tightly coupled
integrated design is a good in the sense that the overalbmpeaihce of the system can be
optimised with respect to the available system parametdosvever, the drawbacks are also
obvious. For example, due to the tight coupling, more saglaited models have to be built
to deal with the complicated system analysis and desigro, Alte packet dropout issue is not
addressed explicitly, implying that conservative conttesign is required in order to maintain
the system stability. Nevertheless, the great progresstagiated NCS design has provided

useful experience for further development of simpler yeteredfective technologies.

From our analysis of the dynamics of the network inducedydalad packet dropout, we
have realised that the worst-case communication delay (WCER)S can be made config-
urable[Tian and Levy, 200l This will reduce the network induced delay significantlytié
NCS is tolerant of a certain level of packet loss rate. Themhawe developed a new integrated
design method for real-time NCS. The method integrates thletirae queuing protocol, the
packet dropout compensators, and the configuration of the W®@&Dai unified framework.
Through this framework, the network induced delay is limit@ithin a single control period
and becomes more predictable. This largely simplifies tis¢esy analysis and desigihe

proposed integrated design framework will be discussed inetail in Chapter [L1.

2.4 Summary of This Chapter

The applications of real-time control systems are rapidéyeasing, and various design aspects

of the control systems have been discussed extensivelyeiopen literature. Evidence has
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shown that benefits can be achieved through integratedrdésay considers several aspects
simultaneously, but it appears that the integrated desigmbt been well addressed. Especially,
the implications of the implementation of the control sysseon computers for the performance
of the control systems have not been well analysed. Praetncheffective integrated design

methods are required for performance improvement and aitpleduction.

A control system will not work well without a good control dgs. Therefore, the majority
of the research activities in real-time control systemsehfncused on the control strategy
development mainly from control engineers. Process miodedind model-based control have
been the main themes in the control design. This signifiesitreficance of the understanding
of the plants to be controlled via mathematical descrigtiotHowever, for many complex
processes, accurate process models are either difficuttté&oncor too complicated for control
design. Techniques that do not tightly rely on the procesdatsofor control design are thus
necessary. The pattern predictive control to be presentibdsithesis is such a technique, which
integrates into a unified framework various design techgiels including pattern recognition,

fuzzy logic, non-linear transformation, and predictivetol.

Many issues arise when control designs are implemented agitaladontroller. Typically,
multiple control tasks compete for computing time slices atiner resources, which are limited
in an embedded control system. Multi-tasking schedulingplbrees significant but its effects
on the control performance have not been well understoodnyMamputer engineers have
developed various elegant scheduling algorithms for cbsirstems. It appears that the focus
of most such algorithms is still on the schedulability. bt well recognised that schedulablity
is essential but not enough in real-time control, good abrgerformance is also expected.
Therefore, there is a need to link the task scheduling to tmtral performance. This the-
sis develops two integrated design methods for multi-tagkicheduling for real-time control
systems. One method links the scheduling with control @teand jitter, which are used to
indirectly characterise the control performance; and tierlinks the scheduling directly to

the QoC through a hierarchical architecture.

When a control system is designed in a networked environnaatlenging problems
appear, e.g., network induced delay and packet dropout. &/gbiine engineers tend to throw
more bandwidth to solve these problems, this has been showtorbe a general solution.

Significant effort has been made in dealing with these probléhrough modelling network



2.5. NOMENCLATURE OF THIS CHAPTER 51

induced delay and packet dropout, deriving stability cbods, and then designing controllers
based on the stability criteria. Integrated design is aereid in NCS mainly between the
control design and transmission rates. All those techrpa#ths are complicated, and packet
loss is not compensated in most existing methods. It apgedss interesting not to solve
the network problems from the network perspective, but ftbe control perspective which
gives more complicated solutions and conservative codisign. Considering the real-time
control requirements, this thesis develops an integragsigd framework for NCS through
network protocols. The framework integrates queuing matgacket dropout compensation,
and configuration of WCCD to maximise the system performanc&wimplifying the system

analysis and design significantly.

2.5 Nomenclature of This Chapter

Abbreviations

CAN Controller Area Network

DM Deadline-Monotonic

EDF Earliest Deadline First

FP Fixed Priority

ITAE Integral of Time Absolute Error
LCT Least-Compute-Time

NCS Networked Control System/s
Pl Proportional-Integral

PPC Pattern Predictive Control
QoC Quality of Control

QoS Quiality of Service

RD Reactive Distillation

RM Rate-Monotonic

WCCD Worst-Case Communication Delay
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Chapter 3

Dynamics and Pattern Predictive Control of

Reactive Distillation

Well designeccontrol strategies for controllers are essential for a real-time control system to
provide the desired functionality. For complex processeshsas reactive distillation (RD),
neither the widely used simple Proportional-Integraliizaive (PID) control nor advanced
model-based control can well handle the process contrddl@mus. Integrated design of
model-free and intelligent control strategiesthat can capture the patterns of the process
dynamics is an attractive way for process operation. Frawtiderstanding of the dynamics of
the complex RD processes, this chapter develops such a ktsoltnton that integrates various
aspects of process dynamics, pattern recognition, fuzgig,|lmon-linear transformation, and

predictive control into a unified framework.

Synthesis of ethylert-buty ether (ETBE), a high-performance fuel additive, tlgiotRD is
an attractive route; but its operation and control are etkaeally difficult due to its functional
combination and complex dynamics. Modern control techgyplgreatly relies on good process
models, while a reasonable RD model is too complex for cod&sign. Moreover, RD contains
considerable uncertainties that cannot be well describegrocess modelling. Alleviating
the model requirement, this work aims to maintain ETBE puirityhe RD process through
developing a pattern predictive control (PPC) scheme iraratng with a linear controller.

The work is carried out on a pilot-scale RD column for ETBE picichn.

The core content of this work has been publishefflian et al, 2003.

53
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3.1 Process Description

In RD of ETBE, reactant conversion and product purity are twy ecess variables. The
former is a measure of the usage of the raw materials, whaléatiter characterises the quality
of the product. Both are directly related to the productivfythe RD process. This work
addresses the maintenance of the purity of the product (EVEjrawn from the bottom of

the RD column.

The ETBE purity cannot be measured easily and reliably foktieee control. In our
design, it will be controlled indirectly by regulating a aahn temperature. Therefore, the
control objective is translated to the maintenance of theperature at a desired value. For this
purpose, both set-point tracking and regulation problenwsailsl be considered in the control

design and deployment.

To alleviate the requirement of accurate models, this waketbps a pattern predictive
control (PPC) scheme incorporating with conventional propoal-integral (PI) controller for
the complex RD process. Similar ideas have been employed ayg &hal. [2000; 2002 for
processes with delay. The process dynamics, control atejaton-linear transformation, and
pattern extraction and utilisation for process predictigihbe discussed in detail. Case studies

will be provided in the next chapter (Chalér 4) to verify thegwsed PPC approach.

ETBE, (CH),COGHj5, is produced from ethanol and a mixed @efine stream containing
isobutylene (typically of a cracking unit product). The doant chemical reaction in ETBE

synthesis is the reversible reaction of isobutylene anarethover an acid catalyst

(CH3)2C = CH, 4+ C;H;OH <=5 (CH;);COGC,H; (3.1)

The acidic ion-exchange resin, Amberlyst 15, is used in oconrkw The reaction is equi-
librium limited in a range of temperatures. The reactionekits has been investigated in
[Jensen and Datta, 199&nd discussed ifSneesbt al, 19974, from where detailed expres-

sions for the equilibrium constant and rate equation aréadola.

Side reactions exist in ETBE synthesis. One is the dimeoisadf isobutylene to form
diisobutylene (DIB) [(CH),C=CH;],. In the presence of water in the reaction environment,

another side reaction is the hydration of isobutylene tenfasobutanol (isobutyle alcohol)
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(CH3)3COH. The side reactions are expressed by

(CHg)QC = CH2 + (CHg)gC = CH2 == [(CHg)QC = CHQ]Q (32)

This work is carried out on a pilot-scale RD column at Curtinuénsity of Technology. The
RD column has been built for ETBE (and MTBE) production. It iswhan Figure 3.1. With
a diameter of 0.155m and a height of 4.1m, the column consiistsee sections for rectifying,
reaction, and stripping, respectively. It is filled with twovel packings, one of which contains
the catalyst, Amberlyst 15, which is necessary for the dtbation reaction. The RD process

has a total condenser and a partial reboiler.

Condenser
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\?,/L _J
Ty Reflux/ 1’| Distillate
i r 1 :
. Rectifying Section F
S A )
© 3
4 Reactive Section
'\T,\ _5__ L
—> 6
Feed [—
_ 7 —
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9 | Boilup
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(T} T
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Figure 3.1 Pilot-scale RD column (T, F, P, L in dashed circles mean nreasents for
temperature, flow rate, pressure, and level variables).

The column is estimated to have 8 theoretic stages: 1, 3, atabés in rectifying, reactive,
and striping sections, respectively. The condenser amulleglare considered as two separate
stages. Therefore, there are 10 stages altogether, wrechuanbered from top to bottom as
shown in Figuré 3]1. The rectifying section has only oneest@tage 2); the reactive section
has 3 stages (stages 3, 4, and 5); and the stripping secschdiages (stages 6 to 9). The raw
material is fed at stage 6; while the inal product, ETBE, iswitiwn from stage 10 (reboiler).

Measurement points are also indicated in Fidguré 3.1 for &atpre, flow rate, pressure, and
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level variables. More information about the the architezinf the RD process can be found in
[Sneesbyet al, 1997a| Sneeshbst al, 1997h] Tian and Tag 2000.

A typical set of operating conditions of the RD process for ET8/Mthesis is tabulated in
Table[3.1. It will be considered as the nominal situationdiesign of ETBE purity control.

Table 3.1 A typical set of RD operating conditions.

Feed composition

ETBE 29.1 mol%
Ethanol 9.1 mol%
Isobutylene 7.3 mol%
n-Butylene 54.5 mol%
Stoichiometric excess ethanol 5.0 mol%
Feed rate 0.76 L/min
Distillate rate 0.50 L/min
Reflux flow rate 2.53 L/min
Bottoms rate 0.53 L/min
Overhead pressure 950 kPa
Bottoms ether purity 90 mol%
Reboiler duty 8.45 kW
Reboiler temperature 160°C
Stage 7 temperature 133.12C

3.2 Control System Configuration

RD control is challenging due to high non-linearity, stronggractions, bifurcation and mul-
tiplicity, time delay, process uncertainties, and thedangmber of possible control configura-
tions. An RD process has 5 degrees of freedom for control desey, 5 process variables can
be manipulated (control inputs): flow rates of refluX,(boil-up (), distillate (D), bottoms
(B), and column top vapouvy. The reflux ratioL /D can be used instead of L for control
design. In our pilot-scale RD process, the flow rates of bpi(id) and column top vapounf)
are characterised by reboiler duty,{ and condenser dutyX.), respectively,. The controlled
variables are reflux accumulator and reboiler levels, calypmessure, bottoms (ETBE) purity,
and reactant conversion. Typical disturbances to the RDegsomclude changes in feed flow

rate (Fy) and feed compositior#), which is characterised by the stoichiometric ratio.
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In practice, three control loops are designed for invenémg pressure control. The control
configuration problem addressing which of the five degreefredfdom should be used in
those three loops has been extensively discussed, [Skpgestatal, 199F0. Two more
loops can be designed for purity and conversion control. résalting control configuration is
conventionally named by the two independent variablesaraused for composition (purity)
control, e.g. LV, LB, D/V, (L/D)(V/B), etc. Among all possibleontrol structures including
ratio schemes and those with consideration of feed flowirat@on-ratio schemes LV and LB
has been shown to be preferred for the RD column under coasiolefSneesbyet al., 19971.

This work will consider the LV configuration.

In the LV configuration of the RD process, the column presssunedintained by manipulat-
ing the condenser duty.; the inventory control for reflux accumulator and reboiletdiup is
implemented by adjusting the distillate flow radieand bottoms flow ratés, respectively. The
reflux flow rateL is fixed while the reboiler duty), is manipulated for product (ETBE) purity.

This is a typical one-point control problem in RD processes.

The purity control is important, while it is not easy becatise purity characterised by
composition is difficult to measure in real time reliably amtbnomically. Fast and reliable

measurement of the controlled variable is a basic requinéofeclosed-loop control.

A method to overcome this difficulty is to implement inferi@htontrol for the purity. In this
method, an inferential model has to be developed to infgptnigy from multiple measurements
that are easily obtained, e.g. multiple column temperatuRrogress has been made in this
direction[Sneesbyet al, 1999; Tian and Ta&| 2000.

An alternative method to overcome the difficulty is to inditg control the purity by con-
trolling some other process variables that are easy toroltad are indicators of the purity.
However, such indicators are not easy to find due to the uladnigtly of a one-to-one relation-
ship between a single variable and the purity. In distdlatcolumn control practice, column

temperatures are usually used for indirect compositiortirobn

The reboiler temperature reflects the dynamic changes dETE purity quickly, while
it is not a good purity indicator since a single reboiler temgture value may correspond to
multiple purity valuedTian and Tad, 200Q. In this work, the stage 7 temperatufeis used

for inference and control of the product (ETBE) purity for RB process under consideration.
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3.3 Process Dynamics

The steady state relationship between the ETBE purity andebeiler duty@, for a fixed
reflux flow rate is shown in Figufe_3[dian and Tad, 2000. The reboiler duty), = 8.45kW
is around an optimal), value that gives the maximum value of the ETBE purity. It iss#m0

as the nominal operating point.

The steady state relationships betwédenand (), are investigated under different reflux
flow rates and are graphically depicted in Figure 3.3. It eadly seen from Figure 3.3 that
there exists a significant non-linearity in process dgajn(f<, is high within an operating range
of ), but becomes small outside this range), and the reflux flowlratects thel; versus®),

relationship in a complex manner.
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The ETBE purity versug; can be easily obtained from Figuifes]3.2 3.3. Although the
relationship betwee,; and the purity is non-lineat;; determines the purity uniquely. Another
advantage of usin@ is that the sensitivity of; to the purity is higHSneesbet al., 19974.

It has been found that the RD process has changeable ineoigeesting conditions change,

suggesting time-varying process response speed. By caongtiite inertia is characterised by
a time constant or multiple time constants.

Detailed investigation also reveals considerable timaydgbm@Q), to 7, implying that any
manipulation inQ, will not affect 7~ until the time delay elapses. The significance of the RD
time delay is shown in Table 3.2. The existence of time defgydses severe constraints on the

control system and complicates the control system design.

Table 3.2 First-order plus delay dynamics &% versus),.

L Q, K, T d
L/min kW °C/IKW  min min
2.30 8.10 19.25 3.04 4.09

8.45 340 141 2.38
8.75 3.31 3.7 219
2.40 8.10 209.23 3250 1
8.45 487 3.04 4.09
8.75 4.22 49 2.56
2.53 8.10 35.34 60.00 O
8.45 49.28 15.60 7.0
8.75 4.29 7.6 2.93

Disturbances

+5% change inF 2.88 16 2
—5% change inF 2.88 18 2
+5% change inF, —30.36 38 0
—5% change inF,  —30.60 40 5

With a fixed heat input to the reboiler, an increase in feed flate F'; will result in an
increase in bottoms flow rate and consequently a decrease itremperatures below column
stage 6. On the other hand, the feed stoichiometric raticackerising the feed composition
has a positive effect o7, i.e. an increase in the ratio will lead to an increasérnChanges
in feed flow rateF’; and feed compositiof;, are primary disturbances to the process operation.

They affectl; dynamics significantly in a complex manner, e.g., non-lirggan, time-varying
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inertia, and time delay, which are similar to but differemvalue from those fromy,. to 7%.

Simplified input-output process models expressed by tearfshctions for manipulation
and disturbances are identified under specific operatingittons. The identified results are
first-order plus time delay descriptions, which are talmdah Tabld 3.2. Table 3.2 shows the
RD process dynamics quantitatively. For example, the psogas, time constant, and time
delay all change in a wide range as process operating conslithange. While more complex
expressions df; dynamics can be precisely established from the first priesipf mass balance
and energy balance, e.fSneesbyet al, 1997a] Sneesbst al, 19971, these types of models

are difficult to use for control design.

3.4 Pattern-Based Predictive Control

Due to the complexity of the RD process dynamics, conventioaatrol technologies, e.g.
PI control, cannot provide satisfactory control perforeanwhile the application of modern
control technology requires good process models. A reddermaocess model as described
in [Sneesbyet al, 1997a; Sneesbst al, 19971 contains hundreds of equations for the 10-
stage RD process under consideration. It is too complicaielet directly used for con-
trol system design. Simplified input-output process modésussed in the last section are
helpful in understanding the complex process dynamicsthey are identified under some
specific operating conditions and thus cannot represemirtess in a wide range of operating
conditions. Although it is possible to extend the transiamction models, again this will
complicate the control system design. Furthermore, the Riggss contains a large degree
of uncertainties, which cannot be well described using gpg ©f mathematical expressions.

Therefore, technigues without using exact process modelsiare attractive for RD control.

Pattern predictive control (PPC) is such a method that doegehyoon exact models while
providing improved control performance for complex praassover conventional control al-
gorithms. Some progress has been made in this direction,ferdime delay compensation

[Zhaoet al, 2004, adaptive P[Seem, 1998 fuzzy control[Jang and Chen, 19B6etc.

The proposed PPC system for the RD process is schematicapilstele in Figuré 34, which

is a further development of the authors’ previous widfkaoet al., 200( that considers linear
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processes. It consists of two main parts: a non-linear fiamstionu = f(v) and a pattern-
based predictor (PP). The former is used for input-outpedrisation of the process gain, while
the latter is employed to anticipate process output songe (B.steps ahead. The PP utilises
process feature patterns qualitatively and quantitativehich are extracted from the controlled
and manipulated variables, and is incorporated with a aurwmaal controllelGG, (e.g. Pl) in the

PPC system. For the RD systegrandu in Figure[3.4 correspond 6, and@.,., respectively.

L—> G, —I
R v u E§+ y
Gc V) = Gp

(tt-dTs)

Pseudo Linear

PP

e
Ay (HitdTs) |k

Figure 3.4 PPC system structure.

Ideally, The PP acts as a time lead component as it providgeps ahead prediction of
the controlled variable. It will effectively compensate the time delay in the RD process
and thus allows more aggressive controller settings coeapaith the control systems without
PP. Therefore, the PPC will provide improved performancdath set-point tracking and

disturbance rejection, as will be shown later for the RD pssce

3.5 Non-linear Transformation

Because the process has a highly non-linear process gaiohwihil degrade the prediction

performance of the PP, a non-linear transformation

u= f(v) (3.4)

is introduced to obtain @ ~ y relationship with a pseudo linear gain, wheres the new
manipulated variable. This is a type of input-output lingation [Kravaris and Kantor, 1990

which is one of the most widely used techniques for non-limeatrol system design.

Notice that controlling a process always requires a cedagree of understanding of the

process. The rough knowledge of the process gain can benettapriori, which is sufficient
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to construct such a non-linear transformation. Moreovinear PP can accommodate a certain

degree of process uncertainties, implying that no exactlimear transformation is required.

The process gaifk, can be determined by the derivatives of the curves in Figie L3t

g(u) denote the steady state input-output relationship of EIgu, i.e.
y = g(u) (3.5)
Ideally, f(v) is designed such thatis linear to the new manipulated variahlgi.e.
y=glf()] =bv+c (3.6)

whereb is a constant representing the gain of the input-outpualised system¢ is also a

constant representing the bias. It follows tlfat) is the inverse ofj(bv + ¢), i.e.

fv) =g v +c) (3.7)

The determination of the constartandc is straightforward and can be done at the operat-
ing point of the RD process. Tables3.1 3.2 shows that afpbeating point(), = 8.45kW,
T7; = 133.12°C, K, = 49.28°C/KW. Suppose that these values are retained in the inpptsbut

linearised system. According to equatién {3.6), we have

b= 49.28, c = —283.2960 (3.8)

The solid curve of Figure_3.3 corresponds to the nominal atpeg conditions of the RD

process. From this curve, the following non-linear transfation function can be constructed
f(v) =p1+ paexp [ps(bv + ¢ — py)] + psIn(bv + ¢), v € [7.4,8.6] (3.9)
wherep; ~ ps are parameters, which are taken to be

[5.0786, —1, —0.9837, 83.3992, 0.6813], v < 8.0993;
[p1, - p5] = (3.10)

[3.5615, 1,0.5623, 140.083, 1], otherwise
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As shown in equatior (3.9), under the nominal operating itmms, v is limited within
[7.4,8.6], resulting in a range of [6.6,10.6]kW far Computation of the designed non-linear
transformationf (v) shows that8.45 ~ f(8.4196), implying that the nominal value of is
8.4196, which has a small deviation from the nominal value (8.45kW). The designed =
f(v) versusv is shown in Figuré_3]5, in which a portrait gfversusv is also depicted. As

expected, a pseudo linear relationship betwgandv is obtained withirv € [7.4,8.6].

160 - - : : 11

5

110

u (kW)

804 76 78 8 82 84 86 '
Vv

Figure 3.5 Non-linear transformation and the resultingersusv relationship.

3.6 Selection and Extraction of Feature Patterns

Instead of using an exact process model, a PPC systemsipilieeess feature patterns qualita-
tively and quantitatively for process prediction. Therefcselection and extraction of process

feature patterns are crucial in PPC design.

In process control systems, the controlled variaplis measurable and the manipulated
variableu can be recorded from the controller output. Therefore, ithe series{y(k)} and
{u(k)} are available for real-time process analysis and conttod. grocess feature patterns are
extracted from these two time series. The basic ideas ottitarfe pattern extraction have been

discussed by the authdiZhaoet al, 200( and will be further developed below.

Most chemical processes behave with an S-shaped respaasesiochange in manipulated
variable or disturbances (Figure 3.6). The response camaeacterised by four stages with

different dynamic behaviour. The first stage is tirae delaystage, in which the process



64 CHAPTER 3. PATTERN PREDICTIVE CONTROL

Process Response

Time

Figure 3.6. S-shape process response to a step change in either thputaseul variable or
disturbances. I: time delay stage; Il: accelerating ireeestage; I1l: decelerating increase stage;
IV: steady state stage; A: inflection point.

accumulates energy or materials while without any resptms$ee input. Right after the time
delay elapses is the second stage,abeelerating increase stage which the process starts
to respond to the input with an accelerating rate due to therg/-storing” effect of the first
stage. The third stage, tltecelerating increase stagstarts from an inflection point of the
response and remains increasing yet with a decreasinguatedhe “energy-releasing’effect.

The response increases until it reaches its steady staigis the last stage of the response.

The difference between the values of the controlled vagialtwo successive sampling
instants captures the incremental variation of the cdetlovariable. Thus, the following

process feature patterfy, is extracted from the time series of the controlled vagabl

Si(k) = y(k) —y(k —1) (3.11)

For a step change excitatiofi; = 0 implies that the response is eithertime delaystage
or in steady statestage. Instead of using the equaliy = 0, the inequality|.S;| < e should
be used in practice in order to accommodate any types of $joigeerec > 0 is a small and

predetermined threshold.

It is easy to know that; cannot discriminate between tlaeceleratingand decelerating
increasestages of the process response to a step change excitattgngages the same sign

in both stages. This difficulty can be overcome by introdg@ome sort of5; variation as a
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process feature pattern, which is denotedsby

=

1S1(k)| <€
So(k) = d (3.12)
[Si(k+1—m)— Si(k—m)], otherwise

m=1

QU

wheree > 0 is a small threshold] is the prediction horizon and satisfies
d> 0T, (3.13)

0 andT; are process time delay and sampling period, respectively.

S, captures the fluctuating trends 8f in theacceleratinganddecelerating increasstages
of the process response to a step change excitation. 0 andS; < 0 imply that the response

increases with an increasing and decreasing rates, reghgct

It is helpful to conceptually consider the feature patteé¥nand.S, as the first- and second-
order differences in discrete-time systems, comparedtiviliirst- and second-order derivatives

in continuous-time systems.

Time delay is a common phenomenon in chemical processesrislatand energy fed to
a process will not affect the process output within tihge delaystage of the process response,
while they will eventually change the controlled variabighe later stages. Therefore, the time

series of the manipulated variable also contain infornmadiithe future process output.

Instead of the real manipulated variahlethe transformed manipulated variablevill be
used in feature pattern extraction. The magnitudeisfalready reflected in the feature patterns
S1 andsSs,, while the incremental variation efcharacterising additional excitation has not been
covered by eithef; or S;. The following feature patter; captures the incremental variation
of v during the time periodk — d, k|

d
Sy=Y [v(k+1—m)—v(k—d) (3.14)
m=1
In geometry,S; reflects the area bounded by the cuyé) and the straight line crossing the
point (k — d,v(k — d)) over the time periodk — d, k]. It influences the process output in a

complex manner, which needs more feature patterns to deassc
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The following feature patterf, assists in determining the effect 8§ on process output.

0, |S3(k)| < €

o d

54 = { ; > mv(k+1—m)—v(k—d)]|, otherwise (3.15)
3 m=1

3.7 Pattern-Based Fuzzy Prediction

Thed steps ahead prediction of the controlled variable is cdwig using the following simple

formulae, which are based on the extracted process feadtie s

gk +dlx) = y(k) + Ag(k + d|x) (3.16)

wherer, ~ r3 are three coefficientd; > 0 is an updating factor for real-time adaptation.
The updating factoh can be simply chosen to be a constant, implying that a fixquliste
used. The following variable-step algorithm is employethiis work for updating:

h(k) = h(k — 1) + Ah(k) (3.18)

whereAh(k) is designed to be 0 jjAg(k|x—q)| < 0.001, and0.01|Ag(k|x—a)| if |[AG(K|k—a)| >
0.1 and |Ay(k|g—a) — Ay(k — 1|x—4—1)| < 0.001. For all other conditions, tak&h(k) =
001S|gn[Agj(k|k,d) — Ag(k — kadfl)] Ag(k’k,d)

The determination of the values of the paramete@ndr, relies on an estimate of the ratio
T/60. However,r; andr, are fixed for a specific value df/6. They should be proportional
to the prediction horizod and should be a function of the rafiy6. The following heuristic

relations can be used to determineandr,

ri/d = 0.6622 + 0.0244(T/6) — 0.5482 exp (—2.1T/6) (3.19)

ra/d = 0.2039 + 0.0047(T/6) — 0.1797 exp (—2T'/6) (3.20)

Equation[(3.2D) has extended the guidelinerfodetermination in a table form as shown in



3.7. PATTERN-BASED FUZZY PREDICTION 67

[Zhaoet al, 2004, where the parametes was integrated into the feature pattein

A compact, explicit, and satisfactory expression/#ghas not been established due to the
complex influences of the patter§g and.S, on the process output. However, our experience
shows that; should be determined based on the rdtj@ and the feature pattersy. Thus, a

set of fuzzy logic rules is developed to descripeualitatively and quantitatively.

Let F'S, denote the fuzzy set af € {T/6, Sy, r3}. Each of the three fuzzy sets uses three
linguistic terms: big B), medium (//), and small §), to represent, in an approximate and
quantised way, the magnitude of the corresponding variablet A € {B, M,S} denote
a specific linguistic value of'S, in the ith fuzzy rule,z € {7/0,S4,r3}. The triangle

membership functiop(-) — [0, 1] is used for the fuzzy sets8Sy/y andF'Ss, (Figurel3.7).
u
1
W?
0
T6:0 05 1 15
S: 0 03 05 07

T/ r,
B B
M S M
s
s, B M S

Figure 3.7: Fuzzy sets and fuzzy rules.

Corresponding to!, € {B, M, S}, three central numerical values denotedbyA’, ) can

be identified using, say, the least-squares technique. Udzg fules take the If-Then form, e.g.
R:If (T/0is A7) and (Syis Ay, ) ThenrgisV (AL) (3.21)

CombiningF'Sr/g andF'Sg,, 5 fuzzy rules are designed, which are tabulated in TableTh8se
rules are schematically depicted in Figlre 3.7. The contiputaf the degrees of fulfilment for
these rules is also shown in Tablel§Babwska, 1999.
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Table 3.3 Fuzzy rules and degrees of fulfilment.

R IF THEN §;

R! S,isB r3is S By = u(S,isS)

R? (T/fisnotS)and S,is M) rsisM [y =min{l — u(T/0isS), u(Ssis M)}
R (T/0isS)and (Syis M) r3is S B3 =min{u(T/0is S), u(Syis M)}

R' (T'/0is B)and (S, is S) r3is B By = min{u(T/6is B), u(S,is S)}

R> (T/fisnotB)and S,isS) rzisM 5 =min{l — u(T/0is B), u(S4is S)}

Finally, the parametet; is computed over the entire fuzzy rules through defuzzificat

5

ra(k) = Y [V (4L,)] /D5 (3.22)

=1 i=1
3.8 Summary of This Chapter

A PPC system that integrates various aspects of pattergmémm, fuzzy logic, non-linear
transformation, and predictive control has been develdpegkal-time control of complex RD
processes. RD of ETBE is a non-conventional and complex psoegh high non-linearity,
strong interactions, bifurcation and multiplicity, timeldy, and large degree of process uncer-
tainties. Alleviating the requirement of good process ndehich are essential for modern
model-based control, it utilises feature pattern-basediption incorporated with conventional
PI control. To obtain a pseudo input-output linear process,ga non-linear transformation
is designed, which needs only a rough and easily obtainewlkdge of the steady state
characteristics of the process. Four types of processréeghitterns are extracted from the
time series of the controlled variable and the transformadipulated variable. Fuzzy logic

rules driven by the extracted feature patterns are theri@ms@ for process prediction.

Case studies will be carried out in the next chapter (Chapter d¢monstrate the effective-

ness of the developed PPC scheme.

3.9 Nomenclature of This Chapter

The same nomenclature is used in this chapter (Chapter 3hantkkt chapter (Chapter 4). It
is listed at the end of the next chapter (Seckioh 4.7 of Ch&@ter



Chapter 4

Verification of Pattern Predictive Control for

Reactive Distillation

Comprehensive case studies are conducted in this chaptenifipthe pattern predictive control
(PPC) scheme developed in the last chapter (Chapter 3) fdiveddstillation (RD) processes.
The PPC scheme is applied to a pilot-scale RD column for sgighad ethyltert-buty ether
(ETBE). After discussions of the configuration of the consg$tem, the performance of the
PPC is evaluated for both set-point tracking and disturbaegection. The results show that
the PPC scheme is a promising tool for complex processesewguod process models are
difficult to obtain or to implement for real-time control. &lzore content of this work has been
published in[Tian et al,, 2009.

4.1 System Configuration

For case studies, the developed pattern-based prediaiveot (PPC) scheme is applied to
a pilot-scale reactive distillation (RD) column. The RD colu@nd its dynamics have been
described in Chaptét 3 Sectidns]3.1 throughid 3.3.

The PPC strategies are used for purity maintenance in RD of ETB&purity is controlled
indirectly by controlling the stage 7 temperatdreof the RD column; whil€l; is maintained

by manipulating the reboiler duty,. This is a one-point control problem in RD.
For the RD process under consideration, as shown in TaBl&3:2]15.6min andd = 7min

69
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under the nominal operating condition$, ande are set to be 1min anth—°, respectively.

According to Equationi (3.13), sét= 8. The initial value ofh is taken to be 0.1.

For process prediction using Equatién (3.1%),r,, andr; are required. Equations (3]19)
and [3.20) give; = 5.6919 andr, = 1.6983. r; is obtained through fuzzy logic inference.

For the specific RD control probleri;,/0 = 15.6/7 is already known, which i8ig with
w(T/0is B) = 1 as shown in Figure—3.7. Therefore, the rulesdRd R in Table[3.8 are

excluded and the remaining rules$,RR?, and R are simplified to

RY: If (S;isB) ThenrzisV(9)
R If (SyisM) Thenrsis V(M) (4.1)
RY:If (S,isS ThenrsisV(B)

which correspond to the first row of Figure 3.7. Consequenitly3,, andg, in Table[3.3 are

reduced to
Br=pu(S1is S), B = pu(Syis M), By = p(Ssis S) (4.2)

Taking into account Figurle 3.7, the computation of EquafbB) is shown in Table 4.1.

Table 4.1 Degrees of fulfilment ands; for the RD purity control.

S <24 (2.4,4.0] (4.0, 5.6] > 5.6
B = u(Syis S) 1 2.5—5,/1.6 0 0
By = pu(Syis M) 0O Si/1.6 — 1.5 35— Su/1.6 0
Bi=u(SiisB) 0O 0 S1/1.6 — 2.5 1
3 V(S) BiV(S)+ BV(M) BV(M)+ BV(B) V(B)

It is seen from Table 4l1 that, + 5, + B, = 1 for any specific values of,, implying that

Equation[(3.2R) for; computation is reduced to
r3 = BiV(S) + BV (M) + 84V (B) (4.3)

As also shown in Table_ 4.1, the relationship in Equation))(4a&h be further simplified for
specific values of, due to the fact that one or moge = 0. Three values oV (B), V (M), and

V' (S) have been identified to #4510, 1.0622, and—1.9974, respectively.

Typical curves ob(t), y(t), g(t|t — dT), y(t) — y(t|t — dTs), h(t), andS1 to S, are shown
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in Figured 4.11[ 4]2, arid 4.3. It is seen from these figurestkiead steps ahead prediction of
y matches the real very well, and the prediction error is withii1.5°C, i.e.,+1.25% of the
realy, for thev with gradual and sharp changes. The updating facisrupdated if prediction
error exists, as shown in Figure #.2. However, in this examip(< 0.21) contributes at most
0.26°C to the prediction, implying that the adaptive term, i.ee t&st term of Equation (3.17),
weighs abou0.26/133 ~ 0.2% of the total predicted quantity and is actually negligibléus,
the prediction is mainly based on the feature pattéin® S, shown in Figuré 4]3.
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Figure 4.1 Typical curves o, y, andy.
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Figure 4.2 Typicaly(t) — y(t|t — dT;) andh curves corresponding to Figure 4.1.
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Figure 4.3 Typical curves ofS; to S, corresponding to Figuie 4.1.

The PP is incorporated with a conventional PI controllerichlis tuned for set-point track-
ing for the index of the integral of time-weighted absolut®e(ITAE). The controller settings
are K. = 0.1331 and7; = 22.1min. Those settings can ensure the control performance and

stability in a wide range of operating conditions.

The PPC performance is evaluated and compared with thatexdtd?l control. Both set-
point tracking and disturbance rejection will be considefEnhe direct Pl controller is also tuned
in the range of operating conditions for set-point trackiogl TAE, giving more conservative
settingsK . = 0.0203 and7; = 19.9min, compared with the PI controller settings (= 0.1331
andT; = 22.1min) in the PPC system.

4.2 Set-Point Tracking

For evaluation of the performance of set-point trackinghefPPC system, a5°C step change
and a+2°C ramp change i, set-point are introduced at time instants 50min and 150min,

respectively.

The control results are given in Figure 4.4, which shows tbss overshoot and shorter
settling time are obtained from the PPC system. The PPCmystproves the ITAE index
by over 25% over the direct PI control, as depicted in Tabfdr comparisons of qualitative

ITAE indices.
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Figure 4.4 Set-point tracking.

Table 4.2 Comparisons of ITAE indices.

Magnitude Period Direct PI PPC Improve.
—5°C step inT% 50-150min 657 479  27.1%
+2°C ramp in7; 150-300min 434 313 27.9%
+5% step inF, 50-150min 2529 1167 53.9%
—5% stepinF,  150-300min 2967 1175 60.4%
—10% step inFy ~ 50-300min 2461 1077 56.3%
+10% step inFy  300-600min 2737 1210 55.8%

4.3 Rejection of Feed Composition Disturbances

Changes in feed composition, which is represented by thehstonetric ratio, are disturbances
to the RD column.+5% (i.e. £0.25) step changes in feed composition are introduced to the
process in order to test the disturbance rejection abifihe PPC system. The step changes

occur at the time instants 50 and 150min, respectively.

Figure[4.5 depicts the control results, which show that PR®iges significant improve-

ment over the disturbance rejection ability. The ITAE indaprovement reaches over 50%, as
shown in Tabl&4]2.
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Figure 4.5 Rejection of+5% disturbances in feed composition.

4.4 Rejection of Feed Rate Disturbances

Changes in feed flow rate are also disturbances to the RD colgm®fs (i.e. +0.074L/min)

step changes in feed flow rate are introduced at the timenitssi® and 300min, respectively.

The control results are illustrated in Figlrel4.6, whichvetithat disturbances in feed flow
rate have severe effect on the RD process. The PPC systemfoutpsethe direct PI control
system as it rejects the disturbances much more effectvigly much smaller ITAE indices
(the improvement> 55%), as shown in Figure_ 4.6 and Talhlel4.2. Some sort of ratiorabnt
involving the feed flow rate is an option for conventional Bhtrol to improve the disturbance
rejection performance, while previous studies have pexvido incentive to configure a ratio

control system in the studied RD colurffBneesbyet al, 19971.

45 Remarks

It is worth mentioning that the RD process is severely noadm Therefore, system analysis
and performance evaluation have to be made at the specifiatogepoint. The nominal RD

operating condition for this work is clearly listed in Talffiel. Since this work addresses
one-point control (purity control of the bottoms produdt)e reflux flow rate has been fixed

at 2.53L/min. As a result, the degree of process non-libe@sireduced. This is why the
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Figure 4.6 Rejection of10% disturbances in feed flow rate.

performance of the direct PI control is also acceptable endfise studies, although the PPC

system does provide improvement over the direct PI control.

Through manipulating the reboiler duy,, the stage 7 temperatufe is controlled as the
indicator of the product purity. The nominal value of theipuis 90mol% (Tablé 3]1). The
relationship between the purity afé can be easily obtained from Figuies]3.2 3.3.

4.6 Summary of This Chapter

Case studies have been conducted to verify the developed &#ne through integrated
design of various aspects of pattern recognition, fuzzyclogon-linear transformation, and
predictive control for complex RD of ETBE. The system configiara has been discussed
in detail. Then, the performance of the PPC scheme in set-p@cking and disturbance
rejection has been quantitatively evaluated. For distcbaejection, disturbances in both feed

composition and feed rate are considered.

Quantitative evaluation shows that the PPC scheme incatgabwith P1 control improves
the system performance significantly over the conventi®halontrol. For set-point tracking,
the performance improvement is over 27%. For disturbanmpztien, the performance is
improved by over 50%. This indicates that the PPC is a prowmitol for complex processes,

where good process models are difficult to obtain or to imelenfior real-time control.
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4.7 Nomenclature of This Chapter

The same nomenclature is used in this chapter (Chabpter 4hardst chapter (Chapter 3). It

is listed below.

Abbreviations
ETBE

Pl

PP

PPC

RD

Symbols

Al e {B,M,S}
B

b, c

D
d
f

S N
=

=

Ethyl Tert-Buty Ether
Proportional-Integral
Pattern Predictor/Predictive
Pattern Predictive Control

Reactive Distillation

A linguistic value of F'S,, for theith rule,z € {T'/0, S4,r3}
Bottoms flow rate (L/min), or the linguistic term “Big”
Constants in the non-linear transformation

Distillate flow rate (L/min)

Number of prediction steps

Non-linear transformation within the PPC system
Feed composition (stoichiometric ratio)

Feed flow rate (L/min)

Fuzzy set of the subscript variabtec {7°/6, Sy, 73}
Controller

Process transfer function in disturbance path
Process transfer function in manipulation path
Intermediate function, at steady stgte- g(u)
Updating factor for process prediction

Present sampling instant

Controller gain

Process gairf C/kW)



Greek Letters

4.7. NOMENCLATURE OF THIS CHAPTER

Reflux flow rate (L/min) or Load

The linguistic term “Medium”

Parameters for non-linear transformatipn
Condenser duty and reboiler duty, respectively, (kW)
Set-point

Parameters for prediction of the controlled variable
The linguistic term “Small”

Process feature patterns

Process time constant

Stage 7 temperaturéQ)

Controller integral time (min)

Sampling period (min)

Manipulated variable (e.g., reboiler duty)

Boilup flow rate (L/min)

Transformed manipulated variable in the PPC system
Central numerical values of., € {B, M, S}

Column top vapour flow rate (L/min)

Controlled variable (e.g., stage 7 temperature)

d steps ahead prediction gf

Degree of fulfilment for théth rule

d steps ahead prediction of thedeviation
Small and positive threshold i},
Membership function

Process time delay (min)
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Chapter 5

Reducing Control Latency and Jitter in Real-Time

Control

Real-time control systems are typically deployed in harévwdatforms with limited resources,

e.g., uni-processor, resulting in various constraintsamjpguting and scheduling of real-time
control tasks of the systems. While schedulability has bleeifdcus of conventional scheduling
theory, it is not enough for real-time control systems. Wedgood control performance as
well! In order to meet the requirements of both control perfance and task schedulability
in implementation of control strategies on digital controlles, well-designed scheduling of

multiple real-time control tasks becomes critical. One teegddress the control performance of
a real-time control system with multiple control tasks isharacterise the control performance
indirectly using the control latency and jitter. Then, sdhleng methods are developed to
minimise the latency and jitter or to make them more prebietaThe resulting latency and

jitter can be compensated throuigitegrated design of control and scheduling

This chapter analyses control computation latency angk jitvhich have been largely ig-
nored in the control community for real-time control. It icdtes the importance of integration
of control design and its software implementation exglicégnd provides solutions to such
integration. The focus of this work is on real-time contrpétems with multiple control tasks
running on a uni-processor. Three strategies are propaseedtice control latency and/or
jitter: introduction of offsets into control task scheahgi decomposition of control tasks; and

increasing the priority levels of output subtasks.

Part of this work has been published[iian et al, 2006H.
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80 CHAPTER 5. REDUCING CONTROL LATENCY AND JITTER

5.1 Multi-tasking and Scheduling Algorithms

A periodic task is denoted by'(c, d, p), wherec, d, p are the worst case computation time,
deadline, and period, respectively,< d < p. The corresponding CPU utilisation is com-
puted as/ = ¢/p. Similarly, for n periodic tasks, each task is denoted®yc;, d;, p;),i €
{1,2,---,n}. The total CPU utilisation of the tasks iV = }_"" , ¢;/p;. A necessary condition

for schedulability on a uni-processor system is that thegssor is not overloaded, i.€/,< 1.

The Rate-Monotonic (RM) algorithm is a fixed-priority (FP) edaler that assigns the pri-
ority of each task according to its period: the shorter theopahe higher the priority. With pre-
emption, deadlines equal to periods, no blocking, no preegeeadlines, and no aperiodic pro-
cesses, RM scheduler is the optimal fixed-priority schedudchemdLiu and Layland, 1978
This implies that under these conditions, if a task set cabeoscheduled using the RM, it

cannot be scheduled using any fixed-priority algorithm.

The RM algorithm has a worst-case scheduling bound. Fperiodic tasks, a sufficient
condition for RM schedulability is the CPU utilisation sagsfithe following relation/ <
n {2(1/70 — 1} provided there are no pre-period deadlines and no int&ritdsrference other
than simple pre-emption. As the number of tasks increabessdhedulable bound decreases
(and eventually approaches its limit2 ~ 69.3). Because the condition is not a necessary con-
dition, sometimes a particular set of tasks will have a t6RU utilisation above the worst-case
schedulable bound and still be schedulable with FP scheglutbchedulability then depends
on the specifications of the periods and execution timesgchvinay be analysed using the

completion time formuldlLehoczkyet al, 1989.

Deadlines of a task set are not necessarily equal to periodhis case, an optimal fixed-
priority scheduling is the Deadline-Monotonic (DM) algbrin [Leung and Whitehead, 1982
The DM scheduler assigns priority of each task accordingdaleadline: the smaller the
deadline the higher the priority. Under the conditions fdristhh RM theory holds, DM and

RM are equivalent.

Another FP scheduler is the Least-Compute-Time (LCT) allgorjtwhich assigns priorities
in reverse order of the worst case computation time: thelsmidle compute time the higher

the priority.



5.2. TYPICAL SCENARIOS IN CONTROL TASK SCHEDULING 81

While it is normally regarded as a dynamic scheduling teammidearliest Deadline First
(EDF) may also be used as a static list scheduler, wheredf lizsks and time slots is provided
to the system, which dispatches them in list order. EDF wiliiany cases produce a more
optimal schedule than DM, but while the static form of EDF ¢emdle periodic tasks with

pre-period deadlines, it cannot handle aperiodic tasks.

This work considers multi-tasking scheduling in staticiemvments. Generally, if fixed-
priority scheduling is infeasible for a task set, dynamibestuling has to be employed. An
important scheduling paradigm, feedback scheduling iradyin environments with uncertain-

ties will be investigated in the next two chapters (Chapteaad 1) for real-time control.

5.2 Typical Scenarios in Control Task Scheduling

5.2.1 Single Control Task

A single control task'(c, d, p) is schedulable as long as< d < p. The base period is; the
CPU utilisation isU = ¢/p; the worst case response timecisand the idle time in the base
period isp — c¢. Therefore, the control latency is bounded by its worst casponse time,
and the control jitter is within the range of the variationghe control computation delay. The
control latency with the minimum jitter can be compensaktedugh design of control strategies,
e.g.,[Tian and Gao, 1998¢; Tian and Gao, 199%howing the importance of the co-design of

control strategies and implementation even for a contrstiesy with a single control task.

5.2.2 Multiple Control Tasks with the Same Period

Consider a real-time control system withcontrol tasks7’ (cy, d, p) through”,,(c,, d, p) run-

ning on a uni-processor and havidg= p. Assume that all tasks are released at the same time.
Then tasks are schedulable as long}a$ , ¢; < d = p, and no pre-emption is required. The
base period of the schedulingzisthe CPU utilisation i/ = >, ¢;/p; and the idle time in

the base period is — > ; ¢;. ForvT1;,¢ = 1,2,---,n, the control latency is bounded lay

plus a fixed task scheduling delay, and can be compensatadytincontrol design. Again, this

shows the importance of integration of control design asda#l-time implementation.
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5.2.3 Multiple Control Tasks with Different Periods

Scheduling multiple control tasks with different periodsmore complex. Consider three
control tasks all with different periods, as shown in Tdblé. 5The base scheduling period
is 80 time units; the processor utilisationds’_, c;/p; = 80%; and the idle time in the base

period is 16 time units.

Non-pre-emptive and pre-emptive scheduling will givealiént scheduling results, and will
have different effects on the performance of the overall-tiege control system. They are
depicted in Figuré 511, which is based on the assumptiorathtetsks are released at the same

time. Statistics of the scheduling are tabulated in Tafle 5.

Without pre-emption, there exists “priority inversion”tims example. This is clearly shown

in Figurel5.1: the highest-priority tagk cannot start in the second period until the completion

Table 5.1 Response time density for the RM scheduling algorithm ofettperiodic control
tasksT} (4, 10, 10), T»(4, 16, 16), andT5(4, 40, 40).

Time 4 6 8 10 14 18 26
Non-pre-emptive

T, 0.75 0.125 0.125

T 02 04 0.2 0.2

T3 05 05
Pre-emptive

Ty 1

Ty 04 0.2 0.4

T3 05 05

L | | | \ L ) L |
Pe=10; C=4; D=10; S=0; Pr=3; Cpu=MulDiffP

nt : : : : |

Pe=16; C=4; D=16; 5=0; Pr=2; Cpu=MulDiffP

Pe=40: C=6; D=40; S=0; Pr=2; Cpu=MulDiffP

7§ ; z i ! " : : |
Pe=10; C=4: D=10; $=0; P=3; Cpu=MulDifiP

72t : }
Pe=16: C=4: D=16: =0 Pr=2: Cpu=MulDifiP

73 | | |
Pe=40: C=4: D=16: S=0; P=1: Cpu=MulDiiP

1

Figure 5.1 RM scheduling of three control tasks (upper plot: non-pretve; lower plot:
pre-emptive).
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of the lowest-priority task's; and similarly, the highest-priority task cannot start in the third

period until the lower-priority task’, completes.

Therefore, pre-emptive scheduling is preferred. It is $e@m Figure[5.1 that task&; and
T, are pre-empted b¥; in the second and third period, respectively. Tdblé 5.1 shitat
pre-emption improves the system performance significargignificant reduction of control
jitter for 77 and reduction of control jitter foil;. However, T3 control latency is increased

significantly, which may not be acceptable in real-time oaint

5.3 Introduction of Offsets to Lower-Priority Tasks

The first strategy for reducing control latency and jittetasntroduce offsets to lower-priority
control tasks. For comparison, consider again the thrdedaample in Table 5.1. The offsets
of 2 and 4 time units are introduced infe@ andT3, respectively. The corresponding non-pre-
emptive and pre-emptive RM scheduling of the three contsgare shown in Figute 5.2. The
response time density of the scheduling are tabulated ite[EaB.

T I I ! f ] f ! I
Pe=10; C=4; D=10; S=0, Pr=3; Cpu=MulDiffP
2 |

1
Pe=16; C=4; D=16; S=2; Pr=2; Cpu=MuIDiffP

T3 f
Pe=40; C=6; D=40; S=4; Pr=1; Cpu=MulDiffP

T } }

Pe=10; C=4; D=10; 5=0; Pr=3; Cpu=MulDiffP

12— o } f
Pe=16; C=4; D=16; 5=2; Pr=2; Cpu=MulDIffP

3 f
Pe=40; C=6; D=40; S=4; Pr=1; Cpu=MulDiffP

Figure 5.2 RM scheduling with offsets (upper: non-pre-emptive; lowme-emptive).

Now, compare Table 5.2 with Talle 5.1. For non-pre-emptignyith an offset has reduc-
tion in control latency and jittefl; with an offset has more improvement in the upper bound of

control latency (from 14 down to 10 time units), and keepsmange in control jitter.

For pre-emptive RM scheduling, it is seen from Talple$ 5.2[afidtat there is no change
in 77 andT5. As expected, the control latency 0f is reduced significantly. This is beneficial

to the performance improvement of the overall control syste
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Table 5.2 Response time density for three-task RM scheduling witretsféTasks are shown

in Table[5.1).

Response Time 4 6 8 10 14

Non-pre-emptive
T; (offset 0) 0.75 0.125 0.125
T, (offset 2) 0.2 0.6 0.2

T; (offset 4) 0.5 0.5
Pre-emptive

T, (offset 0) 1

T, (offset 2) 04 0.2 0.4

T; (offset 4) 0.5 0.5

5.4 Task Decomposition

Decomposition of a control task into smaller subtasks isifda for control design and is also

effective for reduction of control jitter. IfBalbastreet al., 2004 Lluesmat al, 2004, a task

scheduling model with three-subtask decomposition isgmiesl and a scheme for priority

assignment is proposed. Using the same three-subtask gestion, a different scheduling

scheme is proposed here. The key step is to determine thérsef each of the decomposed

subtasks.

The detailed procedure of the scheduling scheme is desddoiew.

Step 1. Decompose control task;(c;, d;, p;) into three subtask® (c;1, di1, pi), Tia(ciz,

dig, pi), andﬂg(ci;;,dig,pi), WhereCil + Cio + Gz = ¢ andi {1,2,' .- ,n}.

The first subscript of parameters represents the task fegntivhile the second

subscript denotes the decomposed subtask (we use 1, 2, ancprésent data

acquisition, control computation, and control output @sasespectively).

Step 2. Determine the deadline for each of the decomposed subtaskiiaws:

Ci1 + Cio
C;

d = |

C;

d$%:{ @L%=@ (5.1)

Because; < d;, it follows that

din > ci1,dia > ci1 + o, dis > cin + Cio + C3 (5.2)
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Step 3. Assign priority to the decomposed control subtask set ugiegDM algorithm.

The smaller the deadline, the higher the priority.

It is worth mentioning that the deadlines for control suk$ds; andT;, are soft deadlines.
Therefore, missing these deadlines occasionally is stdeptable as long as the deadline for

control subtask; is not missed.

To illustrate the proposed scheduling scheme, we once agasider the three control tasks
in Table[5.1. Shown in Table 5.3 are the decomposition of tmtrol tasks, and deadlines and
priority levels for decomposed subtasks. The schedulisglt®are tabulated in Talle 5.4 with
and without introduction of offsets int®;;, T;,, andT;3. These results are comparable with

those for the original control task set.

Table 5.3 Decomposition of control tasks, (4, 10 10),75(4, 16, 16), and3(6, 40, 40).

Task Tv: T Ty Tz Ty Ty Tae Toz T30 T3 T3 T3

c 1 2 1 1 2 1 1 4 1
d 3 8 10 4 12 16 7 33 40
P 10 10 10 16 16 16 40 40 40
Priority 9 6 5 8 4 3 7 2 1

Table 5.4 Response time density for pre-emptive DM scheduling wisk decomposition.

Time 4 5 6 7 8 9 14 18 26
Ty 0.17 0.58 0.25

T, 0.375 0.25 0.125 0.25

T 0.33 0.67
T, offset0 0.75 0.08 0.17

T, offset2 0.375 0.25 0.375

T; offset 4 0.33 0.67

It should be pointed out that with offset configuration, thitask7;, missed its soft
deadline by 1 time unit in the first and sixth periods. A carehalysis reveals that this does
not affect the successful completion of the subtagkwithin its time frame, and at the worst
case the control signal of the control téSkis output 4 time units earlier than its deadline. This

implies that as a whold,; does not miss its deadline.
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5.5 Increasing Priority for Output

It is seen from last section that with control decompositma pre-emptive DM scheduling,
there exist control jitters for all three tasks. Jitters @ifécult to compensate in control design
and are a potential source of system instabilfian and Gao, 1998¢; Tian and Gao, 1998b;
Tian and Gao, 1999a A scheduling method is proposed here to compress conti@isjisig-
nificantly. It is based on control task decomposition andsitieeduling scheme developed in
the last section. The basic idea is to increase the priofigpotrol output subtasks and at the
same time introduce an appropriate offset to each of cootrtgut subtasks. The scheduling

procedure is discussed below.

Step 1. Apply the scheduling scheme developed in the last sectioetompose the con-
trol task set, determine the deadlines for decomposedskgytand assign priority
to the subtasks using the DM method. A set of subtdgks: i € {1, 2, ---, n};
j €{1,2,3}} is then obtained.

Step 2. Schedule the decomposed control subtask set using the Divithlg, and obtain

the worst case response time;t;s, for subtaskl’s,i € {1,2,---,n}.

Step 3. Introduce into subtask;; an offsetO;s:

Oi3 :U)Ttig—cig,l. c {1,27"',71} (53)

Step 4. Consider the output subtasks, T3, - - -, T,,3. Without losing generality, suppose
that their priorities are in descending order frdmy throughT,s. Increase the
priorities of these output subtasks such that they areistithe same order and

any of these priorities is higher than those of all remairsagtaskg 7}, T» : i €
{1,2,---,n}}.
Step 5. Schedule the subtask set using priority based schedulwigg\ealuate the schedul-

ing results.

Let us reconsider the example discussed in Table 5.3. Thiirgsspecifications are shown
in Table[5.5, and the scheduling graph is depicted in FigiBe 5
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Table 5.5 Increasing priority for output subtasks, f, andd are the same as those in Table
5.3).

Task Tv: T Tie Tiz To: Ton Thy oz Tz: T3 T3 133

Priority 9 6 25 8 4 23 7 2 21
Offset 5 8 20
THt b e o -— = - = - .

3
<o
T
T
T
T
T

Figure 5.3 Pre-emptive scheduling with increased priority for cohtiutput subtasks.

Figure[5.8 shows that control signals are output at fixed tmstants for all three control
tasks. Control jitters are eliminated, implying that thetcolcomputation becomes predictable.

This is favourable to real-time systems.

It is also observed from Figute %.3 thAt, T,, andT; have fixed latencies of 6, 9, and 21,
respectively. If these control latencies are not neglagibtrategies can be developed in control
design to compensate for the latencies. Again, this indgc#tte requirement of integrated

design of control and its software implementation.

5.6 Applications to Multi-Robot Systems

The proposed technologies in this work have been applied tadustrial system: networked
control and operation of a multi-robot system for fully amimted food processing. This is the
world-first production line of its kind in the world. The robcontroller is the central controller

running multiple tasks to control all robots and the wholsteyn through Ethernet, CAN bus,
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and other data networks. The system has been deployed tstindDue to the confidentiality

agreement with the industrial partner, further descriiof the system are omitted.

5.7 Summary of This Chapter

Control latency and jitter resulting from control computatand scheduling in control software,
and their impact on performance improvement have been salyl his has been a largely ig-
nored area in the control community. It is emphasised indhépter that there is a requirement

of integration of control strategy design and its softwanplementation on digital controllers.

Three strategies have been proposed for reduction of ddatemcy and jitter. Introduction
of offsets is a simple yet effective strategy. Decompositid control tasks makes the control
task scheduling flexible with improved performance. Insneg priorities of control output can
eliminate control jitters and thus make the control compioapredictable. The effectiveness

of the proposed methods has been demonstrated through kesamp

5.8 Nomenclature of This Chapter

Abbreviations

DM Deadline-Monotonic
EDF Earliest Deadline First
FP Fixed Priority

LCT Least-Compute-Time

RM  Rate-Monotonic

Symbols

c Worst case computation time
d Deadline

n Total number of tasks

O Offset

P period



5.8. NOMENCLATURE OF THIS CHAPTER

T Task
U CPU utilization

wrt  Worst response time

Subscripts
i The first or sole subscript iq d, O, p, T', wrt to indicate theth task
J The second subscript to some variables/( O, T, wrt) to indicate thejth

subtask decomposed from a task
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Chapter 6

Hierarchical Feedback Scheduling of Real-Time

Control Tasks

A real-time control system with multiple control tasks igpexted to maintain good Quality
of Control (QoC) as well as to meet the requirement of multkitags schedulability. One way

that we have investigated in the last chapter to achieveotjective is to characterise the QoC
indirectly using the control latency and jitter, and therd&velop strategies to minimise the
latency and jitter or to make them more predictable. Thea résulting latency and jitter are
compensated through integrated design of control and stihgd An alternative way that will

be explored in this chapter is to link the scheduling disetitl the QoC of the control system,
and then to develop dynamic and feedback scheduling pslicemprove the system QoC
subject to the resource constraints. This leads to tighplawgi of control and scheduling, and
again requiresntegrated design of control and schedulingor improved system QoC. Like

the last chapter, this chapter also relatesritplementation of control on controllers.

Compared with feedback scheduling for general real-timeegys, feedback scheduling for
control systems has different requirements because th@pyiobjective of a control system is
to maintain satisfactory QoC. The sampling periods are suséd as a parameter for feedback
scheduling in control systems. When workload is high enolagirpriority tasks will have only
a small chance to execute under fixed priority (FP) scheduaimd on-line QoC monitoring for
these tasks becomes difficult. The Earliest-Deadline-f#®F) scheduling gives every task a
chance to execute, but does not optimise the QoC directig. chHapter proposes a hierarchical

and QoC driven feedback scheduling architecture for iea-tontrol tasks. At the bottom

91
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level, a task model is developed to decompose each congkd fato two smaller subtasks.
At the intermediate level, the period of each task is adfukieally according to the evaluated
QoC. At the top level, through event-triggering from the Qa@eh scheduling the control
periods are re-scaled according to the requested workBatth the FP and EDF policies will

be considered in the proposed feedback scheduling.

6.1 Hierarchical Feedback Scheduling Architecture

Utilization based

Scheduling
QoC based
Scheduling
Task Set Utilization
T11 T12 [~ Plant 1
Ti1 Ti2 — Planti
‘7 Tn1 Tn2 { Plant n T

Figure 6.1 Block diagram of the hierarchical feedback schedulingcstime.

The proposed hierarchical feedback scheduling architedsishown in Figuré 6l1. It
consists of three levels: a task decomposition model at titin, QoC driven scheduling
of control periods at the intermediate level, and a utig@abased scaling of periods at the top

level. Both FP and EDF scheduling policies will be investaght

The task decomposition model at the bottom level of the hdieal feedback scheduling
architecture decomposes each of the real-time controt tedk two smaller subtasks: data
acquisition and QoC evaluation subtask, and control coatjmut and output subtask. With
appropriately assigned priority levels, all data acqusiind QoC evaluation subtasks will be
run even when the system is overloaded. This ensures a closigoning of the system QoC
performance all the time. The evaluated QoC and the systerkioanl are made accessible to

the higher levels of the architecture for control periodesttiling and re-scaling.

The intermediate level of the hierarchical feedback scheglarchitecture is a QoC driven
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scheduler of control periods. The control period of eachrabioop is allowed to be adjustable
within its lower and upper bounds. The basic idea to adjwesttntrol period of a control loop
is to maintain the QoC performance of the control task withicertain level. When the QoC
changes steeply, more frequent control actions will begoeréd; while slow changes in the

QoC imply that the control period can be made bigger.

When the system is overloaded, the top-level scheduling mtrgbperiods is triggered. It
simply scales up the control periods within their respectigper bounds based on the workload
set-point. Unlike existing scheduling schemes, d@gervinet al, 2002; Buttazzet al, 2007;
Jinet al, 2007 Xiaet al,, 2005 Xiaet al, 2009b| Xia and Sun, 200Zhe utilisation based pe-
riod re-scaling scheme proposed in this work does not saate dhe control periods when the
system is under-loaded. This is because scaling down theot@eriods in this case does not

help improve the QoC but wastes more system resources.

Because the data acquisition and QoC evaluation subtasleyslmn even in overload
conditions, a hierarchical scheduling model, e[ghang and Burns, 2007may also be ap-
propriate and easy to use. However, our approach proposedphecesses the information
of each loop locally, and does not bring it up to higher levalnsequently, the local QoC
based scheduling can be effectively integrated with tha datuisition component. The top
level scheduler is not always active; it is triggered onlyewht is necessary. Therefore, the
three-level architecture is effective for saving energg ather computing resources. This is

important for embedded systems with insufficient resources

Various scheduling policies, e.g., FP, Rate-Monotonic (RDBadline-Monotonic (DM),
and EDF, can be implemented as plug-ins in the proposed ée&drheduling architecture.
This work will consider both the FP and EDF policies. The EBFchosen because it is
widely accepted as one of the major scheduling paradigmgymardic environments. Our
FP scheduling is derived from the RM scheduling, another nsgbeduling paradigm. The FP

scheduling is widely supported in various platforms andheteapplication programming level.

6.2 Bottom Level: Task Model

A periodic control task is denoted B¥(c, d, p), wherec, d, p are the worst-case execution time,

deadline, and period, respectively. A single control tagk, d, p) is schedulable as long as
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¢ < d < p, which can be interpreted as processor utilisatioa ¢/p < 1.

Now, consider a system with periodic control tasks running on a uni-processor. ithe
control task is denoted b¥;(c;, d;, p;),i € {1,2,---,n}. The total CPU utilisation of the
tasks is calculated as = > "', ¢;/p;. It is known from scheduling theory that a necessary

condition for schedulability of those tasks running on ajpmcessor system {8 < 1.

Because the environment of a system changes over time, pleeiodic control tasks may
overload the digital controller. When this happens, the @alV€oC performance of the system
deteriorates, and some of the control loops may even becastahie[Buttazzoet al, 2007.

As demonstrated ifiCervinet al, 2004, the key problem here is that some control tasks with
lower priority will be blocked or significantly delayed in estoad conditions when the FP
scheduling is employed, making it impossible to evaluaee@oC of these loops and conse-
quently to scale up the control periods promptly. Using kinitdeas of|Balbastreet al., 2004
and[Tianet al, 20061, a two-subtask decomposition model is developed in thikwomre-

solve this problem at the bottom level of our hierarchicalieack scheduling framework.

With interrupt driven communications, decomposition obatrol task into smaller subtasks
is feasible for control design and also effective for redgaontrol jitter{Balbastreet al, 2004;
Lluesmaet al,, 2005; Tiaret al, 2006K. This work rectifies our approadfiian et al, 2006H
to develop a two-subtask model. WhilBalbastreet al, 2004; Tianet al, 2006 focus on
reducing control latency and jitter, this work aims to eadthe QoC of all control loops even

in overload conditions, and then to use the QoC for schegwlrthe control periods.

6.2.1 Task Decomposition

As in [Balbastreet al, 2004; Tianet al, 2006H), the first step of the new task decomposition
approach is to decompose control tdslc;, d;, p;) into two subtaskg (c;1, d;1, p;) andTis(c;z,

dia, pi), Wherec; + ¢o = ¢;andi € {1,2,---,n}. It follows that

E:E1UE2,ViE{1,2,"',n} (61)

Two subscripts are used here to represent the attributdseeaddécomposed control subtasks:

the first one is task identifier, and the second one indicdtesdecomposed subtask. For
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simplicity, we use 1 to represent data acquisition and Qafuaevion phase, and 2 to denote
control computation and control output phase, respegtiiebr example/3; means the data

acquisition and QoC evaluation phase of task 3.

Forn control tasks, such a task decomposition giesubtasks with data acquisition and

QoC evaluation subtask s&f and control computation and output subtaskisét
TH =Ul Ty, T = U Ty (6.2)

The decomposition of the control tasks is graphically destrated in Figure 612. Priority levels
of all subtasks are assigned in Figlre 6.2 for FP schedufiageach of the subtask séf$ and
T the priority levels are determined from the RM policy.

Priority

2n

Subtask

2n-i+1 SetT!

n+1

T11

T12

Subtask

e SetTll

Tn2

Original tasks |:> Decomposed tasks

Figure 6.2 Task model for decomposition afcontrol tasks. The assignment of priority levels
is valid only for FP scheduling.

6.2.2 Deadlines for Decomposed Subtasks

Similar to what we have done [Tian et al, 2006k, the second step of the new task decompo-

sition approach is to determine the deadline for each of dverhposed subtasks as follows:

dii = [Cﬂdz-‘ Jdig = diyi € {1,2,--- ,n} (6.3)

)

It follows from the relationship; < d; that

din > i1, dip = d; > cqp +cio, 1 € {1,2,--- n} (6.4)
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It is worth mentioning that the deadlines, for subtasksl;;,i = 1,2,---,n are soft

deadlines. There is no hard requirement that these deadtinst not be missed.

6.2.3 Assignment of Priority Levels for FP Scheduling

The final step of the new task decomposition approach is igraappropriate priority levels to

the decomposed subtasks if FP scheduling is to be used.

For a system with. control tasks, in order to run each of the subtasks, 751, - - -, T,1 } Iin
every control period, the subtasks in the subtask $eire assigned priority levels higher than

those of the subtasks in the subtaskB€t

Without loss of generality, assume that theéasks{T}, T»,- - -, 7T, } have been arranged in
the descending order of their priority levels. As shown igufe[6.2, after decomposition of
the control tasks, the subtasks in the subtasi’$ekeep unchanged the original priority levels
and order, while all subtasks in the subtask’Betare assigned higher priority levels without
changing the order of the priority. Therefore, for titletask, we have the priority levels for the

decomposed subtasky andT;; as follows

Priority level: n—i+1 forT,Vie {1,2,---,n} (6.5)
Priority level: 2n —i+1 forT; Vie {1,2,--- ,n}

The workload of the: tasks{T}, T, - - -, 7,,} running on a uni-processor is calculated as
U= Zci/pi =Ul4+UY, U= Zcil/pa Ul = Zcig/pz' (6.6)
=1 =1 =1

where U and U’! are workload of the subtask set€ and 77, respectively. While the
workload U of all n tasks might be too heavy to make these tasks schedulabgealimiost
certain that the workloatl for the subtask séft” is far below the full potential of the processor
capacity, i.e.[J! << 1. This implies that even in FP scheduling, due to their highanities,
the subtasks in the subtask et will always have a chance to run in overload conditions.
Therefore, the QoC can be evaluated for each of the contopslon every control period,
leading to the possibility to re-scale the periods of thetimriasks quickly under overload
conditions. This will be discussed later in Section 6.4.
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6.3 Intermediate Level: QoC Driven Scheduling of Control Periods

QoC can be characterised by some sort of performance infBoészzoet al, 2007, e.g. IAE,
ITAE, quadratic cost function. While it is possible to evdakia QoC index that requires high-
cost computing, simplified QoC computation, e.g., linegragimation, has been shown to be
effective for implementation of real-time contiifkeret al., 2000; Cerviret al,, 2004. In this
work, the control errogj, which is the difference between the set-pajgtand actual outpuy

of the controlled plant, and its one-step differeageare used to characterise the QoC.

In the work[Cervinet al, 2004, the control periods of control tasks are adjusted to mainta
the desired system workload. The QoC is considered intirectd thus is not guaranteed. The
task decomposition model developed previously in Sedti@nakes it possible to closely
monitor the QoC for all control loops. When the QoC changesctintrol periods are adjusted

to maintain the QoC at its desired level.

For a specific control task;, i € {1,2,---,n}, there are three scenarios for QoC:

1) If the QoC does not change or changes in a small regiore ieero need to adjust the
control period. Consequently, the workload of this contaskt will remain the same if

other parameters, e.g;, do not change.

2) If the QoC deteriorates, more frequent control actiorisheip avoid the QoC deteriora-

tions. This requires reducing the control period. And

3) If the QoC is improving, less frequent control can be madgatve system resources.

To help better understand the QoC driven scheduling of obpariods, Figuré 613 shows
normalised outpuy of a plant and corresponding under fixed sampling period of 0.25 time
units. It is seen that the QoC changes significantly from carepding period to another,
especially in the first few sampling periods because of thesthange ig. In contrast, when
the sampling period is allowed to be adjustable, better QaCbe maintained in each sampling
period. As shown in Figurle 8.4, adjusting sampling perigapea with 0.5 time units will give
the QoC within the pre-determined upper bound 0.08 in eadbghe

Under the pre-determined QoC upper bouhg, the adjustment of the period can be

A . .
expressed ag; = ﬁpi. Considering the upper bound** and lower bound*" of the
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Figure 6.3 Plots of outputy (upper plot) and one-step difference in control egr(lower
plot) under fixed sampling period of 0.25 time units.
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Figure 6.4: Variable sampling period with™** = 0.5 (upper plot) and correspondinag (lower

plot) with A = 0.08.

period, the following strategy is proposed fare {1,2,---,n} for control period scheduling

Di:

pie®, if [6g| < f,?;xAH orp; = p;"**

min ~ ﬁl min

pi", if |6y > = Ay or p; = p; (6.7)
A else Z

<=1 Pi>

|69

In implementation, the above control period schedulingtegry can be further improved for

smooth operation. One improvement is to smooth out posigluctuations in control period
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through some sort of filter. For example, Equationl(6.7) camiodified to

min ~ ]Z)l __min

1

piner if |0g] <

H

1091

epi + (1 —e)—=p;, 0 < e <1, else

wheree is a forgetting factor. Another improvement is to use a deattzaroundy = A, <

Ay, in which the scheduler does nothing, to avoid possibldlations in a small range.

The algorithm for adjusting control period at intermediateel is shown in Figure 615.

Algorithm: Adjusting Control Period
Globalc;, p;;  //Execution time, control period
For theith subtask;;:
If |6y| > Ap
Then if || < pp—LAH or p; == p"**

Then sep; := p"**;

Elseif|6| > jfmAn or p; == pI'™

Then sep; = pjin
Else

Setp; := ep; + (1 — 6)@51%0 <e<l
End If

End If

Figure 6.5 Intermediate level algorithm for adjusting control perio

Remark 1 Atthe steady state of a controlled process, the controlréenads to be zero and thus
the control period of the control loop approaches it maximwatuep™**. When the controlled
output deviates from its set-point significantly, the colgrror becomes large and consequently

the control period of the control loop tends to its minimurntuea™ ™.

6.4 Top Level: Event-Triggered Re-Scaling of Control Periods

At the top level of our hierarchical feedback schedulincha@ecture as shown in Figure 6.1 is
an event-triggered scheduler for re-scaling of contralguks. In many existing feedback sched-
ulers, e.g., those ifCervinet al, 2002; Xiaet al, 2005%; Xiaet al, 2009b{ Xia and Sun, 2005
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a separate task at a high priority level must be activated.féadback scheduler proposed here
is different from these feedback schedulers in two aspét}dt is event-triggered; and (2) Itis

triggered only if the workload is higher than the desiredieal

6.4.1 Event-Triggering

An advantage of using event-triggering, instead of a sépareriodic task at a high priority
level, is to effectively reduce the overhead of the schedutel context switching. A periodic
task will run automatically in every period, resulting inntext switching every time when
the task is activated. It is the only way in existing feedbackedulers to evaluate the QoC
for all control loops, but does not function well under oead conditions if FP scheduling
is used because some lower-priority tasks may be blocke@yoifisantly delayed. The task
decomposition model proposed in Sectionl 6.2 makes it plessibevaluate the QoC for all
control loops even when the system is overloaded. Thisiateesthe requirement of a periodic

task at a high priority level, facilitating an event-triggey task to adjust the control periods.

Another advantage of event-triggering is its ability tgpesd to changes in system workload
quickly. In the feedback schedulers that use a periodic aask high level to adjust control
periods, a compromise has to be made between the conteghswjtoverhead and the prompt-
ness to respond to workload changes. However, with evaggdring, such a compromise is

eliminated completely, implying more efficient feedbackeduling.

The algorithm, Event-Triggering, is shown in Figlire]6.6 floe ith subtaski;, i € {1, 2,
.-+, n}, which is the data acquisition and QoC evaluation subtaskmeosed from theth
control task7;. This algorithm executes for each of the subtasks in theasubsetl! =
{T11,Ts,---, T, }. Itevaluates QoC, and adjusts the control period locallgdessary. Then,

it updates the workload of the overall system and also the workld@dfor the specific task

UI:U—UZ'—FC@'/]QZ', Ci:Cil+Ci2, i6{1,2,~~~,n} (69)

U = Cz‘/Pz‘, Ci =Ci1+ G, 1€ {172, T a”} (6.10)

Finally, it checks if the system workload is heavier thansigs-point, and if yes triggers the

top-level scheduler to scale up the control periods foratitml loops.
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Algorithm: Event-Triggering
GlobalU, Uy,; IIsystem workload and its set-point
Globalc;, p;;  //Execution time, control period
Global N,,;  //Number of requests for scaling down control periods
For theith subtaski’;;:
StaticU; = 0; //workload for taskT;
Data acquisition;
Evaluate QoC,;
Adjust control periog; if necessary; //Algorithm: Adjusting Control Period
Update system workload := U — U; + ¢;/p;;
Update theth task workloadJ; := ¢;/p;;
If U > U, [leventhappens

Nyg = Nyg + 1,
If Npy > Nype® IIN} et predetermined upper bound &%,
ResetV,, := 0;
Trigger the top-level scheduler //Algorithm: ScalingUp @ohPeriods
End If
End If;

Figure 6.6: Algorithm for Event-Triggering.

It is worth mentioning again that when the system workloaébister than its set-point, as
long as the QoC meets the system requirement, it does ndf make sense to scale down
the control periods for the overall system. We even needdteaqp the period to save more

computing resources if a control loop reaches its steadg.sta

6.4.2 Scaling Up Control Periods under Overload Conditions

The top-level scheduler is triggered when the system warklis heavier than its set-point.
Once triggered, the scheduler will check all contraontrol tasks, and will scale up the control
periods or those tasks whose control periods are less tl@nrdspect maximum allowable

values. The strategy to scale up the control periods is dedigs

U
PSP (6.11)
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In this way, the workload of the system will be scaled downtsoset-point/y,. Similar idea
has been adopted [€ervinet al, 2004, while the difference is that the scaling is used only

for overload conditions in our scheme developed in this work

The algorithm, ScalingUp Control Periods, is shown in Fidfui&for overload conditions.

Algorithm: ScalingUp Control Periods
GlobalU, Uy,; IIsystem workload and its set-point
Loop: For tasks from = 1 ton do
If p; < maximum control period
Scale up control periog; := U%pi;
If p; > maximum control period
Setp; := the maximum control period
End If;
End If;
End Loop;

Figure 6.7: Top level algorithm for Scaling Up Control Periods.

6.5 Summary of This Chapter

Linking multi-tasking scheduling directly to QoC, a hieraical feedback scheduling frame-
work has been proposed for integrated design of control ahdduling of real-time control

systems. The task decomposition model at the bottom lewsiren that the QoC is closely
monitored and evaluated all the time even under overloaditons. The intermediate level of
the framework is a QoC driven scheduling of control perigsisthe top level, utilisation based
re-scaling of control periods is triggered only when theteysis overloaded. The proposed

scheduling framework will be verified in the next chapter (@ed 1) through case studies.

6.6 Nomenclature of This Chapter

The same nomenclature is used in this chapter (Chapter 6hantekt chapter (Chapter 7). It
is listed at the end of the next chapter (Secfionl7.10 of ChEpte



Chapter 7

Verification of Hierarchical Feedback Scheduling

Comprehensive case studies are carried out in this work tifyuée hierarchical feedback
scheduling framework developed in the last chapter (Ch&)tefhe scheduling framework is
applied to a control system with six control loops each ofclhis for a first-order plus time
delay process. The performance of the control system isiaied quantitatively under the
hierarchical feedback scheduling, and compared with thdeuother typical scenarios. The
results show that the proposed hierarchical schedulingsg ® implement and is effective to

maintain the overall Quality of Control (QoC) performanceexlrtime control systems.

7.1 Process Dynamics and Controller Design

Consider the closed-loop control of the following first-argéus time delay process, which are

common in process industry
__ K
C Ts+1

Gp(s) e P? (7.2)

wherekK,, T,, andr, are process gain, time constant, and time delay, resplgctivigh appro-
priate units. We consider six such processes with theiressge settings shown in the first
three columns of Table 4.1. A process model with these gsttdan represent the injection

velocity process in a thermoplastic injection moulding hine[Tian and Gao, 1999b

For each of the six processes, a Proportional-Integralq@ijroller G, is employed with

the transfer function

Gu(s) = K. (1+ ! ) (7.2)

T.s
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Table 7.1 Settings of six control loops witlk,, = 1 and task execution time of 3p6, which
is lumped intoT),. Priority levels are valid only for FP scheduling.

Plant 1T, 7, | Priority  Period  Utilisation Nominal PI Controller
Gi(s) (ms) (ms) pi (Ms) Ui(%) | pi (ms) U; (%) | K. T.(ms)
Gi(s) 8 5 1 0.8~2.0 38~15 1.4 21.43|1.07 8.63

Gs(s) 10 2 1.0~25 30~12 1.7 17.65| 1.34 10.55
Gs(s) 10 6 3 1.0~25 30~12 1.7 17.65|1.14 10.74
Gyu(s) 12 6 4 1.2~3.0 25~10 2.0 15.00| 1.36 12.66
Gs(s) 12 7 5 1.2~3.0 25~10 2.0 15.00| 1.18 12.85
Gg(s) 15 7 6 1.5~3.8 20~ 38 2.5 12.00| 1.48 15.74
K, = 1 for all plants >u(U;)  168-67 | >;(U;) 98.73

whereK . andT, are controller gain and integral time, respectively. Tragemany methods for
P1 controller tuning. In this work, the PI controller is tuhesing the ITAE tuning for set-point.

The standard ITAE PI settings for set-point are

-1
_ _ T,
K. = 0.586K, ' T,7,*"", T. = T, (1-030 - 0165;) (7.3)

p

The resulting controller settings for the six control lo@we depicted in the last two columns
of Table[7.1. Since the process dynamics and controllegdesie not the main interest of this

work, we will focus on scheduling of multiple control tasks @ uni-processor below.

7.2 Settings for Control Tasks

The control frequency, i.e., the inverse of the control @&rfor each control loop is chosen in
the range of 4 to 10 times the characteristic frequency, vbaresponds to -3dB magnitude
decrease in the Bode diagram. Specifically, for a first-ordecgss with time constant df,,

the control period is chosen to ig/10 ~ 7,,/4. The resulting ranges of the control periods for

all six control loops are listed in Tadle7.1.

Without loss of generality, assume that all six control tals&ve the same execution time of
300us, which is lumped into the process time detlgyThe corresponding processor utilisations
for the tasks are shown in Takile]7.1. The total utilisatiamyes from 67% for the maximum

control periods to 168% for the minimum control periods. sTimplies that the processor will
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be overloaded when the smallest control periods are emgloyeorder not to overload the
processor, nominal control periods are determined whieé tfie total utilisation of just under
100%, as depicted in Table ¥.1. They are still smaller themtlaximum control periods, and

thus are expected to deliver satisfactory control perforcea

The priority levels of the control tasks are determined atiog to the Rate-Monotonic
(RM) rules, i.e., the shorter the period, the higher the pyiorlf two tasks have the same
period, assign the priority in an arbitrary order. As showitable 7.1, the priority levels of the
control loops ofGG; (s) to G(s) are assigned to be 1 to 6, respectively. They are valid omly fo

fixed priority scheduling.

7.3 Scenarios to Be Tested

To evaluate the control performance, consider set-pouking for all six loops. Set-point
changes are designed to test various scenarios, as showblgi I.2. The TrueTime package
[Ohlin et al, 2007 is used to carry out the simulation studies. Both the fixedripyi¢FP)
scheduling and Earliest-Deadline-First (EDF) schedultlgbe tested.

Table 7.2 Step changes in set-point for all six control loops.

Control Loop Oms 100ms 200ms 300ms 400ms 500ms

Gi(s) 1 -1 +1 -1 41 -1
Ga(s) +1 -1 +1 —1 +1

Gi5(s) +1 -1 +1 —1

G4(s) +1 -1 +1

G5(s) +1 -1

Ge(s) +1

Because the QoC of a control loop largely depends on the péBotiazzoet al, 2007;
Cervinet al, 2004, the QoC computed using the changing control period in thgeg™",
p™**] would become incomparable for various scheduling schedeshoose to use the same
and fixed time step of 1ms to compute the integral type of cbperformance, e.g., ITAE, for
all scheduling schemes. This implies that interpolatioh e carried out for computation of

the integral control performance.
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7.4 Performance Evaluation under the Minimum Control Periods

When the minimum periods are used as defined in Table 7.1, doegsor is overloaded with

the requested utilisation of 168%.

7.4.1 The FP Scheduling

In overload conditions, the first three control loops whigleghe actual processor workload of
98% will execute as expected, while the other three loopgdwaile no chance to run. Therefore,

the overall performance of the system is not acceptabléd.at al

The FP scheduling of all six tasks are depicted in Figlresand[7.2. As shown in
Figure[7.1, Task 1 with the highest priority runs well; Tagkand 3 runs smoothly, which are
preempted by tasks with higher priorities. Figlrel 7.2 shthas Tasks 1 to 3 give satisfactory

performance.

Figured 7.1l and 712 also indicate that Task 4 does not funaiaod Tasks 5 and 6 never run;

these three tasks do not track the set-point changes at all.

The ITAE indices of the controlled outputs of the six contimbps are computed for FP

scheduling, and are summarised in Tablé 7.3 under the MidPerethod with FP.

&

Task6
=

%

Task1, ...,

o 95 100 105 110
Time (ms)

Figure 7.1 FP scheduling under the minimum control periods.



7.4. PERFORMANCE EVALUATION UNDER THE MINIMUM PERIODS

100 200

300

Time (ms)
| y5
A y6
VA )
100 200 300 500
Time (ms)

107

Figure 7.2 Control under the minimum control periods and FP scheduling

Table 7.3 ITAE indices under fixed periods and FP (The results are ecaetpusing a fixed
time step of 1ms).

Loop 0-100ms 100-200ms 200-300ms 300-400ms 400-500ms 6G0WMs

MinPeriod with FP overloaded (requested workload 168%)

Gl 91.17 100.53 91.424 100.69 91.624 91.274
G2 110.58 109.90 120.48 111.73 121.68 -
G3 193.65 196.24 194.91 195.84 - -
Loops of G4, G5, and G6 are not functional.
MaxPeriod with FPworkload 67%
G1 127.79 154.32 153.68 156.21 154.16 152.21
G2 156.90 156.42 156.82 155.21 154.86 -
G3 210.77 212.21 211.73 211.71 - -
G4 258.17 300.09 241.00 - — -
G5 305.00 362.16 - - - -
G6 392.18 - - — - -
Nominal with FP. fully loaded (workload 99%)
Gl 107.14 117.07 109.47 119.57 112.26 121.51
G2 130.57 129.64 130.19 145.06 141.87 -
G3 176.66 181.62 179.00 187.94 - -
G4 213.76 251.40 246.44 - - -
G5 320.78 281.44 - - - —
G6 824.13 - - — - -
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7.4.2 The EDF Scheduling

Under the EFD scheduling, all control tasks have chancedowgg even in overload conditions
of 168% requested workload. This is clearly shown in the dahieg plot of Figurd 7.8. The
output signals of the controlled processes under EDF stingdare shown in Figure 7.4, and
the ITAE indices of the controlled outputs are tabulated abl&[7.4 under the MinPeriod
method with EDF scheduling. It is seen from Talles 7.4 [antthaB the EDF outperforms
the FP in this specific scenario if the platform of the targstem supports the EDF.
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Figure 7.3 EDF scheduling under the minimum control periods.
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Figure 7.4: Control under the minimum control periods with EDF schemtyli
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Table 7.4 ITAE indices under fixed periods and EDF (The results arepuged using a fixed
time step of 1ms).

Loop 0-100ms 100-200ms 200-300ms 300-400ms 400-500ms 6G0Ms
MinPeriod with EDF overloaded (requested workload 168%)

Gl 175.47 176.25 184.95 175.27 174.00 168.38
G2 179.24 180.96 187.25 175.39 170.94 -
G3 244.33 243.55 224.21 238.47 - -

G4 232.40 239.43 214.34 - — -
G5 298.06 263.50 - - - —
G6 308.54 - - — — -

7.5 FP Scheduling under the Maximum Periods

If the maximum control periods are implemented, the recuabgtocessor utilisation is 67%. All
control tasks can execute as expected under FP scheduiingelZ.5 shows the corresponding
multi-tasking scheduling. The output signals of the cdidtbprocesses in response to the step
changes in set-points (Takle 7.2) is depicted in Figure Th@ corresponding ITAE indices of
the control loops are summarised in Tdble 7.3 under the Mé&dPmethod with FP.
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Figure 7.5 FP scheduling under the maximum control periods.
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Figure 7.6. Control under the maximum control periods and FP scheduling

7.6 FP Scheduling under Nominal Control Periods

With the settings under nominal control periods (Tablé,#H§ requested processor utilisation
is about 98.73%. Therefore, all six control tasks will havehance to execute under FP
scheduling. However, becuase the system is almost fullgddagood performance cannot
be expected for the control task with the lowest prioritg..econtrol loopGe(s) in our case
studies, because the task is often pre-empted by contid wish higher priorities. This has
been shown in Figure 4.7 for multi-tasking scheduling, anBigure[ 7.8 for output signals of
the controlled processes in response to the step changespoists (Tablé 7]2). As tabulated
in Table[7.38, the quantitative ITAE indices indicate thatngared with the MaxPeriod method
with FP, the NominalPeriod method with the same schedulatigyimproves the performance
for all control loops except the control lodis(s). Because the performance of the control
loop G(s) degrades significantly and the requested processor titiliss close to 100%, the

NominalPeriods method is not an idea method under FP sdahgdul

7.7 Task Decomposition with Fixed Control Periods

To employ the hierarchical feedback scheduling proposehkiswork, we first develop a new
task model in which each of the original six control tasks es@mposed into two subtasks:
data acquisition and QoC evaluation, and control compariaind output. Without loss of the

generality, the settings of the decomposed tasks and theiitigs are shown in Table 4.5.
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Figure 7.7. FP scheduling under nominal control periods.
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Figure 7.8 Control under nominal control periods and FP scheduling.

We have tested the new task model, in which the original skgare decomposed into
twelve subtasks, under fixed task periods and FP. As showigimés 7.9 ani 7.10, all subtasks
T11 through T, are executed regularly to acquire data and monitor the Qo&airtime for any

settings of fixed task periods, from the minimum ones to theimam ones.

For the minimum task periods, the subtasks dnd T;;, which are respectively numbered
as 7 and 8 in Figurle 7.9, have chance to run to control prosésge) andG,(s), respectively.
However, all other subtasks;Tand Ts;, which are respectively numbered as 9 and 12 in Figure

[7.9 will never run under FP, implying these loops are not fiamal under FP scheduling.
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Table 7.5 Task model in the case studies. Top level scheduler tgsiS@ampling and control

task set T= T;1 UTjp, i = 1,2,---,6. Control periods are the same as those in Table 7.1.
Priority levels are valid only for FP scheduling.

Settings G1(s) Ga(s) Gs(s) G4(s) Gs(s) Ge(s)

Tlly Tl2 T21a T22 T31! T32 T41! T42 T51a T52 T61a T62
Priority 2,8 3,9 4,10 511 6,12 7,13
Period(ms) 0.8-2.0 1.0-25 10-25 12-30 1.2-3.0 18B-3.
Top level scheduler task,Wwith the highest priority of 1.
Execution times €= 10us; ¢; = 50us and ¢ = 250us,i=1,2,-- -, 6.
Deadlinesiy = 1ms;d;; andd,;,, 7 = 1,2, - - -, 6, are calculated using Eqn._(6.3).
Other SettingsAy = 0.05; A, = 0.01,e = 0.9, U, = 0.92, N, 45, = 5.

Tasks 1 - 6: Sampling: Tasks 7 - 12: Control
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Time (ms)

Figure 7.9 Task decomposition with the minimum control periods and FP

Tasks 1 - 6: Sampling; Tasks 7 - 12: Control
12J 1] 4 — 7 — —1 1 |

%o 95 100 105 110 115 120
Time (ms)

Figure 7.10 Task decomposition with the maximum control periods and FP
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For the maximum task periods, all subtasks through Ts;, which are respectively num-
bered as 7 through 12 in Figure 7.10, can be periodically ieeelcunder FP as expected

although the QoC performance can be improved significantly.

7.8 Task Decomposition with Variable Control Periods

With the task decomposition model, we are able to employ ig@ichical feedback scheduling
method proposed in this to improve the scheduling and Qofoqmeance of the control system.

Some settings of the scheduling are tabulated in Table 7.5.

7.8.1 The FP Scheduling Based on Task Decomposition

We start to execute all tasks under FP using the maximumgsesioown in Tables 7.1 aad 7.5.
The initial processor utilisation is 67%. With the on-lineiation of the QoC of the controlled
processes, the periods of all tasks are adjusted on-linelamaimically. Figuré 7.13 depictes
the adjustment of the task periods, whereepresents the period of the subtaSksandT},,
i=1,2,---,6. Figured_Z.1P shows the plot of the requested processasattdin. Adjustment of

the periods can also be observed from this plot they dirdictkywith the requested utilisation.

To clearly show that all tasks have been made schedulabler uhd variable-period FP
scheduling, Figure 7.13 depicts the plot of the FP schedulirer the time. Process responses
to step changes in set-points under variable-period FRIsitihg of the decomposed tasks are
shown in Figuré_7.14. The ITAE indices of the controlled msses under variable-period FP

scheduling of the decomposed tasks are tabulated in T&hle 7.
We have the following discussions:

1) When step changes in set-points of all six processes aogluted at Oms, big control
errors appear to all processes (Figure [7.14). The inteatetivel scheduler reduces the peri-
ods to improve the QoC (Figure 7]11); and the requestedatiitin increases till the processor
is almost fully loaded (Figure_7.12). When the requestedsatibn is over the desired value
(Usp = 92% in this example) and the number of requests for scaling upé¢hieds reaches the
pre-determined value\(,, = 5 in this example), the top level scheduler is activated togase

the periods (Figure7.13). When all processes are appraathéir steady states, the control
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Figure 7.13 Variable-period FP scheduling of the decomposed tasks.
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Figure 7.14 Process responses to step changes in set-points undeblegperiod FP
scheduling of the decomposed tasks.

Table 7.6 ITAE indices under variable periods and flexible workloati€ results are computed
using a fixed time step of 1ms. The average workload is 77%).

Loop 0-100ms 100-200ms 200-300ms 300-400ms 400-500ms 6G0Ms

ThisWork with FP

G1 105.72 106.90 104.13 103.35 106.86 101.53

G2 133.77 153.61 124.13 154.48 128.81 —

G3 168.45 169.62 177.28 155.82 - —

G4 214.81 235.28 250.39 - — -

G5 310.61 313.50 - - - —

G6 375.79 - — — — -
ThisWork with EDF

G1 99.30 122.82 110.43 103.18 101.87 104.87

G2 123.66 122.38 117.80 130.33 122.83 -

G3 166.98 183.25 177.02 192.79 - -

G4 206.43 236.52 224.12 - — -

G5 274.77 248.61 — - - —

G6 316.93 - - — - -

errors become smaller and smaller. The QoC can be well naéatavith bigger periods, and

thus the intermediate level scheduler gradually increttseperiods to their maximum values

corresponding to the requested utilisation of about 6 7%uUiE(7.12).

2) At 100ms, step changes are introduced into the set-pointise first five processes,

resulting in big control errors for these processes (Figuid). The control periods will be
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dynamically adjusted for these processes for QoC improménBzcauséss(s) is at its steady
state and can be well controlled using the maximum perioderpoocessor resources can be

used for controlling the first five processes (Figure17.11).

3) Similarly, as shown in Figurds 7]11 to 7.14, when step gharare introduced to the
set-points of some of the six processes at 200ms, 300ms,mds4 the proposed scheduling

strategies under FP can well adjust the control periodseotiresponding control tasks.

4) Itis also seen from Figurés 7112 dnd 7.13 that the top ksfeduler will not be activated
when the requested utilisation is below its set-pdigt. It is likely to be activated when it
is required to improve the QoC, e.g., when there are changestipoint for one or more
processes. Our results show that from Oms to 100ms, the wepdeheduler is only activated

for 15 times in the first 32ms, and remains idle for the renmgjrtimes.

5) It is also observed from Figufe 7112 that unlike many é@xisscheduling methods, the
proposed method does not maintain the processor utilisati@ desired value but normally
below a desired value. Over the time-span from Oms to 600ras\terage requested processor

utilisation is about 77%. This saves system resources witsacrifice of the system QoC.

6) A comparison between Tables[7.6 7.3 shows that, dvérallTAE indices under
the variable-period FP scheduling based on task decongoaite quite comparable with those
under the fixed-period FP scheduling with nominal period$fe control loops of+; to G5, and
are improved significantly for the control loop 6f. The control system under the proposed
scheduling with FP consumes only 77% of the processor ressan average, compared to the

constant 98% under the FP scheduling with fixed nominal dsrio

7) Comparisons between Tables| 7.6 7.4 reveal that the ifidi€es under the variable-
period FP scheduling with task decomposition are bettan thase under fixed-period EDF

scheduling without task decomposition.

7.8.2 The EDF Scheduling Based on Task Decomposition

Now, let us embed the EDF into our hierarchical feedback dalhey framework. Again, we
start to execute all tasks under EDF using the maximum pgsbdwn in Tables 7.1 and 7.5,

and then to dynamically adjust the control periods to mainsatisfactory QoC. Figure 7.115
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Figure 7.16 Dynamical adjustment of processor utilisation under EDF.

shows the dynamic scheduling process for the control pgridtle dynamic adjustment of the

requested process utilisation is illustrated in Fiqurél7.1

Comparisons between Figures 7.15 and17.11 for periods, ameée Figure$ 7.16 and
[7.12 for workload reveal that the EDF and FP in the proposedidfack scheduling scheme

have similar patterns of period adjustment and workloagbtdien.
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The ITAE indices of the controlled processes under varigieléod EDF scheduling of the
decomposed tasks are summarised in Table 7.6. It is seertliistable that both FP and EDF
provide quite comparable ITAE performance for the first foantrol loopsGi(s) to G4(s).
For the last two control loopé&/5(s) and Gs(s), the QoC performance is slightly improved
under EDF with increased scheduling complexity. Overalthid-P and EDF work well in the
proposed feedback scheduling framework, while the EDHgby better.

7.9 Summary of This Chapter

Case studies have been carried out to verify the hierarcfeeaback scheduling framework
developed in the last chapter (Chagdiér 6). In the case stusiieprocesses are controlled
by a uni-processor controller that uses the proposed stthgdvamework with FP or EDF.

The QoC performance of the control system is evaluated daavely. The results show
that the FP with task decomposition outperforms the EDF authtask decomposition. It is
also demonstrated that with task partitioning, both FP abé kh the proposed hierarchical
feedback scheduling give similar QoC performance, whike BDF performs slightly better

with increased scheduling complexity and overhead.

7.10 Nomenclature of This Chapter

The same nomenclature is used in this chapter (Chapter 7harldst chapter (Chapter 6). It

is listed below.

Abbreviations

EDF Earliest-Deadline-First

FP Fixed Priority

IAE Integral of Absolute Error

ITAE Integral of Time Absolute Error
Pl Proportional-Integral

QoC  Quality of Control
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Symbols

= = Q@ = °

S

]

TI
T] I

<

Worst case computation time

Deadline

Controller or its transfer function

Gain

Number of requests for scaling down control periods
Total number of tasks

period

Laplace transform operator

Task, or time constant for plary), or integral time for controllerx.)
Subtask sef’ = U™, T,

Subtask seT'! = U T},

CPU utilisation

Workload of the subtask’

workload of the subtask’!

Output of the controlled variable

Control error

Greek Letters

Ap

QoC upper bound

Dead zone aroundly. A, < Ay
One-step difference dfldey
Forgetting factor

Time delay

Superscripts

max

min

Maximum value or upper bound (fet p; and N)

Minimum value or lower bound (fop andp;)

119
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Subscripts

c Controller

i The first or sole subscript 19 d, p, T to indicate theth task

j The second subscript to some variables/( T) to indicate thejth

subtask decomposed from tth task
P Plant
rq Requests (fofV)

sp Set-point forU andy



Chapter 8

Multi-Fractal Nature of Network Induced Delay Iin

Networked Control Systems

Modern large-scale and real-time control systems are img@ited over data networks as the
communication media. Network induced time delay in a nek@drcontrol system (NCS) is
time-varying and unpredictable, and thus affect the aayuod timing-dependent computing
and control of the NCS. It is a challenging problem in NCS redeand development. In most
existing research on stability and stabilisation of NCS ntéevork induced delay is commonly
treated as a stochastic variable, and is inherently asstoteduniformly distributed in a certain
range. However, recent studies have revealed that theotadesigned from these assumptions
is conservative in order to maintain the system stabilitiaefter understanding of tligynamics

of real-time networked control is necessary for further improvement of system Quality of

Control (QoC) performance.

In order to analyse the dynamics of network induced delay @SNapplications, typical
scenarios of real-time networked control over TCP/IP netw@re modelled and simulated.
Network traffic data sets have been obtained, which showutee dynamic behaviour. Our
work has indicated that NCS network induced delay has a ndorondistribution. Further-
more, analysing the network traffic data sets has reveageahtliti-fractal nature of the network

induced delay for the investigated scenarios of the read-tietworked control.

Part of this work has been published[iian and Levy, 2008band[Tian et al, 2007.

121
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8.1 Hierarchical Control Systems

Let us begin with an investigation into a networked contystem (NCS) for a middle-scale pro-
cess or multiple small-scale processes. The control syisésra typical hierarchical structure. It
is implemented over an IEEE802.3 based network. The systemodelled and simulated using
the open source package Network Simulator R$€B/LBNL/VINT Groups, 2008, which is

a discrete event driven simulator for TCP/IP networks.

8.1.1 Control System Architecture

The NCS we focus on in the case studies has a three-layerdharartopology, as depicted in
Fig.[8.1, which is typical in industrial control systefi§an and Tad, 2002. The system has
been investigated previously in our preliminary studiBsn et al, 2006¢] Tiaret al, 20064.
On the top of the hierarchy are management computers. Caoimgbuters, i.e., controllers, are
in the middle. Sensors and actuators, and the plant to beaotiedt are at the bottom. There
aren smart sensors and smart actuators, respectively. In practiee> m. We setn = 30
andm = 20 here to simulate a middle-scale industrial process or plalsmall-scale industrial

processes. Also, we use 5 control computers and 5 manageomaptiters in the NCS.

‘ Management Computers ‘

‘ Control Computers ‘

t '

Smart Sensors Smart Actuators
1... ... .....1h 1. .. ...

‘ Plant to be controlled

Figure 8.1 Hierarchical topology of the modelled NCS.

For ease of discussions, the following notations are usegpi@sent various NCS devices:

S1,S2, -+, Sn: Smart Sensors, = 30

Al, A2,---, Am: Smart Actuatorsy: = 20
C1,C2,--,C5: 5 control computers

M1, M2,---, M5: 5 management computers

P1, P2, - Pq: P2P connection devices, q is configurable in our model
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Without loss of the generality, we assign C1 as the centralralber, and C5 as a local

control server. C2, C3, and C4 are used for display and otheppasp

Itis assumed that there are 20 control loops, corresportditige 20 actuators. The arrange-
ment of the control loops is tabulated in Tablel 8.2.
Table 8.2 Control Loops.

ControlLoop 1 2 ... 10 11 12 -.-- 20
Sensor(s) 1 2... 10 11 13 --- 29

12 14 --- 30
Actuator 1 2 ... 10 11 12 --- 20

8.1.2 Network Architecture

Various LAN (local area network) architecture designs argsgble to interconnect NCS hosts
and devices. This chapter considers a two-segment arttiviéewith 10Mbps network capacity.

Other network architecture designs will be investigatetheanext chapter (Chapter 9).

In the two-segment architecture, put all management antta@aromputers in a segment,
and all smart sensors and actuators in the other segmerst.afdtiitecture design is shown in

Figure[8.2. The corresponding representation in ns2 isctiEgpin Figuré 813.

Control Computers Management Computers

TN YY

E% L‘Lﬁﬁ Switch g

; |
Switch ﬁ,g@
Smart Sensors * Smart Actuators

@@ &

Figure 8.2 Two-segment architecture of the NCS Network.

8.1.3 Traffic Flow Specifications

For traffic flow specifications, we suppose that control teeles periodic with the period of

200ms. Typical traffic flows in the NCS are specified below.
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@6 - @ W@ - @

SIS

Figure 8.3 Representation of the two-segment architecture in ns2.

1) Within a control period, each of the smart sensors sena@gskep of 200 bytes in the first

50ms to the controller (C1), and also to the local server (C5).

2) From 100ms to 200ms, the controller sends a control pafk&®0 bytes to each of the

actuators, and a packet of 1k bytes to the local server C5.

3) In each control period, C5 sends packets of 2k bytes to eaCR,aC3, and C4 for local

information processing, monitoring, and displaying.

4) Each of C2, C3, and C4 sends queries to the local server C5 andegpbnses from C5
within an interval of 5s. The sizes of the queries and respofr each of C2, C3, and

C4 are 1k and 10k bytes, respectively.

5) Within a session of 10min, each management computer spreaties of 60k bytes to the

local server C5, and gets responses of 600k bytes from C5.

From the above specifications, traffic flows are calculatedi tabulated in Table 8.3 for
the modelled NCS. It is worth mentioning that for each TCP patfa@smitted over the NCS

network, there is a 40-byte overhead for TCP and IP headers.

In all cases, assume that the network propagation time isfdadl LANs and P2P links.
The modelled NCS is simulated for 10s using ns2 under Unixtraffic flows over the network
are monitored and recorded in trace files. Then, extractnmtion from the trace files and

analyse and evaluate the performance the NCS network.

8.2 Non-Uniform Distribution of Network Induced Delay

Selected results of the performance analysis for the NCSuanenarised in Table 8.4.
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Table 8.3 Traffic Flow Specifications.

No. Traffic Flow Flow Rate
TCP1. 0-50ms: each SiSn=-C1, 200 bytes — 8kbps
TCP2. 0-50ms: each S1Sn=C5, 200 bytes — 8kbps
TCP3. 100-200ms: Cx each AL--Am, 200 bytes — 8kbps

TCP4. 100-200ms: C%- C5, 1k bytes — 40kbps
TCP5. 0-200ms: C5>eachC2-C4, 2kbytes — 80kbps
TCP6. 0-5s: each GXC4=C5, 1kbytes — 1.6kbps
TCP7. 0-5s: C5> each C2.C4, 10k bytes — 16kbps

TCP8. 0-10min: each MAM5 =- C5, 60k bytes — 800bps
TCP9. 0-10min: C5 each M-M5, 600k bytes — 8kbps
Packet Size (bytes) - TCP1,2,3,6: 200; TCP4,5,7,9: 1k; TCP®8: 10
10Mbps capacity and 4ms propagation time for all links

Table 8.4 Selected results for TwoSegments/10Mbps NCS.

Total number of recorded receive events: 25600
All measurement/control packets received? Yes

Received bits/s within each local area (bps) Network Utilisa

Computer side: 1313760 < 13.2%
Sensor/actuator side: 901 120 < 9.1%
P2P link: 901 120 < 9.1%

Average throughput (bps): C1l C5 Aj (Actuator)

323232 355680 9632

Sensor-to-controller delay and jitter (ms)

S01 S10 S20 S25 S30 Al
Min delay 16.64 16.71 16.71 16.71 16.81 16.30
Max delay 69.79 77.92 93.34 91.04 56.65 93.34
Jitter 53.15 61.25 76.64 74.33 39.84 77.05
Controller-to-actuator delay and jitter (ms)

A0l A05 Al10 Al15 A20 Al
Mindelay 17.50 17.35 18.42 19.48 19.12 16.93
Max delay 28.92 29.85 31.37 32.86 34.16 34.16
Jitter 11.42 1250 1296 13.38 15.04 17.23

It is seen from Tablé 814 that the traffic load of the NCS netwsress than 15%. How-
ever, network induced delay and jitter is significant. Thesse-to-actuator delay ranges from
16.30ms to 93.34ms, and the controller-to-actuator detteynges from 16.93ms to 34.16ms.
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With consideration of both sensor-to-controller delay aadtroller-to-actuator delay, the total

NCS communication latency is between 33.23ms and 127.5@sdfing in a jitter of 94.27ms.

In most existing research on stability and stabilisatiorNQIS, it is inherently assumed
that the network induced delay is uniformly distributed ircexrtain range. However, our
investigation does not support this assumption. To sugh@tclaim, Figuré 8J4 shows a plot
of network induced sensor-to-controller delay. The cqroesling delay distribution is depicted

in Figure[8.5, which clearly shows the non-uniform disttiba of the delay.

100

[ min delay, max delay, jitter | = [ 16.30, 93.34, 77.05 | ms
9ot

80r

Sensor-to-Controller Delay (ms)

500 1000 1500
Packet Sequence

Figure 8.4 Sensor-to-controller delay.
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Figure 8.5 Distribution of the sensor-to-controller delay.
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Figure 8.6. Delay from the controller to actuator 10.

Compared with the sensor-to-controller delay, the corita@ctuator delay exhibits more
regular behaviour with small jitter (Figufe 8.6). This isedio the same setting of the control
period for all control tasks; and the setting means no seasoontroller traffic sharing the
network bandwidth when the controller sends control packethe actuators. Nevertheless,

the controller-to-actuator delay is also non-uniformligtdbuted.

Further analysis of the data sets in Figluré 8.4 will revedtinfractual nature. To facilitate

the analysis, let us discuss the theoretic background &f sienies analysis in the next section.

8.3 Theoretical Background of Time Series Analysis

8.3.1 R/S Analysis

Denote the dynamics of the network traffic shown in Figuré &4 = {x,}._,, where N
is the length of the sequence. This sequence can be treafeattad records in time. Hurst
invented theR?/S analysis method to study such sequertésrst, 195]. Later, Mandelbrot
[Mandelbrot, 198Pand FedefFeder, 198Bfurther developed this method in fractal theory.

For any fractal records in time = {z;}&_, and any2 < n < N, define

1 n
B (8.2)
ni4
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i

X(i,n) = Zl[xu— <z > (8.2)
R(n) = max X(i,n) — min X(i,n) (8.3)
S(n) = [:L i(:@-— <z > )2 (8.4)
Hurst found that
R(n)/S(n) ~ (3)" (8.5)

whereH is called theHurst exponent

In(R(n)
S(n))

we can calculate the Hurst exponent for the time series ubmtgast-square linear fit.

As n changes fromn to N, we obtainN — m + 1 points inln(n) v.s. plane. Then,

The Hurst exponent is usually used as a measure of compl@xigtrajectory of the record
is a curve with a fractal dimensian = 2 — H [Feder, 1988, p. 149Hence a smalleHl means
a more complex system. When applied to fractional Browniananpif 4 > ; the system
is said to bepersistentwhich means that if for a given time periedhe motion is along one
direction, then in the time succeedingt is more likely that the motion will follow the same

direction. For a system witlhf < 2 the opposite holds, that is, the systenaigipersistent

1 . . L
ButwhenH = 3 the system produces Brownian motion, which is random.

8.3.2 Multi-fractal Analysis

First, we define a measure from a positive time series as is ttorthe length sequence of a
genomdYu et al, 2001H. LetT;, t = 1,2, ---, N, be the time series. Define
T;

i T

to be the frequency df;. It follows that}", F; = 1. Now we can define a measyren interval
0,1] by du(x) = Y (x)dz, where

(8.7)

t—1 ¢t
Y(x):NxE,Whenxe[ }

N 'N

Itis easy to see that du(z) = 1 andy ([(t ;[1), ;{]) = F,



8.3. THEORETICAL BACKGROUND OF TIME SERIES ANALYSIS 129

The most common numerical implementations of multi-freetaalysis are the so-called
fixed-size box-counting algorithniblalseyet al, 1986. In the one-dimensional case, for a

given measurg with supportty C R, we consider th@artition sum

Z(q)= > [n(B)] (8.8)

j(B)#0

g € R, where the sum runs over all different non-empty bokesf a given side: in a grid

covering of the suppotk, that is,
B = [ke, (k + 1)€] (8.9)

The scaling exponent(q) is defined by

_ . log Zc(q)
m(q) = 11_1[% “loge (8.10)
The generalised fractal dimensions of the measure are dedige
D, = qT(_‘Dl for g # 1 (8.11)
and
. ZI €
D,=1lim——, forg=1 (8.12)
0 log e

whereZ, . = 3, (g)-0 1(B) log uu(B).

The generalised fractal dimensions are numerically estididarough a linear regression of

- log Z.(q) againstlog € for ¢ # 1, and similarly through a linear regression&f. against
log e for ¢ = 1. D is called theinformation dimensiomnd D, the correlation dimensionThe

D, of the positive values of gives relevance to the regions where the measure is large. Th
D, of the negative values af deals with the structure and the properties of the most eafefi

regions of the measure.

Following the idea of the thermodynamic formulation of mifractal measures, Canessa

[Canessa, 200Mas derived an expression for the “analogous” specific leat a

27(q) —1(g+ 1) —71(¢—1) (8.13)

Q



130 CHAPTER 8. MULTI-FRACTAL NATURE OF NETWORK INDUCED DELAY

He has shown that the form @6f, resembles a classical phase transition at a critical pomt f
financial time series. We will discuss the property(ffor NCS network induced delay in the

next section.

8.4 Multi-fractal Nature of Network Induced Delay

The sequence of data in Figure]8.4 for network induced dedaybe treated as fractal records
in time. For this sequence of data, the Hurst exponent isulzdkd. The graph of th&/S

analysis of the delay time series is shown in Figuré 8.7.

281

26

IN
i

In R(n)/S(n)

INg
[N}
T

18 The slope is 0.1857921

L L L L L L
25 3 35 4 4.5 5 55 6
Inn

Figure 8.7: R/S analysis of the datax = 40, N = 680.

Then, the generalised dimensions of the delay time series a@mputed. Theé), vs g
curve is shown in Figure 8.8. It is seen from this figure thatiiy spectra is multi-fractal-like
and sufficiently smooth for th€, vs ¢ curve to be meaningful. Depicted in Figlirel8.9 is the
vs ¢ curve corresponding td), in Figure[8.8. It can be seen from Figlirel8.9 that it resemdles

classical phase transition at a critical point.

From the values of the Hurst exponeb¥, spectra and related, curve, it can be concluded

that the network induced delay has multi-fractal natureexidbits long-range correlation.
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Figure 8.9 “Analogous” specific heat of the data.

8.5 Summary of This Chapter

The dynamics of network induced delay in real-time NCS hag la@alysed. The results have
revealed non-uniform distribution and multi-fractal n&twf the network delay. They do not
support the theoretic background of existing NCS researdivianaspects: (1) Most existing

research on NCS stability and stabilisation has inhererstbuimed a uniform distribution of
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network delay. With the finding of the non-uniform distritmrt of the network delay, less con-
servative stability criteria and improved control design be made possible through employing
some information of the delay distribution. (2) Another coon assumption in NCS theoretic
research is the randomness of the network induced delayetwthe multi-fractal nature of
network induced delay implies long-range correlation & delay. It further suggests that the
traffic irregularity we have observed does not represent4bom randomness in the networked

induced delay. These properties may be used to improve NC8lhimgdand design.

8.6 Nomenclature of This Chapter

Abbreviations

IP Internet Protocol

TCP Transport Control Protocol
NCS Networked Control System/s
Symbols

Al ~ Am Smart actuators

Cl1~C5 Control computers

o Specific heat

D, Fractal dimension

F, Frequency of time seri€g
H Hurst exponent

k Integer

M1~ M5 Management computers

m Integer variable, or the number of smart actuators

N Length of sequence

n The number of data, or the number of smart sensors
Real number

R One-dimensional Euclidean space

R(n) R(TL) = MaXj<i<n X(’l, n) — minlgign X(Z, TL)
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S1~ Sn Smart sensors

) S(n) =[x <a >
T; Time series

t Integert =1,2,---, N

U Integer

X(i,n) X(i,n) = [ve— < x>,

x Set of a sequence of data

x;, Tr, T, Thei-, k- andkth data in a sequence of data, respectively
< T >, Mathematical expectation for sequence data

Y (x) Used for definingu, du(z) = Y (z)dx

VA Partition sum

Greek Letters

€ Side length of a non-empty box
i A measure on intervd0, 1]
T Scaling exponent
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Chapter 9

Real-Time Queuing Protocol for Networked

Control Systems

Time-varying network induced delay in real-time networlsmhtrol systems (NCS) has been
analysed in detail in the last chapter (Chapter 8). It is alehging problem in real-time NCS
research and development. Over-provisioning of netwopacy is not a general solution
to this problem as it cannot provide any guarantee for ptedicommunication behaviour,
which is a basic requirement for many real-time applicaioAs separate design of control,
scheduling, and networks does not provide optimal solstioran NCSjntegrated design of
network, control, and other NCS componentds thus crucial for maximising the Quality of

Control (QoC) performance of the NCS.

Providing such an integrated design solution, this workppses a real-time protocol for
NCS applications. A queuing architecture is developed tocedhe network induced jitter,
making the network induced delay more predictable. Funtioee, case studies of NCS appli-
cations are given to demonstrate how to roughly estimattrtiieg parameters and calibrate the
proposed queuing protocol under typical scenarios usihgret-based networking technolo-
gies. The NCS communication performance of the proposedmgiguotocol is also evaluated
in the case studies, showing the applicability of the quguyrotocol in both hard and soft

real-time control systems.

The core content of this work has been publishellian and Levy, 2008b
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9.1 Queuing Protocol

Queuing packets to smooth out network induced delay is n@&vaidea in multimedia and
even in NCS, e.g[[Luke and Ray, 1990; Luke and Ray, 1994; Chan @adiiner, 1995. How-
ever, the requirement in multimedia applications is ddférfrom that in NCS. For example,
throughput is important in video streaming, but is not theufin networked control as normally
measurement and control packets are very small. For exigtiruing methods for NCS, there
has been no report on their success in real applicationss Waiik will rectify our real-time
queuing protocol, which was originally presentedTman et al, 2006a{ Tiaret al,, 20064, to

deal with time-varying network induced delay.

Our philosophy in development of the queuing protocol issldasn the following aspects:

1) Keep the general networks unchanged at the transpoviprietdata-link and physical
layers to maintain the simplicity, scalability, and intenoectivity of the networks. How-
ever, a real-time queuing protocol is introduced on top efttansport layer to meet the

requirement of predictable timing behaviour for real-tiooatrol.
2) Use two queues to smooth out the network induced timehvgudelay and jitter.

3) The resulting predictable communication delay is thempensated through control de-
sign. Therefore, a co-design of network and control will im@ge the control perfor-

mance of the real-time NCS.

From our preliminary studieTian et al, 2006a] Tiaret al, 20064, the queuing architec-

ture shown in Figure 911 implements the above mentionedidea

Controller |«
N etwork
Q
T — Smart i | Smart
’—: ] —H Actuator [ | ek — Sensor
Q,

Figure 9.1 Real-time queuing architecture for networked control.
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Compared with conventional networked control shown in Fegli2 (Chapterll), the pro-
posed NCS scheme in Figure 9.1 has two parallel quépeand (., on the actuator. Queue
@, stores only one control packet, and is used to enqueue tb&eeccontrol packet. Queue
Q- is a first-in-first-out (FIFO) queue, with a capacity of a fem., two or three, packets;
and is designed to deal with packet dropout of control pack&he issue of packet dropout

compensation will be investigated in the next chapter (Givad).

For real-time control, it is expected that the control sigrare sent to the plant under
control at predictable time instants. However, due to thesgeto-controller and controller-
to-actuator jitters, control signals will arrive at the wattors in variable time intervals. Using
the queud), the control packet is simply enqueued if it arrives too \eatlater, at a fixed
time instant in a control period, dequeue the packet ft@gmand send it to the plant. In this
way, network induced delay and jitter can be smoothed outs€qurently, the network induced

delay becomes predictable, favourable to real-time nétbcontrol.

Events and timeline settings f@}; operations are proposed below in the next section.

9.2 Events and Timelines

For periodic control tasks, events and timelines of the gqugeprotocol in a control period are

depicted in Figure9lfTian et al,, 2006¢{ Tiaret al,, 20064, and are explained below in detail.

1) The control task commences at time instant

Sensor-to-actuator delay

e | e >

T Te T Te Tp T tim?

Next control period

Deque control packet from
Q, and output to Actuator

Check Q. If no control packetin Q,,
make one from Q, and enque itto Q,

Latest time instant to receive control packet

Earliest time instant to receive control packet

Control period starts

Figure 9.2 Timelines for the queuing architecture.
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2) The controller receives a measurement packet from theosaver the NCS network,
calculates the corresponding control action, and thenutsigocontrol packet to quedg
through the NCS network;

3) In Figure[9.2, the earliest possible time instépt at which the control packet arrives at

queue(), is described by
Tg =To + min(ts.) + tey + Min(te,) (9.1)
wheret,., t.., andt., are sensor-to-controller delay, the worst case controlprdation

time, and controller-to-actuator delay, respectively.

4) Without packet dropout, the latest possible time instgntat which the control packet
reaches queu@,, is,

Ty =Tg + 1 (9.2)

wheret; is the sum of sensor-to-controller and controller-to-atdujitters, i.e.,

tj = max(tsc) - min(tsc) + max(tca) - min(tca) (93)

5) The actuator check@, at fixed time instanf > T}.. If Q; is empty, the control packet
has either been dropped or has arrived too late. In this basgctuator makes a decision
on how to control the plant based on past control packetsegliell),. Strategies will be
developed in the next chapter (Chajter 10) to deal with pairgtout.

6) Finally, dequeue the control packet frépa and send it to the plant at fixed tirfigy > T;

7) Attime instantl’ > T, a new control period commences.

9.3 Timeline Requirements for Real-Time Control

Several timing parameters shown in Fighrel 9.2 need to bbragdid in order to achieve pre-
dictable timing behaviour and satisfactory control parfance of the overall NCS. The basic

requirements among these parameters for real-time systems

To <Tp<T, <Te<Tp<T. (94)
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Equation [[9.4) can be interpreted differently for hard aoft seal-time systems, respec-
tively. Hard real-time systems require that Equation](%&4lways met for the queuing archi-
tecture to be applicable. Any network design that does rtefgdquation [(9.4) will not allow
the applications of the proposed method in hard real-tinséesys. However, for soft real-time
systems, Equatiof (9.4) can be occasionally, but not fretiyyenissed out, e.gZ;, > T occurs
occasionally. This explains why Ethernet has applicationsoft real-time control systems

[Cee and Lee, 2042

The following scenario is a good explanation to these twerpretations. In an inverted
pendulum system, the control peri@d< 1ms, while the network induced delay is larger than
1ms in switched Ethernet with TCP transmission. Since thdition in Equation[(9.4) is rarely
satisfied, it would be difficult to use switched Ethernet WithP transmission in the control of

the inverted pendulum system regardless of either softmt ieal-time control design.

The control period/’, is determined from the frequency characteristics of tlaatplo be
controlled. It should not be too small to avoid overloadihg tontroller and communication
network. It is easy to understand that a too bigs also not acceptable because the dynamics

of the plant may not be reconstructed from the sampled meamamnts.

It is seen from Figuré 912 and Equatidn (9.1) tliat— 7o = min(ts.) + te, + Min(t.,)
represents the fixed part of the network induced delay antt@aromputing timet,;,.. From
the control design point of viewl 'z, the earliest time instant for actuators to receive control
packets and enqueue them, is not a design parameter. Howévaormally changes with
different control algorithms and network designs. Therefd is necessary to optimise control

algorithms and network architectures in order to reduceftked time delay.

The latest time instant for actuators to receive controkptcand enqueue theffi,, is cho-
sen such that it covers the major part of the jitter or itsiatige or its full range. We have shown

show how to achieve suchia under acceptable level of packet loss [Atan and Levy, 200[7

At time instantl; > T}, check whether queug, is empty or full. In practice7- should
be a little later tharff;,, giving the processor a time slice of duratitin — 77, for task switching.

For ease of theoretical analysis, we may simplylset T7.

At time instantT), dequeue the control packet frofqy and output the control signal to

the plant. The choice dfp relies on how much time is required to deal with control packe
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dropout. The constraint is that the computing of the alganitdealing with packet dropout
should complete within the time interval, — T for hard real-time systems. This constraint

can be alleviated occasionally for soft real-time systems.

9.4 Estimate of Timeline Parameters

In order to check whether the requirements of Equation (ré)fulfilled, it is necessary
to estimate any two parameters Bf, 77, andt;. Two possible solutions to the parameter

estimation are: theoretical calculations and simulatizalysis.

Equations[(9]1) {(913) are expressions of the timing patarapwhile more detailed de-
scriptions are required for actual calculations. Theoa¢talculations of time delay for simple
networks are possible under simplified assumpt[hes and Lee, 2042 However, such calcu-
lations have significant limitations for NCS design. For epémthey depends crucially on the

configurations of the networks and thus do not scale well.

Therefore, we propose to estimate the key timing paraméteosigh network modelling
and simulation analysis. With network modelling and sirtiolg it is easy to analyse the best
and worst communication delays under various conditiomebkork traffic and configurations,
such as the timing parameters in Equatidns| (9.1) througB.®):(Tg, 71, max{,.), min(ts.),
max(..), min(t.,), etc. Moreover, modelling and simulation can also helguata the timing
behaviour of the NCS network communications. This will bevehdelow in Sectiori 915

through case studies.

9.5 Case Studies

This section carries out case studies for a middle-scal@egroor multiple small-scale processes
to be controlled over an NCS network, and shows how the reed-jueuing protocol can be
applied. Because the focus of this work is on real-time comaations for NCS, we will
evaluate the NCS network performance under various scendrie issues of controller design

and control performance are beyond the scope of this workrarsiwill not be discussed.
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9.5.1 Case Study 1: NCS with a TwoSegments/10Mbps Network

This case study has been modelled in the last chapter (8&£floof Chaptell8). The NCS is a
hierarchical control system with 30 sensors, 20 actuatocantrol computers, 5 management
computers, and other devices. It controls 20 loops. Theesystrchitecture, NCS network
architecture, and network traffic specifications have besstiibed in detail in Sectidn 8.1 of

Chaptef8.

Section 8.2 of Chaptérd 8 has given the results of the NCS netdeldy. It is seen from
Table[8.4 that the sensor-to-actuator delay ranges froB0f& to 93.34ms, and the controller-
to-actuator delay changes from 16.93ms to 34.16ms. Coisidieoth delays, we can see that
the total NCS communication latency is between 33.23ms aidb0fhs, resulting in a jitter of

94.27ms. Both the latency and jitter are significant.

Using the notations in Equatioris (P.1) through(9.4), weshav

min(ts.) = 16.30ms, max(ts.) = 93.34ms
Min(te,) = 16.93ms, max(t.,) = 34.16ms (9.5)

t; = 94.27Tms

Now let us show how to use the rough estimates in Equaliiol) {8.&alibrate the timeline
parameters in the queuing protocol. We have set the corgrad¢p?” = 200ms. For timeline
settings in Figuré 912 and Equatiomns {9.1)[f0(9.4),1let= Oms. From Equationg (9.1) and
(@.5), it follows that

Tr = 33.23ms+ t., = 88.23ms (9.6)

wheret., = 50ms is the control computing time. We will try to cover the frdinge of the

communication jitter to avoid any control packet dropoétscording to Equation$ (9.2), (9.3),

(©.8) and[(9.6), we need to set

Ty, > Ty + t; = 127.50ms+ t, = 177.50ms (9.7)

For the control period of 200ms, it is seen from Equatidnd)(@nd [9.7) that we still
have around 22.50ms for checking the quéle dealing with possible packet dropout, and
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outputting the control signal to the plant. In this example,can simply set

Te = 180ms Tp = 190ms (9.8)

This will allow an extrals — T7;, = 2.50ms time for control computingt{,) and packet
transmissions. We also hai®, — T = 10ms time to deal with possible packet dropout.
The total time delay for the control computation and pack@igmission in each of the control

loops isT, = 190ms, which is fixed for all control periods.

Figure[9.8 shows the resulting timing behaviour of the miedeNCS (Refer to Table 8.2 for
control loop arrangement). It is seen from Figurd 9.3 thé¢meinistic and predictable timing
behaviour is achieved for the NCS by using the proposed qgeguistocol.
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Figure 9.3 Timing behaviour of the NCS with the queuing protocol foreatudy 1 (‘O’:
measurement received by controller; ‘X’: Control receivgdabtuator; *': T¢; ‘A’ Tp).

9.5.2 Case Study 2: NCS with a FourSegments/10Mbps Network

This case study is the same as Case Study 1 described in tisedtish except four segments
instead of two segments are deployed in the NCS network. Tiweonlearchitecture and its ns2

representation are depicted in Figures 9.4[and 9.5, raeplgct

Simulation results for this FourSegments/10Mbps caseysiuel summarised in Table 9.1
[Tianet al, 20064. Compared with Table_8.4 for TwoSegments/10Mbps architecflable
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Figure 9.4 Four-segment architecture of the NCS Network.
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Figure 9.5 Representation of the four-segment architecture in ns2.

shows noticeable performance degradation in netwahkced delay and jitter when using
the Foursegments/10Mbps architecture. Therefore, if tmneunication performance is the
first priority, the two-segment architecture investigaite®ection 8.1 of Chaptéd 8 is a better

option. However, the four-segment architecture is gooaétwork design and implementation,

administration, and maintenance.

From Tablé 9.11, we have the following rough estimates

min(ts.) = 16.12ms maxts.) = 90.86ms
min(t.,) = 21.69ms maxt.,) = 57.29ms (9.9)
t; = 110.34ms

Compared with the estimates in Equatibn9.5) for Case Stuthek¥stimates here show larger
network induced delay (about 20ms larger) and jitter (ati6éuts larger). This is due to the NCS
network architecture of more LANs. As in Case Study 1, theaghestimates in Equation (9.9)

are useful for calibration of timeline parameters in thewgue protocol.
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Table 9.1 Selected results for FourSegments/10Mbps NCS.

Total number of recorded receive events 34 420
All measurement/control packets received? Yes
Received bits/s within each local area (bps) Network Utilisa

Control computer side: 1313 760 13.1%
Manag. comput. side, P2-P5: 51 040 <1.0%
Sensor side, P3-P5 link: 675 840 6.8%
Actuator side: 192 640 1.9%
P1-P5 link: 952 160 9.5%
P4—P5 link: 225 280 2.3%
Average throughput (bps): C1 C5 Aj (Actuator)

323232 355680 9632

Sensor-to-controller delay and jitter (ms)

S01 S10 S20 S25 S30 Al
Min delay 20.84 20.90 20.85 21.46 20.83 16.12
Max delay 52.81 50.01 81.01 76.11 60.88 90.86
Jitter 31.97 29.11 60.16 54.65 40.05 74.74
Controller-to-actuator delay and jitter (ms)

A01 A05 Al10 Al15 A20 Al
Mindelay 21.69 22.63 23.41 24.47 25.54 21.69
Max delay 53.24 54.10 55.16 56.22 57.29 57.29
Jitter 3156 3146 31.75 31.75 31.75 35.60

Again, setl, = 0. Using similar calibration process to that in Case Study 1hae
Tp = 37.81mMS+ ty, = 87.81ms (9.10)

wheret.,. = 50ms is the control computing time. To cover the full range @& jitter to avoid

packet loss, according to Equatiohs {9.2),1(9[3),] (9.9)@ntD), we need to configure

T, > Tg +t; = 148.15ms+ t., = 198.15ms (9.11)

For the control period of 200ms, it is seen from Equatiénd)(8nd (9.7) that we still have

the flexibility of around 11.06ms to do some extra work. Irstikample, we can simply set

Te =199ms Tp =T = 200ms (9.12)
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This give the NCS extra: — T, = 850us for control computingt(;,.) and packet transmissions.
We also havd'p, — T = 1ms, which can be used for packet dropout compensation. Téralbv
delay of the control computation and communications is fiae@00ms for each loop. The
timing of the NCS with the queuing protocol is shown in Figuré. 9Figure 9.6 clearly show
that deterministic and predictable timing behaviour isiesdd for the NCS.
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Figure 9.6. Timing behaviour of the NCS with the queuing protocol foreatudy 2 (‘O’:
measurement received by controller; *X’: control receibgtactuator; *": T; ‘A’ Tp).

9.6 Summary of This Chapter

Integrating various technologies into a unified framewakeal-time queuing protocol has
been proposed for real-time NCS applications. Two of the kacepts in the protocol have
been discussed in this work: the queuing architecture withgarallel queues on actuators, and
timeline settings and calibrations for the queuing prokodith applications of this queuing
protocol, more predictive timing behaviour can be achideedieneral NCS networks. Several
typical scenarios of Ethernet based TCP/IP networking haee bvaluated for a real-time NCS.
Our work has indicated that adding hierarchy into the NCS astwwill introduce extra control
latency and jitter. The overall work has demonstrated tbadesign of network and control is

necessary in order to maximise the real-time control perémrce of an NCS.
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9.7 Nomenclature of This Chapter

Abbreviations

IP Internet Protocol

TCP Transport Control Protocol
NCS Networked Control System/s
Symbols

Al ~ Am Smart actuators
Cl1~C5 Control computers

M1~ M5 Management computers

m The number of smart actuators

n The number of smart sensors

[ON Queue to store one control packet

Q> First-in-first-out (FIFO) queue to store a few control paeke

S1~ Sn Smart sensors

T Control period

Tc Time instant to deal with control packet dropout

Tp Time instant to dequeug,

Tk Earliest time instant to receive control packet

To Time instant at which a control period commences

Ty Latest time instant to accept control packet

tea Controller-to-actuator delay

Letr Control computation time

t) Sum of sensor-to-controller and controller-to-actuaitters

tsc Sensor-to-controller delay



Chapter 10

Compensation for Control Packet Dropout in

Networked Control Systems

Like time-varying network induced delay that have been stigated in the last two chapters
(Chapter§ 18 and 9), data packet dropout is another challgpgoblem in real-time networked
control systems. Applying the real-time queuing protobalttwe developed in the last chapter,
we are able to limit the sum of the network induced commuiocatlelay and the control
computation delay to within a control period. This one-pdrdelay is further guaranteed
by improvedintegrated design of real-time networked controlthrough embedding packet

dropout compensation into the queuing protocol.

This chapter proposes to compensate for the control paokeodt at the actuator using past
control signals. Three model-free strategies for contaalket dropout compensation, namely,
PD (proportional plus derivative), PD2 (Proportional plysto the second-order derivative),
and PD3 (proportional plus up to the third-order derivgtiaee developed. They are suitable
for a large number of NCS without the need to tune the compenpatameters. The proposed

dropout compensation schemes are demonstrated througtricahexamples.

The core content of this work has been published in two pajp@as and Levy, 2008a;
Tian and Levy, 200&b

147
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10.1 Philosophy for Control Packet Dropout Compensation

A gueuing protocol has been developed in the last chapteM®@8 (Figurd 9.1 of Chaptét 9).
Control packet dropout refers to the situation where, in arocbperiod, no control packet is

received by the actuator before the latest time instantqoi@ne a control packet to que@e.

From the timelines in Figure 9.2 for the queuing protocolsiseen thafl;, is the latest
possibletime instant to receive control packets without packet dubpAfter this time instant,
some control packets may not be delivered successfully.is also the cut-off, i.e., latest
allowable time instant for(), to accept control packets in a control period. Even if some

control packets can reach the actuator after this timenhdii@ey are purposely dropped.

Before developing strategies to deal with control packepdub, we would like to clarify

the following two aspects, which are crucial for our devehamt:

1) How much computing power and other resources are avaifablcalculations of packet

dropout compensation? and

2) How much chance will various packet dropout scenariadylilbccur?

To answer the first question we have noted that smart actuatmmally have limited
computing power and resources, and consequently sogtedialgorithms are difficult to
implement in the actuators. Therefore, we have aimed toldev&@mple and model-free
methods to resolve the control packet dropout problem. iwlork, we will further extend

our solution presented {{Tian et al, 2006a] Tiaret al,, 20064.

The following discussions help answer the second ques#snmentioned previously, an
NCS network should be designed such that the packet losssrie iand sustained sequence
of successive dropped packets will unlikely happen undemabconditions. Therefore, it is
senseless to discuss how to compensate for, say 50%, paskeatle, which simply means a
bad network design. For a rough quantitative analysis gfgacket loss rate of the network is
Ir, the rate ofr successive packet losses can be estimatéld gis For example, 5% packet loss
rate (this is significant for NCS networks), two and three sgsive packet losses will happen
with the chance of 2.5% and 1.25%, respectively. This telodocus on the compensation for
a single packet loss and two/three successive packet dsybare is only a small chance for

four or more successive packet dropouts to occur.
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10.2 Mechanism for Control Packet Dropout Compensation

For real-time networked control, having the mechanism tpuicontrol signals at a fixed time
instant in the real-time queuing protocol leads to more ipte@ timing behaviour of the NCS.
This compensates for time-varying network delay, but dagssnlve the problem of control
packet dropout. What will happen if a control packet is noensed by the actuator by the time
instant77,? In this case); is empty and no control signal can be output to the plant. Veéglne

to “make” a control signal! This is what we will investigatedetail in the next few sections.

When a control packet is not received by the actuator by the tnstant’/;, a component
of packet dropout compensation in the NCS is activated tones#i the dropped packet. In this
way, the overall delay from the sensor through the contrédlehe actuator is still limited to
within one control period. Therefore, effective stratagier control packet dropout compen-
sation need to be embedded into the queuing protocol to enisusuccessful applications in
NCS.

The key concepts in our simple solution are:

1) To use the FIFO queug, to buffer a few control packets to allow the smart actuator to

recover a dropped control packet; and

2) To construct a control signal fro, when a control packet is dropped.

Suppose that the control packet in control perioid not received by the actuator by the
pre-specified time instafit;,, but there are a few past control packets,, u;_s, - - -, available
in queue(), for prediction of the dropped packet. We can use these pastotgackets to
construct a packet,, for use in the current control period. The accent ovéirhplies that the

packet is an estimate. A simple and general formofan be
U, = f(Up—1, Uk—2, Uk—3, " ), (10.1)

wheref : R — R is a nonlinear function.

In the next few sections, new compensation strategies willdveloped which use both past
control signals and their derivative information. As a coompractice, pre-processing of data

packets is necessary in the presence of noises when apfisg strategies.
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10.3 PD Prediction of Dropped Control Packets

The general formulation of our compensation strategieslifopped control packets is given in
Equation[(10.11). If the rate of change in contrdk approximately constant, from the principle

of motion we may choose a particular functif) in Equation[(10.11) as
IALk = Ug—1 + KulTu](gl_)la Kul € [0, 1] (102)
whereugf)1 is the first-order derivative af at time instantk — 1)7", and is approximated by

u,(gl)l = (ug—1 — ug—2)/T (10.3)

Equation[(10.R) is a one-step prediction scheme througlogoptional term plus a deriva-
tive term using two past control signalg_; andu,_». It is a proportional-derivative (PD)

compensator. Two special cases of Equafion (10.2) are:

e K, = 0; this corresponds to the cagg = u;_,, implying that he actuator simply reuses

the last control signal queued i, when the current control packet is dropped; and

e K, = 1; this givesu, = up_1 + Tu,(jﬂl, implying that if » changed in the last control

period, it likely changes again at the same rate in curremntrobperiod.

We have analysed the dynamics of these two special casaggthfanctional analysis
[Fidge and Tian, 20(6 Reusing the last control packet, i.e., settiig = 0in (I0.2), provides
a conservative control. Setting,; = 1 in (L0.2) gives better control in most cases, but may
result in unacceptable behaviour in the presence of reepiittern of packet losses. However,

sustained repetitive pattern of dropped packets will @hjikhappen under normal conditions.

The strategy in Equation (10.2) looks simple. However, wi imilicate in the following
that the scheme is actually a combination of Pl (proportiamegral) and PD compensations

from the viewpoint of the controlled variable!

Assume that the measurement series of the controlled Vanadre y,_1, yx_2, ---. The

set-point ofy is y,. A Pl controller is used to control the plant. The proporéibeoefficient and
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integral time of the PI controller arE. andT;, respectively. It follows that

1 k—1 1 k—2
up—1 = K. (Ayk—1 +r Z ij) , Up—o = K. (Ayk—2 +r > ij) (10.4)

7 j=—00

Substituting Equatiori (10.4) into Equatidn (10.2), we have

A 1 k—1 3 3
u = K. (Aykl + T Z ij) + K. [Aykfl + Ty (Ayk71>(1)}

i j=—o00

(10.5)
[_{c = Kuch/Ea Td = T‘zT

where(Ay;,_;)"") approximates the first-order derivativef;,_; at time instantk — 1)T

_ Ayi—1 — Ayg_2

(Aye )V = - (10.6)

Equation [(10.6) shows that if the plant is controlled by a &twmller, the one-step ahead
estimationu,, for a dropped control packet is a PI+PD (proportional-deme) prediction.

k—1

. 1 . . .
e The PI part isK, (Ayk_l + T Z Ay; | with the proportional coefficienf(. and

i j=—o0

integral timeT;, respectively, and is calculated at time instgnt- 1)7".

e The PD part isK, [Ayk—l + Ty (Ayk_l)(l)] with the proportional coefficienfs, and
derivative timeT};, respectively. It captures the characteristics of the oftehange in

y to form a one-step ahead prediction to the control increment

Rearranging Equatiof (10.5), we have

R ~ 1 k—1 N
e =Ko |Aypor+ = D0 Ay + Ty (D)
i = o (10.7)
K.=K,(1+Ku/T)), T, =T, + Ky, Ty = —41""
I+ K /T6), e e R

It is seen from Equatiori (10.7) that the PD compensatdr_itZjléan also be interpreted as a

proportional-integral-derivative (PID) predictive cooit

The mode of PI+PD shown in Equatidn_(10.5) or PID shown in Equa(10.7) explains
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why the PD compensatdr (10.2) can have good predictiortyahiialso reveals the complicated

predictive control mechanism behind the simple PD comp@rsan Equation[(10.2).

10.4 PD2 Prediction of Dropped Control Packets

In many cases, the rate of change in contrghries significantly over the time. The prediction
of dropped packets should be able to capture this accedevattecelerated changeqdn Again,

from the principle of motion we may choose a particular fiorctf (-) in Equation [(10.11) as
1
= wp1 + Ky TulY, + §Ku2T2u,(€221 K1 €10,1], Kue € [0,1] (10.8)

whereu,(jﬂ1 is the first-order derivative of at the time instantk —1)7" and can be approximated
by Equation[IE]S)ufi)l is the second-order derivative ofat the time instantk — 1)7" and can

be estimated from
2)  Ug—1 — 2Up_2 + up_3
Up 1 = T2

(10.9)

Therefore, the dropout compensation scheme in Equdiio@)19a PD plus second-order-
derivative compensator. The compensator is abbreviat&D&asin this work, where D2 indi-

cates up to the second-order derivative.

Again, assume that the plant is controlled by a PI contralligh Equation [(10.4). Substi-
tuting Equation[(10}4) into Equation (10.8), we have

—|—Kc [Ayk—l + Td (Ayk_l)(l)} + %KCKUQTQ (Ayk—l)(2) (1010)

_ _ 1K,
K, = KuK,)T, Ty= (T, + - T
1Ke/ T, Ta < +2Ku1)

Where(Ayk_l)(l), which approximates the first-order derivative/df,_, at time instan{k —
1)T', is described in Equatiof (10.6), andy,_;)® is an approximation of the second-order

derivative ofAy;_; at the time instantk — 1)7,

@ (Ayp—1 — 2Ay_s + Ayp_3)
— =

(Ayr-1) (10.11)
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It is seen from Equation_(10.110) that when the plant is cdletrlausing a PI controller, the
one-step ahead estimatiapfor a dropped control packet is a PI+PD+D2 prediction, wiz2e

means the second-order derivative.

: 1 = : : .
e The Pl part isK,. | Ay,_1 + T Z Ay; | with the proportional coefficienf(. and

i j=—o0

integral timeT;, respectively; it reuses the last control action as therobbaseline in the

current control period if the current control packet is greg;

e The PD part isK, [Aykﬂ + Ty (Ayk,l)(l)] with the proportional coefficienf(, and
derivative timeT;, respectively; it captures the characteristics of the chtehange in

the controlled variablg; and

1 . -
e The D2 part |s§KcKugT2 (Ayk_l)(z), which captures the characteristics of the accelera-

tion or deceleration of the controlled variable

Rearranging Equatiof (10.5) gives

. B 1 k—1 _ 5
U = Kc Ayk,1 =+ ? Z ij =+ Td (Aykfl)(l) + Td(2) (Aykfl)@)
7 jzfoo

K.=K,(1+ K /Ti), T, =T, + Ku, (10.12)

1
Td _ KulT‘z + 5-K71127ﬁ7 Td(2) _ 1 Ko T; T2

Equation[(10.12) reveals that the PD2 compensation sche(@8.8) for control packet dropout
implements a PID2 predictive control. Since the secon@odeérivative of past contral, and

consequently second-order derivative of past controlathbley, are considered explicitly in
the scheme, more accurate prediction can be expected thtfidm the simple extrapolation

(10.2) at the cost of more computational demand.

If we setK,, = 0, the PD2 in Equatiori_ (10.8) is reduced to the PD in Equafi@?2)1 In

practice, we may simply sét,,, = K,; = 1.

10.5 PD3 Prediction of Dropped Control Packets

In the scheme shown in Equatidn (10.8), the PD2 predictiairgbped control packets makes

use of the acceleration or deceleration information of gasttrol signals. Obviously, the
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acceleration or deceleration is time-varying. To captheecharacteristics of the rate of change

in the acceleration or deceleration, the following funitj@-) is chosen for Equation (10.1)

S () (2) 3)
g, = up—1 + KnTup? ) + Ko T?u )y + $KusT?u (10.13)
Kul € [07 1}7Ku2 € [07 1]7K’u3 S [07 1]

Whereu,(f_)l, the first-order derivative of, at the time instantk — 1)7', is approximated by
Equation KIOZB)uﬁf_)l, the second-order derivative ofat the time instantk — 1)7', is estimated
from (10.9); and..\”, is the third-order derivative of at the time instantk — 1)T, and can be

approximated using
(3) _ Ug—1 — U2 + Bup_3 — U4
k—1 — T3

(10.14)

Therefore, the dropout compensation scheme in Equatiad3)1 & a PD3 compensator, where

D3 means up to the third-order derivative.

When the plant is controlled by a PI controller of the form iruation [10.4), we have

) 1 k=l - ~
i = Ke| Ay + o > ij) + K. [Aykz—1+Td (Ayk—l)(l)]
i j=—00
1 1 K3 9 (2) 1K Ky3,, 5 (3) (10.15)
K. | K — T (Ays_ — T° (Avy_ )
+2 c< UQ+3TZ‘)1[§ Yk—1) 6 T (Ayg—1)
K, = K K,JT,Ty= T+~ “2>T
! / ) ( + 2 Kul

Where(Ayk_l)(l) and(Ayk_l)(l) are the first- and second-order derivatives\of,_, at time
instant(k — 1)T', respectively; ancaAyk_l)(?’) represents an approximation of the third-order
derivative ofAy,_; at the time instantk — 1)T’,

(Ayr—1 — 3Ayk_2 + 3Ayk_3 — Ayy_4)

(Ay—)? = e (10.16)

It is seen from Equation (10.115) that if the plant is congdlusing a PI controller, the one-
step ahead estimatian, is a Pl + PD + D2 + D3 prediction, where D2 and D3 represent the
second- and third-order derivatives, respectively. Coexbarith (10.10) for PD2[(10.15) for
PD3 keeps the Pl and PD terms unchanged, but enhances thenbard introduces the D3

term.
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Rearranging Equatiof (10]15) gives

up = K [Ayk 1+ = Z]_—OO ij+Td (Aykfl)(l)
+TP (Ayi_ )(2)—|—T (Agg-1)! )}

Ko = K (1+%0),T =T, + Ky
noo_ Kulﬂ + Ku2T lKu2T'z + %Ku?)TQ T(S) _ 1 Ku3ﬂ T3
T‘z—i—Kul 2 T’z—i_Kul o 6T‘z+Kul

(10.17)
7 -

Equation [(10.17) shows that the PD3 compensator in Equéfiori3) is a PID3 predictive
control. The scheme considers up to the third-order devevaf past control: andy explicitly,

and is thus able to capture not only the dynamics btit also the dynamics of.

It is also observed that the PD3 in Equatibn (10.13) is redtcéhe PD2 in Equatior (10.8)

if K,3lis settobe 0. In practice, we may simply $€f; = K, = K,; = 1.

10.6 |Illustrative Examples

This section gives some examples to demonstrate the gH#eaess of the proposed strategies of
packet dropout compensation. Because the focus is on thetpatket dropout compensation,

detailed discussions on control design and controllenimill be omitted.

10.6.1 Time Delay Process and Its Networked Control

Consider the following time delay process, which is commoprotess industry

K

Gp(S)ZTs—i—l
p

e K,=1,T,=271,=03 (10.18)
whereK,, T,, andr, are process gain, time constant, and time delay, respgtivigh appro-
priate units.

For digital control of proces§ (10.18), the control peris¢osen to b& = 0.2 time units.
A PI controller of the form[(1014) is used to control the pregelt is tuned using ITAE (integral

of timed absolute error) for set-point. The standard ITAEB&tings for set-point are

K. = 0.586K, ' T,7, """ T, = T, (1.030 — 0.1657,/T,) " (10.19)
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These standard Pl settings do not consider any network @tidelay and control computation
delay. Therefore, they need to be modified for NCS applicatibthe network induced delay

or the control computation delay or the sum of both is sigaiftc

Denote the sum of the network induced delay and the contnoipctation delay byr,,
which is normally time-varying and becomes infinity when aaswement or control packet is
dropped. Applying the proposed real-time queuing protéadhis example, we can achieve
the upper bound of. to beT'. Especially, if settingl’, = T in the timeline of the proposed

gueuing architecture, we can achieve a fixeds
T.=Tp=T =02 (10.20)

This fixedr. can be compensated easily through controller design. pdampensate for the
fixed 7. = 0.2 time units, we change the standard ITAE PI setting§ in (3)drit®
Tp + Te

-1
K. =0.586K, ' T)(1, +7.) """, T, = T, (1.030 - O.165T) (10.21)

p

Substituting the parameter values in Equations (10.18)&D&0) into [10.211) gives

K. =2.0863,T; = 2.0228 (10.22)

10.6.2 Significant Step Changes in Set-Point and Load Distudmce

Significant external signals are fed into the NCS for evatuatif the system performance: (1)
A unit step change in set-point is introduced &t 1 to the closed-loop NCS; and (2) A negative

unit step change in load disturbance is introduced-atl 0 to the NCS.

Without control packet dropout, the results of the netwdrkentrol of the process are
depicted in Figuré_10l1. The upper plot of Figlire 10.1 shdvesdlosed-loop responses of
the system to step changes in set-point and load disturbarespectively; while the lower plot

of the figure illustrates the corresponding control acttmotigh a zero-order hold.

Figure[10.1 shows that in response to the significant stepgehim set-point, a big jump in
u is generated for fast set-point tracking. It will be seeerdhat this big jump in: requires

special considerations in packet dropout compensatiomrtApm this big jump, the control
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Figure 10.1 Closed-loop responses to step changes in set-point anddlsagbance when
there is no packet dropout.

signal jumps up or down in smaller steps.

For the significant step change in load disturbances, theepssmooths out the step change.
Consequently, the corresponding control action is much #meodhan that for tracking the

significant step change in set-point, as shown in Figurg. 10.1

Various strategies for packet dropout compensation anelated in the presence of the large
external step change signals described above. The onafstad predictions of, together with

the estimation errors, are shown in Figre 10.2.
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Figure 10.2 One-step ahead prediction offor step changes in set-point (at= 1) and load
disturbance (at = 10).
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As shown in Figuré_1012, for the significant step change inpsait, the big jump in
u results in necessary adjustments of the prediction @iver three control periods. The
errors of the prediction for all three compensators areals/during this adjustment, and are
suppressed significantly after this. Therefore, the biggumu requires special considerations
in implementing a compensator for packet dropout. The Walg observations justify our

statement.

¢ Difficulties resulting from the significant change in seifg@re not unique to the problem
discussed here for compensation of dropped packets. Theyparmon in control design

and other possible forms of compensators for packet dropout

¢ In many applications, changes in set-point are known in ackflian and Gao, 1999b
Passing on this information to the packet dropout compensétl help reduce the pre-

diction error ofu significantly in the first few control periods.

For the significant step change in load disturbances, F[f0s/2 shows that all three com-
pensators, i.e., PD, PD2, and PD3, give satisfactory pedoce. Compared with the PD
compensator, PD2 gives smaller prediction error.0PD3 further improves the performance
over the PD2. To evaluate the performance of the three cosapers quantitatively, the SSE

(sum of the square error) index defined below is computeddohn ef the compensators
SSE Index= ) _ (prediction error of, att = kT)? (10.23)
k

It is calculated fromt = 10 when the step change in load is introducedtil= 20. The
SSE results are tabulated in Table 10.1. They indicate tB&timproves PD by over 36%,
and PD3 improves PD by over 43%. Since the step-change |cagdrlolinces are the worst
ones, the conclusion drawn here is similar for other formiead disturbances although actual

performance improvement may vary.

10.6.3 Sinusoidal Change in Set-Point

Let us consider a sinusoidal change in set-point,tsind sinusoidal change in set-point can
simulate time-varying set-point change that is smoothan the step change. Without control

packet dropout, the results of the networked control of tloegss are depicted in Figure 10.3.
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Table 10.1 SSE indices under various strategies for packet dropaupeasation.

Strategy PD PD2 PD3
Step change inload 0.0330 0.0209 0.0187

Improvement over PD - 36.76% 43.27%
Sinusoidal change in set-point  0.2867 0.0801 0.0728
Improvement over PD - 72.06% 74.61%

The upper plot of Figure_10.3 shows the closed-loop respoakéhe system to the set-point

change; while the lower plot of the figure illustrates theresponding control action.

0 2 4 6 8 10

Time

Figure 10.3 System responses to sinusoidal changes in set-point wiega ts no packet
dropout.

For the three packet dropout compensators proposed in this the one-step ahead pre-
dictions ofu, together with the estimation errors, are shown in Figurd 16r the sinusoidal
changes in set-point. Figure 10.4 shows that PD2 and PD3diralar performance. They both
behave significantly better than the PD scheme. Quanstatvnputation of the SSE indices
shows that PD2 improves PD by over 68%, and PD3 improves PL¥éry70%.

10.6.4 Higher-Order Processes

The proposed real-time queuing protocol and packet dropoumpensators have been shown
above to be effective for networked control of first-ordengptelay processes. They are also
effective for networked control of higher-order plus defapcesses since most higher-order

processes can be approximated by a first-order plus delaglmod
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Figure 10.4 One-step ahead predictionofor sinusoidal changes in set-point.

Let us consider a class of higher-order time delay procegsesned by

1 —0.3s
Gp(s) = s+ (st 1)6 03 (10.24)

For controller design and tuning, one expects to reduce llbeeahigher-order plus delay
model into a first-order plus delay one. There are a numberathoas for model reduction.
Among these methods, Skogestad’s half rule is simple aedtfe[Skogestad, 2043 The half
rule evenly distributes the largest neglected (denomihditoe constant (lag) to the effective
delay and the smallest retained time constant. Applyinghédérule to the higher-order plus

delay model in Equation (10.P4) yields the following redudifiest-order plus delay model

K
P e K, =1,T,=2571,=0.8 (10.25)

G, =
P T,s+1

This reduced model (10.P5) is used to design and tune theatient Without consideration of
network induced delay and control computation delay, thEIP1 controller settings for the

process are computed from Equatibn (10.19).

Set the control period = 0.2. Applying the queuing protocol, we have the upper bound of
1. = T, wherer, is the sum of the network induced delay and the control coatfmurt delay.
Especially, when setting, = T in the protocol, we can achieve a fixed= Tp =T = 0.2
time units. This fixed delay can be compensated through aesmpd of network and control,
e.g., from[(10.21) we have the ITAE PI controller settinggof= 1.3565 and7; = 2.5934.
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To test the performance of the NCS, a unit step change in $et-aod a negative step
change in load disturbance at= 15 are introduced, respectively. Without control packet
dropout, the responses of the NCS to these step changes a&tedep Figurd 10)5. The cor-
responding control actiom, which is computed at discrete sampling points and outpoutyh
a zero-order hold, is also shown in the figure. It is seen frogue[10.5 that satisfactory
performance of the networked control has been achieved tihernproposed real-time queuing

protocol together with the effective model reduction andtoaller design.

+1 step change in éetpoint att=1
- 1 step change in load at t=15

. | o Values at sampling points |
0 5 10 15 20 25 30

\ o Values at sampling points\
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=

Control u

(@]

10 15 20 25 30
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Figure 10.5 NCS responses to step changes in set-point and load distgtiar process
(10.23) when there is no packet dropout.

The packet dropout compensators proposed in this work arelaied in the presence of
step changes in both set-point and load disturbance. Thestepeahead predictions aof,
together with the estimation errors, are shown in Figuré.10.is seen from Figure_10.6 that
all compensators give acceptable one-step ahead predicia. Although the set-point step
change causes a big jumpdrand consequently results in an obvious estimation errar tfis
estimation error occurs only in a single control period aadishes quickly. Again, knowing
set-point changes in advance will help reduce the estimatior[Tian and Gao, 1999bWhen

both set-point tracking and load disturbance rejectiorcarsidered, PD2 is a good choice.

10.7 Remarks

One possible difficulty in applying the proposed compensatothe necessary adjustments in

the first few control periods after a significant step chasgetroduced into the set-point. This
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Figure 10.6 One-step ahead prediction offor step changes in set-point (at= 1) and load
disturbance (at = 15) for networked control of (10.24).

requires a big jump in the control signal for fast set-paiatking. This difficulty is not unique
to the problem discussed in this work for packet dropout cemsption; it is common to control
design and other possible forms of packet dropout comperssdénowing the set-point change

in advance will help reduce the prediction error of the colrgrgnal significantly.

Another consideration in using the proposed compensatarseeasurement noise. A high
level of noise will result in fluctuations in control signallhese fluctuations may be further
amplified by the derivative action of the compensators. Pphidblem is also not unique to the
problem of packet dropout compensation; it is common toipteddesign and implementation.

Pre-processing and filtering of measured data are necdassanst control systems.

It is noted that the PD2 scheme improves the PD scheme siymtiffcunder typical sce-
narios discussed in this work; the PD3 has improvement tneePD2 at the cost of increased
computational demand and potential risk of noise amplificatTherefore, the PD2 is recom-

mended for actual implementation of packet dropout conmgiéns

If sustained packet losses occur, the proposed compesasdatianot function. Itis our belief
that the packet dropout, which results from unreliable oekmng, should be first addressed
in the design of networks. This is a better option than im@eting sophisticated packet
dropout compensation. Therefore, sustained sequencesaéssive dropped packets, which
will unlikely happen under normal conditions, might be adigation of abnormal conditions

or an unsatisfactory network design. This is an issue ofjnatied design for the overall NCS.
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10.8 Summary of This Chapter

Existing methodologies either do not compensate for coptioket dropout at all or attempt to
compensate for it at the central controller through sopattd algorithms that strongly rely on
accurate process models. With the application of the resd-tjueuing protocol that we devel-
oped for NCS, three model-free schemes have been proposeacket dropout compensation.
They are all implemented at the smart actuator, and are ciugrom past control signals.
With the proposed compensators, together with the rea-tjreuing protocol, the network
induced delay in NCS becomes fixed and is limited to within ar@bmperiod. This will help

achieve predictable dynamics of NCS communications andaonthe fixed and relatively

small network induced delay can be compensated throughat@ttategy design. Examples

have been given to demonstrate these concepts and methods.

10.9 Nomenclature of This Chapter

Abbreviations

ITAE Integral of Timed Absolute Error

PD Proportional plus Derivative

PD2 Proportional plus up to the Second-Order Derivative
PD3 Proportional plus up to the Third-Order Derivative
Pl Proportional-Integral

PID Proportional-Integral-Derivative

NCS Networked Control System/s

SSE Sum of Square Error

Symbols

1) function

Ge, Gp Controller and plant transfer functions, respectively
K., K. Controller gain, and equivalent controller gain, respetyiv

=

Process gain
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K., Ky, K,3 Proportional coefficients

k Integer representing thieh control period

lr Loss rate

n Integer

Q1, Q2 Two queues in the queuing protocol

s Laplace transform operator

T Control period

t Time variable

Tp Time instant to dequeu@,

T, Equivalent derivative time

T, T; Integral time, and equivalent integral time, respectively
T, Latest time instant to accept control packet

T, Process time constant

U, U Control signal, and its estimate, respectively

Ys Yr Controlled variable, and its set-point, respectively

Greek Letters

Ay; Control error(= y, — y;)
Te Sum of network delay and control computation delay
Tp Process time delay

Superscripts

(1) The first-, second, or third-order derivative for 1, 2, or 3

Subscripts

jyk Integers representing théh andkth control periods, respectively



Chapter 11

Integrated Design of Real-Time Networked Control

Systems

From our effort in the understanding of the non-uniformmsttion of network induced delay
(Chaptet 8), in developing the queuing protocol (Chdpterr@),ia dealing with control packet
dropout (Chapter 10) for networked control systems (NCS),reeige framework is developed
in this work to deal with network complexity andtegrated design of real-time NCS When
the complex traffic of an NCS is treated as stochastic and kmlimdriables, simplified yet
improved methods for robust stability and control synthesin be developed to guarantee the

stability of the systems.

Integrated design of network and control is an effectiverapgh to simplify the network
behaviour and consequently to maximise the Quality of Corf@C) performance of the
overall NCS. It combines the queuing protocol, packet dropmmpensators, and control
design. Consequently, the network induced delay can beekihtid within a single control
period, significantly simplifying the network complexitg avell as system analysis and design.
The resulting delay can be further reduced significantihé system is tolerant of a certain

level of packet loss rate.

Part of this work has been published[ifian and Levy, 2008b; Tian and Levy, 2007
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11.1 Networked Control and Scheduling

An NCS typically has multiple control tasks; and thus is reditio multi-tasking scheduling. In

scheduling theory, the worst-case execution time of a tasked in order to achieve predictive
system behaviour (Chaptel' fBalbastreet al, 2004; Samard and Balas, 2003; Shaw, 4001
It is conventionally treated as a constant. To a large extet worst-case execution time

determines the schedulability and QoC of multiple coniasks.

It is worth mentioning that unlike conventional multi-téstg scheduling, NCS communi-
cation events are not pre-emptive once they have happenade & packet is sent out, the
transmission cannot be stopped. Thus, reducing the wasg-©communication delay is crucial

to ensure the schedulability and performance of the comeation and control tasks of NCS.

Applying the multi-tasking scheduling theory in NCS, we hased the worst-case com-
munication delay (WCCD) in our real-time queuing architec{@eaptef®JTian et al, 20064;
Tianet al, 20064. Especially, we use the WCCD as a constant timing parameterdotirout

the time-varying communication delay for predictive réale computing and control of NCS.

Recent studies have shown that the network delay in a realfM@S has non-uniform dis-
tribution [Tian and Levy, 2008b; Tipsuwan and Chow, 200dad multi-fractal nature (Chapter
[B) [Tianet al, 2007. However, these findings have not been effectively utiliseddCS analysis
and design. Through extensive investigations into vargmenarios of NCS, we have recently
observed that most communication delays are far below the W@@lying that the use of

the WCCD in the conventional sense will result in tight schedpind conservative QoC.

We will show how to make the WCCD configurable. The main idea isggoiicantly reduce
the value of the WCCD in the real-time queuing protocol undesagefevel of packet loss rate.
The packet losses can be compensated through some singpégs. This also highlights the

necessity of the integrated design of networking and cantro

11.2 Further Analysis of NCS Network Delay

Let us re-consider Case Study 1 carried out in Sedtioh 9.5 op&hd@ for a hierarchical
NCS with Two-Segments/10Mbps network architecture. Theesyshas been modelled in
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Section[8.1l of Chaptdr] 8. The NCS is a hierarchical controlesystith 30 sensors, 20
actuators, 5 control computers, 5 management computedspther devices. It controls 20
loops. The system architecture, Two-Segments/10Mbpsanktarchitecture, and network

traffic specifications have been described in detail in 8a@il of Chaptdr]8.

Selected results of our simulation and performance arsafgsithe modelled NCS have
been tabulated in Table 8.4 of Chapter 8. Controller-to-aotudelay of the NCS is graphically
shown in Figure_8]6. Also, Figurés 8.4 depicts sensor-turotier delay, which has non-

uniform distribution and multi-fractal nature as analygse@haptef 8.

Table[8.4 indicates that the sensor-to-actuator delayesafrgm 16.30ms to 93.34ms, and
the controller-to-actuator delay changes from 16.93mgltb@ns. Considering both sensor-to-
controller delay and controller-to-actuator delay, we saa that the total NCS communication
latency is between 33.23ms and 127.50ms, resulting irea ¢tt94.27ms. Both the latency and
jitter are significant. The WCCD here is 127.50ms, which leawesnly 72.50ms for all other

tasks in a control period af = 200ms.

Although the WCCD is as high as 127.50ms, we have observed sdayespikes in Figure
[8.4, implying that most sensor-to-controller delays ardo&dow the worst-case value. This has
also been clearly shown in a plot of the distribution of thiagén Figure 8.5. The accumulated

percentage of the delay is given in Figlre 11.1.

It is seen from Figures 8.4, 8.5, ahd 11.1 that in most caseall slelays are dominant
while large delays are exiguous. Therefore, the probgbiftsmall communication delays
is higher than that of large delays. A detailed analysis efabcumulated distribution of the
sensor-to-controller delay is summarised in Tablel11.is.dbserved from Table 11.1 that 95%
sensor-to-controller delays fall below 47ms; 99% delagsless than 60ms. These delays are

far below the worst-case value of 93.34ms.

Table 11.2 Accumulated distribution of the sensor-to-controllelays.

Loss rate (%) 0 050 1.0 1.9 3.3 5.0
Accumulated % of delays 100 995 99.0 98.1 96.7 95.0
Delay (ms) 93.34 77 60 54 50 47
Delay reduction (ms) - 16.34 33.34 39.34 43.34 46.34

Delay reduction (%) - 1751 35.72 42.15 46.43 49.65
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Figure 11.1 Accumulated percentage of the sensor-to-controllerydela

11.3 Configuring the WCCD

Our approach for configuring the WCCD in real-time NCS is basedwrmbservations and

analysis in previous sections.

From Table_11]1, if the NCS is tolerant of a 5% packet loss i worst-case sensor-
to-controller delay can be reduced from 93.34ms down to 47amesenting a reduction of
46.34ms. This means that the WCCD can be reduced from 127.50mmstd@1.16ms (a 36%

improvement) under the level of 5% packet loss rate.

If the desired level of the packet loss rate for sensor-ta¥otier packets is 1.9%, the
improvement in the WCCD is better than 39.34ms. The 39.34ms dffdpe WCCD from

127.50ms represents a significant improvement of nearly. 31%

Further analysis from Table 11.1 shows that a 1% loss ratbeofrieasurement packets
allows a drop of 33.34ms in the WCCD (a 26% reduction). A 0.5%atsof the measurement
packets corresponds to a reduction of 16.34ms in the WCCD (a ggf¥ovement). All these

improvements are significant with the low loss rates.

The overall design process for the WCCD is just like to put a lomitizl line in Figuré 8.4.
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Move the line up or down to adjust the threshold for differlenels of packet loss rate for the
measurement packets. Or, thinking about putting a verticalin Figure[8.5 or Figure 11.1,

move the line to the left or right for an acceptable level afls loss rate.

The fundamental requirements of the proposed approaclofdiguring the WCCD are:

1) The communication delay is non-uniformly distributedianost of the delays are far
below the worst one — This is verified in our investigationsGOhapter 8 and also in

[Tipsuwan and Chow, 200}ka

2) The small level of packet loss rate can be tolerated —stgsaranteed through our simple

packet dropout compensators (Chaptér 10).

11.4 Integrated Design of NCS

From our recent development, this work aims to develop amgeframework to deal with the
NCS network complexity. The basic idea is the integratedgrhesf network and control. The

procedure of the framework is summarised below.

Step 1. Apply the real-time queuing protocol in the NCS network to endlke dynamic
behaviour of the network traffic more predictable, thus difying the network
dynamics. The most important achievement is the predidiabif the network
induced delay. (Chapt&t 9).

Step 2. Configure the WCCD under an acceptable level of packet loss ratgridicantly

reduce the network induced delay in networked control. {&ed1.3).

Step 3. For any control packet loss, activate a packet dropout cosgier to predict the
lost control signal. A control packet that is received aftex control period ends

is treated as a lost packet in that control period. (Chapfer 10

Step 4. Through the above three steps, the network induced delamidl to within a
single control period, largely simplifying the system ars& and design. Then,
the predictable network induced delay is compensated giwrgcontroller design.
Many controller strategies can be used for predictableydetenpensation, e.g.,
[Tian and Gao, 1998¢; Tian and Gao, 19p8b
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11.5 Case Studies

Again, consider Case Study 1 discussed in Se¢tion 9.5 of QHfldt® an NCS with Two-
Segments/10Mbps network architecture. It has been fustodied in Sectioris 11.2 ahd 111.3.

Using the integrated design framework proposed above itidee€1.4, we apply the real-
time queuing protocol first to smooth out the time-varyingwak induced delay. This gives
the timing behaviour shown in Figufe 9.3 for the closed-IdgRS. The time instani for
dealing with packet dropout is fixed at 180ms, and the tim&amig, for control output is
fixed at 190ms.

Next, allowing 1% loss rate for control packets, we will bdeato reduce the WCCD by
33.34ms. This is a 26% reduction in the WCCD. As a result, Hptland7» can be reduced
by the same amount. The timing behaviour of NCS network isafegiin Figuré 1112, which

clearly shows the improvement of the delay performance mparison with Figuré 9]3.
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Figure 11.2 Timing behaviour of the NCS with 1% packet loss rate (‘O’: si@ment packets
received by controller; ‘X’: Control packets received by #wtuator; *: T¢:; ‘A’ Tp).

Furthermore, because some packets will be dropped, a spaplet dropout compensator

is employed to ensure smooth operation of the control system

Finally, due to the fact that the network delay has been éichib within a single control

period, simplified stability analysis and design can beiedrout with improved performance.
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11.6 Summary of This Chapter

The non-uniform distribution of the communication delayN@S makes it possible to reduce
the WCCD with a sacrifice for a certain level of packet loss rateapproach has been proposed
to configure the WCCD for much less conservative system desigmaitti-tasking scheduling

in real-time NCS. When a small level of packet loss rate can leedai®d, a threshold can be set

as a configurable WCCD, which is far below the real worst-casenoamication delay.

Furthermore, a general framework has been developed iwtristo deal with the network
complexity and integrated design of NCS for real-time agtians. It consists of four main
steps: 1) Apply a real-time queuing protocol to achieve jgtatlle network induced delay; 2)
Configure the worst-case communication delay; 3) Activatekpialoss compensation when
a packet is lost; and 4) Compensate for the predictable nktwoluced delay in control
design. The framework has emphasised integrated desigetwbrk, scheduling, and control.
The resulting network induced delay is limited to within agle control period, significantly
simplifying the network complexity as well as system analgsd design while improving the

performance of the overall NCS.

11.7 Nomenclature of This Chapter

Abbreviations
NCS Networked Control System/s

WCCD Worst-Case Communication Delay

Symbols

1 Queue to store one control packet

T Control period

Tc Time instant to deal with control packet dropout

Tp Time instant to dequeu@,



172 CHAPTER 11. INTEGRATED DESIGN OF REAL-TIME NCS



Chapter 12

Conclusions and Future Work

12.1 Summary of the Research

As a type of real-time systems, real-time control systerasnadely deployed in various appli-

cations. However, challenging problems exist in systengdesnd implementation, and pose
performance limitations to the control systems. In a regmétcontrol system, two of the most
important issues are timing and QoC (Quality of Control) parfance. We have addressed
these two broad issues in this thesis through comprehenssearch ordynamics analysis

and integrated designfor seven research problemg&lentified fromthree related areas

The first area that we have investigated is abatntrol design for controllers. The
control strategy development is for maintenance and imgim@nt of QoC performance of
the process control. Well designed control system ardhitecogether with appropriately

developed control strategies is essential for the oveaoalirol system.

¢ To facilitate the research on control design, the complex] iadustrially significant,
reactive distillation processes, have been investigatiedlel-free pattern predictive con-
trol (Research Problem 1 in Sectibn|1.3) has been developedgh integrated design
of pattern recognition, fuzzy logic, non-linear transfaton, and predictive control.
The developed control strategies have been verified on &gulde reactive distillation

column. This ighe first main contribution of this thesis.

A good control design gives good control performance onli i§ well implemented in
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software on the controller. The software implementatiooasftrol strategies has been a largely
ignored area in the control system developmé&hie second aredhat we have studied is about
control implementation on controllers with regard to multi-tasking schedulingntegrated
design of control and schedulinghas been carried out through linking the scheduling diyectl

or indirectly to the QoC of the control system.

e Because time delay and jitter affect the dynamics and timfirgal-time control signifi-
cantly, they can be used to indirectly characterise theeayQoC. With this understand-
ing, itis important to reduce control latency and jitter éocontrol system. Therefore, the
problem of reducing control latency and jitter (Researctbfem 2 in Section_113) has
been explored in this thesis. Strategies have been devketopackle this problem and
have been successfully applied to real-time networkedrebahd operation of a large-

scale industrial robotic system. Thistiee second main contributionof this thesis.

e Feedback scheduling makes it possible to directly evaltreeQoC performance and
consequently to re-schedule the computing and networkuress whenever necessary.
However, this may not be always feasible especially in @a&ticonditions. The problem
of hierarchical feedback scheduling (Research Problem 2ati@&[1.B8) has been raised
for study in this thesis. A task model and a hierarchical beett scheduling framework
have been proposed to solve the problem effectively andegiflg. This isthe third

main contribution that we have claimed in this thesis.

With the integration of information, communication, andhtrol in modern real-time control
applications, networked control is becoming increasirgignificant. However, there are still
major difficulties in analysis, design, and implementatdmeal-time networked controlThe
third area that we have investigated in this thesis is abmaritrol design and implementation
in networked environmentswith the focus ordynamics analysis and integrated desigiof

control, network, and resource scheduling.

e Time-varying network induced delay is one of the major diffiproblems in networked
control. To develop a better understanding of the dynamidfie network delay, we
have made effort to analyse the behaviour of the delay (Reis¢aoblem 4 in Section
[1.3). Our research has revealed the non-uniform distdbuaind multi-fractal nature of

the network delay in real-time networked control. Thighie forth main contribution
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claimed in this thesis.

e When both QoC and network QoS (Quality of Service) are consdjethe network
induced delay problem can be tackled from the co-design w¥or& and control. This
is Research Problem 5 defined in Secfiond 1.3. Introducinfjcéatidelay, a real-time
gueuing protocol has been proposed to smooth out the timy@ganetwork induced
delay, leading to more predictable communication behawduch is favourable for real-

time applications. This is claimed #se fifth main contribution of this thesis.

e Packet dropout is another major difficult problem in anayasn design of a network
control system (NCS), and has been investigated systerhaiicahis thesis (Research
Problem 6 in Section 1.3). Simple packet dropout compersatve been developed for
implementation on the actuators to predict lost controkp&cfrom past control signals.

This achievement ithe sixth main contribution of this thesis.

¢ Integrated design of network and control has been consideyene of the major research
topics in this thesis (Research Problem 7 in Sedtioh 1.3).iMglise of the non-uniform
distribution property of the NCS network delay, the worsse&e@ommunication delay
(WCCD) is made configurable for significant reduction of the gefathe system is
tolerant of a certain level of packet loss rate. With com8iapplications of the queuing
protocol, the packet loss compensators, the WCCD configuratimhcontrol design, an
integrated NCS design framework has been developed to mexiime NCS performance
improvement. It limits the network induced delay to withinseagle control period,
leading to significant simplification of NCS analysis and ¢desable improvement of

system QoC. This is claimed # seventh main contributionof this thesis.

In conclusion, we have fully completed the research oullimChaptef Il and have pre-

sented our main contributions in this thesis.

12.2 Future Work

The presented work in this thesis on dynamics analysis awgrisied design of real-time

control systems suggests many interesting researchidinect
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While all technologies developed in this thesis have beefie@via simulation studies, ex-
perimental testing, or practical applications, theregmsicant potential to apply the technolo-
gies in more practical control systems. This would be udefybromoting new technologies in

real-time control for simplified system analysis and desigd also for QoC improvement.

The queuing protocol developed in this thesis introducéfcial delay to smooth out
network induced delay. It is effective for a large class @flHttme control systems that require
accurate timing. There also exist many control systems, iadystrial process control applica-
tions, in which imposing the control signal to the plant ortas available may be preferable.
In this case, how to analyse and design the network, scimegind control in an integrated
framework to ensure the QoS for the control network and th€ €@o the control tasks is still

difficult, and is worthy to be investigated.

Networked control has been deeply studied in this thesisveder, we have not specified
wireless networks explicitly. Wireless communication st growing area, and is becoming
part of our daily life. Two of the challenging problems in wetked control, i.e., time-varying
networked induced delay and packet dropout, which we hasteeaded, become more evident
and severer in wireless networked applications. Reseatlkd@relopment of innovative tech-
nologies for wireless networked control are emerging. Thkeames presented in this thesis

would be a good basis for investigation into wireless NCS.

Finally, there have been major difficulties in modelling achulating NCS in a uniform
software environment and platform. In this thesis, we haetdseveral software packages for
complementary modelling and simulation of networked aaptior example, ns2 (or Opnet)
for networks, Matlab/TrueTime for process dynamics ancedaling. However, time-driven
Matlab/TrueTime is not suitable for comprehensive simakabf complex networks, and event-
driven ns2 is not designed for computation of continuoosetdynamics. Effort is being made
in three directions: (1) Simulate networks in ns2 (or Opretport the network dynamics to a
file, and then read this file into Matlab for control system dation; (2) Embed continuous-
time simulation into event-driven ns2 by adding continuboge simulation agents; and (3)
Build an interface between Matlab and ns2 (or Opnet) for dirdormation exchange. We are
making progress in all these three directions. It would bekwvehile, although difficult, to find
a simple and convenient mechanism for modelling and sinomatf networks, scheduling, and

process control simultaneously in a uniform environment.
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