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Abstract

Real-time control systems are widely deployed in many applications. Theory and practice

for the design and deployment of real-time control systems have evolved significantly. From

the design perspective, control strategy development has been the focus of the research in

the control community. In order to develop good control strategies, process modelling and

analysis have been investigated for decades, and stabilityanalysis and model-based control

have been heavily studied in the literature. From the implementation perspective, real-time

control systems require timeliness and predictable timingbehaviour in addition to logical cor-

rectness, and a real-time control system may behave very differently with different software

implementations of the control strategies on a digital controller, which typically has limited

computing resources. Most current research activities on software implementations concentrate

on various scheduling methodologies to ensure the schedulability of multiple control tasks in

constrained environments. Recently, more and more real-time control systems are implemented

over data networks, leading to increasing interest worldwide in the design and implementation

of networked control systems (NCS). Major research activities in NCS include control-oriented

and scheduling-oriented investigations.

In spite of significant progress in the research and development of real-time control systems,

major difficulties exist in the state of the art. A key issue isthe lack of integrated design for

control development and its software implementation. For control design, the model-based con-

trol technique, the current focus of control research, doesnot work when a good process model

is not available or is too complicated for control design. For control implementation on digital

controllers running multiple tasks, the system schedulability is essential but is not enough; the

ultimate objective of satisfactory quality-of-control (QoC) performance has not been addressed

directly. For networked control, the majority of the control-oriented investigations are based on

two unrealistic assumptions about the network induced delay. The scheduling-oriented research
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focuses on schedulability and does not directly link to the overall QoC of the system. Gen-

eral solutions with direct QoC consideration from the network perspective to the challenging

problems of network delay and packet dropout in NCS have not been found in the literature.

This thesis addresses the design and implementation of real-time control systems with

regard to dynamics analysis and integrated design. Three related areas have been investi-

gated, namely control development for controllers, control implementation and scheduling

on controllers, and real-time control in networked environments. Seven research problems

are identified from these areas for investigation in this thesis, and accordingly seven major

contributions have been claimed. Timing behaviour, quality of control, and integrated design

for real-time control systems are highlighted throughout this thesis.

In control design, a model-free control technique, patternpredictive control, is developed

for complex reactive distillation processes. Alleviatingthe requirement of accurate process

models, the developed control technique integrates pattern recognition, fuzzy logic, non-linear

transformation, and predictive control into a unified framework to solve complex problems.

Characterising the QoC indirectly with control latency and jitter, scheduling strategies for

multiple control tasks are proposed to minimise the latencyand/or jitter. Also, a hierarchical,

QoC driven, and event-triggering feedback scheduling architecture is developed with plug-ins

of either the earliest-deadline-first or fixed priority scheduling. Linking to the QoC directly, the

architecture minimises the use of computing resources without sacrifice of the system QoC. It

considers the control requirements, but does not rely on thecontrol design.

For real-time NCS, the dynamics of the network delay are analysed first, and the non-

uniform distribution and multi-fractal nature of the delayare revealed. These results do not

support two fundamental assumptions used in existing NCS literature. Then, considering the

control requirements, solutions are provided to the challenging NCS problems from the network

perspective. To compensate for the network delay, a real-time queuing protocol is developed

to smooth out the time-varying delay and thus to achieve morepredictable behaviour of packet

transmissions. For control packet dropout, simple yet effective compensators are proposed.

Finally, combining the queuing protocol, the packet loss compensation, the configuration of

the worst-case communication delay, and the control design, an integrated design framework

is developed for real-time NCS. With this framework, the network delay is limited to within a

single control period, leading to simplified system analysis and improved QoC.
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∆yj Control error(= yr − yj) Ch10
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Chapter 1

Introduction

This thesis focuses on dynamics analysis and integrated design of real-time control systems.

While real-time control systems is a very broad topic, three related areas will be addressed

for investigation into various aspects of dynamics analysis and integrated design of a control

system: control development, control task scheduling, andnetworked control.

We start with a brief introduction into the background of theresearch in Section 1.1 followed

by discussions of the motivation in Section 1.2. Section 1.3identifies seven research problems

for investigation. The significance of the research is described in Section 1.4. The main

contributions are highlighted in Section 1.5. Section 1.6 outlines the structure of the thesis.

Finally, a list of refereed publications is shown in Section1.7 in support of this thesis.

1.1 Background

Real-time control systems are widely deployed in both military and civilian applications. Typ-

ical examples are modern manufacturing, oil refinery, mineral processing, chemical process

control, pharmaceutical plant operation, transport management and scheduling, aircraft control,

satellite and missile guidance, to just mention a few. Looking around in our homes, we also find

that real-time control systems are being increasingly integrated into our daily life, in items such

as DVD player, microwave oven, mobile phone, fridge, washing machine, and many others.

A simple control system typically consists of a plant to be controlled, a sensor to measure

the plant variable, a digital controller to implement control strategies, and an actuator to impose

1
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the control to the plant. It is shown graphically in Figure 1.1, in whichy andym are plant output

and its measurement, respectively;r is the set-point ofy; u stands for control signal;e = r− yd

is control error; andyd andud are digitised forms ofym andu, respectively. Such a simple

control system is a building block for more complex control systems. In modern networked

control, bus-type communication networks are employed to interconnect various control system

components, and typically the links for feedback (to the controller) and control output (from the

controller) become part of the networks, as depicted in Figure 1.2.

Figure 1.1: A general digital computer control system.

Figure 1.2: Block diagram of networked control systems.

Real-time control systems are a type of real-time systems forcontrol applications. They

require timeliness of the computational results in addition to the logical correctness of the

computation. There are basically two categories of real-time tasks: soft and hard:

• Soft real-time tasks are those which if completed after their respective deadlines are less

important than those whose deadlines have not yet expired.

• Hard real-time tasks are ones which must meet their hard deadlines. Tasks completed

after their deadline are at best valueless and at worst harmful.

Some systems contain only soft real-time tasks. Many systems, however, contain a mixture of

hard and soft real-time tasks[Spruntet al., 1989].

Building a real-time control system requires two phases in general: controller design and

its digital implementation. Those two phases have been traditionally addressed separately by
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different groups of engineers/scientists. The controllerdesign is carried out from the control

theory point of view, while the digital implementation is conducted from the real-time comput-

ing perspective. Both the fields of real-time computing and control theory are vast and have

attracted large groups of researchers and engineering practitioners.

However, recent research and engineering practice have revealed that the separation of

these two design phases will lead to some major difficulties in improving the performance of

modern large-scale real-time control systems. This becomes more evident with the integration

of networks into control systems. Therefore, much effort isbeing made to fit these two phases

into a unified framework for integrated design. New theoriesand methodologies are being

developed in this direction. This is an indication of a new trend of real-time control systems.

Following this trend, this thesis focuses on dynamics analysis and integrated design of real-

time control systems. Dynamics analysis gives insight into, and a good understanding of, the

system behaviour, requirements, and constraints; and integrated design makes the best use of

system resources for improvement of the performance of the overall system.

Three related areas are addressed in this thesis for investigation into dynamics analysis and

integrated design, i.e.,

• Control strategy development – This is about control design for controllers;

• Control task scheduling – This relates to implementation of controllers; and

• Networked control development – This is about control design and implementation in

networked environments.

The overall aim of the research is to provide effective solutions to some challenging problems

in real-time control systems.

1.2 Motivation of the Research

1.2.1 Control Strategy Development

Our discussions about development of control strategies are carried out in different categories

depending on how complex the control processes are.
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Most industrial processes can be well controlled using the proportional-integral-derivative

(PID) control algorithm. For those processes, it does not really make sense to design more

advanced and sophisticated control strategies from the application point of view although some

theoretical investigations are still worthwhile. This thesis does not address the control design

for this category of industrial processes.

Some processes have complex dynamics and/or highly coupledvariables. Simple control

strategies such as PID are ineffective. However, the variables to be controlled can be measured

easily and reliably, and a good process model can be built. Thus, advanced and model-based

control can be developed for the processes. Developing model-based control still attracts sig-

nificant interest; however, this thesis does not address thedevelopment of model-based control.

There are some processes which can be directly controlled byneither PID nor advanced

control. A typical example is the product composition in reactive distillation (RD). The main

reasons are the lack of reliable and cost-effective sensorsto measure the variable, the lack of

a good understanding of the process dynamics, and the lack ofgood process models on which

model-based control relies. Even if a reasonably good process model is available, the model

may be too complicated for either online computation or controller design. Therefore, major

difficulties still exist for the control of these processes.This thesis will address this category of

industrial processes through integrated design of model-free control strategies.

For the plant variables that cannot be directly controlled due to the lack of reliable measure-

ments, indirect control using alternative variables is usually deployed in the process operation

to simplify the complexity of the control problems. Inferential control is one of such indirect

control methodologies. For example, the product composition of RD processes can be indirectly

controlled by maintaining some temperature and pressure variables at their respect desired

values[Tian and Tad́e, 2000]. Inferential control and soft sensing have been developed using

various methods, e.g., the genetic algorithm[Kordonet al., 2003].

To facilitate our research on the difficult control problems, the complex and industrially

significant RD processes for synthesis of ethyltert-buty ether (ETBE) is investigated in this

study. One of the main tasks in control of an ETBE RD process is tomaintain the ETBE

purity. As the ETBE purity cannot be reliably measured onlineand in real-time, it is controlled

indirectly by regulating the column temperature. Because the desired ETBE purity (purity set-

point) may be changed during the plant operation, the control system should have fast set-point
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tracking ability (tracking problem). On the other hand, RD and other industrial processes always

have various disturbances and uncertainties, which cannotbe well modelled and predicted,

resulting in a requirement of effective disturbance rejection (regulatory problem). Control

design should consider both tracking and regulatory problems for RD processes.

There are basically two directions to deal with the complexity of RD control strategy design:

• One is to develop better understanding of the processes so that more accurate yet simple

models can be obtained for model-based control design. However, the available models

are still far away from practical applications. Robust control that deals with uncertainties

and poor modelling can be classified into this direction.

• The other is to develop model-free control to alleviate the requirement of accurate process

models. Progress is being made in this direction for practical operation of RD processes.

This thesis develops model-free control strategies for complex RD processes through dynamics

analysis and integrated design of various aspects of pattern recognition, fuzzy logic, non-linear

transformation, and predictive control.

1.2.2 Control Task Scheduling

Conventional control theory has inherently assumed that thedigital controller does not consume

any time to compute the control signals. This means that an instant control signal is assumed to

be available from the controller once a process measurementis fed back to the controller. This

is an unrealistic assumption because a control task not onlyneeds time to compute the control

but also shares the processor with other tasks.

Control computation does consume time, and the time consumption is even significant

in some control systems. For example, in a large-scale control system that we developed

[Tian and Tad́e, 2002], the control computation takes about 1s in a 4s control period, implying

that a quarter of the period is spent for control computation. This type of time delay is relatively

easy to handle because the control computation time does notfluctuate much under normal

conditions (a big change in the computation time may be an indication of control mode switch

or abnormal conditions and thus needs to be considered separately). Therefore, a fixed time

delay with small variations may be used to represent the control computation. Then, this delay
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can be compensated in the control design and implementation. This thesis addresses the control

computation delay indirectly by lumping it and the process delay together.

A control task also needs to compete for time slices with other tasks running on the same

processor. Most real-time control applications have the nature of embedded systems. They are

typically deployed in hardware platforms with limited resources, e.g., uni-processor, limited

memory, constrained input/output, and restricted file operations. Also typically, a controller

is responsible for multiple control tasks, in addition to many non-control tasks. This leads

to various constraints to computing and scheduling of real-time control tasks. One of the

constraints is multi-tasking that shares the uni-processor for multiple control loops. Multi-

tasking of the controller makes the timing behaviour of a specific task more unpredictable.

Real-time scheduling theory has advanced significantly withthe focus on the schedulability.

Major real-time scheduling paradigms include Rate-Monotonic (RM) and Deadline-Monotonic

(DM) scheduling for static environments, Earliest-Deadline-First (EDF) scheduling for dynamic

environments with sufficient resources, Spring schedulingfor dynamic environments with in-

sufficient resources, and feedback scheduling for dynamic environments with uncertainties.

Schedulability is an essential requirement for all real-time systems including real-time con-

trol systems. However, schedulability analysis in existing scheduling strategies has not been

well linked with the characteristics of real-time control systems. Schedulability is not enough

for real-time control systems; we also expect good control performance!

The control performance can be addressed in control task scheduling from the following

two perspectives, both of which will be investigated in thisthesis through integrated design:

• Use the time delay and jitter resulting from multi-tasking scheduling to indirectly charac-

terise the control performance, and then minimise the delayand jitter in the scheduling.

• Link the scheduling directly with the Quality of Control (QoC), and then schedule system

resources dynamically through feedback to fulfil the overall QoC requirement.

It is also worth mentioning that an optimal scheduling method may be invalid in a specific

application. This is because the operating system or programming environment of the appli-

cation may not directly support the scheduling method. For example, the V+ programming

environment for robot control supports priority-driven scheduling at the application level, but
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does not directly support the EDF policy, which carries moreoverhead that increases its insta-

bility in overload conditions. The real-time and object-oriented programming language Ada

also supports priority-based multi-tasking scheduling atthe application level.

1.2.3 Networked Control Development

Recent advances in networking pervasive devices and systemshave enabled a huge number of

networked applications[Estrinet al., 2002]. As an important class of such networked applica-

tions, networked control systems (NCS) implement control functionality over data communica-

tion networks, which are used to transmit measurement, control, and management signals.

Due to their scalability, flexibility and cost-effectiveness, bus-type network technologies

have been promoted for real-time control applications. There has been an increasing demand for

real-time networked control in manufacturing automation,industrial process control, robotics,

and many other applications. This requires highly reliable, flexible, simple, and cost-effective

network technologies to replace traditional peer-to-peerinterconnection techniques.

While networked systems and applications are not a new concept, systematic investigations

into the interactions among network components and the complex dynamics of networked

systems did not occur until recently. With much effort in this area, some basic concepts and

approaches of complex networks have been developed to describe the connectivity, structure,

and dynamics of complex systems. It has been realised that networked environments introduce

challenges to system analysis and development, and the distributed nature of many system

components and services requires new technologies to guidethe system design.

Introducing networks into real-time control poses challenging problems: time-varying net-

work induced delay and packet dropout. These challenges become more evident and severer

when wireless networks are employed and/or scheduling of computing and network resources

is considered in the networked control. Because of these challenging problems, many existing

control technologies may become infeasible for specific networked control applications.

Research is undertaken to address those challenges in two extremes. Control engineers have

been focusing on the controller design, and expect to solve the problems through improved

design of sophisticated control strategies. Quite often, they have to use complex algorithms

to deal with a simple network problem which has been considered as a constraint. Overall,
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approaches developed from the perspective of the controller design provide stability conditions,

but do not directly deal with the real-time requirement of the NCS network communications.

Thus, conservative control is usually designed to guarantee the stability of an NCS.

The other extreme is from computer and networking engineers. Conventionally, “throwing

bandwidth” was an effective method to resolve many problemsin networking. Thus, some

computer/networking engineers are optimistic that over-provisioning of network capacity can

resolve the challenging problems of both network delay and packet dropout. It has not been

well recognised that a high bandwidth does not necessarily mean predictable communication

behaviour, and real-time control does not necessarily require fast data transmission. Over-

provisioning may work for some applications, but is not a general solution.

It is our belief that any issues arising from a system should be first addressed locally. For

networked control, network issues such as network induced delay and packet dropout should be

first addressed in network design, rather than in controllerdesign. In the same token, problems

that can be easily solved in the controller design, such as compensation for a fixed network

delay, should not be brought to the network area. Such a design philosophy requires a good

understanding of control, scheduling, and networking for NCS design.

From the perspective of systems engineering, it is also our belief that a good system archi-

tecture design with simple algorithms is preferable to sophisticated algorithm design for poor

system architecture. In networked control, an integrated design of network, scheduling, and

control will provide a solution that can maximise the overall QoC of the NCS.

1.3 Research Problems

Following the above discussions, seven research problems of dynamics analysis and integrated

design are identified from the three areas of control development, task scheduling, and net-

worked control for further investigation in this thesis. These problems are summarised in the

following:

Control Strategy Development:

Problem 1. Pattern predictive control (PPC) of complex RD processes. This relates to

analysis of process dynamics, and integrated design of model-free control.
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Control Task Scheduling:

Problem 2. Reducing control latency and jitter in real-time control. This relates to real-

time scheduling of control tasks in static environments. The control latency

and jitter are used to indirectly characterise the QoC of thecontrol systems.

Problem 3. Hierarchical feedback scheduling of real-time control tasks. This relates to real-

time scheduling of control tasks in dynamic and resource-insufficient environ-

ments. The scheduling is directly linked with the QoC of the control systems.

Networked Control Development:

Problem 4. Analysis of the dynamics of NCS network induced delay. This aims at a better

understanding of the network delay dynamics for improved system design and

stability criteria. The dimensional and fractal features of the dynamics of the

network induced delay in real-time networked control will be investigated.

Problem 5. Real-time queuing protocols for predictable NCS network timing behaviour.

This relates to co-design of networks and control, and aims to smooth out time-

varying and unpredictable network induced delay in networked control.

Problem 6. Compensating for packet dropout in networked control. This also relates to co-

design of data networks and control systems. The aim is to predict lost control

packets over the NCS data networks.

Problem 7. Integrated design of networked control systems. This integrates the results from

the above Problems 4 to 6 into a unified framework. It aims to provide more

predictable network timing behaviour, which is favourableto real-time systems.

1.4 Significance of the Research

1.4.1 Pattern Predictive Control of RD Processes

Reactive distillation is becoming increasingly significantin industry[Taylor and Krishna, 2000;

Malone and Doherty, 2000]. It has demonstrated potential improvements in capital productivity

and selectivity, and reduction in solvents, energy consumption, and capital investments. Some
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improvements are dramatic, as described in[Taylor and Krishna, 2000] for a methyl acetate RD

process: 5 times lower investment and 5 times lower in energyconsumption by using a hybrid

RD process to replace an entire flowsheet with 11 units and related processes!

RD is advantageous for many chemical syntheses, including fuel ether production. As fuel

additives, fuel ethers are widely used for improvement of fuel quality, and thus for reduction

of greenhouse gas emissions. The significance of reducing greenhouse gas emissions is high-

lighted by the fact that 182 parties have ratified the Kyoto Protocol[Wikipedia, 2008].

RD is feasible for production of ethyltert-butyl ether (ETBE), a high-performance fuel

additive. However, the RD of ETBE is still limited worldwide and thus needs further research

to make it technically reliable and economically viable. Moreover, RD involves considerable

uncertainties and displays complex behaviour such as high non-linearity, strong interactions,

bifurcation and multiplicity, and time delay. Due to the functional integration of reaction and

separation, and the dynamics complexity, RD is exceptionally difficult to operate and control.

This calls for systematic research on RD process dynamics andcontrol aspects.

The difficulties in RD operation and control can be largely reduced by developing innovative

control schemes that do not require accurate process models. Pattern predictive control is one

of such control schemes. Our investigations show that it is not only simple and easy to design,

but also effective for complex RD processes. The basic principle and design procedures of the

pattern predictive control are also applicable in other complex industrial processes.

1.4.2 Real-Time Task Scheduling

When multiple real-time control tasks run on a uni-processorcontroller, the control systems

need to meet the following two requirements in addition to logical correctness in each of the

control tasks: schedulability and satisfactory timing behaviour of the control tasks.

The schedulability issue can be handled using various scheduling strategies, e.g., RM, DM,

and EDF. The timing behaviour of the control tasks depends onwhat scheduling strategies are

used, how they are implemented, and what task models are adopted. Nevertheless, both the

schedulability and timing behaviour issues relate to time consumption and time delay in control

computation and scheduling. This has not been well addressed in control software design.
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Reducing Control Latency and Jitter in Real-Time Control

Time delay, which is also called latency in the computer area, usually results in rich dynamics,

and is a source of system instability. It is one of the key problems that multi-tasking on a con-

troller brings into the control systems. Especially, due tothe limited resources of the controller,

control latency becomes more complex and control jitter appears. While time delay existing

in industrial processes has been largely addressed in process modelling and control design, the

issue of latency and jitter resulting from control computation and multi-tasking scheduling has

not been well understood in the control community[Kim and Park, 2003]. It remains unclear

how the performance of the control software affect the performance of the overall control

systems[Sanz and Alonso, 2001]. We contend that without a systematic performance analysis

of the digital controller as part of the overall control system, how the performance of the overall

real-time control system can be analysed and guaranteed[Tian and Sun, 2005].

This thesis will address this issue through developing effective scheduling methods and

control task models to reduce control latency and jitter resulting from multi-tasking of real-time

systems. This highlights the importance of the integrationof control design and its software

implementation explicitly, and provides solutions for theintegration.

Hierarchical Feedback Scheduling of Real-Time Control Tasks

In many existing feedback scheduling methods for control systems, a scheduler is normally

implemented as a separate task. The scheduler is triggered periodically to evaluate the QoC

and to re-schedule control periods if the processor utilisation deviates from the desired one.

Scheduling the control periods is feasible to most control systems although in some cases it

may not be possible to increase the periods of critical tasksas their periods may be determined

by external hardware such as hardware timers.

However, in fixed priority (FP) scheduling, tasks with lowerpriorities may be blocked

or significantly delayed when the processor is heavily loaded or overloaded. Using variable

priority scheduling may give all control tasks a chance to run. It has been shown[Cervin, 2003]

that using EDF scheduling, in overload conditions, all periodic tasks are executed as if they

were running with larger periods, which are automatically scaled. However, this method is

schedulability driven, and does not directly link to the QoCof the system. Also, EDF is an
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optimal dynamic scheduling algorithm in resource-sufficient environments; but its performance

degrades rapidly in resource-insufficient environments. Moreover, EDF carries a much larger

processor overhead than priority-based scheduling, increasing its instability in overload condi-

tions. Therefore, in order to ensure that the processor is not overloaded when using the method

of [Cervin, 2003], a frequent evaluation of the processor utilisation has to be carried out.

On the other hand, when a control loop has reached its steady state, scaling down its period

in existing scheduling methods when actual processor utilisation is lower than the desired one

does not really make sense but wastes computing resources. One may simply disable the period

scaling. But when and how? A systematic approach has not been found to deal with this issue.

To tackle these problems, this thesis links the scheduling directly to the QoC, and then

develops a hierarchical feedback scheduling framework forreal-time control systems.

1.4.3 Networked Control Systems

Modern large-scale manufacturing, process control, and other systems demand increasing in-

tegration of information, communication, and control. As aresult, more and more real-time

control systems are implemented over data communication networks.

While control over networks becomes increasingly attractive, challenging problems exist

in NCS analysis and design. The challenges include time-varying network induced delay and

packet dropout. Significant effort has been made to deal withthese challenging problems. For

example, a simultaneous description of both network induced delay and packet loss in a unified

model is considered in[Yueet al., 2004]. With this model framework, stability criteria, which

relate to the upper delay bound that guarantees the stability of the overall NCS, are derived

[Yueet al., 2004; Peng and Tian, 2006; Penget al., 2007]. Controller synthesis is also carried

out to determine the controller settings under the stability criteria.

Analysis of the Dynamics of NCS Network Induced Delay

In existing methods for modelling, analysing, and synthesising NCS, there are two inherent

assumptions with regard to the network induced delay:

• The network induced delay is uniformly distributed in a certain range. Much of the
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existing effort is to find the upper bound of the delay for stability guarantee.

• The dynamic behaviour of the network induced delay is purelyrandom. Consequently,

stochastic models have been used to describe the dynamics ofthe NCS.

However, direct evidence has not been presented in the open literature to support those funda-

mental assumptions. Therefore, it is a significant step to develop a better understanding of the

dynamic behaviour of the network induced delay in NCS.

Real-Time Queuing Protocols for Predictable NCS Network Timing

A few NCS control methodologies have been developed[Tipsuwan and Chow, 2003]. Among

those methodologies, the ‘queuing methodology’[Luke and Ray, 1990; Luke and Ray, 1994;

Chan andÖzg̈uner, 1995] is the only one that considers the timing behaviour of network com-

munications explicitly in the NCS development. However, this methodology depends crucially

on the accuracy of the mathematical model of the plant to be controlled. A reference to report a

successful application of the methodology has not been found in the open literature.

Queuing packets to smooth out network induced delay is not a new idea in multimedia.

However, the requirement in multimedia applications is different from that in NCS control. For

example, throughput is important in video streaming, but isnot the focus in networked control.

Network induced delay affects the accuracy of timing-dependent computations and can

significantly degrade the QoC of the overall real-time control systems. To use the idea of

queuing packets in NCS, the dependence of the conventional queuing methodologies on process

models needs to be eliminated or reduced. This indicates thesignificance of the investigation

into new real-time queuing protocols in this thesis.

Compensation for Packet Dropout in Networked Control

The ‘queuing methodology’ presented in[Luke and Ray, 1990; Luke and Ray, 1994] and also in

[Chan andÖzg̈uner, 1995] has considered packet dropout compensation. However, it has tried

to implement packet dropout compensators on the controllerthrough sophisticated algorithm

computation. Implementation of such compensators relies crucially on accurate plant models,
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which may not be available for many industrial processes. Also, the complex compensation

algorithms may not be feasible if implemented on actuators with limited computing power.

Modelling network induced delay and packet dropout in a unified framework provides a

mechanism for improvement of NCS stability conditions[Yueet al., 2004; Penget al., 2007;

Peng and Tian, 2006]. This methodology has received increasing interest in the last few years

for dealing with various NCS conditions, in particular the network induced delay and packet

dropout, in a neat way. However, methods of this kind do not compensate for packet dropout

at all. They treat packet dropout as a constraint to the system. As a result, the control design is

normally conservative in order to maintain the system stability.

Packet dropout results from network traffic congestions andlimited network reliability. In

this case, the controller and/or actuator have to make decisions with incomplete information on

how to control the system. While a few schemes have been proposed for packet dropout com-

pensation, there is still a lack of simple yet effective methods for packet dropout compensation

in NCS. This shows the significance of the research on this topic.

Integrated Design of Networked Control Systems

Networked control has been investigated from various aspects, e.g., stability analysis, stabil-

isation, NCS control design, NCS networking, scheduling of tasks and resources, and packet

dropout compensation. However, there is still a lack of effective interactions between control

design and its software implementation in networked environments. Under this circumstance,

an optimal solution cannot be expected to maximise the overall QoC of the NCS.

To tackle this problem, various aspects of an NCS should be considered within a uniform

framework. Integrated design is an effective approach to simplify the network behaviour and

consequently to maximise the QoC. This means that NCS network design, task scheduling,

and software implementation should be linked directly to the QoC requirement of the system.

Similarly, the control design should also be carried out together with network planning, network

QoS (Quality of Service) requirements, task scheduling, and their implementation. However,

an effective approach for integrated NCS design that considers all important aspects of the NCS

has not been reported in the open literature. This indicatesthe significance of the research on

this topic.
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1.5 Main Contributions

Providing effective solutions to the seven research problems identified in Section 1.3, the main

contributions of this thesis are summarised below:

1) A pattern based predictive control (PPC) scheme is proposedfor complex industrial

processes whose mathematical models are either difficult toobtain or too complex

for controller design. It alleviates the requirement of accurate process models,and

extracts pattern information of the process for predictivecontrol design. The scheme is

verified through case studies of complex reactive distillation processes for ethyltert-buty

ether (ETBE) synthesis. [Chapter 3, Chapter 4],[Tianet al., 2003].

2) For multiple control tasks running on a uni-processor, three strategies are proposed

to reduce control latency and/or jitter: introduction of of fsets into control task

scheduling, decomposition of control tasks; and increasing the priority levels of the

output subtasks. The strategies are shown to be effective through case studies. [Chapter

5], [Tianet al., 2006b].

3) For a multi-task control system, existing scheduling methods cannot maintain satisfactory

overall control performance when the system is overloaded.A hierarchical and quality-

of-control (QoC) driven hierarchical feedback schedulingarchitecture is proposed

to solve this problem for real-time multiple control tasks. Case studies have demon-

strated the effectiveness of the scheduling architecture.[Chapter 6, Chapter 7]

4) For typical scenarios of real-time control systems over Ethernet based networks, de-

tailed analysis of the dynamic behaviour of the network induced delay is carried out.

It is revealed that the network induced delay is non-uniformly distributed and ex-

hibits multi-fractal nature . Such properties of the network delay can be employed

for improving system design as well as for simplifying system analysis. [Chapter 8],

[Tianet al., 2007; Tian and Levy, 2008b].

5) To address the challenging problem of the network induced delay in networked

control, a queuing architecture is developed to reduce the network induced jitter,

making the network induced delay more predictable. The proposed queuing protocol

is verified through comprehensive case studies. [Chapter 9],[Tian and Levy, 2008b].
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6) To address the challenging problem of the data packet dropout in networked control,

three model-free strategies are developed for control packet dropout compensation.

With the mechanism of packet dropout compensation togetherwith the queuing protocol,

the sum of the network induced delay and the control computation delay is limited to

within a control period. [Chapter 10],[Tian and Levy, 2008a; Tian and Levy, 2008b].

7) It is shown that the worst-case communication delay (WCCD) can be made con-

figurable to significantly reduce the network delay if a certain level of packet loss

rate can be tolerated. Combining the queuing protocol, the WCCD configuration,

packet dropout compensation, and control design, a generalframework is developed

to deal with network complexity and integrated design of networked control systems.

[Chapter 11],[Tian and Levy, 2008b].

1.6 Thesis Outline

The thesis begins with this introductory chapter, in which seven research problems from three

related areas are identified for investigation and the main contributions of this thesis are high-

lighted. Then, a comprehensive literature review is given in Chapter 2. Chapters 3 through to

11 are devoted to detailed research on the identified research problems, as shown in Table 1.1.

Finally, Chapter 12 concludes the thesis.

1.7 Related Publications During my PhD Study

During my PhD study, around sixty refereed publications have emanated from my research in a

wide range of areas. Nine of them are used in support of this thesis (Subsection 1.7.1); and all

others not covered in this thesis are mentioned in Subsection 1.7.2 and are listed in Appendix.

1.7.1 My Publications in Support of This Thesis

(1) Five Refereed Journal Papers

[Tian et al., 2003] Yu-Chu Tian , Futao Zhao, B. H. Bisowarno, and M. O. Tadé. Pattern-based

predictive control for ETBE reactive distillation.Journal of Process Control, 13(1):57–67,
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Table 1.1: Organisation of this thesis for identified research problems.

Area Research Problem Chapter

(1) - Process dynamics and integrated control design for controllers

Problem 1: Patter predictive control of RD processes 3 (Theory)

4 (Verification)

(2) - Integrated control task scheduling on controllers

Problem 2: Reducing latency and jitter in control scheduling5

Problem 3: Feedback scheduling of real-time control tasks 6(Theory)

7 (Verification)

(3) - Dynamics and integrated design of networked control systems

Problem 4: Analysis of NCS network dynamics 8

Problem 5: Real-time queuing protocols for NCS 9

Problem 6: Compensating for NCS packet dropout 10

Problem 7: Integrated design of networked control systems 11

Feb 2003.

[Tian et al., 2006b] Yu-Chu Tian , Qing-Long Han, David Levy, and M. O. Tadé. Reducing

control latency and jitter in real-time control.Asian Journal of Control, 8(1):72–75, Mar

2006.

[Tian et al., 2007] Yu-Chu Tian , Zu-Guo Yu, and Colin Fidge. Multifractal nature of network

induced time delay in networked control systems.Physics Letters A, 361(1-2):103–107, Jan

2007.

[Tian and Levy, 2008a]Yu-Chu Tian and David Levy. Compensation for control packet

dropout in networked control systems.Information Sciences, 178(5):1263–1278, Mar 2008.

[Tian and Levy, 2008b] Yu-Chu Tian and David Levy. Dealing with network complexity in

real-time networked control.International Journal of Computer Mathematics, 85(8):1235–

1253, Aug 2008.

(2) Three Refereed Conference Papers

[Tian et al., 2006a] Yu-Chu Tian , Qing-Long Han, Colin Fidge, Moses O. Tadé, and Tianlong

Gu. Communication architecture design for real-time networked control systems. In
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Proceedings of the 4th International Conference on Communications, Circuits and Systems

ICCCAS’06, pages 1840–1845, Guilin, P. R. China, 25-28 June 2006.

[Tian et al., 2006c] Yu-Chu Tian , David Levy, Moses O. Tad́e, Tianlong Gu, and Colin Fidge.

Queuing packets in communication networks networked control systems. InProceedings of

the 6th World Congress on Intelligent Control and Automation WCICA’06, pages 205–209,

Dalian, P. R. China, 21-23 June 2006.

[Tian and Levy, 2007]Yu-Chu Tian and David Levy. Configuring the worst-case communi-

cation delay in real-time networked control systems. In H. R.Arabnia and L T. Yang, eds.,

Proceedings of the 2007 International Conference on Embedded Systems and Applications

ESA’07, pages 114–120, Las Vegas Nevada, USA, 25-28 June 2007. CSREA Press.

(3) A Journal Paper Ready for Submission

[*] Yu-Chu Tian , David Levy, and Ashok Agrawala. Hierarchical feedback scheduling of

real-time control tasks. To be submitted, 2009.

1.7.2 My Publications Not Covered in This Thesis

For complete information about my creative and productive research, a long list of all other

refereed publications during my PhD study which are not listed above is given in Appendix:

My Publications Not Covered in This Thesis.

1.8 Nomenclature of This Chapter

Abbreviations

DM Deadline-Monotonic

EDF Earliest-Deadline-First

ETBE Ethyltert-buty ether

FP Fixed Priority

QoC Quality of Control

QoS Quality of Service
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RD Reactive Distillation

RM Rate-Monotonic

NCS Networked Control System/s

WCCD Worst-Case Communication Delay

Symbols

e Control error,e = r − yd

r Set-point of the plant output

u, ud Control signal and its digitised form, respectively

y Plant output

ym, yd Measurement of the plant output, and its digitised form, respectively
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Chapter 2

Literature Review

Real-time systems are those in which timeliness is as important as logic correctness. Missing

a deadline will result in a degradation of system performance for soft real-time systems or

a system failure for hard real-time systems. The requirements for real-time system design

have been extensively described in a large number of papers as well as in many books, e.g.,

[Shaw, 2001; Burns and Wellings, 2001; Samard and Balas, 2003; Lavagnoet al., 2003].

As a class of real-time systems, real-time and embedded control systems have been increas-

ingly deployed in various applications. As outlined in Chapter 1, with the focus on dynamics

analysis and integrated design, this thesis will address three related areas of real-time control:

• Control design for controllers: Well designed control strategies are essential for real-

time control systems to provide the desired functionality.For complex processes that

cannot be well handled using either simple Proportional-Integral-Derivative (PID) control

or advanced model-based control, integrated design of model-free and intelligent control

is an attractive way for process operation.

• Control implementation on controllers in multi-tasking environments: Real-time con-

trol systems are typically deployed in hardware platforms with limited resources, e.g.,

uni-processor, resulting in various constraints in computing and scheduling of real-time

control tasks of the systems. While schedulability has been the focus of conventional

scheduling theory, it is not enough for real-time control systems. We need good control

performance as well! In order to meet the requirements of both control performance and

multi-tasking schedulability, well-designed schedulingof multiple real-time control tasks

21
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becomes critical for these systems.

• Control design and its implementation on controllers in networked environments: Chal-

lenges exist when a real-time control system in implementedover networks. A better

understanding of the dynamics of networked control is necessary for further improvement

of system performance. As separate designs of control, scheduling, and networks do not

provide optimal solutions to a networked control system (NCS), an integrated design of

various system components is thus crucial for maximising the system performance.

Real-time systems are a vast field, so are control systems. Computer networks, which are

essential for networked control, are also a very broad area.This marks the interdisciplinary

nature of this research.

Because of this nature, it is unrealistic to have an exhaustive review of all related areas in a

single chapter. The literature review will be performed from the above-mentioned three areas

from which seven research problems have been identified in Section 1.3 for further investigation

in this thesis; and only representative and directly relevant works will be reviewed. Recent

developments in control of complex reactive distillation (RD) processes will be discussed in

Section 2.1. Relevant works on multi-tasking scheduling forreal-time control systems are

summarised in section 2.2. Section 2.3 describes pertinentadvances in NCS.

2.1 Dynamics and Control of Complex Reactive Distillation Processes

This section reviews the developments in control of RD processes mainly in the last ten years.

It will link to the main theme of this thesis: integrated design of real-time control systems.

2.1.1 Significance of RD Processes and Their Control

Process intensification is believed to be a path for the future of chemical and process engineering

demands[Charpentier, 2007]. RD processes, which integrate sequential operations into asingle

column, provide a good example of the path, and are becoming increasingly significant in pro-

cess industry[Lin et al., 2008; Taylor and Krishna, 2000; Malone and Doherty, 2000]. The po-

tential improvements that RD can bring in capital productivity and selectivity, reduction in sol-

vents, energy consumption, and capital investments are significant [Taylor and Krishna, 2000;
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Kaymak and Luyben, 2004]. A recent report[Huanget al., 2008] indicates that further internal

heat integration can contribute to a substantial reductionof energy requirement and capital

investment. economical, environmental, and social aspects are driving force of RD technology

and its commercialisation[Harmsen, 2007].

However, the operation of RD processes is exceptionally difficult due to the requirement of

tight control[Kaymak and Luyben, 2008]. It is believed that the main barrier to greater use of

RD unit operations is the control strategy for achieving the operation targets which are usually

coupled[Jimenez and Costa-Lopez, 2002]. Therefore, developing effective control systems for

RD columns is a crucial step for the success of RD unit operations.

2.1.2 RD Process Modelling

Optimal design and control of RD processes become challenging without reliable process mod-

els. This is especially evident for dynamic simulation, optimisation, and model-based control,

for which the model development may lead to a contradiction between the required model

accuracy to reflect the process complexity and the feasibility of process simulations regarding

the computation time. This has been motivating the researchand development of RD process

modelling.

There are two basic types of RD process models: equilibrium-based models, and rate-based

models. Effort has been made in building good equilibrium-based models for dynamics anal-

ysis, process optimisation, and control design[Sneesbyet al., 1997a; Sneesbyet al., 1997b].

Recent research also focuses on rate-based process modelling for more accurate descriptions of

RD process dynamics[Penget al., 2003; Jimenez and Costa-Lopez, 2002; Noereset al., 2004].

However, not surprisingly, rate-based models are much morecomplicated than conventional

equilibrium-base models. Thus, simplification of the rate-based models is necessary for online

computation and real-time model-based control.

Schneider and colleagues[Schneideret al., 2003; Schneider and Gorak, 2001] have com-

pared various RD modelling methods. From their comparative studies, a rigorous two-phase

model is developed for simulation of RD process dynamics. Then, the model is simplified for

model-based control design and online dynamic simulation.

Recently, Dalaouti and Seferlis[2006] have proposed a unified modelling approach, which
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combines the rigorous non-equilibrium rate-based balanceequations with the model-order re-

duction properties of orthogonal collocation on finite elements approximation techniques for

optimal design, operation optimisation and dynamic simulation of complex staged reactive

separation processes. The modelling framework has been shown to be particularly efficient

in the optimal design of reactive absorption and distillation columns especially those with mul-

tiple side feed and product streams mainly due to the elimination of binary decision variables

associated with the existence of column stages in any given column section.

The complexity of the rate-based models of RD processes posesdifficulties in model com-

putation. Some issues related to numerical simulation of the rate-based models are investigated

in [Lextraitet al., 2004] with the special emphasis on spatial discretisation in the solution of

steady-state models. The rate-based models are discretised along its spatial dimensions using

conventional different finite-difference schemes. The computing efficiency and its impact on

the implementation of model-based control strategies are also discussed in the paper.

To develop more accurate process models, relay feedback tests are employed for identifica-

tion of highly non-linear RD processes[Lin et al., 2006]. It is claimed that with the identified

model, good control performance can be obtained using simple PI controllers tuned with the

ultimate gain and ultimate period.

RD processes behave with high non-linearity, leading to difficulties in process analysis and

control design. The high non-linearity in RD process models can be reduced by using non-

linear variable transformation[Tianet al., 2003]. It is shown that control design incorporated

with non-linear transformed variables is able to provide improved control performance than

those with natural variables[Wang and Wong, 2006].

2.1.3 Control Configurations

There are five degrees of freedom in RD control and operation. Consequently, there are a

large number of possible control configurations. Not all of these possible configurations are

feasible in practical applications; and some configurations are more effective than others. There-

fore, it is important to choose an appropriate control configuration for a specific RD process

[Skogestadet al., 1990; Tianet al., 2003; Al-Arfaj and Luyben, 2002].

For feasible RD control configurations, the common practice is to reduce the degrees of
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freedom of the control through fixing a few process variablesusing local control loops. For

example, the feed flow rate can be maintained at the desired value through a local flow rate

controller; the reflux ratio can also be fixed at the desired value through a local reflux ratio

controller. Depending on how the control system is configured, there are one-point control

for one degree of freedom[Tianet al., 2003], two-point control for two degrees of freedom

[Sneesbyet al., 1999; Kumar and Kaistha, 2008a], and three-point control for three degrees of

freedom[Kumar and Kaistha, 2008a].

• One-point control has been designed in[Tianet al., 2003] for product purity through

manipulating a column temperature. A similar one-point control scheme is also inves-

tigated in[Chienet al., 2005] for coupled reactor/column processes. Later, the idea of

maintaining a high product purity through indirectly controlling a tray temperature is

adopted in[Zenget al., 2006] for one-point control.

• Two-point control has been used in[Sneesbyet al., 1999] for both composition main-

tenance and conversion control. An investigation into dual-temperature control and one-

temperature/one-composition control for different typesof flowsheets has shown that sim-

ple decentralised control provides a workable solution forhighly non-linear RD columns

[Hunget al., 2006].

• After comparing two-point and three-point control structures, Kumar and Kaistha[2008a]

highlighted the effectiveness of the three-point control;however, the three-point control

is designed with increased complexity and is evaluated onlyfor an ideal RD column.

In investigation into the one-point control of coupled reactor/column processes, sensitiv-

ity analysis is performed to obtain the suitable temperature control points for the columns

[Chienet al., 2005]. The proposed control strategy is very simple containing only one temper-

ature control loop in each column to indirectly control the product purity. A slow cascade outer

composition loop structure is judged to be necessary using off-line composition measurements

in the presence of small deviations of the product impurity compositions during disturbances.

Chen and Yu[2008] have compared one-column and two-column flowsheets for RD systems

of ternary decomposition reactions. Fast measurement is shown to be essential for tight control

of RD processes and parallel cascade control offers an attractive alternative for RD control.

In some RD processes, in order to maintain the control performance, controller set-points
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may need to change when disturbances in the feed flow rate and catalyst activity occur. This

poses a problem in control design and controller tuning. Cascade control with an inner loop and

an outer loop is designed in[Wanget al., 2003a] to tackle this problem.

Steady-state analysis is carried out for input-output pairings in the design of RD control

systems[Singhet al., 2005]. Because variable pairing and control structure selection are so

critical for the overall performance of RD control systems, they become one of the most im-

portant steps in the control development. Most references about RD control discuss this issue

before attempting to design actual control strategies. Theliterature that we will review below

from other perspectives also involves substantial discussions on this issue.

2.1.4 Direct Control and Inferential Control

In RD processes, some key process variables to be maintained are not measurable easily and re-

liably. Product composition or purity, and reactant conversion ratio, are among those variables.

Without direct measurement, direct control of those variables becomes difficult.

One way to tackle this problem is to make use of state estimators or observers to predict these

variables. Several papers have been published by Olanrewaju and Al-Afraj [2008; 2006; 2005]

on this topic. The idea is to develop observers or estimatorsfrom process models to estimate the

composition profiles. With the observed or estimated variables, direct control can be designed

for the RD processes. The above authors have claimed that the estimator-based system is robust

against a moderate measurement errors and erroneous initial conditions. However, in general,

estimator-based designs crucially rely on accurate process models. They do not function well

without reasonably good process modelling. In the case of significant model mismatches and

noisy measurements, these authors have recommended that anonline analyser be integrated into

the system. But the question is: if online measurement of the composition was easily available,

why would a state estimator have been designed?

Another commonly adopted way to control the RD process variables that are not measurable

easily and reliably is to use inferential control[Tian and Tad́e, 2000]. This means that instead

of seeking direct control of these variables, use indirect control of these variables through

maintaining alternative process variables that are good indicators of the variables. For example,

RD tray temperature is commonly used for indirect control of the product composition or purity,
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and can be controlled through regulating reboiler duty[Tianet al., 2003; Tian and Tad́e, 2000].

Inferential control and soft sensing for general systems are discussed in many references, e.g.,

[Kordonet al., 2003] in which the genetic algorithm is adopted.

Four alternative plant-wide control strategies are studied for RD [Tanget al., 2005]. It is

found that control of the product qualities by modulating two tray temperatures in the RD

column and one tray temperature in the stripper is most appropriate.

In order to design effective inferential control for RD processes, determining a good location

for temperature measurement is crucial. This is discussed in [Tianet al., 2003] and several

other references. After examining a few control schemes, Lee and colleagues have claimed that

closed-loop based sensor location analysis provides a better alternative for feedback control to

the open-loop one[Leeet al., 2007].

Using the inferential control technology, a controller is designed for ETBE RD processes

[Athimathi and Radhakrishnan, 2006]. The work shows that the control structure that organises

a sensitive tray temperature in the stripping section usingthe reboiler duty and maintains the

temperature difference of reactive trays using the reflux flow is the most suitable configuration.

Then, it applies decentralised PI controller and constrained model predictive controller for the

RD processes.

2.1.5 RD Control Strategies

As in many other industrial processes, the PI or PID control has been the basis of RD control

system design. Many control designs have been compared withthe PI or PID control.

Huanget al. [2004] have described the temperature control of heterogeneous reactive distil-

lation. A detailed five-step procedure for development of the control system is presented, and a

two-by-two control temperature control problem is designed using decentralised PI controllers.

In the presence of disturbances, feed-forward temperaturecompensation is considered to be

necessary to maintain the desired product composition.

Complex dynamics and various requirements in RD operation reduce the controllability of

the process and suggest that the steady state benefits of reactive distillation might not be realised

with a simple control. An integrated control scheme is proposed in [Sneesbyet al., 2000]
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which permits the control objectives to be changed online inorder to reflect changing economic

constraints. It is shown that the careful selection of controlled and manipulated variables allows

this scheme to be implemented with linear controllers only.

Due to the complex dynamics of RD processes, linear control with fixed parameters has

been shown not to be satisfactory to handle its high non-linearity. It needs to be re-tuned

adequately over a wide range of operating conditions. In this direction, adaptive PI control

[Bisowarnoet al., 2004] and gain scheduling control strategies[Bisowarnoet al., 2003] have

been proposed for an ETBE reactive distillation column. Simulation results show that the

proposed control strategies outperform a standard PI controller in both set-point tracking and

disturbance rejection.

In [Noereset al., 2004], a rate-based model is developed for catalytic distillation processes.

The model is then simplified for off-line and online optimisation. Model-based linear controller

is designed to control the RD processes in a wide range of operating conditions.

For a two-product RD column, a non-linear feedback control scheme is developed for

product composition control[Han and Clough, 2006]. The control scheme is derived in the

framework of Non-linear Internal Model Control.

For non-linear control design, asymptotically exact input/output-linearisation is applied in

simulation studies of RD processes[Gruneret al., 2003]. The resulting control law is claimed

to be general. However, the control scheme requires the knowledge of the complete state of the

process and therefore an observer has to be designed.

A multi-variable controller is designed for a medium-scaleRD process operated in semi-

batch mode through a three-step procedure: control configuration, model identification and

control design, and controller simplification. The designed controller is tested on a pilot RD

column[Voelkeret al., 2007].

In [Khaledi and Young, 2005], the non-linear behaviour of an ETBE reactive distillation

column is investigated, and a two-by-two unconstrained model predictive control scheme is

developed for the product purity and reactant conversion control. For the model predictive

control design, a first-order plus dead time model is employed to approximate the process

dynamics. The model predictive controller is shown to be capable of handling the process

interactions well with good performance in both set-point tracking and disturbance rejection.
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Non-linear model predictive control (NMPC) has been appliedto highly non-linear RD

processes[Kawathekar and Riggs, 2007]. It has been shown that NMPC provides a factor of

2-3 better performance than corresponding PI control. Non-linear model-based control is also

discussed in[Balasubramhanya and Doyle, 2000] for RD columns.

RD processes exhibit complex bifurcation and multiplicities [Kumar and Kaistha, 2008c],

leading to extra complexity in control design. In[Singhet al., 2005], the impact of steady-state

multiplicities on control structure design is highlighted. Following many previous works such as

[Sneesbyet al., 1998], Kumar and Kaistha[2008b] have recently re-investigated the impact of

steady-state multiplicities on the control of RD processes.They have shown that controlling the

most sensitive reactive tray temperature results in poor robustness, while controlling a reactive

tray temperature with acceptable sensitivity but larger rangeability gives better robustness. They

have further demonstrated that controlling the differencein the temperature of two suitably

chosen reactive trays further improves control robustnessas input multiplicity is avoided.

Although steady state multiplicities occur in RD columns, a linear control is still possible

if the processes are operated at a constant reflux ratio[Wanget al., 2003b]. In this work, the

reboiler duty is used to control the temperature of a stage just below the reaction section and

near the top of the stripping section.

It has been shown that most control designs are based on an accurate process model. In

practice, it is not easy to obtain such a good model, or such a model is too complicated to be

applied to control design. To alleviate the requirement of process models, we have developed

pattern predictive control, which extracts process patterns from process dynamics and then

implements model-free pattern-based predictive control[Tianet al., 2003]. The results will

be reported in Chapters 3 and 4.

2.1.6 Integrated Design of RD Control Systems

Integrated design is necessary for RD control systems due to the complex behaviour of the RD

processes, the large number of degrees of freedom, and the unavailability of the measurements

of several key process variables. After a good understanding of the process dynamics is devel-

oped, decisions are made on how to pair the process variablesand how to deal with the large

number of degrees of freedom. Then, it is determined what andhow the inferential control is
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implemented. After that, control strategies are developedfor the control systems. Many of the

references that we have reviewed have more or less reflected the requirements of the integrated

design for RD process operation. In Chapters 3 and 4, we will explicitly address the issue

of integrated design of various aspects of process dynamics, pattern recognition, fuzzy logic,

non-linear transformation, and predictive control for RD control.

The optimisation technique can be employed in integrated design of RD control to maximise

the system performance. Dynamic optimisation has been usedfor optimising process design

and control decisions, leading to a more economically attractive and better controlled system

[Panjwaniet al., 2005]. In [Georgiadiset al., 2002], the design and control of RD processes are

tackled via two different optimisation approaches, i.e., sequential optimisation and simultane-

ous optimisation. It is shown that with a tight integration of various aspects, the simultaneous

optimisation approach leads to a more economically beneficial and better control system.

Control design plays an important role in the development of areal-time control system. As

we have seen from our review that significant effort has been made in developing the control

design. The majority of the works are from control engineers, and are published in control and

process related journals. Two interesting observations are:

• Interests from computer engineers have not been shown in control design; and

• Discussions on the software implementation of the RD controlstrategies on controllers

have not been found at all in all published papers on RD control.

From these observations, it is seen that the separation between control design for controllers and

its software implementation on controllers are obvious. Immediate questions are: Who (control

engineers or computer engineers) implements the control onto the digital controllers? How

is the control implemented on the controllers? How does the control implementation on the

controllers affect the performance of the overall control system? How does the control design

behave in multi-tasking environments? Is it still feasiblein networked control environments?

Answering those questions require systematic research on dynamics analysis and integrated

design of real-time control systems with regard to control development for controllers, control

implementation on controllers, scheduling of control tasks, and networked control. This will

be addressed throughout this thesis after our investigations into the RD dynamics and control

design in Chapters 3 and 4.
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2.2 Multi-Tasking Scheduling for Real-Time Control Systems

This section reviews recent advances in real-time scheduling, in particular, for real-time control

systems. The schedulbility of control tasks is essential inall real-time systems, but is not enough

for real-time control systems - we also expect good QoC (quality of control) performance.

Therefore, an integrated design, the main theme of this thesis, is required for maximising the

overall performance of the control systems.

2.2.1 Real-Time Scheduling Paradigms

During the last three decades, general real-time scheduling theory has advanced significantly

[Shaet al., 2004]. Fundamental design problems of real-time scheduling weredescribed in

[Mok, 1983; Stankovicet al., 1995]. Many of these problems are still outstanding.

Real-time scheduling algorithms fall into two basic categories: static and dynamic schedul-

ing. Static scheduling algorithms include round robin, cyclic scheduling, fixed priority (FP)

with or without pre-emption, etc. For FP scheduling, there are different ways to assign priority

levels, e.g., Rate-Monotonic (RM) and Deadline-Monotonic (DM):

• The RM algorithm[Liu and Layland, 1973; Lehoczkyet al., 1989] is an FP scheduling

algorithm for periodic tasks under certain conditions, e.g., pre-emptive and uni-processor

scheduling without blocking and pre-period deadlines. This means that under the same

conditions, if a task set cannot be scheduled using the RM algorithm, it cannot be sched-

uled using any FP algorithm. RM scheduling represents one of the major real-time

scheduling paradigms.

• The DM algorithm[Spruntet al., 1989] is a significant scheduling method for aperiodic

tasks. It is also useful in dealing with periodic tasks with pre-period deadlines. DM

scheduling is another major real-time scheduling paradigm.

Another priority assignment method is the Least-Compute-Time (LCT) algorithm. It assigns

priorities in reverse order of the worst case computation time: the smaller the compute time the

higher the priority.

Dynamic scheduling algorithms include those with sufficient and insufficient resources:
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• Resource-sufficient dynamic scheduling. The Earliest Deadline First (EDF) algorithm

[Liu and Layland, 1973; Stankovic and Ramamrithiham, 1988] is an optimal scheduling

strategy under certain conditions in dynamic environments. It is also one of the major

real-time scheduling paradigms. While it is normally regarded as a dynamic scheduling

technique, EDF may also be used as a static list scheduler, where a list of tasks and time

slots is provided to the system, which dispatches them in list order. EDF will in many

cases produce a more optimal schedule than DM, but while the static form of EDF can

handle periodic tasks with pre-period deadlines, it cannothandle aperiodic tasks.

• Resource-insufficient dynamic scheduling. In overload conditions, the performance of

the EDF scheduling algorithm degrades rapidly. Alternatives to the EDF scheduling are

the Spring scheduling algorithm[Zhaoet al., 1987] and other admission-control based

algorithms[Stankovic and Ramamrithiham, 1988]. They represent another major real-

time scheduling paradigm.

For a resource-insufficient real-time system with unpredictable workload and significant

uncertainties, a new class of scheduling approaches has emerged, i.e., feedback scheduling

[Lu et al., 2002; Tabuada, 2007]. Feedback scheduling dynamically adjusts the workload and

resources allocation for each of the tasks according to the actual QoS measurements. For

QoS based scheduling, there have been a number of references, e.g.,[Rajkumaret al., 1998].

Feedback scheduling has become one of the major scheduling paradigms in real-time systems.

2.2.2 Reduction of Control Latency and Jitter

While real-time scheduling theory has evolved significantly[Shaet al., 2004], it has been in-

vestigated mainly as a separate phase in the development of control systems. As indicated

in Setoet al. [2001], Balbastreel al. [2004], and Tianet al. [2006b], real-time control

systems are conventionally developed in two separate phases: the control design and its software

implementation.

• For control design, digital control theory has been well established for fixed sampling

frequency, and consequently control periods will be kept unchanged at runtime once they

are determined in the control design. This makes the computing workload of the control

task set unchangeable, and leads to poor use of the limited computing resources.
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• For real-time scheduling, theory has been well developed under the known worst-case

execution times (WCETs), fixed periods, and hard deadlines (Choi and Agrawala[2000],

Samard and balas[2003], Lavagnoet al. [2003], Balbastreet al. [2004], Lluesmaet al.

[2005]). However, many of such assumptions are conservative and donot reflect the real

system requirements at runtime.

Thus, neither of these two separate phases can provide an optimal solution to the overall real-

time control system[Tianet al., 2006b]. It remains unclear how the performance of the control

software affect the performance of the overall control system. We contend that without a sys-

tematic performance analysis of the digital controller as part of the system, how the performance

of the overall control system can be guaranteed[Tian and Sun, 2005]. This calls for research

on the co-design of control and its implementation[Setoet al., 2001; Balbastreet al., 2004;

Tianet al., 2006b].

For co-design of control and its digital implementation, Kim and Park[2003] developed

a method for period and priority assignment in distributed control systems to improve the

performance of the control systems. Balbastreet al. [2004] proposed a task model of real-

time control systems in order to reduce control action interval and data acquisition interval,

implying an improvement in the control performance.

Tian et al. [2006b] developed three strategies to reduce control latency and jitter in control

implementation, i.e., introduction of offsets into control task scheduling, decomposition of

control tasks into smaller subtasks; and increasing the priority levels of control output subtasks.

The detailed results of this work will be presented in Chapter5.

All these works have focused on reduction of control latencyand/or jitter as a means of

control performance improvement although the Quality-of-Control (QoC) is not quantitatively

measured. This is reasonable because time delay usually results in rich dynamics in dynamic

systems[Tian and Gao, 1998a] and limits the improvement of system performance. While

there have been extensive studies on process time delays andsignificant investigations into

communication delays in control systems, time delays in control computation and scheduling

have not been well understood in the control community[Kim and Park, 2003].

The idea of subtask partition has also been used in Lluesmaet al. [2006], where the perfor-

mance of a control system is evaluated to examine the benefitsof some task partition schemes.
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2.2.3 QoC Performance and Control Task Scheduling

For real-time control systems, the primary objective is to maintain satisfactory QoC, which is

characterised by some sort of control performance index[Buttazzoet al., 2007]. Widely used

performance indices include integral of absolute error (IAE), integral of time absolute error

(ITAE), quadratic cost function, etc.

For continuous-time plants under digital control, the QoC is closely related to the control

period. It has been shown that quadratic and linear approximations of control cost function

can be used for on-line and optimal task scheduling[Ekeret al., 2000; Cervinet al., 2002]. A

shorter control period will lead to better QoC provided the system is not overloaded.

However, the control period cannot be made arbitrarily short because of the need to avoid

an excessive workload. Also, a short control period does nothelp improve control performance

when the output of the plant reaches the steady state.

For the lower bound of the control period, the sampling theorem requires the sampling

frequency, which is the inverse of the control period, to be at least twice the bandwidth of the

continuous-time output of the plant under control. A commonrule of thumb is to choose the

sampling frequency to be 4 to 20 times this bandwidth.Åström and Wittenmark[1997] state

that the sampling period should be chosen such that0.2 ≤ ω0h ≤ 0.6, whereω0 is the natural

frequency of the plant, andh is the control period. Therefore, the control task periods can be

made adjustable between their upper and lower bounds in digital control applications.

An important aspect in control task scheduling is how to adjust the control periods in

overload conditions. Several approaches have been proposed with different complexity of com-

puting for period scaling[Beccariet al., 2005]. In [Buttazzoet al., 2002], an elastic scheduling

scheme is proposed in which task utilisations are treated like springs and are compressed by

enlarging periods. Cervin[2003] has developed a method incorporated with the EDF scheduling

to re-scale the control periods when the processor is overloaded. With this method, in overload

conditions, all periodic tasks are executed as if they were running with larger periods.

Adaptive bandwidth reservations are proposed in[Abeniet al., 2005] for dynamic schedul-

ing of real-time systems in overload conditions. The methodis based on a “bandwidth” abstrac-

tion, meaning that a task is given the illusion of executing on a dedicated slower processor.
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Considering the integrated design of controllers and schedulers, a method is developed in

[Chandraet al., 2003] to find the optimal frequencies for systems using analytically redundant

controllers. The method is shown to be robust against inaccuracies in the estimation of failure

rates of the controllers.

Addressing the requirements in real-time control, a methodis proposed by Amirijooet

al. [2008] to quantify and suppress the measurement disturbance in real-time feedback control

systems. The authors claim that a controller using the proposed control structure outperforms a

traditional control structure with regard to performance reliability.

2.2.4 Feedback Scheduling for Real-Time Control Systems

Recently, feedback scheduling methods have been developed for scheduling control task pe-

riods to meet the QoC requirements. They have been shown to bevery effective to support

the specified performance of dynamic systems that are both resource insufficient and exhibit

unpredictable workload[Amirijoo et al., 2007].

Among much effort in this area, Cervin and colleagues[Cervinet al., 2002] have sum-

marised the related work in this area till 2002. Using quadratic and linear approximation of

control cost function, they have proposed a feedforward-feedback scheduling approach for

real-time control tasks[Cervinet al., 2002]. A feedback scheduling scheme is proposed by

Buttazzo and Abeni[2002] to automatically adjust task periods without knowing the actual

computation times of tasks. Recently, Buttazzoet al. [2007] have investigated how to manage

QoC in overloaded real-time control systems.

A feedback control scheduling framework is presented in[Lu et al., 2002] for adaptive

real-time systems. Different categories of real-time applications are identified where different

feedback scheduling algorithms should be used.

Following the idea of[Buttazzo and Aneni, 2002], Ushio et al. [2007] have considered a

non-linear elastic task model, where the elastic coefficient depends on the utilisation allocated

to the task. The model is applied to an adaptive fair sharing controller.

In overload conditions, a method based on adaptive reservation is proposed by Abeniet al.

[2005] for dynamic scheduling of real-time systems. Through QoS management and feedback
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adjustment of the task periods, the overall QoC of a real-time control system can be maintained.

The design aspect of a real-time scheduler is considered in[Songet al., 2008] for a class of

embedded systems. For this purpose, a feedback controller for a reservation-based processor

scheduler is designed for soft real-time systems. An analytical model for a real-time scheduler

is provided in terms of a switched system with time-varying uncertainty, and a state feedback

controller is developed to stabilise the switched system.

Revisiting the problem of scheduling stabilising control tasks in embedded controllers,

Tabuada[2007] treats a real-time scheduler as a feedback controller that decides which task

is executed at any given instant. The work shows how a simple event-triggered scheduler leads

to guaranteed performance and thus relaxes traditional periodic execution requirements.

Considering that solving the optimisation problem for on-line QoC evaluation is very time-

consuming and demands considerable computing power, Jinet al. [2007] and Xiaet al. [2005;

2009b] have employed fuzzy logic in feedback scheduling of controltasks. Xiaet al. [2008]

and Xia and Sun[2005] have also used neural network technology to simplify the on-line QoC

assessment in feedback scheduling of control systems.

Among several related works, a feedback control-based method has been developed for

dynamic resource management for general distributed real-time systems[Heet al., 2007].

Zhu and Mueller[2008; 2005; 2005] have shown that feedback scheduling is especially

useful for dynamic voltage scaling to reduce energy consumption in embedded systems. Power-

aware feedback algorithms have been developed for real-time systems that adapt to dynamically

changing workload. For example, they have proposed an approach combining a dynamic

voltage scaling scheduler with feedback EDF scheduling[Zhu and Mueller, 2005].

Recently, feedback scheduling has also been designed for priority-driven control networks

[Xia et al., 2009a]. With the aid of the co-design of control and scheduling, an integrated

feedback scheduler is developed to enable flexible QoC management in dynamic environments.

It incorporates a cascaded feedback scheduling module for sampling period adjustment with a

direct feedback scheduling module for priority modification.

Effort is also being made to decompose the overall scheduling into several levels to help

simplify the scheduling problem. The concept of hierarchical scheduling has increasingly
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appeared in the open literature. Various architecture designs are possible depending on how

to balance the computing efficiency and computing demand.

Early in 1997, a two-level hierarchical pre-emptive scheduling model was described in

which the global scheduler could be EDF[Denget al., 1997; Deng and Liu, 1997]. In this

hierarchical scheduling model, a constant utilisation server was used to execute each application

in an open system.

Abeni and Buttazze[1999] proposed a hierarchical feedback scheme, where an application-

level feedback is used to adjust the QoC requirements of the control tasks and a system-level

feedback is employed to adjust the bandwidths assigned to the tasks.

Davis and Burns[2005; 2006] have analysed a two level hierarchical system, in which both

global and local schedulers used fixed priority scheduling,based on the worst-case response

time. Using the same principles, Lorente and Palencia[2006] also analysed the worst-case

response time for tasks under a two-level hierarchical EDF scheduling scheme.

Hierarchical scheduling of different hard real-time applications on a uni-processor was also

analysed in[Zhang and Burns, 2007] where the EDF algorithm was used as the local scheduler

and the global scheduler of the system could be fixed priorityor EDF.

2.2.5 Gaps in Feedback Scheduling of Control Tasks

In many of the feedback scheduling methods that we have reviewed above, e.g., those in

[Cervinet al., 2002; Xiaet al., 2005; Xiaet al., 2009b; Xia and Sun, 2005], the focus is on the

schedulability of the multiple control tasks, and the QoC performance of the control system is

not directly linked to the feedback scheduling. A scheduleris implemented as a separate task

with high priority to

• Evaluate the QoC periodically; and

• Re-schedule the control periods if the processor utilisation deviates from its desired value.

A trade-off is usually required when selecting the period ofthis scheduler task: a shorter period

is favourable for the scheduler to respond to the environment changes while a longer period

reduces the overhead introduced to the processor by the scheduler.
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We have realised that there are two problems in these feedback scheduling methods:

1) Firstly, when the processor of the controller is overloaded, control tasks with lower

priority will be blocked in fixed priority scheduling.

2) Secondly, when the actual processor utilisation is lowerthan the desired one, control

periods will always be scaled down.

As a result of the first problem, there will be no way to evaluate the QoC performance of the

blocked control loops until the feedback scheduler is run inits next period to scale up the control

periods to bring down the processor workload. Consequently,the QoC of the blocked control

tasks may deteriorate significantly or even become unstable. This has been well demonstrated

in [Cervinet al., 2002]. Reducing the period of the feedback scheduler task may improve the

situation with the cost of extra workload, but will not resolve the problem completely.

It is easy to understand that no control loops will be blockedunder EDF scheduling in

overload conditions. This has been clearly demonstrated byCervin [2003]. Control loops

will also not be blocked under other elastic and adaptive scheduling methods, e.g., those in

[Buttazzoet al., 2002; Buttazzo and Aneni, 2002; Abeniet al., 2005]. However, these methods

are still schedulability driven, and do not directly reflectthe QoC of the control system.

Because many real-time control systems have the nature of embedded systems with limited

computing resources, not every existing scheduling methodis well supported by a specific

control computing platform. For example, in a networked multi-robot system that will be briefly

discussed in Section 5.6 of Chapter 5, the V+ operating systemand programming environment

have been used. They support FP scheduling of multiple tasksat the application level, but do not

support EDF scheduling directly. Implementing other scheduling methods in this environment

will be more difficult. As another example, the real-time andobject-oriented programming

language Ada also provides full support to FP scheduling in application programs. While EDF

dispatching has been introduced into the Ada2005 definition, there is still a lack of EDF runtime

support from Ada compilers, e.g., gnat, one of the most popular Ada compilers.

For the second problem, scaling down the control periods does not really make sense for

the control loops which have already reached their steady states since it does almost nothing

in QoC improvement but wastes more computing resources. This has significant implications

to embedded systems with limited power resources because increasing workload means more



2.3. DYNAMICS AND INTEGRATED DESIGN OF NCS 39

power consumption[Zhu and Mueller, 2005].

One may argue that it is sufficient to simply disable period scaling when the actual workload

is lower than the desired one. It sounds reasonable; but whenand how to disable it? A clear

answer to those questions has not been found in the open literature. Actually, simply disabling

the period scaling does not provide an optimal solution. Whena control loop reaches its steady

state, we should gradually increase its control period capped by the maximum allowable value

regardless what the actual processor utilisation is.

In this thesis, we have made effort to develop a priority driven and feedback scheduling

framework for real-time control systems. The feedback scheduling will fill in the technical

gaps analysed above by providing a new task model to ensure that the QoC performance is

evaluated in each period, and a new period scaling strategy to minimise the computing demand

to the control system.The detailed results of our feedback scheduling framework will be

reported in Chapters 6 and 7.

2.3 Dynamics and Integrated Design of Networked Control Systems

With the rapid development of modern network and communication technologies, design and

implementation of real-time control systems over communication data networks become tech-

nically and economically viable. In the fast growing NCS area, challenges and significant

achievements co-exist. This section does not intend to provide a comprehensive survey of all

aspects of the NCS research. Rather, it reviews recent NCS developments relevant to Research

Problems 4 to 7 identified in Section 1.3 of Chapter 1 for investigation in this thesis. In

particular, we will focus on the dynamics analysis and integrated design aspects of NCS.

2.3.1 Complex Networks and Networked Control Systems

Networked systems and applications are not a new idea. However, systematic investigations into

the interactions among network components and the complex dynamics of network systems did

not occur until recently. With much effort in this area, somebasic concepts and approaches of

complex networks have been developed in recent years to describe the connectivity, structure,

and dynamics of complex systems.
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Recent reports on complex networks include[da Rocha and da Costa, 2007] in which a

specific hybrid system has been investigated, and[Zhangaet al., 2007] that focuses on effi-

cient packet routing in complex networks. A recent special issue on complex networks in

International Journal of Computer Mathematics, vol. 85, no. 5, Aug 2008, is devoted to the

latest developments in complex networks. It has been realised that networked environment

introduces challenges to system analysis and development,and the distributed nature of many

system components and services requires new technologies to guide the system design.

As a typical class of networked systems, networked control has gained increasing interest

especially in the last five years. An NCS implements control over communication networks that

interconnect sensors, actuators, controllers, and other components and devices (Figure 1.2). It

is becoming increasingly important in industry due to the increasing demand on large-scale

integration of information, communications, and control.Introduction to the fundamentals of

NCS can be found in[Antsakls and Baillieul, 2007; Hespanhaet al., 2007; Tianet al., 2006a;

Mart́ı et al., 2005; Antsakls and Baillieul, 2004; Tipsuwan and Chow, 2003;Walshet al., 2002;

Walsh and Ye, 2001; Lianet al., 2001].

Several journals have published special issues on NCS, including IEEE Transactions on

Automatic Control, vol. 49, Sept. 2004, andAsia Journal of Control, vol. 8, nos. 1-2, 2006.

A recent special issue on networked control inProceedings of the IEEE, vol. 95, no. 1, 2007,

reflects the advances in the NCS area till 2007.

Supporting real-time traffic is an essential requirement insuch networked applications.

Many reports have discussed this requirement, e.g.,[Tianet al., 2007; Tian and Levy, 2008a;

Zhanget al., 2004; Huanget al., 2006; Daviset al., 2007], and references therein. We have

recently analysed the complex behaviour of the network traffic in real-time NCS, and have

found the multi-fractal nature of the real-time network traffic [Tianet al., 2007].

It is interesting to notice that a Networked Control System Laboratory (NCSLab) is de-

signed in the University of Glamorgan on http://www/ncslab.net, which provides a unified

and flexible web-based interface to access test rigs locatedin different countries of the world

[Hu et al., 2008]. We are also aware that several universities from differentcountries, including

The University of Paderborn, are discussing the possibility to establish some web-based and

networked robotics laboratories. Networked control technologies play an important role in

establishing such laboratory facilities.
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To show how fast the NCS area is growing, Figure 2.1 depicts some statistics of the journal

publications on “networked control” and “networked control systems”. This figure by no means

provides an exhaustive search of the pertinent journal publications; it does show a strong trend

of increasing NCS research activities over the last few years, especially after 2003. The number

of publications in 2005 is doubled in 2007, and the number in the first three quarters of this year

is already comparable with that of the last year.
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Figure 2.1: Statistics of the publications on networked control as at 29 September 2008 (Source:
Web of Science).

2.3.2 Two Challenging Problems

It is well realised that control over data networks faces twochallenging problems: network

induced delay and packet dropout. These challenging problems appear in both wired and

wireless NCS applications, and become severer in wireless NCS. For wireless NCS, other

challenging problems also appear, e.g., bandwidth constraints, which will, however, not be

addressed in this thesis.

The network induced delay is time-varying and unpredictable, and thus affects the accuracy

of timing-dependent computing and control of the NCS. It is also related to packet sequence

disruption. For general mobile IP networks, Wonget al. [2005] investigated the impact of
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route optimisation on out-of-order packet delivery. They proposed an analytical model to assist

in this investigation, and further analysed how the transmission delay distributions affect the

probability of the out-of-order delivery. Their work provided a useful guideline in adjusting the

routing priority of binding updates to improve the end-to-end network performance. However,

their work was for general mobile IP networks, rather than specifically for NCS.

The packet loss stems from network traffic congestions and limited network reliability, and

forces the controller and/or actuator to make a decision on how to control the system when a

control packet is lost. Major difficulties will appear in thepresence of successive packet losses.

However, severe successive packet losses may be an indication of abnormal operation of the

NCS, and may need to be considered separately in safety alarmsand protection control.

Effort has been made to solve these two challenging problems. From the structure of the

NCS (Figure 1.2), it is natural that many control scientists and engineers have focused on

the study on the controller side while the network Quality-of-Service (QoS) conditions are

considered as constraints. This represents a major direction in NCS research and development.

When the network induced delay is treated as a stochastic variable, mathematical models

can be developed to describe the network induced delay and packet loss, separately or simul-

taneously. A simultaneous mathematical description of both network induced delay and packet

loss in a unified model is considered in[Yueet al., 2004]. This description has been shown to be

more effective than previous modelling methods in dealing with network stability and control

synthesis[Penget al., 2008; Peng and Tian, 2007; Peng and Tian, 2006; Jiang and Han, 2004;

Yue and Han, 2006; Yueet al., 2005].

With the developed simultaneous modelling of network induced delay and packet dropout,

stability criteria, which relate to the upper bound of the time delay, are derived that guaran-

tee the stability of the overall NCS[Yueet al., 2004; Peng and Tian, 2006; Penget al., 2007;

Zhanget al., 2001]. Controller synthesis is also carried out to determine the controller settings

under the stability criteria.

Overall, approaches developed from the perspective of the controller design provide sta-

bility conditions, but do not directly deal with the real-time requirement of the NCS network

communications. The controllers designed from the stability criteria are usually conservative in

order to guarantee the stability of the NCS.
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2.3.3 Dynamics of Network Induced Delay

Two fundamental assumptions have been inherently made on network induced delay in the

majority of existing literature. The first one is that the network delay is uniformly distributed

with lower and upper bounds. Much effort has been made to find the upper delay bound that

still maintain the stability of the NCS. The other assumptionis that the network delay is purely

random between the lower and upper bounds. With these assumptions, the stochastic behaviour

of the network induced delay has been modelled and analysed using various techniques, e.g.,

the stability-focused NCS methods that have been reviewed above in Subsection 2.3.2.

Even though these fundamental assumptions are widely used in the open literature, they have

not been shown to be valid through rigorous analysis. Recently, we have analysed the statistical

properties of the network induced delay for some typical scenarios of real-time NCS. Our results

reveal the non-uniform distribution and multi-fractal nature of NCS network traffic under certain

conditions[Tianet al., 2007; Tian and Levy, 2008b]. These findings enable improved stability

conditions and less conservative controller design over the existing methods.The detailed

results of our analysis will be presented in Chapter 8.

On dynamics of network traffic, early work by Lelandet al. [1994] investigated the self-

similarity nature of Ethernet traffic. Since then, self-similarity behaviour, i.e., long-term mem-

ory, has also been observed in several other types of networktraffic in general network systems.

However, this phenomenon has not been reported for networked control systems in which

real-time requirements are essential, and will be addressed in this thesis for NCS. The multi-

fractal nature of the network induced delay in real-time NCS[Tianet al., 2007] reflects the

self-similarity characteristics of the real-time traffic.

We have used multi-fractal analysis to investigate the dynamics of the network induced

delay. Multi-fractal analysis is a useful tool to characterise the spatial inhomogeneity of both

theoretical and experimental fractal patterns[Grassberger and Procaccia, 1983]. It was ini-

tially proposed to treat turbulence data, and has recently been applied successfully in many

other fields, e.g., time series analysis[Pastor-Satorras, 1997; Canessa, 2000] and financial mod-

elling [Anh et al., 2000]. It also finds applications in biological problems, such as those from

Anh et al. [2001; 2002], Yu et al. [2001a; 2003; 2004; 2006], and Zhouet al. [2005]. Some

sets of physical interest have a non-analytic dependence ofthe dimension spectrumDq on the
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q-moments of the partition sum of the sequences.

Multi-fractality has a direct analogy to the phenomenon of phase transition in condensed-

matter physics[Katzen and Procaccia, 1987]. The existence and type of phase transitions might

be a useful characterisation of universality classes for the structures[Bohr and Jensen, 1987].

The concept of phase transitions in multi-fractal spectra was introduced in the study of logistic

maps, Julia sets, and other systems with simple mathematical descriptions yet complex dy-

namics and structures. Evidence of phase transition was found in the multi-fractal spectrum of

diffusion-limited aggregation[Lee and Stanley, 1988].

2.3.4 Deficiencies in Throwing Bandwidth

Conventionally, “throwing bandwidth” was an effective method to resolve many problems in

network communications. Therefore, some computer/network engineers are optimistic that

over-provisioning of network capacity can easily resolve the challenging problems of both

network induced delay and packet dropout.

It has not been well recognised that a high bandwidth does notnecessarily mean predictable

communication behaviour, and real-time control does not necessarily require fast data transmis-

sion. Predictable communication behaviour is essential inreal-time NCS applications. Over-

provisioning may work in some applications, but is not a general solution for NCS. This can be

well demonstrated from the following aspects.

1) There have been many industrial control systems implemented in fieldbus networking,

e.g., Controller Area Network (CAN)[Daviset al., 2007]. However, the fieldbus tech-

nology has not been widely deployed in industry[Lee and Lee, 2002]. Moreover, like all

other technologies, fieldbus also has its technical limitations. For example, DeviceNet,

a popular fieldbus technique based on CAN provides up to 1Mbps bandwidth with the

maximum end-to-end transmission distance of 40m. For the transmission distance of

1.3km, the bandwidth on the bus is down to 50kbps; this implies that only about 25

devices can be interconnected in order to achieve similar performance to that in peer-to-

peer networking, where each peer-to-peer connection can have up to 1.92kbps bandwidth

with RS232 asynchronous communications for about 1km (when the 0-10mA direct

current transmission is used). Over-provisioning of the capacity of such networks may be
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a very expensive solution, if not impossible, especially for large-scale control systems.

2) Effort has been made to promote Ethernet based networkingfor simple and cost effective

NCS [Lian et al., 2001; Lee and Lee, 2002; Tipsuwan and Chow, 2004b]. With recent

advances in network technologies, high-speed IP networks have been commercialised

with the bandwidth as high as 100Mbps, 1Gbps, and even 10Gbps. Thus, the trans-

mission speed of data packets in wired IP networks is no longer a major problem for

most industrial applications. However, deterministic andpredictable communication

performance is not guaranteed in IP networks. If network induced delay is compara-

ble with the process delay, the performance of the Ethernet based NCS will be largely

dependent on the networking. Although high speed Ethernet has very small communi-

cation latency[Lee and Lee, 2002], it has not been recommended for time-critical NCS

[Lian et al., 2001] because of its limited real-time QoS.

3) Our recent studies[Tianet al., 2006a] have shown that for some Ethernet based NCS

networks, simply increasing the network capacity may result in more packet losses for

periodic control tasks. We have interpreted this as the consequence of the burst traffic

of multiple periodic control tasks. This is not acceptable in many real-time applications,

e.g., safety-critical systems.

4) A large number of sensors and actuators used in various applications, especially in small

and battery-powered embedded control systems, have limited computing power and do

not support high communication bandwidth.

5) In wireless networked applications, over-provisioningof the bandwidth is impossible or

very expensive in most cases because of the tight bandwidth resources.

Therefore, a general solution to the challenging problems of network induced delay and packet

loss cannot rely on the over-provisioning of the network capacity.

From our achievements in the dynamics analysis of real-timenetwork traffic, we have devel-

oped a general queuing methodology to smooth out the networkdelay[Tian and Levy, 2008b].

Aiming to provide predictable timing behaviour of the networked control, the methodology con-

siders the real-time control requirements but is implemented as a network protocol independent

of the plants to be controlled. Therefore, it does not require process models, which are essential
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to most exiting NCS control technologies.The detailed research of the real-time queuing

protocol will be discussed in Chapter 9.

2.3.5 Compensation for Control Packet Dropout

Much effort has been made to address the challenging problemof packet dropout in NCS. An

active research field to deal with packet dropout is to model packet loss together with network

induced delay. This is based on the observation that a packetloss leads to an increase in the

network induced delay of the control loop. Thus, stability analysis and controller design can be

conducted with considerations of the upper and lower boundsof the network delay. The main

idea is to find the stability conditions for specific plants tobe controlled and then to design the

controller to meet the conditions. Along this direction, NCSstability based methods have been

rapidly expanding, e.g.,[Zhanget al., 2001; Yueet al., 2004; Penget al., 2007], Peng and Tian

[2006; 2007], and many references therein. Packet dropout is consideredin some references in

stability analysis, but is not compensated at all in these methods.

Packet dropout compensation was considered in[Chan andÖzg̈uner, 1995] through sophis-

ticated probabilistic predictions of the lost packets. It was also investigated by Luke and Ray

[1990; 1994] through state estimation. The concept of “queuing packets”was also presented

in these references. These methods build on accurate plant models for state prediction, and

thus work well only when good plant models are available. Unfortunately, this is a unrealistic

assumption for many industrial applications.

Ling and Lemmon[2003] considered compensation for dropped feedback measurements in

an NCS in a framework of a constrained generalised regulator problem. They claimed that their

optimal dropout compensator worked better than previous dropout compensation strategies.

Their compensation scheme was designed for dropped measurement packets and was directly

coupled with process model and controller design.

Addressing the simultaneous compensation of network induced delay and packet dropout,

Soglo and Yang[2006] designed an agent-based networked control estimator at thecontroller to

improve the performance of the NCS. They modelled the NCS as an asynchronous dynamical

system with rate constraint, and then used the bilinear matrix inequality method to solve the

compensation problem. However, they inherently assumed that the network induced delays
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were less than one sampling period, while the guarantee of the satisfaction of this assumption

was not provided in their work.

Schenato[2006; 2008] studied optimal state estimation in NCS subject to random delay

and packet loss, and used the estimation in the control design. The mathematical treatment is

elegant in this work. However, like[Luke and Ray, 1994] and[Chan andÖzg̈uner, 1995], this

work also strongly relies on an accurate plant model. It is not only computationally intensive,

but also difficult to implement in general NCS applications.

Some schemes for robust observer and control of general timedelay systems, e.g., the

method reported in[Mahmoundet al., 2006], may also be applicable to NCS. Similar to the

method by Schenato[2006; 2008], most of these schemes require accurate plant models. Con-

sequently, they need to be designed case by case in applications. Difficulties arise when accurate

plant models are not available. In process control, there isa lack of accurate model descriptions

for many complex processes, or the available models are too complicated for online compu-

tation, such as reactive distillation[Tianet al., 2003], industrial crystallisation, fermentation

[Yaoet al., 2001], simulated moving bed chromatography[Yaoet al., 2008], to just name a few.

Recently, we have developed simple yet effective packet dropout compensation strategies

[Tian and Levy, 2008b; Tian and Levy, 2008a].We have also conducted functional analysis of

simple packet loss compensators using formal methods[Fidge and Tian, 2006]. Compared with

existing methods to deal with packet loss, our compensatorshave two unique features: (1) they

do not rely on the process models, implying that the requirement of accurate process models is

alleviated; and (2) they are implemented on actuators, rather than on controllers. Our idea em-

anates from the observation that prediction of dropped control packets from past control signals

can be treated like dynamic voltage scheduling from past voltage settings[Varmaet al., 2003].

The main results of the developed strategies will be presented in Chapter 10.

2.3.6 Integrated Design of NCS

Networked control integrates control, network, and communications, and thus needs integrated

design of all these aspects to maximise the performance of the system. The need for a revolu-

tionary new approach to system co-design stems from the unique demands that will be imposed

by the complex systems in the coming age of networked computational systems including
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networked control[Ghosh, 2005].

Mart́ı et al. [2004] have showed that the co-design of adaptive controllers and feedback

scheduling policies in an NCS allows for the optimization of the overall QoC.

A co-design method is presented by Ji and Kim[2008] for dynamic optimal network-

bandwidth allocation and adaptive control of NCS. It integrates adaptive control with real-time

scheduling of available network resources. The same authors have also discussed a similar

problem in which the co-design is carried out between the system performance and sampling

periods[Ji and Kim, 2007].

Sun and El-Farra[2008] have developed a quasi-decentralised control framework for plants

with distributed, interconnected units that exchange information over a shared communication

network. An integrated control and communication strategyis developed to ensure the desired

closed-loop stability and performance for the plant while minimising network utilisation and

communication costs. This is achieved by formulating the networked closed-loop plant as a

hybrid system and then obtaining the maximum allowable update period for communications.

In [Nikolakopouloset al., 2008], an integrated framework is reported for a wireless NCS

with significant packet dropouts. It monitors the QoS of the network continuously. According to

the QoS, it adjusts the data retransmission rate and periodically tunes the controller parameters.

A co-design approach of predictive control design and control signal transmission schedul-

ing is proposed for a set of NCS[Zhaoet al., 2008]. The scheduling algorithms are designed

with the guarantee of the stability of all the systems.

Some issues on integrated software implementation of NCS areinvestigated by Arzenet al.

[2007]. A general component-based framework is outlined for embedded control problems over

sensor networks, and a number of control-oriented components are built for control implemen-

tation and design integration. The approach is tested through a real-world application.

In [Lian et al., 2006], the performance of information sharing of multiple cooperative agents

over a communication network is analysed, and design methodologies are proposed to guarantee

acceptable control and communication performance in a networked control system. Particular

attention is paid to the co-design between control periods and the data transmission rates.

Similar ideas are also used in[Chenet al., 2006].
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Zhang and Hristu-Varsakelis[2006] have proposed a co-design method for control and

communications to stabilise an NCS, in which access to the communication medium is governed

by a pair of periodic communication sequences. In their model, the communication disruptions

are simplified by ignoring sensors and actuators. Their co-design method first identifies a pair of

communication sequences that preserve reachability and observability, and then uses a feedback

controller based on those sequences to stabilise the system. It still focuses on the controller

design, and crucially relies on the models of the plant to be controlled.

It is seen that most existing integrated design methods for NCS are carried out between

two aspects: the control development and transmission rate(or control period) scheduling. To

ensure the performance of the control system, both aspects are tightly coupled. Tightly coupled

integrated design is a good in the sense that the overall performance of the system can be

optimised with respect to the available system parameters.However, the drawbacks are also

obvious. For example, due to the tight coupling, more sophisticated models have to be built

to deal with the complicated system analysis and design. Also, the packet dropout issue is not

addressed explicitly, implying that conservative controldesign is required in order to maintain

the system stability. Nevertheless, the great progress in integrated NCS design has provided

useful experience for further development of simpler yet more effective technologies.

From our analysis of the dynamics of the network induced delay and packet dropout, we

have realised that the worst-case communication delay (WCCD) in NCS can be made config-

urable[Tian and Levy, 2007]. This will reduce the network induced delay significantly ifthe

NCS is tolerant of a certain level of packet loss rate. Then, wehave developed a new integrated

design method for real-time NCS. The method integrates the real-time queuing protocol, the

packet dropout compensators, and the configuration of the WCCD into a unified framework.

Through this framework, the network induced delay is limited within a single control period

and becomes more predictable. This largely simplifies the system analysis and design.The

proposed integrated design framework will be discussed in detail in Chapter 11.

2.4 Summary of This Chapter

The applications of real-time control systems are rapidly increasing, and various design aspects

of the control systems have been discussed extensively in the open literature. Evidence has
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shown that benefits can be achieved through integrated design that considers several aspects

simultaneously, but it appears that the integrated design has not been well addressed. Especially,

the implications of the implementation of the control systems on computers for the performance

of the control systems have not been well analysed. Practical and effective integrated design

methods are required for performance improvement and complexity reduction.

A control system will not work well without a good control design. Therefore, the majority

of the research activities in real-time control systems have focused on the control strategy

development mainly from control engineers. Process modelling and model-based control have

been the main themes in the control design. This signifies thesignificance of the understanding

of the plants to be controlled via mathematical descriptions. However, for many complex

processes, accurate process models are either difficult to obtain or too complicated for control

design. Techniques that do not tightly rely on the process models for control design are thus

necessary. The pattern predictive control to be presented in this thesis is such a technique, which

integrates into a unified framework various design technologies, including pattern recognition,

fuzzy logic, non-linear transformation, and predictive control.

Many issues arise when control designs are implemented on a digital controller. Typically,

multiple control tasks compete for computing time slices and other resources, which are limited

in an embedded control system. Multi-tasking scheduling becomes significant but its effects

on the control performance have not been well understood. Many computer engineers have

developed various elegant scheduling algorithms for control systems. It appears that the focus

of most such algorithms is still on the schedulability. It isnot well recognised that schedulablity

is essential but not enough in real-time control, good control performance is also expected.

Therefore, there is a need to link the task scheduling to the control performance. This the-

sis develops two integrated design methods for multi-tasking scheduling for real-time control

systems. One method links the scheduling with control latency and jitter, which are used to

indirectly characterise the control performance; and the other links the scheduling directly to

the QoC through a hierarchical architecture.

When a control system is designed in a networked environment,challenging problems

appear, e.g., network induced delay and packet dropout. While some engineers tend to throw

more bandwidth to solve these problems, this has been shown not to be a general solution.

Significant effort has been made in dealing with these problems through modelling network
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induced delay and packet dropout, deriving stability conditions, and then designing controllers

based on the stability criteria. Integrated design is considered in NCS mainly between the

control design and transmission rates. All those technicalpaths are complicated, and packet

loss is not compensated in most existing methods. It appearsto be interesting not to solve

the network problems from the network perspective, but fromthe control perspective which

gives more complicated solutions and conservative controldesign. Considering the real-time

control requirements, this thesis develops an integrated design framework for NCS through

network protocols. The framework integrates queuing protocol, packet dropout compensation,

and configuration of WCCD to maximise the system performance while simplifying the system

analysis and design significantly.

2.5 Nomenclature of This Chapter

Abbreviations

CAN Controller Area Network

DM Deadline-Monotonic

EDF Earliest Deadline First

FP Fixed Priority

ITAE Integral of Time Absolute Error

LCT Least-Compute-Time

NCS Networked Control System/s

PI Proportional-Integral

PPC Pattern Predictive Control

QoC Quality of Control

QoS Quality of Service

RD Reactive Distillation

RM Rate-Monotonic

WCCD Worst-Case Communication Delay
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Chapter 3

Dynamics and Pattern Predictive Control of

Reactive Distillation

Well designedcontrol strategies for controllersare essential for a real-time control system to

provide the desired functionality. For complex processes such as reactive distillation (RD),

neither the widely used simple Proportional-Integral-Derivative (PID) control nor advanced

model-based control can well handle the process control problems. Integrated design of

model-free and intelligent control strategiesthat can capture the patterns of the process

dynamics is an attractive way for process operation. From the understanding of the dynamics of

the complex RD processes, this chapter develops such a control solution that integrates various

aspects of process dynamics, pattern recognition, fuzzy logic, non-linear transformation, and

predictive control into a unified framework.

Synthesis of ethyltert-buty ether (ETBE), a high-performance fuel additive, through RD is

an attractive route; but its operation and control are exceptionally difficult due to its functional

combination and complex dynamics. Modern control technology greatly relies on good process

models, while a reasonable RD model is too complex for controldesign. Moreover, RD contains

considerable uncertainties that cannot be well described in process modelling. Alleviating

the model requirement, this work aims to maintain ETBE purityin the RD process through

developing a pattern predictive control (PPC) scheme incorporating with a linear controller.

The work is carried out on a pilot-scale RD column for ETBE production.

The core content of this work has been published in[Tianet al., 2003].

53
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3.1 Process Description

In RD of ETBE, reactant conversion and product purity are two key process variables. The

former is a measure of the usage of the raw materials, while the latter characterises the quality

of the product. Both are directly related to the productivityof the RD process. This work

addresses the maintenance of the purity of the product (ETBE)withdrawn from the bottom of

the RD column.

The ETBE purity cannot be measured easily and reliably for real-time control. In our

design, it will be controlled indirectly by regulating a column temperature. Therefore, the

control objective is translated to the maintenance of the temperature at a desired value. For this

purpose, both set-point tracking and regulation problems should be considered in the control

design and deployment.

To alleviate the requirement of accurate models, this work develops a pattern predictive

control (PPC) scheme incorporating with conventional proportional-integral (PI) controller for

the complex RD process. Similar ideas have been employed by Zhao et al. [2000; 2002] for

processes with delay. The process dynamics, control structure, non-linear transformation, and

pattern extraction and utilisation for process predictionwill be discussed in detail. Case studies

will be provided in the next chapter (Chater 4) to verify the proposed PPC approach.

ETBE, (CH3)2COC2H5, is produced from ethanol and a mixed C4 olefine stream containing

isobutylene (typically of a cracking unit product). The dominant chemical reaction in ETBE

synthesis is the reversible reaction of isobutylene and ethanol over an acid catalyst

(CH3)2C = CH2 + C2H5OH ⇐⇒ (CH3)3COC2H5 (3.1)

The acidic ion-exchange resin, Amberlyst 15, is used in our work. The reaction is equi-

librium limited in a range of temperatures. The reaction kinetics has been investigated in

[Jensen and Datta, 1995] and discussed in[Sneesbyet al., 1997a], from where detailed expres-

sions for the equilibrium constant and rate equation are available.

Side reactions exist in ETBE synthesis. One is the dimerisation of isobutylene to form

diisobutylene (DIB) [(CH3)2C=CH2]2. In the presence of water in the reaction environment,

another side reaction is the hydration of isobutylene to form isobutanol (isobutyle alcohol)
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(CH3)3COH. The side reactions are expressed by

(CH3)2C = CH2 + (CH3)2C = CH2 ⇐⇒ [(CH3)2C = CH2]2 (3.2)

(CH3)2C = CH2 + H2O ⇐⇒ (CH3)3COH (3.3)

This work is carried out on a pilot-scale RD column at Curtin University of Technology. The

RD column has been built for ETBE (and MTBE) production. It is shown in Figure 3.1. With

a diameter of 0.155m and a height of 4.1m, the column consistsof three sections for rectifying,

reaction, and stripping, respectively. It is filled with twonovel packings, one of which contains

the catalyst, Amberlyst 15, which is necessary for the etherification reaction. The RD process

has a total condenser and a partial reboiler.

Figure 3.1: Pilot-scale RD column (T, F, P, L in dashed circles mean measurements for
temperature, flow rate, pressure, and level variables).

The column is estimated to have 8 theoretic stages: 1, 3, and 4stages in rectifying, reactive,

and striping sections, respectively. The condenser and reboiler are considered as two separate

stages. Therefore, there are 10 stages altogether, which are numbered from top to bottom as

shown in Figure 3.1. The rectifying section has only one stage (stage 2); the reactive section

has 3 stages (stages 3, 4, and 5); and the stripping section has 4 stages (stages 6 to 9). The raw

material is fed at stage 6; while the inal product, ETBE, is withdrawn from stage 10 (reboiler).

Measurement points are also indicated in Figure 3.1 for temperature, flow rate, pressure, and
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level variables. More information about the the architecture of the RD process can be found in

[Sneesbyet al., 1997a; Sneesbyet al., 1997b; Tian and Tad́e, 2000].

A typical set of operating conditions of the RD process for ETBEsynthesis is tabulated in

Table 3.1. It will be considered as the nominal situation fordesign of ETBE purity control.

Table 3.1: A typical set of RD operating conditions.

Feed composition

ETBE 29.1 mol%

Ethanol 9.1 mol%

Isobutylene 7.3 mol%

n-Butylene 54.5 mol%

Stoichiometric excess ethanol 5.0 mol%

Feed rate 0.76 L/min

Distillate rate 0.50 L/min

Reflux flow rate 2.53 L/min

Bottoms rate 0.53 L/min

Overhead pressure 950 kPa

Bottoms ether purity 90 mol%

Reboiler duty 8.45 kW

Reboiler temperature 160◦C

Stage 7 temperature 133.12◦C

3.2 Control System Configuration

RD control is challenging due to high non-linearity, strong interactions, bifurcation and mul-

tiplicity, time delay, process uncertainties, and the large number of possible control configura-

tions. An RD process has 5 degrees of freedom for control design, i.e., 5 process variables can

be manipulated (control inputs): flow rates of reflux (L), boil-up (V ), distillate (D), bottoms

(B), and column top vapourVT . The reflux ratioL/D can be used instead of L for control

design. In our pilot-scale RD process, the flow rates of boil-up (V ) and column top vapour (VT )

are characterised by reboiler duty (Qr) and condenser duty (Qc), respectively,. The controlled

variables are reflux accumulator and reboiler levels, column pressure, bottoms (ETBE) purity,

and reactant conversion. Typical disturbances to the RD process include changes in feed flow

rate (Ff ) and feed composition (Fc), which is characterised by the stoichiometric ratio.
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In practice, three control loops are designed for inventoryand pressure control. The control

configuration problem addressing which of the five degrees offreedom should be used in

those three loops has been extensively discussed, e.g.[Skogestadet al., 1990]. Two more

loops can be designed for purity and conversion control. Theresulting control configuration is

conventionally named by the two independent variables thatare used for composition (purity)

control, e.g. LV, LB, D/V, (L/D)(V/B), etc. Among all possiblecontrol structures including

ratio schemes and those with consideration of feed flow rateFf , non-ratio schemes LV and LB

has been shown to be preferred for the RD column under consideration[Sneesbyet al., 1997b].

This work will consider the LV configuration.

In the LV configuration of the RD process, the column pressure is maintained by manipulat-

ing the condenser dutyQc; the inventory control for reflux accumulator and reboiler hold-up is

implemented by adjusting the distillate flow rateD and bottoms flow rateB, respectively. The

reflux flow rateL is fixed while the reboiler dutyQr is manipulated for product (ETBE) purity.

This is a typical one-point control problem in RD processes.

The purity control is important, while it is not easy becausethe purity characterised by

composition is difficult to measure in real time reliably andeconomically. Fast and reliable

measurement of the controlled variable is a basic requirement of closed-loop control.

A method to overcome this difficulty is to implement inferential control for the purity. In this

method, an inferential model has to be developed to infer thepurity from multiple measurements

that are easily obtained, e.g. multiple column temperatures. Progress has been made in this

direction[Sneesbyet al., 1999; Tian and Tad́e, 2000].

An alternative method to overcome the difficulty is to indirectly control the purity by con-

trolling some other process variables that are easy to obtain and are indicators of the purity.

However, such indicators are not easy to find due to the unavailability of a one-to-one relation-

ship between a single variable and the purity. In distillation column control practice, column

temperatures are usually used for indirect composition control.

The reboiler temperature reflects the dynamic changes of theETBE purity quickly, while

it is not a good purity indicator since a single reboiler temperature value may correspond to

multiple purity values[Tian and Tad́e, 2000]. In this work, the stage 7 temperatureT7 is used

for inference and control of the product (ETBE) purity for theRD process under consideration.
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3.3 Process Dynamics

The steady state relationship between the ETBE purity and thereboiler dutyQr for a fixed

reflux flow rate is shown in Figure 3.2[Tian and Tad́e, 2000]. The reboiler dutyQr = 8.45kW

is around an optimalQr value that gives the maximum value of the ETBE purity. It is chosen

as the nominal operating point.

The steady state relationships betweenT7 andQr are investigated under different reflux

flow rates and are graphically depicted in Figure 3.3. It is clearly seen from Figure 3.3 that

there exists a significant non-linearity in process gainKp (Kp is high within an operating range

of Qr but becomes small outside this range), and the reflux flow rateL affects theT7 versusQr

relationship in a complex manner.
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6 7 8 9 10
80

90

100

110

120

130

140

150

Qr (kW)

T
7 

(o C
)

L = 2.30 L/min
L = 2.40 L/min
L = 2.53 L/min

Figure 3.3: Stage 7 temperatureT7 versus reboiler dutyQr.



3.3. PROCESS DYNAMICS 59

The ETBE purity versusT7 can be easily obtained from Figures 3.2 and 3.3. Although the

relationship betweenT7 and the purity is non-linear,T7 determines the purity uniquely. Another

advantage of usingT7 is that the sensitivity ofT7 to the purity is high[Sneesbyet al., 1997b].

It has been found that the RD process has changeable inertia asoperating conditions change,

suggesting time-varying process response speed. By convention, the inertia is characterised by

a time constant or multiple time constants.

Detailed investigation also reveals considerable time delay fromQr to T7, implying that any

manipulation inQr will not affect T7 until the time delay elapses. The significance of the RD

time delay is shown in Table 3.2. The existence of time delay imposes severe constraints on the

control system and complicates the control system design.

Table 3.2: First-order plus delay dynamics ofT7 versusQr.

L Qr Kp T d

L/min kW ◦C/kW min min

2.30 8.10 19.25 3.04 4.09

8.45 3.40 1.41 2.38

8.75 3.31 3.7 2.19

2.40 8.10 209.23 32.50 1

8.45 4.87 3.04 4.09

8.75 4.22 4.9 2.56

2.53 8.10 35.34 60.00 0

8.45 49.28 15.60 7.0

8.75 4.29 7.6 2.93

Disturbances

+5% change inFf 2.88 16 2

−5% change inFf 2.88 18 2

+5% change inFc −30.36 38 0

−5% change inFc −30.60 40 5

With a fixed heat input to the reboiler, an increase in feed flowrateFf will result in an

increase in bottoms flow rate and consequently a decrease in the temperatures below column

stage 6. On the other hand, the feed stoichiometric ratio characterising the feed composition

has a positive effect onT7, i.e. an increase in the ratio will lead to an increase inT7. Changes

in feed flow rateFf and feed compositionFc are primary disturbances to the process operation.

They affectT7 dynamics significantly in a complex manner, e.g., non-linear gain, time-varying
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inertia, and time delay, which are similar to but different in value from those fromQr to T7.

Simplified input-output process models expressed by transfer functions for manipulation

and disturbances are identified under specific operating conditions. The identified results are

first-order plus time delay descriptions, which are tabulated in Table 3.2. Table 3.2 shows the

RD process dynamics quantitatively. For example, the process gain, time constant, and time

delay all change in a wide range as process operating conditions change. While more complex

expressions ofT7 dynamics can be precisely established from the first principles of mass balance

and energy balance, e.g.[Sneesbyet al., 1997a; Sneesbyet al., 1997b], these types of models

are difficult to use for control design.

3.4 Pattern-Based Predictive Control

Due to the complexity of the RD process dynamics, conventional control technologies, e.g.

PI control, cannot provide satisfactory control performance, while the application of modern

control technology requires good process models. A reasonable process model as described

in [Sneesbyet al., 1997a; Sneesbyet al., 1997b] contains hundreds of equations for the 10-

stage RD process under consideration. It is too complicated to be directly used for con-

trol system design. Simplified input-output process modelsdiscussed in the last section are

helpful in understanding the complex process dynamics, butthey are identified under some

specific operating conditions and thus cannot represent theprocess in a wide range of operating

conditions. Although it is possible to extend the transfer function models, again this will

complicate the control system design. Furthermore, the RD process contains a large degree

of uncertainties, which cannot be well described using any type of mathematical expressions.

Therefore, techniques without using exact process models are more attractive for RD control.

Pattern predictive control (PPC) is such a method that does not rely on exact models while

providing improved control performance for complex processes over conventional control al-

gorithms. Some progress has been made in this direction, e.g. for time delay compensation

[Zhaoet al., 2000], adaptive PI[Seem, 1998], fuzzy control[Jang and Chen, 1996], etc.

The proposed PPC system for the RD process is schematically depicted in Figure 3.4, which

is a further development of the authors’ previous work[Zhaoet al., 2000] that considers linear
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processes. It consists of two main parts: a non-linear transformationu = f(v) and a pattern-

based predictor (PP). The former is used for input-output linearisation of the process gain, while

the latter is employed to anticipate process output some (e.g. d) steps ahead. The PP utilises

process feature patterns qualitatively and quantitatively, which are extracted from the controlled

and manipulated variables, and is incorporated with a conventional controllerGc (e.g. PI) in the

PPC system. For the RD system,y andu in Figure 3.4 correspond toT7 andQr, respectively.

Figure 3.4: PPC system structure.

Ideally, The PP acts as a time lead component as it providesd steps ahead prediction of

the controlled variable. It will effectively compensate for the time delay in the RD process

and thus allows more aggressive controller settings compared with the control systems without

PP. Therefore, the PPC will provide improved performance inboth set-point tracking and

disturbance rejection, as will be shown later for the RD process.

3.5 Non-linear Transformation

Because the process has a highly non-linear process gain, which will degrade the prediction

performance of the PP, a non-linear transformation

u = f(v) (3.4)

is introduced to obtain av ∼ y relationship with a pseudo linear gain, wherev is the new

manipulated variable. This is a type of input-output linearisation[Kravaris and Kantor, 1990],

which is one of the most widely used techniques for non-linear control system design.

Notice that controlling a process always requires a certaindegree of understanding of the

process. The rough knowledge of the process gain can be obtaineda priori, which is sufficient
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to construct such a non-linear transformation. Moreover, alinear PP can accommodate a certain

degree of process uncertainties, implying that no exact non-linear transformation is required.

The process gainKp can be determined by the derivatives of the curves in Figure 3.3. Let

g(u) denote the steady state input-output relationship of Figure 3.3, i.e.

y = g(u) (3.5)

Ideally,f(v) is designed such thaty is linear to the new manipulated variablev, i.e.

y = g[f(v)] = bv + c (3.6)

whereb is a constant representing the gain of the input-output linearised system;c is also a

constant representing the bias. It follows thatf(v) is the inverse ofg(bv + c), i.e.

f(v) = g−1(bv + c) (3.7)

The determination of the constantsb andc is straightforward and can be done at the operat-

ing point of the RD process. Tables 3.1 and 3.2 shows that at theoperating point,Qr = 8.45kW,

T7 = 133.12◦C, Kp = 49.28◦C/kW. Suppose that these values are retained in the input-output

linearised system. According to equation (3.6), we have

b = 49.28, c = −283.2960 (3.8)

The solid curve of Figure 3.3 corresponds to the nominal operating conditions of the RD

process. From this curve, the following non-linear transformation function can be constructed

f(v) = p1 + p2 exp [p3(bv + c − p4)] + p5 ln(bv + c), v ∈ [7.4, 8.6] (3.9)

wherep1 ∼ p5 are parameters, which are taken to be

[p1, · · · , p5] =







[5.0786,−1,−0.9837, 83.3992, 0.6813], v ≤ 8.0993;

[3.5615, 1, 0.5623, 140.083, 1], otherwise
(3.10)
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As shown in equation (3.9), under the nominal operating conditions, v is limited within

[7.4,8.6], resulting in a range of [6.6,10.6]kW foru. Computation of the designed non-linear

transformationf(v) shows that8.45 ≈ f(8.4196), implying that the nominal value ofv is

8.4196, which has a small deviation from the nominal value ofu (8.45kW). The designedu =

f(v) versusv is shown in Figure 3.5, in which a portrait ofy versusv is also depicted. As

expected, a pseudo linear relationship betweeny andv is obtained withinv ∈ [7.4, 8.6].
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Figure 3.5: Non-linear transformation and the resultingy versusv relationship.

3.6 Selection and Extraction of Feature Patterns

Instead of using an exact process model, a PPC system utilises process feature patterns qualita-

tively and quantitatively for process prediction. Therefore, selection and extraction of process

feature patterns are crucial in PPC design.

In process control systems, the controlled variabley is measurable and the manipulated

variableu can be recorded from the controller output. Therefore, the time series{y(k)} and

{u(k)} are available for real-time process analysis and control. The process feature patterns are

extracted from these two time series. The basic ideas of the feature pattern extraction have been

discussed by the authors[Zhaoet al., 2000] and will be further developed below.

Most chemical processes behave with an S-shaped response toa step change in manipulated

variable or disturbances (Figure 3.6). The response can be characterised by four stages with

different dynamic behaviour. The first stage is thetime delaystage, in which the process
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Figure 3.6: S-shape process response to a step change in either the manipulated variable or
disturbances. I: time delay stage; II: accelerating increase stage; III: decelerating increase stage;
IV: steady state stage; A: inflection point.

accumulates energy or materials while without any responseto the input. Right after the time

delay elapses is the second stage, theaccelerating increase stage, in which the process starts

to respond to the input with an accelerating rate due to the “energy-storing” effect of the first

stage. The third stage, thedecelerating increase stage, starts from an inflection point of the

response and remains increasing yet with a decreasing rate due to the “energy-releasing”effect.

The response increases until it reaches its steady state – this is the last stage of the response.

The difference between the values of the controlled variable at two successive sampling

instants captures the incremental variation of the controlled variable. Thus, the following

process feature pattern,S1, is extracted from the time series of the controlled variable

S1(k) = y(k) − y(k − 1) (3.11)

For a step change excitation,S1 = 0 implies that the response is either intime delaystage

or in steady statestage. Instead of using the equalityS1 = 0, the inequality|S1| < ǫ should

be used in practice in order to accommodate any types of noises, whereǫ > 0 is a small and

predetermined threshold.

It is easy to know thatS1 cannot discriminate between theacceleratinganddecelerating

increasestages of the process response to a step change excitation asS1 gives the same sign

in both stages. This difficulty can be overcome by introducing some sort ofS1 variation as a
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process feature pattern, which is denoted byS2

S2(k) =



















0, |S1(k)| < ǫ;

1

d

d
∑

m=1

[S1(k + 1 − m) − S1(k − m)] , otherwise
(3.12)

whereǫ > 0 is a small threshold,d is the prediction horizon and satisfies

d ≥ θ/Ts (3.13)

θ andTs are process time delay and sampling period, respectively.

S2 captures the fluctuating trends ofS1 in theacceleratinganddecelerating increasestages

of the process response to a step change excitation.S2 > 0 andS2 < 0 imply that the response

increases with an increasing and decreasing rates, respectively.

It is helpful to conceptually consider the feature patternsS1 andS2 as the first- and second-

order differences in discrete-time systems, compared withthe first- and second-order derivatives

in continuous-time systems.

Time delay is a common phenomenon in chemical processes. Materials and energy fed to

a process will not affect the process output within thetime delaystage of the process response,

while they will eventually change the controlled variable in the later stages. Therefore, the time

series of the manipulated variable also contain information of the future process output.

Instead of the real manipulated variableu, the transformed manipulated variablev will be

used in feature pattern extraction. The magnitude ofv is already reflected in the feature patterns

S1 andS2, while the incremental variation ofv characterising additional excitation has not been

covered by eitherS1 or S2. The following feature patternS3 captures the incremental variation

of v during the time period[k − d, k]

S3 =
d
∑

m=1

[v(k + 1 − m) − v(k − d)] (3.14)

In geometry,S3 reflects the area bounded by the curvev(k) and the straight line crossing the

point (k − d, v(k − d)) over the time period[k − d, k]. It influences the process output in a

complex manner, which needs more feature patterns to characterise.
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The following feature patternS4 assists in determining the effect ofS3 on process output.

S4 =











0, |S3(k)| < ǫ;
∣

∣

∣

∣

∣

1

S3

d
∑

m=1

m [v(k + 1 − m) − v(k − d)]

∣

∣

∣

∣

∣

, otherwise
(3.15)

3.7 Pattern-Based Fuzzy Prediction

Thed steps ahead prediction of the controlled variable is carried out using the following simple

formulae, which are based on the extracted process feature patterns

ŷ(k + d|k) = y(k) + ∆ŷ(k + d|k) (3.16)

∆ŷ(k + d|k) = r1 [S1(k) + r2S2(k)] + r3(k)S3(k) + h(k)∆ŷ(k|k−d) (3.17)

wherer1 ∼ r3 are three coefficients;h > 0 is an updating factor for real-time adaptation.

The updating factorh can be simply chosen to be a constant, implying that a fixed step is

used. The following variable-step algorithm is employed inthis work for updatingh

h(k) = h(k − 1) + ∆h(k) (3.18)

where∆h(k) is designed to be 0 if|∆ŷ(k|k−d)| < 0.001, and0.01|∆ŷ(k|k−d)| if |∆ŷ(k|k−d)| >

0.1 and |∆ŷ(k|k−d) − ∆ŷ(k − 1|k−d−1)| < 0.001. For all other conditions, take∆h(k) =

0.01sign[∆ŷ(k|k−d) − ∆ŷ(k − 1|k−d−1)] ∆ŷ(k|k−d).

The determination of the values of the parametersr1 andr2 relies on an estimate of the ratio

T/θ. However,r1 andr2 are fixed for a specific value ofT/θ. They should be proportional

to the prediction horizond and should be a function of the ratioT/θ. The following heuristic

relations can be used to determiner1 andr2

r1/d = 0.6622 + 0.0244(T/θ) − 0.5482 exp (−2.1T/θ) (3.19)

r2/d = 0.2039 + 0.0047(T/θ) − 0.1797 exp (−2T/θ) (3.20)

Equation (3.20) has extended the guideline forr2 determination in a table form as shown in
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[Zhaoet al., 2000], where the parameterr2 was integrated into the feature patternS2.

A compact, explicit, and satisfactory expression forr3 has not been established due to the

complex influences of the patternsS3 andS4 on the process output. However, our experience

shows thatr3 should be determined based on the ratioT/θ and the feature patternS4. Thus, a

set of fuzzy logic rules is developed to describer3 qualitatively and quantitatively.

Let FSx denote the fuzzy set ofx ∈ {T/θ, S4, r3}. Each of the three fuzzy sets uses three

linguistic terms: big (B), medium (M ), and small (S), to represent, in an approximate and

quantised way, the magnitude of the corresponding variable. Let Ai
x ∈ {B,M, S} denote

a specific linguistic value ofFSx in the ith fuzzy rule, x ∈ {T/θ, S4, r3}. The triangle

membership functionµ(·) → [0, 1] is used for the fuzzy setsFST/θ andFSS4
(Figure 3.7).

Figure 3.7: Fuzzy sets and fuzzy rules.

Corresponding toAi
r3

∈ {B,M, S}, three central numerical values denoted byV (Ai
r3

) can

be identified using, say, the least-squares technique. The fuzzy rules take the If-Then form, e.g.

Ri: If
(

T/θ is Ai
T/θ

)

and
(

S4 is Ai
S4

)

Then r3 is V
(

Ai
r3

)

(3.21)

CombiningFST/θ andFSS4
, 5 fuzzy rules are designed, which are tabulated in Table 3.3. These

rules are schematically depicted in Figure 3.7. The computation of the degrees of fulfilment for

these rules is also shown in Table 3.3[Babǔska, 1999].
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Table 3.3: Fuzzy rules and degrees of fulfilment.

Ri IF THEN βi

R1 S4 is B r3 is S β1 = µ(S4 is S)

R2 (T/θ is notS) and (S4 is M ) r3 is M β2 = min{1 − µ(T/θ is S), µ(S4 is M)}

R3 (T/θ is S) and (S4 is M ) r3 is S β3 = min{µ(T/θ is S), µ(S4 is M)}

R4 (T/θ is B) and (S4 is S) r3 is B β4 = min{µ(T/θ is B), µ(S4 is S)}

R5 (T/θ is notB) and (S4 is S) r3 is M β5 = min{1 − µ(T/θ is B), µ(S4 is S)}

Finally, the parameterr3 is computed over the entire fuzzy rules through defuzzification

r3(k) =
5
∑

i=1

[

βiV
(

Ai
r3

)]

/
5
∑

i=1

βi (3.22)

3.8 Summary of This Chapter

A PPC system that integrates various aspects of pattern recognition, fuzzy logic, non-linear

transformation, and predictive control has been developedfor real-time control of complex RD

processes. RD of ETBE is a non-conventional and complex process with high non-linearity,

strong interactions, bifurcation and multiplicity, time delay, and large degree of process uncer-

tainties. Alleviating the requirement of good process models, which are essential for modern

model-based control, it utilises feature pattern-based prediction incorporated with conventional

PI control. To obtain a pseudo input-output linear process gain, a non-linear transformation

is designed, which needs only a rough and easily obtained knowledge of the steady state

characteristics of the process. Four types of process feature patterns are extracted from the

time series of the controlled variable and the transformed manipulated variable. Fuzzy logic

rules driven by the extracted feature patterns are then developed for process prediction.

Case studies will be carried out in the next chapter (Chapter 4)to demonstrate the effective-

ness of the developed PPC scheme.

3.9 Nomenclature of This Chapter

The same nomenclature is used in this chapter (Chapter 3) and the next chapter (Chapter 4). It

is listed at the end of the next chapter (Section 4.7 of Chapter4).



Chapter 4

Verification of Pattern Predictive Control for

Reactive Distillation

Comprehensive case studies are conducted in this chapter to verify the pattern predictive control

(PPC) scheme developed in the last chapter (Chapter 3) for reactive distillation (RD) processes.

The PPC scheme is applied to a pilot-scale RD column for synthesis of ethyltert-buty ether

(ETBE). After discussions of the configuration of the controlsystem, the performance of the

PPC is evaluated for both set-point tracking and disturbance rejection. The results show that

the PPC scheme is a promising tool for complex processes, where good process models are

difficult to obtain or to implement for real-time control. The core content of this work has been

published in[Tianet al., 2003].

4.1 System Configuration

For case studies, the developed pattern-based predictive control (PPC) scheme is applied to

a pilot-scale reactive distillation (RD) column. The RD column and its dynamics have been

described in Chapter 3 Sections 3.1 through to 3.3.

The PPC strategies are used for purity maintenance in RD of ETBE. The purity is controlled

indirectly by controlling the stage 7 temperatureT7 of the RD column; whileT7 is maintained

by manipulating the reboiler dutyQr. This is a one-point control problem in RD.

For the RD process under consideration, as shown in Table 3.2,T = 15.6min andθ = 7min

69
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under the nominal operating conditions.Ts and ǫ are set to be 1min and10−5, respectively.

According to Equation (3.13), setd = 8. The initial value ofh is taken to be 0.1.

For process prediction using Equation (3.17),r1, r2, andr3 are required. Equations (3.19)

and (3.20) giver1 = 5.6919 andr2 = 1.6983. r3 is obtained through fuzzy logic inference.

For the specific RD control problem,T/θ = 15.6/7 is already known, which isBig with

µ (T/θ is B) = 1 as shown in Figure 3.7. Therefore, the rules R3 and R5 in Table 3.3 are

excluded and the remaining rules R1, R2, and R4 are simplified to

R1: If (S4 is B) Then r3 is V (S)

R2: If (S4 is M) Then r3 is V (M)

R4: If (S4 is S) Then r3 is V (B)

(4.1)

which correspond to the first row of Figure 3.7. Consequently,β1, β2, andβ4 in Table 3.3 are

reduced to

β1 = µ(S4 is S), β2 = µ(S4 is M), β4 = µ(S4 is S) (4.2)

Taking into account Figure 3.7, the computation of Equation(4.2) is shown in Table 4.1.

Table 4.1: Degrees of fulfilment andr3 for the RD purity control.

S4 ≤ 2.4 (2.4, 4.0] (4.0, 5.6] > 5.6

β1 = µ(S4 is S) 1 2.5 − S4/1.6 0 0

β2 = µ(S4 is M) 0 S4/1.6 − 1.5 3.5 − S4/1.6 0

β4 = µ(S4 is B) 0 0 S4/1.6 − 2.5 1

r3 V (S) β1V (S) + β2V (M) β2V (M) + β4V (B) V (B)

It is seen from Table 4.1 thatβ1 + β2 + β4 = 1 for any specific values ofS4, implying that

Equation (3.22) forr3 computation is reduced to

r3 = β1V (S) + β2V (M) + β4V (B) (4.3)

As also shown in Table 4.1, the relationship in Equation (4.3) can be further simplified for

specific values ofS4 due to the fact that one or moreβi = 0. Three values ofV (B), V (M), and

V (S) have been identified to be2.4510, 1.0622, and−1.9974, respectively.

Typical curves ofv(t), y(t), ŷ(t|t− dTs), y(t)− ŷ(t|t− dTs), h(t), andS1 to S4 are shown
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in Figures 4.1, 4.2, and 4.3. It is seen from these figures thatthed steps ahead prediction of

y matches the realy very well, and the prediction error is within±1.5◦C, i.e.,±1.25% of the

realy, for thev with gradual and sharp changes. The updating factorh is updated if prediction

error exists, as shown in Figure 4.2. However, in this example,h (< 0.21) contributes at most

0.26◦C to the prediction, implying that the adaptive term, i.e. the last term of Equation (3.17),

weighs about0.26/133 ≈ 0.2% of the total predicted quantity and is actually negligible.Thus,

the prediction is mainly based on the feature patternsS1 to S4 shown in Figure 4.3.
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Figure 4.3: Typical curves ofS1 to S4 corresponding to Figure 4.1.

The PP is incorporated with a conventional PI controller, which is tuned for set-point track-

ing for the index of the integral of time-weighted absolute error (ITAE). The controller settings

areKc = 0.1331 andTi = 22.1min. Those settings can ensure the control performance and

stability in a wide range of operating conditions.

The PPC performance is evaluated and compared with that of direct PI control. Both set-

point tracking and disturbance rejection will be considered. The direct PI controller is also tuned

in the range of operating conditions for set-point trackingfor ITAE, giving more conservative

settingsKc = 0.0203 andTi = 19.9min, compared with the PI controller settings (Kc = 0.1331

andTi = 22.1min) in the PPC system.

4.2 Set-Point Tracking

For evaluation of the performance of set-point tracking of the PPC system, a−5◦C step change

and a+2◦C ramp change inT7 set-point are introduced at time instants 50min and 150min,

respectively.

The control results are given in Figure 4.4, which shows thatless overshoot and shorter

settling time are obtained from the PPC system. The PPC system improves the ITAE index

by over 25% over the direct PI control, as depicted in Table 4.2 for comparisons of qualitative

ITAE indices.
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Figure 4.4: Set-point tracking.

Table 4.2: Comparisons of ITAE indices.

Magnitude Period Direct PI PPC Improve.

−5◦C step inT7 50-150min 657 479 27.1%

+2◦C ramp inT7 150-300min 434 313 27.9%

+5% step inFc 50-150min 2529 1167 53.9%

−5% step inFc 150-300min 2967 1175 60.4%

−10% step inFf 50-300min 2461 1077 56.3%

+10% step inFf 300-600min 2737 1210 55.8%

4.3 Rejection of Feed Composition Disturbances

Changes in feed composition, which is represented by the stoichiometric ratio, are disturbances

to the RD column.±5% (i.e. ±0.25) step changes in feed composition are introduced to the

process in order to test the disturbance rejection ability of the PPC system. The step changes

occur at the time instants 50 and 150min, respectively.

Figure 4.5 depicts the control results, which show that PPC provides significant improve-

ment over the disturbance rejection ability. The ITAE indeximprovement reaches over 50%, as

shown in Table 4.2.
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Figure 4.5: Rejection of±5% disturbances in feed composition.

4.4 Rejection of Feed Rate Disturbances

Changes in feed flow rate are also disturbances to the RD column.∓10% (i.e. ±0.074L/min)

step changes in feed flow rate are introduced at the time instants 50 and 300min, respectively.

The control results are illustrated in Figure 4.6, which shows that disturbances in feed flow

rate have severe effect on the RD process. The PPC system outperforms the direct PI control

system as it rejects the disturbances much more effectivelywith much smaller ITAE indices

(the improvement> 55%), as shown in Figure 4.6 and Table 4.2. Some sort of ratio control

involving the feed flow rate is an option for conventional PI control to improve the disturbance

rejection performance, while previous studies have provided no incentive to configure a ratio

control system in the studied RD column[Sneesbyet al., 1997b].

4.5 Remarks

It is worth mentioning that the RD process is severely non-linear. Therefore, system analysis

and performance evaluation have to be made at the specific operating point. The nominal RD

operating condition for this work is clearly listed in Table3.1. Since this work addresses

one-point control (purity control of the bottoms product),the reflux flow rate has been fixed

at 2.53L/min. As a result, the degree of process non-linearity is reduced. This is why the
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Figure 4.6: Rejection of∓10% disturbances in feed flow rate.

performance of the direct PI control is also acceptable in the case studies, although the PPC

system does provide improvement over the direct PI control.

Through manipulating the reboiler dutyQr, the stage 7 temperatureT7 is controlled as the

indicator of the product purity. The nominal value of the purity is 90mol% (Table 3.1). The

relationship between the purity andT7 can be easily obtained from Figures 3.2 and 3.3.

4.6 Summary of This Chapter

Case studies have been conducted to verify the developed PPC scheme through integrated

design of various aspects of pattern recognition, fuzzy logic, non-linear transformation, and

predictive control for complex RD of ETBE. The system configuration has been discussed

in detail. Then, the performance of the PPC scheme in set-point tracking and disturbance

rejection has been quantitatively evaluated. For disturbance rejection, disturbances in both feed

composition and feed rate are considered.

Quantitative evaluation shows that the PPC scheme incorporated with PI control improves

the system performance significantly over the conventionalPI control. For set-point tracking,

the performance improvement is over 27%. For disturbance rejection, the performance is

improved by over 50%. This indicates that the PPC is a promising tool for complex processes,

where good process models are difficult to obtain or to implement for real-time control.
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4.7 Nomenclature of This Chapter

The same nomenclature is used in this chapter (Chapter 4) and the last chapter (Chapter 3). It

is listed below.

Abbreviations

ETBE EthylTert-Buty Ether

PI Proportional-Integral

PP Pattern Predictor/Predictive

PPC Pattern Predictive Control

RD Reactive Distillation

Symbols

Ai
x ∈ {B,M, S} A linguistic value ofFSx for the ith rule,x ∈ {T/θ, S4, r3}

B Bottoms flow rate (L/min), or the linguistic term “Big”

b, c Constants in the non-linear transformation

D Distillate flow rate (L/min)

d Number of prediction steps

f Non-linear transformation within the PPC system

Fc Feed composition (stoichiometric ratio)

Ff Feed flow rate (L/min)

FSx Fuzzy set of the subscript variablex ∈ {T/θ, S4, r3}

Gc Controller

GL Process transfer function in disturbance path

Gp Process transfer function in manipulation path

g Intermediate function, at steady statey = g(u)

h Updating factor for process prediction

k Present sampling instant

Kc Controller gain

Kp Process gain (◦C/kW)
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L Reflux flow rate (L/min) or Load

M The linguistic term “Medium”

p1 ∼ p5 Parameters for non-linear transformationf

Qc, Qr Condenser duty and reboiler duty, respectively, (kW)

R Set-point

r1 ∼ r3 Parameters for prediction of the controlled variable

S The linguistic term “Small”

S1 ∼ S4 Process feature patterns

T Process time constant

T7 Stage 7 temperature (◦C)

Ti Controller integral time (min)

Ts Sampling period (min)

u Manipulated variable (e.g., reboiler duty)

V Boilup flow rate (L/min)

v Transformed manipulated variable in the PPC system

V
(

Ai
r3

)

Central numerical values ofAi
r3
∈ {B,M, S}

VT Column top vapour flow rate (L/min)

y Controlled variable (e.g., stage 7 temperature)

ŷ d steps ahead prediction ofy

Greek Letters

βi Degree of fulfilment for theith rule

∆ŷ d steps ahead prediction of they deviation

ǫ Small and positive threshold inS2

µ Membership function

θ Process time delay (min)
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Chapter 5

Reducing Control Latency and Jitter in Real-Time

Control

Real-time control systems are typically deployed in hardware platforms with limited resources,

e.g., uni-processor, resulting in various constraints in computing and scheduling of real-time

control tasks of the systems. While schedulability has been the focus of conventional scheduling

theory, it is not enough for real-time control systems. We need good control performance as

well! In order to meet the requirements of both control performance and task schedulability

in implementation of control strategies on digital controllers, well-designed scheduling of

multiple real-time control tasks becomes critical. One wayto address the control performance of

a real-time control system with multiple control tasks is tocharacterise the control performance

indirectly using the control latency and jitter. Then, scheduling methods are developed to

minimise the latency and jitter or to make them more predictable. The resulting latency and

jitter can be compensated throughintegrated design of control and scheduling.

This chapter analyses control computation latency and jitter, which have been largely ig-

nored in the control community for real-time control. It indicates the importance of integration

of control design and its software implementation explicitly and provides solutions to such

integration. The focus of this work is on real-time control systems with multiple control tasks

running on a uni-processor. Three strategies are proposed to reduce control latency and/or

jitter: introduction of offsets into control task scheduling, decomposition of control tasks; and

increasing the priority levels of output subtasks.

Part of this work has been published in[Tianet al., 2006b].

79
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5.1 Multi-tasking and Scheduling Algorithms

A periodic task is denoted byT (c, d, p), wherec, d, p are the worst case computation time,

deadline, and period, respectively,c ≤ d ≤ p. The corresponding CPU utilisation is com-

puted asU = c/p. Similarly, for n periodic tasks, each task is denoted byTi(ci, di, pi), i ∈

{1, 2, · · · , n}. The total CPU utilisation of then tasks isU =
∑n

i=1 ci/pi. A necessary condition

for schedulability on a uni-processor system is that the processor is not overloaded, i.e.,U ≤ 1.

The Rate-Monotonic (RM) algorithm is a fixed-priority (FP) scheduler that assigns the pri-

ority of each task according to its period: the shorter the period the higher the priority. With pre-

emption, deadlines equal to periods, no blocking, no pre-period deadlines, and no aperiodic pro-

cesses, RM scheduler is the optimal fixed-priority scheduling scheme[Liu and Layland, 1973].

This implies that under these conditions, if a task set cannot be scheduled using the RM, it

cannot be scheduled using any fixed-priority algorithm.

The RM algorithm has a worst-case scheduling bound. Forn periodic tasks, a sufficient

condition for RM schedulability is the CPU utilisation satisfies the following relationU ≤

n
[

2(1/n) − 1
]

provided there are no pre-period deadlines and no inter-task interference other

than simple pre-emption. As the number of tasks increases, the schedulable bound decreases

(and eventually approaches its limitln 2 ≈ 69.3). Because the condition is not a necessary con-

dition, sometimes a particular set of tasks will have a totalCPU utilisation above the worst-case

schedulable bound and still be schedulable with FP scheduling. Schedulability then depends

on the specifications of the periods and execution times, which may be analysed using the

completion time formula[Lehoczkyet al., 1989].

Deadlines of a task set are not necessarily equal to periods.In this case, an optimal fixed-

priority scheduling is the Deadline-Monotonic (DM) algorithm [Leung and Whitehead, 1982].

The DM scheduler assigns priority of each task according to its deadline: the smaller the

deadline the higher the priority. Under the conditions for which RM theory holds, DM and

RM are equivalent.

Another FP scheduler is the Least-Compute-Time (LCT) algorithm, which assigns priorities

in reverse order of the worst case computation time: the smaller the compute time the higher

the priority.
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While it is normally regarded as a dynamic scheduling technique, Earliest Deadline First

(EDF) may also be used as a static list scheduler, where a listof tasks and time slots is provided

to the system, which dispatches them in list order. EDF will in many cases produce a more

optimal schedule than DM, but while the static form of EDF canhandle periodic tasks with

pre-period deadlines, it cannot handle aperiodic tasks.

This work considers multi-tasking scheduling in static environments. Generally, if fixed-

priority scheduling is infeasible for a task set, dynamic scheduling has to be employed. An

important scheduling paradigm, feedback scheduling in dynamic environments with uncertain-

ties will be investigated in the next two chapters (Chapters 6and 7) for real-time control.

5.2 Typical Scenarios in Control Task Scheduling

5.2.1 Single Control Task

A single control taskT (c, d, p) is schedulable as long asc < d ≤ p. The base period isp; the

CPU utilisation isU = c/p; the worst case response time isc; and the idle time in the base

period isp − c. Therefore, the control latency is bounded by its worst caseresponse timec,

and the control jitter is within the range of the variations in the control computation delay. The

control latency with the minimum jitter can be compensated through design of control strategies,

e.g.,[Tian and Gao, 1998c; Tian and Gao, 1999a], showing the importance of the co-design of

control strategies and implementation even for a control system with a single control task.

5.2.2 Multiple Control Tasks with the Same Period

Consider a real-time control system withn control tasksT1(c1, d, p) throughTn(cn, d, p) run-

ning on a uni-processor and havingd = p. Assume that all tasks are released at the same time.

Then tasks are schedulable as long as
∑n

i=1 ci ≤ d = p, and no pre-emption is required. The

base period of the scheduling isp; the CPU utilisation isU =
∑n

i=1 ci/p; and the idle time in

the base period isp −
∑n

i=1 ci. For ∀Ti, i = 1, 2, · · · , n, the control latency is bounded byci

plus a fixed task scheduling delay, and can be compensated through control design. Again, this

shows the importance of integration of control design and its real-time implementation.
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5.2.3 Multiple Control Tasks with Different Periods

Scheduling multiple control tasks with different periods is more complex. Consider three

control tasks all with different periods, as shown in Table 5.1. The base scheduling period

is 80 time units; the processor utilisation is
∑3

i=1 ci/pi = 80%; and the idle time in the base

period is 16 time units.

Non-pre-emptive and pre-emptive scheduling will give different scheduling results, and will

have different effects on the performance of the overall real-time control system. They are

depicted in Figure 5.1, which is based on the assumption thatall tasks are released at the same

time. Statistics of the scheduling are tabulated in Table 5.1.

Without pre-emption, there exists “priority inversion” inthis example. This is clearly shown

in Figure 5.1: the highest-priority taskT1 cannot start in the second period until the completion

Table 5.1: Response time density for the RM scheduling algorithm of three periodic control
tasksT1(4, 10, 10), T2(4, 16, 16), andT3(4, 40, 40).

Time 4 6 8 10 14 18 26

Non-pre-emptive

T1 0.75 0.125 0.125

T2 0.2 0.4 0.2 0.2

T3 0.5 0.5

Pre-emptive

T1 1

T2 0.4 0.2 0.4

T3 0.5 0.5

Figure 5.1: RM scheduling of three control tasks (upper plot: non-pre-emptive; lower plot:
pre-emptive).
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of the lowest-priority taskT3; and similarly, the highest-priority taskT1 cannot start in the third

period until the lower-priority taskT2 completes.

Therefore, pre-emptive scheduling is preferred. It is seenfrom Figure 5.1 that tasksT3 and

T2 are pre-empted byT1 in the second and third period, respectively. Table 5.1 shows that

pre-emption improves the system performance significantly: significant reduction of control

jitter for T1 and reduction of control jitter forT2. However,T3 control latency is increased

significantly, which may not be acceptable in real-time control.

5.3 Introduction of Offsets to Lower-Priority Tasks

The first strategy for reducing control latency and jitter isto introduce offsets to lower-priority

control tasks. For comparison, consider again the three-task example in Table 5.1. The offsets

of 2 and 4 time units are introduced intoT2 andT3, respectively. The corresponding non-pre-

emptive and pre-emptive RM scheduling of the three control tasks are shown in Figure 5.2. The

response time density of the scheduling are tabulated in Table 5.2.

Figure 5.2: RM scheduling with offsets (upper: non-pre-emptive; lower: pre-emptive).

Now, compare Table 5.2 with Table 5.1. For non-pre-emption,T2 with an offset has reduc-

tion in control latency and jitter.T3 with an offset has more improvement in the upper bound of

control latency (from 14 down to 10 time units), and keeps no change in control jitter.

For pre-emptive RM scheduling, it is seen from Tables 5.2 and 5.1 that there is no change

in T1 andT2. As expected, the control latency ofT3 is reduced significantly. This is beneficial

to the performance improvement of the overall control system.
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Table 5.2: Response time density for three-task RM scheduling with offsets (Tasks are shown
in Table 5.1).

Response Time 4 6 8 10 14

Non-pre-emptive

T1 (offset 0) 0.75 0.125 0.125

T2 (offset 2) 0.2 0.6 0.2

T3 (offset 4) 0.5 0.5

Pre-emptive

T1 (offset 0) 1

T2 (offset 2) 0.4 0.2 0.4

T3 (offset 4) 0.5 0.5

5.4 Task Decomposition

Decomposition of a control task into smaller subtasks is feasible for control design and is also

effective for reduction of control jitter. In[Balbastreet al., 2004; Lluesmaet al., 2005], a task

scheduling model with three-subtask decomposition is presented and a scheme for priority

assignment is proposed. Using the same three-subtask decomposition, a different scheduling

scheme is proposed here. The key step is to determine the deadline for each of the decomposed

subtasks.

The detailed procedure of the scheduling scheme is described below.

Step 1. Decompose control taskTi(ci, di, pi) into three subtasksTi1(ci1, di1, pi), Ti2(ci2,

di2, pi), andTi3(ci3, di3, pi), whereci1 + ci2 + ci3 = ci and i ∈ {1, 2, · · · , n}.

The first subscript of parameters represents the task identifier, while the second

subscript denotes the decomposed subtask (we use 1, 2, and 3 to represent data

acquisition, control computation, and control output phases, respectively).

Step 2. Determine the deadline for each of the decomposed subtasks as follows:

di1 =
⌈

ci1

ci

di

⌉

, di2 =
⌈

ci1 + ci2

ci

di

⌉

, di3 = di (5.1)

Becauseci < di, it follows that

di1 > ci1, di2 > ci1 + ci2, di3 > ci1 + ci2 + ci3 (5.2)
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Step 3. Assign priority to the decomposed control subtask set usingthe DM algorithm.

The smaller the deadline, the higher the priority.

It is worth mentioning that the deadlines for control subtasksTi1 andTi2 are soft deadlines.

Therefore, missing these deadlines occasionally is still acceptable as long as the deadline for

control subtaskTi3 is not missed.

To illustrate the proposed scheduling scheme, we once againconsider the three control tasks

in Table 5.1. Shown in Table 5.3 are the decomposition of the control tasks, and deadlines and

priority levels for decomposed subtasks. The scheduling results are tabulated in Table 5.4 with

and without introduction of offsets intoTi1, Ti2, andTi3. These results are comparable with

those for the original control task set.

Table 5.3: Decomposition of control tasksT1(4, 10 10),T2(4, 16, 16), andT3(6, 40, 40).

Task T1: T11 T12 T13 T2: T21 T22 T23 T3: T31 T31 T33

c 1 2 1 1 2 1 1 4 1

d 3 8 10 4 12 16 7 33 40

p 10 10 10 16 16 16 40 40 40

Priority 9 6 5 8 4 3 7 2 1

Table 5.4: Response time density for pre-emptive DM scheduling with task decomposition.

Time 4 5 6 7 8 9 14 18 26

T1 0.17 0.58 0.25

T2 0.375 0.25 0.125 0.25

T3 0.33 0.67

T1 offset 0 0.75 0.08 0.17

T2 offset 2 0.375 0.25 0.375

T3 offset 4 0.33 0.67

It should be pointed out that with offset configuration, the subtaskT12 missed its soft

deadline by 1 time unit in the first and sixth periods. A careful analysis reveals that this does

not affect the successful completion of the subtaskT13 within its time frame, and at the worst

case the control signal of the control taskT1 is output 4 time units earlier than its deadline. This

implies that as a whole,T1 does not miss its deadline.
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5.5 Increasing Priority for Output

It is seen from last section that with control decompositionand pre-emptive DM scheduling,

there exist control jitters for all three tasks. Jitters aredifficult to compensate in control design

and are a potential source of system instability[Tian and Gao, 1998c; Tian and Gao, 1998b;

Tian and Gao, 1999a]. A scheduling method is proposed here to compress control jitters sig-

nificantly. It is based on control task decomposition and thescheduling scheme developed in

the last section. The basic idea is to increase the priority of control output subtasks and at the

same time introduce an appropriate offset to each of controloutput subtasks. The scheduling

procedure is discussed below.

Step 1. Apply the scheduling scheme developed in the last section todecompose the con-

trol task set, determine the deadlines for decomposed subtasks, and assign priority

to the subtasks using the DM method. A set of subtasks{Tij : i ∈ {1, 2, · · ·, n};

j ∈ {1, 2, 3}} is then obtained.

Step 2. Schedule the decomposed control subtask set using the DM algorithm, and obtain

the worst case response time,wrti3, for subtaskTi3, i ∈ {1, 2, · · · , n}.

Step 3. Introduce into subtaskTi3 an offsetOi3:

Oi3 = wrti3 − ci3, i ∈ {1, 2, · · · , n} (5.3)

Step 4. Consider the output subtasksT13, T23, · · · , Tn3. Without losing generality, suppose

that their priorities are in descending order fromT13 throughTn3. Increase the

priorities of these output subtasks such that they are stillin the same order and

any of these priorities is higher than those of all remainingsubtasks{Ti1, Ti2 : i ∈

{1, 2, · · · , n}}.

Step 5. Schedule the subtask set using priority based scheduling, and evaluate the schedul-

ing results.

Let us reconsider the example discussed in Table 5.3. The resulting specifications are shown

in Table 5.5, and the scheduling graph is depicted in Figure 5.3.
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Table 5.5: Increasing priority for output subtasks (c, p, andd are the same as those in Table
5.3).

Task T1: T11 T12 T13 T2: T21 T22 T23 T3: T31 T31 T33

Priority 9 6 25 8 4 23 7 2 21

Offset 5 8 20

Figure 5.3: Pre-emptive scheduling with increased priority for control output subtasks.

Figure 5.3 shows that control signals are output at fixed timeinstants for all three control

tasks. Control jitters are eliminated, implying that the control computation becomes predictable.

This is favourable to real-time systems.

It is also observed from Figure 5.3 thatT1, T2, andT3 have fixed latencies of 6, 9, and 21,

respectively. If these control latencies are not negligible, strategies can be developed in control

design to compensate for the latencies. Again, this indicates the requirement of integrated

design of control and its software implementation.

5.6 Applications to Multi-Robot Systems

The proposed technologies in this work have been applied to an industrial system: networked

control and operation of a multi-robot system for fully automated food processing. This is the

world-first production line of its kind in the world. The robot controller is the central controller

running multiple tasks to control all robots and the whole system through Ethernet, CAN bus,
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and other data networks. The system has been deployed to industry. Due to the confidentiality

agreement with the industrial partner, further descriptions of the system are omitted.

5.7 Summary of This Chapter

Control latency and jitter resulting from control computation and scheduling in control software,

and their impact on performance improvement have been analysed. This has been a largely ig-

nored area in the control community. It is emphasised in thischapter that there is a requirement

of integration of control strategy design and its software implementation on digital controllers.

Three strategies have been proposed for reduction of control latency and jitter. Introduction

of offsets is a simple yet effective strategy. Decomposition of control tasks makes the control

task scheduling flexible with improved performance. Increasing priorities of control output can

eliminate control jitters and thus make the control computation predictable. The effectiveness

of the proposed methods has been demonstrated through examples.

5.8 Nomenclature of This Chapter

Abbreviations

DM Deadline-Monotonic

EDF Earliest Deadline First

FP Fixed Priority

LCT Least-Compute-Time

RM Rate-Monotonic

Symbols

c Worst case computation time

d Deadline

n Total number of tasks

O Offset

p period
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T Task

U CPU utilization

wrt Worst response time

Subscripts

i The first or sole subscript toc, d, O, p, T , wrt to indicate theith task

j The second subscript to some variables (c, d, O, T , wrt) to indicate thejth

subtask decomposed from a task
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Chapter 6

Hierarchical Feedback Scheduling of Real-Time

Control Tasks

A real-time control system with multiple control tasks is expected to maintain good Quality

of Control (QoC) as well as to meet the requirement of multi-tasking schedulability. One way

that we have investigated in the last chapter to achieve thisobjective is to characterise the QoC

indirectly using the control latency and jitter, and then todevelop strategies to minimise the

latency and jitter or to make them more predictable. Then, the resulting latency and jitter are

compensated through integrated design of control and scheduling. An alternative way that will

be explored in this chapter is to link the scheduling directly to the QoC of the control system,

and then to develop dynamic and feedback scheduling policies to improve the system QoC

subject to the resource constraints. This leads to tight coupling of control and scheduling, and

again requiresintegrated design of control and schedulingfor improved system QoC. Like

the last chapter, this chapter also relates toimplementation of control on controllers.

Compared with feedback scheduling for general real-time systems, feedback scheduling for

control systems has different requirements because the primary objective of a control system is

to maintain satisfactory QoC. The sampling periods are usually used as a parameter for feedback

scheduling in control systems. When workload is high enough,low-priority tasks will have only

a small chance to execute under fixed priority (FP) scheduling and on-line QoC monitoring for

these tasks becomes difficult. The Earliest-Deadline-First (EDF) scheduling gives every task a

chance to execute, but does not optimise the QoC directly. This chapter proposes a hierarchical

and QoC driven feedback scheduling architecture for real-time control tasks. At the bottom
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level, a task model is developed to decompose each control tasks into two smaller subtasks.

At the intermediate level, the period of each task is adjusted locally according to the evaluated

QoC. At the top level, through event-triggering from the QoC driven scheduling the control

periods are re-scaled according to the requested workload.Both the FP and EDF policies will

be considered in the proposed feedback scheduling.

6.1 Hierarchical Feedback Scheduling Architecture

Figure 6.1: Block diagram of the hierarchical feedback scheduling structure.

The proposed hierarchical feedback scheduling architecture is shown in Figure 6.1. It

consists of three levels: a task decomposition model at the bottom, QoC driven scheduling

of control periods at the intermediate level, and a utilisation based scaling of periods at the top

level. Both FP and EDF scheduling policies will be investigated.

The task decomposition model at the bottom level of the hierarchical feedback scheduling

architecture decomposes each of the real-time control tasks into two smaller subtasks: data

acquisition and QoC evaluation subtask, and control computation and output subtask. With

appropriately assigned priority levels, all data acquisition and QoC evaluation subtasks will be

run even when the system is overloaded. This ensures a close monitoring of the system QoC

performance all the time. The evaluated QoC and the system workload are made accessible to

the higher levels of the architecture for control period scheduling and re-scaling.

The intermediate level of the hierarchical feedback scheduling architecture is a QoC driven
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scheduler of control periods. The control period of each control loop is allowed to be adjustable

within its lower and upper bounds. The basic idea to adjust the control period of a control loop

is to maintain the QoC performance of the control task withina certain level. When the QoC

changes steeply, more frequent control actions will be performed; while slow changes in the

QoC imply that the control period can be made bigger.

When the system is overloaded, the top-level scheduling of control periods is triggered. It

simply scales up the control periods within their respective upper bounds based on the workload

set-point. Unlike existing scheduling schemes, e.g.,[Cervinet al., 2002; Buttazzoet al., 2007;

Jinet al., 2007; Xiaet al., 2005; Xiaet al., 2009b; Xia and Sun, 2005], the utilisation based pe-

riod re-scaling scheme proposed in this work does not scale down the control periods when the

system is under-loaded. This is because scaling down the control periods in this case does not

help improve the QoC but wastes more system resources.

Because the data acquisition and QoC evaluation subtasks always run even in overload

conditions, a hierarchical scheduling model, e.g.,[Zhang and Burns, 2007], may also be ap-

propriate and easy to use. However, our approach proposed here processes the information

of each loop locally, and does not bring it up to higher levels. Consequently, the local QoC

based scheduling can be effectively integrated with the data acquisition component. The top

level scheduler is not always active; it is triggered only when it is necessary. Therefore, the

three-level architecture is effective for saving energy and other computing resources. This is

important for embedded systems with insufficient resources.

Various scheduling policies, e.g., FP, Rate-Monotonic (RM),Deadline-Monotonic (DM),

and EDF, can be implemented as plug-ins in the proposed feedback scheduling architecture.

This work will consider both the FP and EDF policies. The EDF is chosen because it is

widely accepted as one of the major scheduling paradigms in dynamic environments. Our

FP scheduling is derived from the RM scheduling, another major scheduling paradigm. The FP

scheduling is widely supported in various platforms and even at application programming level.

6.2 Bottom Level: Task Model

A periodic control task is denoted byT (c, d, p), wherec, d, p are the worst-case execution time,

deadline, and period, respectively. A single control taskT (c, d, p) is schedulable as long as
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c < d ≤ p, which can be interpreted as processor utilisationU = c/p ≤ 1.

Now, consider a system withn periodic control tasks running on a uni-processor. Theith

control task is denoted byTi(ci, di, pi), i ∈ {1, 2, · · · , n}. The total CPU utilisation of then

tasks is calculated asU =
∑n

i=1 ci/pi. It is known from scheduling theory that a necessary

condition for schedulability of those tasks running on a uni-processor system isU ≤ 1.

Because the environment of a system changes over time, then periodic control tasks may

overload the digital controller. When this happens, the overall QoC performance of the system

deteriorates, and some of the control loops may even become unstable[Buttazzoet al., 2007].

As demonstrated in[Cervinet al., 2002], the key problem here is that some control tasks with

lower priority will be blocked or significantly delayed in overload conditions when the FP

scheduling is employed, making it impossible to evaluate the QoC of these loops and conse-

quently to scale up the control periods promptly. Using similar ideas of[Balbastreet al., 2004]

and[Tianet al., 2006b], a two-subtask decomposition model is developed in this work to re-

solve this problem at the bottom level of our hierarchical feedback scheduling framework.

With interrupt driven communications, decomposition of a control task into smaller subtasks

is feasible for control design and also effective for reducing control jitter[Balbastreet al., 2004;

Lluesmaet al., 2005; Tianet al., 2006b]. This work rectifies our approach[Tianet al., 2006b]

to develop a two-subtask model. While[Balbastreet al., 2004; Tianet al., 2006b] focus on

reducing control latency and jitter, this work aims to evaluate the QoC of all control loops even

in overload conditions, and then to use the QoC for scheduling of the control periods.

6.2.1 Task Decomposition

As in [Balbastreet al., 2004; Tianet al., 2006b], the first step of the new task decomposition

approach is to decompose control taskTi(ci, di, pi) into two subtasksTi1(ci1, di1, pi) andTi2(ci2,

di2, pi), whereci1 + ci2 = ci andi ∈ {1, 2, · · · , n}. It follows that

Ti = Ti1 ∪ Ti2,∀i ∈ {1, 2, · · · , n} (6.1)

Two subscripts are used here to represent the attributes of the decomposed control subtasks:

the first one is task identifier, and the second one indicates the decomposed subtask. For
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simplicity, we use 1 to represent data acquisition and QoC evaluation phase, and 2 to denote

control computation and control output phase, respectively. For example,T31 means the data

acquisition and QoC evaluation phase of task 3.

For n control tasks, such a task decomposition gives2n subtasks with data acquisition and

QoC evaluation subtask setT I and control computation and output subtask setT II ,

T I = ∪n
i=1Ti1, T

II = ∪n
i=1Ti2 (6.2)

The decomposition of the control tasks is graphically demonstrated in Figure 6.2. Priority levels

of all subtasks are assigned in Figure 6.2 for FP scheduling.For each of the subtask setsT I and

T II , the priority levels are determined from the RM policy.

Figure 6.2: Task model for decomposition ofn control tasks. The assignment of priority levels
is valid only for FP scheduling.

6.2.2 Deadlines for Decomposed Subtasks

Similar to what we have done in[Tianet al., 2006b], the second step of the new task decompo-

sition approach is to determine the deadline for each of the decomposed subtasks as follows:

di1 =
⌈

ci1

ci

di

⌉

, di2 = di, i ∈ {1, 2, · · · , n} (6.3)

It follows from the relationshipci < di that

di1 > ci1, di2 = di > ci1 + ci2, i ∈ {1, 2, · · · , n} (6.4)
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It is worth mentioning that the deadlinesdi1 for subtasksTi1, i = 1, 2, · · · , n are soft

deadlines. There is no hard requirement that these deadlines must not be missed.

6.2.3 Assignment of Priority Levels for FP Scheduling

The final step of the new task decomposition approach is to assign appropriate priority levels to

the decomposed subtasks if FP scheduling is to be used.

For a system withn control tasks, in order to run each of the subtasks{T11, T21, · · · , Tn1} in

every control period, the subtasks in the subtask setT I are assigned priority levels higher than

those of the subtasks in the subtask setT II .

Without loss of generality, assume that then tasks{T1, T2, · · · , Tn} have been arranged in

the descending order of their priority levels. As shown in Figure 6.2, after decomposition of

the control tasks, the subtasks in the subtask setT II keep unchanged the original priority levels

and order, while all subtasks in the subtask setT I are assigned higher priority levels without

changing the order of the priority. Therefore, for theith task, we have the priority levels for the

decomposed subtasksTi2 andTi1 as follows

Priority level: n − i + 1 for Ti2 ∀i ∈ {1, 2, · · · , n}

Priority level: 2n − i + 1 for Ti1 ∀i ∈ {1, 2, · · · , n}
(6.5)

The workload of then tasks{T1, T2, · · · , Tn} running on a uni-processor is calculated as

U =
n
∑

i=1

ci/pi = U I + U II , U I =
n
∑

i=1

ci1/pi, U II =
n
∑

i=1

ci2/pi (6.6)

whereU I and U II are workload of the subtask setsT I and T II , respectively. While the

workloadU of all n tasks might be too heavy to make these tasks schedulable, it is almost

certain that the workloadU I for the subtask setT I is far below the full potential of the processor

capacity, i.e.,U I << 1. This implies that even in FP scheduling, due to their higherpriorities,

the subtasks in the subtask setT I will always have a chance to run in overload conditions.

Therefore, the QoC can be evaluated for each of the control loops in every control period,

leading to the possibility to re-scale the periods of the control tasks quickly under overload

conditions. This will be discussed later in Section 6.4.
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6.3 Intermediate Level: QoC Driven Scheduling of Control Periods

QoC can be characterised by some sort of performance indices[Buttazzoet al., 2007], e.g. IAE,

ITAE, quadratic cost function. While it is possible to evaluate a QoC index that requires high-

cost computing, simplified QoC computation, e.g., linear approximation, has been shown to be

effective for implementation of real-time control[Ekeret al., 2000; Cervinet al., 2002]. In this

work, the control error̃y, which is the difference between the set-pointysp and actual outputy

of the controlled plant, and its one-step differenceδỹ are used to characterise the QoC.

In the work[Cervinet al., 2002], the control periods of control tasks are adjusted to maintain

the desired system workload. The QoC is considered indirectly, and thus is not guaranteed. The

task decomposition model developed previously in Section 6.2 makes it possible to closely

monitor the QoC for all control loops. When the QoC changes, the control periods are adjusted

to maintain the QoC at its desired level.

For a specific control taskTi, i ∈ {1, 2, · · · , n}, there are three scenarios for QoC:

1) If the QoC does not change or changes in a small region, there is no need to adjust the

control period. Consequently, the workload of this control task will remain the same if

other parameters, e.g.,ci, do not change.

2) If the QoC deteriorates, more frequent control actions will help avoid the QoC deteriora-

tions. This requires reducing the control period. And

3) If the QoC is improving, less frequent control can be made to save system resources.

To help better understand the QoC driven scheduling of control periods, Figure 6.3 shows

normalised outputy of a plant and correspondingδỹ under fixed sampling period of 0.25 time

units. It is seen that the QoC changes significantly from one sampling period to another,

especially in the first few sampling periods because of the steep change iñy. In contrast, when

the sampling period is allowed to be adjustable, better QoC can be maintained in each sampling

period. As shown in Figure 6.4, adjusting sampling period capped with 0.5 time units will give

the QoC within the pre-determined upper bound 0.08 in each period.

Under the pre-determined QoC upper bound∆H , the adjustment of the period can be

expressed aspi :=
∆H

|δỹ|
pi. Considering the upper boundpmax

i and lower boundpmin
i of the
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Figure 6.3: Plots of outputy (upper plot) and one-step difference in control errorδỹ (lower
plot) under fixed sampling period of 0.25 time units.

Figure 6.4: Variable sampling period withpmax = 0.5 (upper plot) and correspondingδỹ (lower
plot) with ∆ = 0.08.

period, the following strategy is proposed for∀i ∈ {1, 2, · · · , n} for control period scheduling

pi :=



































pmax
i , if |δỹ| <

pi

pmax
i

∆H or pi = pmax
i

pmin
i , if |δỹ| >

pi

pmin
i

∆H or pi = pmin
i

∆

|δỹ|
pi, else

(6.7)

In implementation, the above control period scheduling strategy can be further improved for

smooth operation. One improvement is to smooth out possiblebig fluctuations in control period
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through some sort of filter. For example, Equation (6.7) can be modified to

pi :=



































pmax
i , if |δỹ| <

pi

pmax
i

∆H or pi = pmax
i

pmin
i , if |δỹ| >

pi

pmin
i

∆H or pi = pmin
i

ǫpi + (1 − ǫ)
∆H

|δỹ|
pi, 0 ≤ ǫ ≤ 1, else

(6.8)

whereǫ is a forgetting factor. Another improvement is to use a dead zone aroundδỹ = ∆L <

∆H , in which the scheduler does nothing, to avoid possible oscillations in a small range.

The algorithm for adjusting control period at intermediatelevel is shown in Figure 6.5.

Algorithm: Adjusting Control Period

Globalci, pi; //Execution time, control period

For theith subtaskTi1:

If |δỹ| > ∆L

Then if |δỹ| < pi

pmax
i

∆H or pi == pmax
i

Then setpi := pmax
i ;

Elseif |δỹ| > pi

pmin
i

∆H or pi == pmin
i

Then setpi := pmin
i

Else

Setpi := ǫpi + (1 − ǫ)∆H

|δỹ|
pi, 0 ≤ ǫ ≤ 1

End If

End If

Figure 6.5: Intermediate level algorithm for adjusting control period.

Remark 1 At the steady state of a controlled process, the control error tends to be zero and thus

the control period of the control loop approaches it maximumvaluepmax. When the controlled

output deviates from its set-point significantly, the control error becomes large and consequently

the control period of the control loop tends to its minimum valuepmin.

6.4 Top Level: Event-Triggered Re-Scaling of Control Periods

At the top level of our hierarchical feedback scheduling architecture as shown in Figure 6.1 is

an event-triggered scheduler for re-scaling of control periods. In many existing feedback sched-

ulers, e.g., those in[Cervinet al., 2002; Xiaet al., 2005; Xiaet al., 2009b; Xia and Sun, 2005],
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a separate task at a high priority level must be activated. The feedback scheduler proposed here

is different from these feedback schedulers in two aspects:(1) It is event-triggered; and (2) It is

triggered only if the workload is higher than the desired value.

6.4.1 Event-Triggering

An advantage of using event-triggering, instead of a separate periodic task at a high priority

level, is to effectively reduce the overhead of the scheduler and context switching. A periodic

task will run automatically in every period, resulting in context switching every time when

the task is activated. It is the only way in existing feedbackschedulers to evaluate the QoC

for all control loops, but does not function well under overload conditions if FP scheduling

is used because some lower-priority tasks may be blocked or significantly delayed. The task

decomposition model proposed in Section 6.2 makes it possible to evaluate the QoC for all

control loops even when the system is overloaded. This alleviates the requirement of a periodic

task at a high priority level, facilitating an event-triggering task to adjust the control periods.

Another advantage of event-triggering is its ability to respond to changes in system workload

quickly. In the feedback schedulers that use a periodic taskat a high level to adjust control

periods, a compromise has to be made between the context switching overhead and the prompt-

ness to respond to workload changes. However, with event triggering, such a compromise is

eliminated completely, implying more efficient feedback scheduling.

The algorithm, Event-Triggering, is shown in Figure 6.6 forthe ith subtaskTi1, i ∈ {1, 2,

· · · , n}, which is the data acquisition and QoC evaluation subtask decomposed from theith

control taskTi. This algorithm executes for each of the subtasks in the subtask setT I =

{T11, T21, · · · , Tn1}. It evaluates QoC, and adjusts the control period locally if necessary. Then,

it updates the workloadU of the overall system and also the workloadUi for the specific task

U := U − Ui + ci/pi, ci = ci1 + ci2, i ∈ {1, 2, · · · , n} (6.9)

Ui := ci/pi, ci = ci1 + ci2, i ∈ {1, 2, · · · , n} (6.10)

Finally, it checks if the system workload is heavier than itsset-point, and if yes triggers the

top-level scheduler to scale up the control periods for all control loops.
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Algorithm: Event-Triggering

GlobalU , Usp; //system workload and its set-point

Globalci, pi; //Execution time, control period

GlobalNrq; //Number of requests for scaling down control periods

For theith subtaskTi1:

StaticUi = 0; //workload for taskTi

Data acquisition;

Evaluate QoC;

Adjust control periodpi if necessary; //Algorithm: Adjusting Control Period

Update system workloadU := U − Ui + ci/pi;

Update theith task workloadUi := ci/pi;

If U > Usp //event happens

Nrq := Nrq + 1;

If Nrq > Nmax
rq //Nmax

rq : predetermined upper bound ofNrq

ResetNrq := 0;

Trigger the top-level scheduler //Algorithm: ScalingUp Control Periods

End If

End If;

Figure 6.6: Algorithm for Event-Triggering.

It is worth mentioning again that when the system workload islighter than its set-point, as

long as the QoC meets the system requirement, it does not really make sense to scale down

the control periods for the overall system. We even need to scale up the period to save more

computing resources if a control loop reaches its steady state.

6.4.2 Scaling Up Control Periods under Overload Conditions

The top-level scheduler is triggered when the system workload is heavier than its set-point.

Once triggered, the scheduler will check all controln control tasks, and will scale up the control

periods or those tasks whose control periods are less than their respect maximum allowable

values. The strategy to scale up the control periods is designed as

pi :=
U

Usp

pi (6.11)
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In this way, the workload of the system will be scaled down to its set-pointUsp. Similar idea

has been adopted in[Cervinet al., 2002], while the difference is that the scaling is used only

for overload conditions in our scheme developed in this work.

The algorithm, ScalingUp Control Periods, is shown in Figure6.7 for overload conditions.

Algorithm: ScalingUp Control Periods

GlobalU , Usp; //system workload and its set-point

Loop: For tasks fromi = 1 to n do

If pi < maximum control period

Scale up control periodpi := U
Usp

pi;

If pi > maximum control period

Setpi := the maximum control period;

End If;

End If;

End Loop;

Figure 6.7: Top level algorithm for Scaling Up Control Periods.

6.5 Summary of This Chapter

Linking multi-tasking scheduling directly to QoC, a hierarchical feedback scheduling frame-

work has been proposed for integrated design of control and scheduling of real-time control

systems. The task decomposition model at the bottom level ensures that the QoC is closely

monitored and evaluated all the time even under overload conditions. The intermediate level of

the framework is a QoC driven scheduling of control periods.At the top level, utilisation based

re-scaling of control periods is triggered only when the system is overloaded. The proposed

scheduling framework will be verified in the next chapter (Chapter 7) through case studies.

6.6 Nomenclature of This Chapter

The same nomenclature is used in this chapter (Chapter 6) and the next chapter (Chapter 7). It

is listed at the end of the next chapter (Section 7.10 of Chapter 7).



Chapter 7

Verification of Hierarchical Feedback Scheduling

Comprehensive case studies are carried out in this work to verify the hierarchical feedback

scheduling framework developed in the last chapter (Chapter6). The scheduling framework is

applied to a control system with six control loops each of which is for a first-order plus time

delay process. The performance of the control system is evaluated quantitatively under the

hierarchical feedback scheduling, and compared with that under other typical scenarios. The

results show that the proposed hierarchical scheduling is easy to implement and is effective to

maintain the overall Quality of Control (QoC) performance of real-time control systems.

7.1 Process Dynamics and Controller Design

Consider the closed-loop control of the following first-order plus time delay process, which are

common in process industry

Gp(s) =
Kp

Tps + 1
e−τps (7.1)

whereKp, Tp, andτp are process gain, time constant, and time delay, respectively, with appro-

priate units. We consider six such processes with their respective settings shown in the first

three columns of Table 7.1. A process model with these settings can represent the injection

velocity process in a thermoplastic injection moulding machine[Tian and Gao, 1999b].

For each of the six processes, a Proportional-Integral (PI)controllerGc is employed with

the transfer function

Gc(s) = Kc

(

1 +
1

Tcs

)

(7.2)
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Table 7.1: Settings of six control loops withKp = 1 and task execution time of 300µs, which
is lumped intoTp. Priority levels are valid only for FP scheduling.

Plant Tp τp Priority Period Utilisation Nominal PI Controller

Gi(s) (ms) (ms) pi (ms) Ui(%) pi (ms) Ui (%) Kc Tc (ms)

G1(s) 8 5 1 0.8∼ 2.0 38∼ 15 1.4 21.43 1.07 8.63

G2(s) 10 5 2 1.0∼ 2.5 30∼ 12 1.7 17.65 1.34 10.55

G3(s) 10 6 3 1.0∼ 2.5 30∼ 12 1.7 17.65 1.14 10.74

G4(s) 12 6 4 1.2∼ 3.0 25∼ 10 2.0 15.00 1.36 12.66

G5(s) 12 7 5 1.2∼ 3.0 25∼ 10 2.0 15.00 1.18 12.85

G6(s) 15 7 6 1.5∼ 3.8 20∼ 8 2.5 12.00 1.48 15.74

Kp = 1 for all plants
∑

i(Ui) 168 – 67
∑

i(Ui) 98.73

whereKc andTc are controller gain and integral time, respectively. Thereare many methods for

PI controller tuning. In this work, the PI controller is tuned using the ITAE tuning for set-point.

The standard ITAE PI settings for set-point are

Kc = 0.586K−1
p Tpτ

−0.916
p , Tc = Tp

(

1.030 − 0.165
τp

Tp

)−1

(7.3)

The resulting controller settings for the six control loopsare depicted in the last two columns

of Table 7.1. Since the process dynamics and controller design are not the main interest of this

work, we will focus on scheduling of multiple control tasks on a uni-processor below.

7.2 Settings for Control Tasks

The control frequency, i.e., the inverse of the control period, for each control loop is chosen in

the range of 4 to 10 times the characteristic frequency, which corresponds to -3dB magnitude

decrease in the Bode diagram. Specifically, for a first-order process with time constant ofTp,

the control period is chosen to beTp/10 ∼ Tp/4. The resulting ranges of the control periods for

all six control loops are listed in Table 7.1.

Without loss of generality, assume that all six control tasks have the same execution time of

300µs, which is lumped into the process time delayτp. The corresponding processor utilisations

for the tasks are shown in Table 7.1. The total utilisation ranges from 67% for the maximum

control periods to 168% for the minimum control periods. This implies that the processor will
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be overloaded when the smallest control periods are employed. In order not to overload the

processor, nominal control periods are determined which give the total utilisation of just under

100%, as depicted in Table 7.1. They are still smaller than the maximum control periods, and

thus are expected to deliver satisfactory control performance.

The priority levels of the control tasks are determined according to the Rate-Monotonic

(RM) rules, i.e., the shorter the period, the higher the priority. If two tasks have the same

period, assign the priority in an arbitrary order. As shown in Table 7.1, the priority levels of the

control loops ofG1(s) to G6(s) are assigned to be 1 to 6, respectively. They are valid only for

fixed priority scheduling.

7.3 Scenarios to Be Tested

To evaluate the control performance, consider set-point tacking for all six loops. Set-point

changes are designed to test various scenarios, as shown in Table 7.2. The TrueTime package

[Ohlin et al., 2007] is used to carry out the simulation studies. Both the fixed priority (FP)

scheduling and Earliest-Deadline-First (EDF) schedulingwill be tested.

Table 7.2: Step changes in set-point for all six control loops.

Control Loop 0ms 100ms 200ms 300ms 400ms 500ms

G1(s) +1 −1 +1 −1 +1 −1

G2(s) +1 −1 +1 −1 +1

G3(s) +1 −1 +1 −1

G4(s) +1 −1 +1

G5(s) +1 −1

G6(s) +1

Because the QoC of a control loop largely depends on the period[Buttazzoet al., 2007;

Cervinet al., 2002], the QoC computed using the changing control period in the range [pmin,

pmax] would become incomparable for various scheduling schemes.We choose to use the same

and fixed time step of 1ms to compute the integral type of control performance, e.g., ITAE, for

all scheduling schemes. This implies that interpolation will be carried out for computation of

the integral control performance.
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7.4 Performance Evaluation under the Minimum Control Periods

When the minimum periods are used as defined in Table 7.1, the processor is overloaded with

the requested utilisation of 168%.

7.4.1 The FP Scheduling

In overload conditions, the first three control loops which give the actual processor workload of

98% will execute as expected, while the other three loops will have no chance to run. Therefore,

the overall performance of the system is not acceptable at all.

The FP scheduling of all six tasks are depicted in Figures 7.1and 7.2. As shown in

Figure 7.1, Task 1 with the highest priority runs well; Tasks2 and 3 runs smoothly, which are

preempted by tasks with higher priorities. Figure 7.2 showsthat Tasks 1 to 3 give satisfactory

performance.

Figures 7.1 and 7.2 also indicate that Task 4 does not function, and Tasks 5 and 6 never run;

these three tasks do not track the set-point changes at all.

The ITAE indices of the controlled outputs of the six controlloops are computed for FP

scheduling, and are summarised in Table 7.3 under the MinPeriod method with FP.

Figure 7.1: FP scheduling under the minimum control periods.
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Figure 7.2: Control under the minimum control periods and FP scheduling.

Table 7.3: ITAE indices under fixed periods and FP (The results are computed using a fixed
time step of 1ms).

Loop 0-100ms 100-200ms 200-300ms 300-400ms 400-500ms 500-600ms

MinPeriod with FP: overloaded (requested workload 168%)

G1 91.17 100.53 91.424 100.69 91.624 91.274

G2 110.58 109.90 120.48 111.73 121.68 –

G3 193.65 196.24 194.91 195.84 – –

Loops of G4, G5, and G6 are not functional.

MaxPeriod with FP: workload 67%

G1 127.79 154.32 153.68 156.21 154.16 152.21

G2 156.90 156.42 156.82 155.21 154.86 –

G3 210.77 212.21 211.73 211.71 – –

G4 258.17 300.09 241.00 – – –

G5 305.00 362.16 – – – –

G6 392.18 – – – – –

Nominal with FP: fully loaded (workload 99%)

G1 107.14 117.07 109.47 119.57 112.26 121.51

G2 130.57 129.64 130.19 145.06 141.87 –

G3 176.66 181.62 179.00 187.94 – –

G4 213.76 251.40 246.44 – – –

G5 320.78 281.44 – – – –

G6 824.13 – – – – –
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7.4.2 The EDF Scheduling

Under the EFD scheduling, all control tasks have chance to execute even in overload conditions

of 168% requested workload. This is clearly shown in the scheduling plot of Figure 7.3. The

output signals of the controlled processes under EDF scheduling are shown in Figure 7.4, and

the ITAE indices of the controlled outputs are tabulated in Table 7.4 under the MinPeriod

method with EDF scheduling. It is seen from Tables 7.4 and 7.3that the EDF outperforms

the FP in this specific scenario if the platform of the target system supports the EDF.
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Figure 7.4: Control under the minimum control periods with EDF scheduling.
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Table 7.4: ITAE indices under fixed periods and EDF (The results are computed using a fixed
time step of 1ms).

Loop 0-100ms 100-200ms 200-300ms 300-400ms 400-500ms 500-600ms

MinPeriod with EDF: overloaded (requested workload 168%)

G1 175.47 176.25 184.95 175.27 174.00 168.38

G2 179.24 180.96 187.25 175.39 170.94 -

G3 244.33 243.55 224.21 238.47 - -

G4 232.40 239.43 214.34 – – –

G5 298.06 263.50 – – – –

G6 308.54 – – – – –

7.5 FP Scheduling under the Maximum Periods

If the maximum control periods are implemented, the requested processor utilisation is 67%. All

control tasks can execute as expected under FP scheduling. Figure 7.5 shows the corresponding

multi-tasking scheduling. The output signals of the controlled processes in response to the step

changes in set-points (Table 7.2) is depicted in Figure 7.6.The corresponding ITAE indices of

the control loops are summarised in Table 7.3 under the MaxPeriod method with FP.

Figure 7.5: FP scheduling under the maximum control periods.
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Figure 7.6: Control under the maximum control periods and FP scheduling.

7.6 FP Scheduling under Nominal Control Periods

With the settings under nominal control periods (Table 7.1), the requested processor utilisation

is about 98.73%. Therefore, all six control tasks will have achance to execute under FP

scheduling. However, becuase the system is almost fully loaded, good performance cannot

be expected for the control task with the lowest priority, e.g., control loopG6(s) in our case

studies, because the task is often pre-empted by control tasks with higher priorities. This has

been shown in Figure 7.7 for multi-tasking scheduling, and in Figure 7.8 for output signals of

the controlled processes in response to the step changes in set-points (Table 7.2). As tabulated

in Table 7.3, the quantitative ITAE indices indicate that compared with the MaxPeriod method

with FP, the NominalPeriod method with the same scheduling policy improves the performance

for all control loops except the control loopG6(s). Because the performance of the control

loop G6(s) degrades significantly and the requested processor utilisation is close to 100%, the

NominalPeriods method is not an idea method under FP scheduling.

7.7 Task Decomposition with Fixed Control Periods

To employ the hierarchical feedback scheduling proposed inthis work, we first develop a new

task model in which each of the original six control tasks is decomposed into two subtasks:

data acquisition and QoC evaluation, and control computation and output. Without loss of the

generality, the settings of the decomposed tasks and their priorities are shown in Table 7.5.
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Figure 7.7: FP scheduling under nominal control periods.

Figure 7.8: Control under nominal control periods and FP scheduling.

We have tested the new task model, in which the original six tasks are decomposed into

twelve subtasks, under fixed task periods and FP. As shown in Figures 7.9 and 7.10, all subtasks

T11 through T61 are executed regularly to acquire data and monitor the QoC inreal-time for any

settings of fixed task periods, from the minimum ones to the maximum ones.

For the minimum task periods, the subtasks T21 and T31, which are respectively numbered

as 7 and 8 in Figure 7.9, have chance to run to control processesG1(s) andG2(s), respectively.

However, all other subtasks T41 and T61, which are respectively numbered as 9 and 12 in Figure

7.9 will never run under FP, implying these loops are not functional under FP scheduling.
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Table 7.5: Task model in the case studies. Top level scheduler task T0. Sampling and control
task set Ti = Ti1

⋃

Ti2, i = 1, 2, · · · , 6. Control periods are the same as those in Table 7.1.
Priority levels are valid only for FP scheduling.

Settings G1(s) G2(s) G3(s) G4(s) G5(s) G6(s)

T11, T12 T21, T22 T31, T32 T41, T42 T51, T52 T61, T62

Priority 2, 8 3, 9 4, 10 5, 11 6, 12 7, 13

Period (ms) 0.8 - 2.0 1.0 - 2.5 1.0 - 2.5 1.2 - 3.0 1.2 - 3.0 1.5 - 3.8

Top level scheduler task T0 with the highest priority of 1.

Execution times c0 = 10µs; ci1 = 50µs and ci2 = 250µs, i = 1, 2, · · · , 6.

Deadlinesd0 = 1ms;di1 anddi2, i = 1, 2, · · · , 6, are calculated using Eqn. (6.3).

Other Settings:∆H = 0.05; ∆L = 0.01, ǫ = 0.9, Usp = 0.92, Nrqsp = 5.

Figure 7.9: Task decomposition with the minimum control periods and FP.

Figure 7.10: Task decomposition with the maximum control periods and FP.
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For the maximum task periods, all subtasks T21 through T61, which are respectively num-

bered as 7 through 12 in Figure 7.10, can be periodically executed under FP as expected

although the QoC performance can be improved significantly.

7.8 Task Decomposition with Variable Control Periods

With the task decomposition model, we are able to employ the hierarchical feedback scheduling

method proposed in this to improve the scheduling and QoC performance of the control system.

Some settings of the scheduling are tabulated in Table 7.5.

7.8.1 The FP Scheduling Based on Task Decomposition

We start to execute all tasks under FP using the maximum periods shown in Tables 7.1 and 7.5.

The initial processor utilisation is 67%. With the on-line evaluation of the QoC of the controlled

processes, the periods of all tasks are adjusted on-line anddynamically. Figure 7.13 depictes

the adjustment of the task periods, wherepi represents the period of the subtasksTi1 andTi2,

i = 1, 2, · · · , 6. Figure 7.12 shows the plot of the requested processor utilisation. Adjustment of

the periods can also be observed from this plot they directlylink with the requested utilisation.

To clearly show that all tasks have been made schedulable under the variable-period FP

scheduling, Figure 7.13 depicts the plot of the FP scheduling over the time. Process responses

to step changes in set-points under variable-period FP scheduling of the decomposed tasks are

shown in Figure 7.14. The ITAE indices of the controlled processes under variable-period FP

scheduling of the decomposed tasks are tabulated in Table 7.6.

We have the following discussions:

1) When step changes in set-points of all six processes are introduced at 0ms, big control

errors appear to all processes (Figure 7.14). The intermediate level scheduler reduces the peri-

ods to improve the QoC (Figure 7.11); and the requested utilisation increases till the processor

is almost fully loaded (Figure 7.12). When the requested utilisation is over the desired value

(Usp = 92% in this example) and the number of requests for scaling up theperiods reaches the

pre-determined value (Nrq = 5 in this example), the top level scheduler is activated to increase

the periods (Figure 7.13). When all processes are approaching their steady states, the control
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Figure 7.11: Dynamical adjustment of task periods under FP.

Figure 7.12: Dynamical adjustment of processor utilisation under FP.

Figure 7.13: Variable-period FP scheduling of the decomposed tasks.
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Figure 7.14: Process responses to step changes in set-points under variable-period FP
scheduling of the decomposed tasks.

Table 7.6: ITAE indices under variable periods and flexible workload (The results are computed
using a fixed time step of 1ms. The average workload is 77%).

Loop 0-100ms 100-200ms 200-300ms 300-400ms 400-500ms 500-600ms

ThisWork with FP

G1 105.72 106.90 104.13 103.35 106.86 101.53

G2 133.77 153.61 124.13 154.48 128.81 –

G3 168.45 169.62 177.28 155.82 – –

G4 214.81 235.28 250.39 – – –

G5 310.61 313.50 – – – –

G6 375.79 – – – – –

ThisWork with EDF

G1 99.30 122.82 110.43 103.18 101.87 104.87

G2 123.66 122.38 117.80 130.33 122.83 –

G3 166.98 183.25 177.02 192.79 – –

G4 206.43 236.52 224.12 – – –

G5 274.77 248.61 – – – –

G6 316.93 – – – – –

errors become smaller and smaller. The QoC can be well maintained with bigger periods, and

thus the intermediate level scheduler gradually increasesthe periods to their maximum values

corresponding to the requested utilisation of about 67% (Figure 7.12).

2) At 100ms, step changes are introduced into the set-pointsof the first five processes,

resulting in big control errors for these processes (Figure7.14). The control periods will be



116 CHAPTER 7. VERIFICATION OF HIERARCHICAL FEEDBACK SCHEDULING

dynamically adjusted for these processes for QoC improvement. BecauseG6(s) is at its steady

state and can be well controlled using the maximum period, more processor resources can be

used for controlling the first five processes (Figure 7.11).

3) Similarly, as shown in Figures 7.11 to 7.14, when step changes are introduced to the

set-points of some of the six processes at 200ms, 300ms, and 400ms, the proposed scheduling

strategies under FP can well adjust the control periods of the corresponding control tasks.

4) It is also seen from Figures 7.12 and 7.13 that the top levelscheduler will not be activated

when the requested utilisation is below its set-pointUsp. It is likely to be activated when it

is required to improve the QoC, e.g., when there are changes inset-point for one or more

processes. Our results show that from 0ms to 100ms, the top level scheduler is only activated

for 15 times in the first 32ms, and remains idle for the remaining times.

5) It is also observed from Figure 7.12 that unlike many existing scheduling methods, the

proposed method does not maintain the processor utilisation at a desired value but normally

below a desired value. Over the time-span from 0ms to 600ms, the average requested processor

utilisation is about 77%. This saves system resources without sacrifice of the system QoC.

6) A comparison between Tables 7.6 and 7.3 shows that, overall, the ITAE indices under

the variable-period FP scheduling based on task decomposition are quite comparable with those

under the fixed-period FP scheduling with nominal periods for the control loops ofG1 toG5, and

are improved significantly for the control loop ofG6. The control system under the proposed

scheduling with FP consumes only 77% of the processor resources on average, compared to the

constant 98% under the FP scheduling with fixed nominal periods.

7) Comparisons between Tables 7.6 and 7.4 reveal that the ITAEindices under the variable-

period FP scheduling with task decomposition are better than those under fixed-period EDF

scheduling without task decomposition.

7.8.2 The EDF Scheduling Based on Task Decomposition

Now, let us embed the EDF into our hierarchical feedback scheduling framework. Again, we

start to execute all tasks under EDF using the maximum periods shown in Tables 7.1 and 7.5,

and then to dynamically adjust the control periods to maintain satisfactory QoC. Figure 7.15
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Figure 7.15: Dynamical adjustment of task periods under EDF.
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Figure 7.16: Dynamical adjustment of processor utilisation under EDF.

shows the dynamic scheduling process for the control periods. The dynamic adjustment of the

requested process utilisation is illustrated in Figure 7.16.

Comparisons between Figures 7.15 and 7.11 for periods, and between Figures 7.16 and

7.12 for workload reveal that the EDF and FP in the proposed feedback scheduling scheme

have similar patterns of period adjustment and workload adaptation.
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The ITAE indices of the controlled processes under variable-period EDF scheduling of the

decomposed tasks are summarised in Table 7.6. It is seen fromthis table that both FP and EDF

provide quite comparable ITAE performance for the first fourcontrol loopsG1(s) to G4(s).

For the last two control loopsG5(s) and G6(s), the QoC performance is slightly improved

under EDF with increased scheduling complexity. Overall, both FP and EDF work well in the

proposed feedback scheduling framework, while the EDF is slightly better.

7.9 Summary of This Chapter

Case studies have been carried out to verify the hierarchicalfeedback scheduling framework

developed in the last chapter (Chapter 6). In the case studies, six processes are controlled

by a uni-processor controller that uses the proposed scheduling framework with FP or EDF.

The QoC performance of the control system is evaluated quantitatively. The results show

that the FP with task decomposition outperforms the EDF without task decomposition. It is

also demonstrated that with task partitioning, both FP and EDF in the proposed hierarchical

feedback scheduling give similar QoC performance, while the EDF performs slightly better

with increased scheduling complexity and overhead.

7.10 Nomenclature of This Chapter

The same nomenclature is used in this chapter (Chapter 7) and the last chapter (Chapter 6). It

is listed below.

Abbreviations

EDF Earliest-Deadline-First

FP Fixed Priority

IAE Integral of Absolute Error

ITAE Integral of Time Absolute Error

PI Proportional-Integral

QoC Quality of Control



7.10. NOMENCLATURE OF THIS CHAPTER 119

Symbols

c Worst case computation time

d Deadline

G Controller or its transfer function

K Gain

N Number of requests for scaling down control periods

n Total number of tasks

p period

s Laplace transform operator

T Task, or time constant for plant (Tp), or integral time for controller (Tc)

T I Subtask setT I = ∪n
i=1Ti1

T II Subtask setT II = ∪n
i=1Ti2

U CPU utilisation

U I Workload of the subtaskT I

U II workload of the subtaskT II

y Output of the controlled variable

ỹ Control error

Greek Letters

∆H QoC upper bound

∆L Dead zone aroundδỹ. ∆L < ∆H

δỹ One-step difference oftildey

ǫ Forgetting factor

τ Time delay

Superscripts

max Maximum value or upper bound (forp, pi andN )

min Minimum value or lower bound (forp andpi)
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Subscripts

c Controller

i The first or sole subscript toc, d, p, T to indicate theith task

j The second subscript to some variables (c, d, T ) to indicate thejth

subtask decomposed from theith task

p Plant

rq Requests (forN )

sp Set-point forU andy



Chapter 8

Multi-Fractal Nature of Network Induced Delay in

Networked Control Systems

Modern large-scale and real-time control systems are implemented over data networks as the

communication media. Network induced time delay in a networked control system (NCS) is

time-varying and unpredictable, and thus affect the accuracy of timing-dependent computing

and control of the NCS. It is a challenging problem in NCS research and development. In most

existing research on stability and stabilisation of NCS, thenetwork induced delay is commonly

treated as a stochastic variable, and is inherently assumedto be uniformly distributed in a certain

range. However, recent studies have revealed that the control designed from these assumptions

is conservative in order to maintain the system stability. Abetter understanding of thedynamics

of real-time networked control is necessary for further improvement of system Quality of

Control (QoC) performance.

In order to analyse the dynamics of network induced delay in NCS applications, typical

scenarios of real-time networked control over TCP/IP networks are modelled and simulated.

Network traffic data sets have been obtained, which show irregular dynamic behaviour. Our

work has indicated that NCS network induced delay has a non-uniform distribution. Further-

more, analysing the network traffic data sets has revealed the multi-fractal nature of the network

induced delay for the investigated scenarios of the real-time networked control.

Part of this work has been published in[Tian and Levy, 2008b] and[Tianet al., 2007].

121
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8.1 Hierarchical Control Systems

Let us begin with an investigation into a networked control system (NCS) for a middle-scale pro-

cess or multiple small-scale processes. The control systemhas a typical hierarchical structure. It

is implemented over an IEEE802.3 based network. The system is modelled and simulated using

the open source package Network Simulator ns2[UCB/LBNL/VINT Groups, 2008], which is

a discrete event driven simulator for TCP/IP networks.

8.1.1 Control System Architecture

The NCS we focus on in the case studies has a three-layer hierarchical topology, as depicted in

Fig. 8.1, which is typical in industrial control systems[Tian and Tad́e, 2002]. The system has

been investigated previously in our preliminary studies[Tianet al., 2006c; Tianet al., 2006a].

On the top of the hierarchy are management computers. Controlcomputers, i.e., controllers, are

in the middle. Sensors and actuators, and the plant to be controlled, are at the bottom. There

aren smart sensors andm smart actuators, respectively. In practice,n ≥ m. We setn = 30

andm = 20 here to simulate a middle-scale industrial process or multiple small-scale industrial

processes. Also, we use 5 control computers and 5 managementcomputers in the NCS.

Figure 8.1: Hierarchical topology of the modelled NCS.

For ease of discussions, the following notations are used torepresent various NCS devices:

S1, S2,· · ·, Sn: Smart Sensors,n = 30

A1, A2, · · ·, Am: Smart Actuators,m = 20

C1, C2,· · ·, C5: 5 control computers

M1, M2, · · ·, M5: 5 management computers

P1, P2,· · ·, Pq: P2P connection devices, q is configurable in our model
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Without loss of the generality, we assign C1 as the central controller, and C5 as a local

control server. C2, C3, and C4 are used for display and other purposes.

It is assumed that there are 20 control loops, correspondingto the 20 actuators. The arrange-

ment of the control loops is tabulated in Table 8.2.

Table 8.2: Control Loops.

Control Loop 1 2 . . . 10 11 12 · · · 20

Sensor(s) 1 2 . . . 10 11 13 · · · 29

12 14 · · · 30

Actuator 1 2 . . . 10 11 12 · · · 20

8.1.2 Network Architecture

Various LAN (local area network) architecture designs are possible to interconnect NCS hosts

and devices. This chapter considers a two-segment architecture with 10Mbps network capacity.

Other network architecture designs will be investigated inthe next chapter (Chapter 9).

In the two-segment architecture, put all management and control computers in a segment,

and all smart sensors and actuators in the other segment. This architecture design is shown in

Figure 8.2. The corresponding representation in ns2 is depicted in Figure 8.3.

Figure 8.2: Two-segment architecture of the NCS Network.

8.1.3 Traffic Flow Specifications

For traffic flow specifications, we suppose that control tasksare periodic with the period of

200ms. Typical traffic flows in the NCS are specified below.
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Figure 8.3: Representation of the two-segment architecture in ns2.

1) Within a control period, each of the smart sensors sends a packet of 200 bytes in the first

50ms to the controller (C1), and also to the local server (C5).

2) From 100ms to 200ms, the controller sends a control packetof 200 bytes to each of the

actuators, and a packet of 1k bytes to the local server C5.

3) In each control period, C5 sends packets of 2k bytes to each of C2, C3, and C4 for local

information processing, monitoring, and displaying.

4) Each of C2, C3, and C4 sends queries to the local server C5 and gets responses from C5

within an interval of 5s. The sizes of the queries and responses for each of C2, C3, and

C4 are 1k and 10k bytes, respectively.

5) Within a session of 10min, each management computer sendsqueries of 60k bytes to the

local server C5, and gets responses of 600k bytes from C5.

From the above specifications, traffic flows are calculated and tabulated in Table 8.3 for

the modelled NCS. It is worth mentioning that for each TCP packet transmitted over the NCS

network, there is a 40-byte overhead for TCP and IP headers.

In all cases, assume that the network propagation time is 4msfor all LANs and P2P links.

The modelled NCS is simulated for 10s using ns2 under Unix. Alltraffic flows over the network

are monitored and recorded in trace files. Then, extract information from the trace files and

analyse and evaluate the performance the NCS network.

8.2 Non-Uniform Distribution of Network Induced Delay

Selected results of the performance analysis for the NCS are summarised in Table 8.4.
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Table 8.3: Traffic Flow Specifications.

No. Traffic Flow Flow Rate

TCP1. 0–50ms: each S1∼ Sn⇒ C1, 200 bytes → 8kbps

TCP2. 0–50ms: each S1∼ Sn⇒ C5, 200 bytes → 8kbps

TCP3. 100–200ms: C1⇒ each A1∼Am, 200 bytes → 8kbps

TCP4. 100–200ms: C1⇒ C5, 1k bytes → 40kbps

TCP5. 0–200ms: C5⇒ each C2∼C4, 2k bytes → 80kbps

TCP6. 0–5s: each C2∼C4⇒ C5, 1k bytes → 1.6kbps

TCP7. 0–5s: C5⇒ each C2∼C4, 10k bytes → 16kbps

TCP8. 0–10min: each M1∼M5 ⇒ C5, 60k bytes → 800bps

TCP9. 0–10min: C5⇒ each M1∼M5, 600k bytes → 8kbps

Packet Size (bytes) - TCP1,2,3,6: 200; TCP4,5,7,9: 1k; TCP8: 100

10Mbps capacity and 4ms propagation time for all links

Table 8.4: Selected results for TwoSegments/10Mbps NCS.

Total number of recorded receive events: 25 600

All measurement/control packets received? Yes

Received bits/s within each local area (bps) Network Utilisation

Computer side: 1 313 760 < 13.2%

Sensor/actuator side: 901 120 < 9.1%

P2P link: 901 120 < 9.1%

Average throughput (bps): C1 C5 Aj (Actuator)

323 232 355 680 9 632

Sensor-to-controller delay and jitter (ms)

S01 S10 S20 S25 S30 All

Min delay 16.64 16.71 16.71 16.71 16.81 16.30

Max delay 69.79 77.92 93.34 91.04 56.65 93.34

Jitter 53.15 61.25 76.64 74.33 39.84 77.05

Controller-to-actuator delay and jitter (ms)

A01 A05 A10 A15 A20 All

Min delay 17.50 17.35 18.42 19.48 19.12 16.93

Max delay 28.92 29.85 31.37 32.86 34.16 34.16

Jitter 11.42 12.50 12.96 13.38 15.04 17.23

It is seen from Table 8.4 that the traffic load of the NCS networkis less than 15%. How-

ever, network induced delay and jitter is significant. The sensor-to-actuator delay ranges from

16.30ms to 93.34ms, and the controller-to-actuator delay changes from 16.93ms to 34.16ms.
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With consideration of both sensor-to-controller delay andcontroller-to-actuator delay, the total

NCS communication latency is between 33.23ms and 127.50ms, resulting in a jitter of 94.27ms.

In most existing research on stability and stabilisation ofNCS, it is inherently assumed

that the network induced delay is uniformly distributed in acertain range. However, our

investigation does not support this assumption. To supportthis claim, Figure 8.4 shows a plot

of network induced sensor-to-controller delay. The corresponding delay distribution is depicted

in Figure 8.5, which clearly shows the non-uniform distribution of the delay.

Figure 8.4: Sensor-to-controller delay.

Figure 8.5: Distribution of the sensor-to-controller delay.
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Figure 8.6: Delay from the controller to actuator 10.

Compared with the sensor-to-controller delay, the control-to-actuator delay exhibits more

regular behaviour with small jitter (Figure 8.6). This is due to the same setting of the control

period for all control tasks; and the setting means no sensor-to-controller traffic sharing the

network bandwidth when the controller sends control packets to the actuators. Nevertheless,

the controller-to-actuator delay is also non-uniformly distributed.

Further analysis of the data sets in Figure 8.4 will reveal multi-fractual nature. To facilitate

the analysis, let us discuss the theoretic background of time series analysis in the next section.

8.3 Theoretical Background of Time Series Analysis

8.3.1 R/S Analysis

Denote the dynamics of the network traffic shown in Figure 8.4asx = {xk}
N
k=1, whereN

is the length of the sequence. This sequence can be treated asfractal records in time. Hurst

invented theR/S analysis method to study such sequences[Hurst, 1951]. Later, Mandelbrot

[Mandelbrot, 1982] and Feder[Feder, 1988] further developed this method in fractal theory.

For any fractal records in timex = {xk}
N
k=1 and any2 ≤ n ≤ N , define

< x >n=
1

n

n
∑

i=1

xi (8.1)
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X(i, n) =
i
∑

u=1

[xu− < x >n] (8.2)

R(n) = max
1≤i≤n

X(i, n) − min
1≤i≤n

X(i, n) (8.3)

S(n) = [
1

n

n
∑

i=1

(xi− < x >n)2]1/2 (8.4)

Hurst found that

R(n)/S(n) ∼ (
n

2
)H (8.5)

whereH is called theHurst exponent.

As n changes fromm to N , we obtainN −m+1 points inln(n) v.s.
ln(R(n)

S(n))
plane. Then,

we can calculate the Hurst exponent for the time series usingthe least-square linear fit.

The Hurst exponent is usually used as a measure of complexity. The trajectory of the record

is a curve with a fractal dimensionD = 2−H [Feder, 1988, p. 149]. Hence a smallerH means

a more complex system. When applied to fractional Brownian motion, if H >
1

2
, the system

is said to bepersistent, which means that if for a given time periodt the motion is along one

direction, then in the time succeedingt it is more likely that the motion will follow the same

direction. For a system withH <
1

2
, the opposite holds, that is, the system isantipersistent.

But whenH =
1

2
the system produces Brownian motion, which is random.

8.3.2 Multi-fractal Analysis

First, we define a measure from a positive time series as is done for the length sequence of a

genome[Yu et al., 2001b]. Let Tt, t = 1, 2, · · · , N, be the time series. Define

Ft =
Tt

∑N
j=1 Tj

(8.6)

to be the frequency ofTt. It follows that
∑

t Ft = 1. Now we can define a measureµ on interval

[0, 1] by dµ(x) = Y (x)dx, where

Y (x) = N × Ft, when x ∈
[

t − 1

N
,

t

N

]

(8.7)

It is easy to see that
∫ 1
0 dµ(x) = 1 andµ

(

[
(t − 1)

N
,

t

N
]

)

= Ft.
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The most common numerical implementations of multi-fractal analysis are the so-called

fixed-size box-counting algorithms[Halseyet al., 1986]. In the one-dimensional case, for a

given measureµ with supportE ⊂ R, we consider thepartition sum

Zǫ(q) =
∑

µ(B) 6=0

[µ(B)]q (8.8)

q ∈ R, where the sum runs over all different non-empty boxesB of a given sideǫ in a grid

covering of the supportE, that is,

B = [kǫ, (k + 1)ǫ] (8.9)

The scaling exponentτ(q) is defined by

τ(q) = lim
ǫ→0

log Zǫ(q)

log ǫ
(8.10)

The generalised fractal dimensions of the measure are defined as

Dq =
τ(q)

q − 1
, for q 6= 1 (8.11)

and

Dq = lim
ǫ→0

Z1,ǫ

log ǫ
, for q = 1 (8.12)

whereZ1,ǫ =
∑

µ(B) 6=0 µ(B) log µ(B).

The generalised fractal dimensions are numerically estimated through a linear regression of
1

q − 1
log Zǫ(q) againstlog ǫ for q 6= 1, and similarly through a linear regression ofZ1,ǫ against

log ǫ for q = 1. D1 is called theinformation dimensionandD2 thecorrelation dimension. The

Dq of the positive values ofq gives relevance to the regions where the measure is large. The

Dq of the negative values ofq deals with the structure and the properties of the most rarefied

regions of the measure.

Following the idea of the thermodynamic formulation of multi-fractal measures, Canessa

[Canessa, 2000] has derived an expression for the “analogous” specific heat as

Cq ≡ −
∂2τ(q)

∂q2
≈ 2τ(q) − τ(q + 1) − τ(q − 1) (8.13)
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He has shown that the form ofCq resembles a classical phase transition at a critical point for

financial time series. We will discuss the property ofCq for NCS network induced delay in the

next section.

8.4 Multi-fractal Nature of Network Induced Delay

The sequence of data in Figure 8.4 for network induced delay can be treated as fractal records

in time. For this sequence of data, the Hurst exponent is calculated. The graph of theR/S

analysis of the delay time series is shown in Figure 8.7.

2.5 3 3.5 4 4.5 5 5.5 6
1.6

1.8

2

2.2

2.4

2.6

2.8

3

ln n

ln
 R

(n
)/

S
(n

)

The slope is 0.1857921

Figure 8.7: R/S analysis of the data.m = 40, N = 680.

Then, the generalised dimensions of the delay time series were computed. TheDq vs q

curve is shown in Figure 8.8. It is seen from this figure that theDq spectra is multi-fractal-like

and sufficiently smooth for theCq vsq curve to be meaningful. Depicted in Figure 8.9 is theCq

vs q curve corresponding toDq in Figure 8.8. It can be seen from Figure 8.9 that it resemblesa

classical phase transition at a critical point.

From the values of the Hurst exponent,Dq spectra and relatedCq curve, it can be concluded

that the network induced delay has multi-fractal nature andexhibits long-range correlation.
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Figure 8.8: Generalised dimensions of the data.
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Figure 8.9: “Analogous” specific heat of the data.

8.5 Summary of This Chapter

The dynamics of network induced delay in real-time NCS has been analysed. The results have

revealed non-uniform distribution and multi-fractal nature of the network delay. They do not

support the theoretic background of existing NCS research intwo aspects: (1) Most existing

research on NCS stability and stabilisation has inherently assumed a uniform distribution of
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network delay. With the finding of the non-uniform distribution of the network delay, less con-

servative stability criteria and improved control design can be made possible through employing

some information of the delay distribution. (2) Another common assumption in NCS theoretic

research is the randomness of the network induced delay. However, the multi-fractal nature of

network induced delay implies long-range correlation of the delay. It further suggests that the

traffic irregularity we have observed does not represent short-term randomness in the networked

induced delay. These properties may be used to improve NCS modelling and design.

8.6 Nomenclature of This Chapter

Abbreviations

IP Internet Protocol

TCP Transport Control Protocol

NCS Networked Control System/s

Symbols

A1 ∼ Am Smart actuators

C1∼ C5 Control computers

Cq Specific heat

Dq Fractal dimension

Ft Frequency of time seriesTt

H Hurst exponent

k Integer

M1 ∼ M5 Management computers

m Integer variable, or the number of smart actuators

N Length of sequence

n The number of data, or the number of smart sensors

q Real number

R One-dimensional Euclidean space

R(n) R(n) = max1≤i≤n X(i, n) − min1≤i≤n X(i, n)
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S1∼ Sn Smart sensors

S(n) S(n) =
[

1
n

∑n
i=1(xi− < x >n)2

]1/2

Tt Time series

t Integer,t = 1, 2, · · · , N

u Integer

X(i, n) X(i, n) =
∑i

u=1 [xu− < x >n]

x Set of a sequence of data

xi, xk, xu Thei-, k- andkth data in a sequence of data, respectively

< x >n Mathematical expectation forn sequence data

Y (x) Used for definingµ, dµ(x) = Y (x)dx

Z Partition sum

Greek Letters

ǫ Side length of a non-empty box

µ A measure on interval[0, 1]

τ Scaling exponent

Acknowledgment. Assistance from Zu-Guo Yu, a co-author of[Tianet al., 2007] where part

of this work has been published, in computation for Figures 8.7 to 8.9 is acknowledged.



134 CHAPTER 8. MULTI-FRACTAL NATURE OF NETWORK INDUCED DELAY



Chapter 9

Real-Time Queuing Protocol for Networked

Control Systems

Time-varying network induced delay in real-time networkedcontrol systems (NCS) has been

analysed in detail in the last chapter (Chapter 8). It is a challenging problem in real-time NCS

research and development. Over-provisioning of network capacity is not a general solution

to this problem as it cannot provide any guarantee for predictive communication behaviour,

which is a basic requirement for many real-time applications. As separate design of control,

scheduling, and networks does not provide optimal solutions to an NCS,integrated design of

network, control, and other NCS componentsis thus crucial for maximising the Quality of

Control (QoC) performance of the NCS.

Providing such an integrated design solution, this work proposes a real-time protocol for

NCS applications. A queuing architecture is developed to reduce the network induced jitter,

making the network induced delay more predictable. Furthermore, case studies of NCS appli-

cations are given to demonstrate how to roughly estimate thetiming parameters and calibrate the

proposed queuing protocol under typical scenarios using Ethernet-based networking technolo-

gies. The NCS communication performance of the proposed queuing protocol is also evaluated

in the case studies, showing the applicability of the queuing protocol in both hard and soft

real-time control systems.

The core content of this work has been published in[Tian and Levy, 2008b].

135
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9.1 Queuing Protocol

Queuing packets to smooth out network induced delay is not a new idea in multimedia and

even in NCS, e.g.,[Luke and Ray, 1990; Luke and Ray, 1994; Chan andÖzg̈uner, 1995]. How-

ever, the requirement in multimedia applications is different from that in NCS. For example,

throughput is important in video streaming, but is not the focus in networked control as normally

measurement and control packets are very small. For existing queuing methods for NCS, there

has been no report on their success in real applications. This work will rectify our real-time

queuing protocol, which was originally presented in[Tianet al., 2006a; Tianet al., 2006c], to

deal with time-varying network induced delay.

Our philosophy in development of the queuing protocol is based on the following aspects:

1) Keep the general networks unchanged at the transport, network, data-link and physical

layers to maintain the simplicity, scalability, and interconnectivity of the networks. How-

ever, a real-time queuing protocol is introduced on top of the transport layer to meet the

requirement of predictable timing behaviour for real-timecontrol.

2) Use two queues to smooth out the network induced time-varying delay and jitter.

3) The resulting predictable communication delay is then compensated through control de-

sign. Therefore, a co-design of network and control will maximise the control perfor-

mance of the real-time NCS.

From our preliminary studies[Tianet al., 2006a; Tianet al., 2006c], the queuing architec-

ture shown in Figure 9.1 implements the above mentioned ideas.

Figure 9.1: Real-time queuing architecture for networked control.
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Compared with conventional networked control shown in Figure 1.2 (Chapter 1), the pro-

posed NCS scheme in Figure 9.1 has two parallel queues,Q1 andQ2, on the actuator. Queue

Q1 stores only one control packet, and is used to enqueue the received control packet. Queue

Q2 is a first-in-first-out (FIFO) queue, with a capacity of a few,e.g., two or three, packets;

and is designed to deal with packet dropout of control packets. The issue of packet dropout

compensation will be investigated in the next chapter (Chapter 10).

For real-time control, it is expected that the control signals are sent to the plant under

control at predictable time instants. However, due to the sensor-to-controller and controller-

to-actuator jitters, control signals will arrive at the actuators in variable time intervals. Using

the queueQ1, the control packet is simply enqueued if it arrives too early. Later, at a fixed

time instant in a control period, dequeue the packet fromQ1 and send it to the plant. In this

way, network induced delay and jitter can be smoothed out. Consequently, the network induced

delay becomes predictable, favourable to real-time networked control.

Events and timeline settings forQ1 operations are proposed below in the next section.

9.2 Events and Timelines

For periodic control tasks, events and timelines of the queuing protocol in a control period are

depicted in Figure 9.2[Tianet al., 2006c; Tianet al., 2006a], and are explained below in detail.

1) The control task commences at time instantTO;

Figure 9.2: Timelines for the queuing architecture.
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2) The controller receives a measurement packet from the sensor over the NCS network,

calculates the corresponding control action, and then outputs a control packet to queueQ1

through the NCS network;

3) In Figure 9.2, the earliest possible time instantTE, at which the control packet arrives at

queueQ1, is described by

TE = TO + min(tsc) + tctr + min(tca) (9.1)

wheretsc, tctr, andtca are sensor-to-controller delay, the worst case control computation

time, and controller-to-actuator delay, respectively.

4) Without packet dropout, the latest possible time instantTL, at which the control packet

reaches queueQ1, is,

TL = TE + tj (9.2)

wheretj is the sum of sensor-to-controller and controller-to-actuator jitters, i.e.,

tj = max(tsc) − min(tsc) + max(tca) − min(tca) (9.3)

5) The actuator checksQ1 at fixed time instantTC ≥ TL. If Q1 is empty, the control packet

has either been dropped or has arrived too late. In this case the actuator makes a decision

on how to control the plant based on past control packets queued inQ2. Strategies will be

developed in the next chapter (Chapter 10) to deal with packetdropout.

6) Finally, dequeue the control packet fromQ1 and send it to the plant at fixed timeTD > TC ;

7) At time instantT > TC , a new control period commences.

9.3 Timeline Requirements for Real-Time Control

Several timing parameters shown in Figure 9.2 need to be calibrated in order to achieve pre-

dictable timing behaviour and satisfactory control performance of the overall NCS. The basic

requirements among these parameters for real-time systemsare:

TO < TE < TL ≤ TC < TD ≤ T. (9.4)
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Equation (9.4) can be interpreted differently for hard and soft real-time systems, respec-

tively. Hard real-time systems require that Equation (9.4)is always met for the queuing archi-

tecture to be applicable. Any network design that does not satisfy Equation (9.4) will not allow

the applications of the proposed method in hard real-time systems. However, for soft real-time

systems, Equation (9.4) can be occasionally, but not frequently, missed out, e.g.,TL > T occurs

occasionally. This explains why Ethernet has applicationsin soft real-time control systems

[Lee and Lee, 2002].

The following scenario is a good explanation to these two interpretations. In an inverted

pendulum system, the control periodT < 1ms, while the network induced delay is larger than

1ms in switched Ethernet with TCP transmission. Since the condition in Equation (9.4) is rarely

satisfied, it would be difficult to use switched Ethernet withTCP transmission in the control of

the inverted pendulum system regardless of either soft or hard real-time control design.

The control period,T , is determined from the frequency characteristics of the plant to be

controlled. It should not be too small to avoid overloading the controller and communication

network. It is easy to understand that a too bigT is also not acceptable because the dynamics

of the plant may not be reconstructed from the sampled measurements.

It is seen from Figure 9.2 and Equation (9.1) thatTE − TO = min(tsc) + tctr + min(tca)

represents the fixed part of the network induced delay and control computing timetctr. From

the control design point of view,TE, the earliest time instant for actuators to receive control

packets and enqueue them, is not a design parameter. However, TE normally changes with

different control algorithms and network designs. Therefore, it is necessary to optimise control

algorithms and network architectures in order to reduce this fixed time delay.

The latest time instant for actuators to receive control packets and enqueue them,TL, is cho-

sen such that it covers the major part of the jitter or its fullrange or its full range. We have shown

show how to achieve such aTL under acceptable level of packet loss rate[Tian and Levy, 2007].

At time instantTC ≥ TL, check whether queueQ1 is empty or full. In practice,TC should

be a little later thanTL, giving the processor a time slice of durationTC −TL for task switching.

For ease of theoretical analysis, we may simply setTC = TL.

At time instantTD, dequeue the control packet fromQ1 and output the control signal to

the plant. The choice ofTD relies on how much time is required to deal with control packet
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dropout. The constraint is that the computing of the algorithm dealing with packet dropout

should complete within the time intervalTD − TC for hard real-time systems. This constraint

can be alleviated occasionally for soft real-time systems.

9.4 Estimate of Timeline Parameters

In order to check whether the requirements of Equation (9.4)are fulfilled, it is necessary

to estimate any two parameters ofTE, TL, and tj. Two possible solutions to the parameter

estimation are: theoretical calculations and simulation analysis.

Equations (9.1) - (9.3) are expressions of the timing parameters; while more detailed de-

scriptions are required for actual calculations. Theoretical calculations of time delay for simple

networks are possible under simplified assumptions[Lee and Lee, 2002]. However, such calcu-

lations have significant limitations for NCS design. For example, they depends crucially on the

configurations of the networks and thus do not scale well.

Therefore, we propose to estimate the key timing parametersthrough network modelling

and simulation analysis. With network modelling and simulation, it is easy to analyse the best

and worst communication delays under various conditions ofnetwork traffic and configurations,

such as the timing parameters in Equations (9.1) through to (9.4): TE, TL, max(tsc), min(tsc),

max(tca), min(tca), etc. Moreover, modelling and simulation can also help evaluate the timing

behaviour of the NCS network communications. This will be shown below in Section 9.5

through case studies.

9.5 Case Studies

This section carries out case studies for a middle-scale process or multiple small-scale processes

to be controlled over an NCS network, and shows how the real-time queuing protocol can be

applied. Because the focus of this work is on real-time communications for NCS, we will

evaluate the NCS network performance under various scenarios. The issues of controller design

and control performance are beyond the scope of this work andthus will not be discussed.
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9.5.1 Case Study 1: NCS with a TwoSegments/10Mbps Network

This case study has been modelled in the last chapter (Section 8.1 of Chapter 8). The NCS is a

hierarchical control system with 30 sensors, 20 actuators,5 control computers, 5 management

computers, and other devices. It controls 20 loops. The system architecture, NCS network

architecture, and network traffic specifications have been described in detail in Section 8.1 of

Chapter 8.

Section 8.2 of Chapter 8 has given the results of the NCS networkdelay. It is seen from

Table 8.4 that the sensor-to-actuator delay ranges from 16.30ms to 93.34ms, and the controller-

to-actuator delay changes from 16.93ms to 34.16ms. Considering both delays, we can see that

the total NCS communication latency is between 33.23ms and 127.50ms, resulting in a jitter of

94.27ms. Both the latency and jitter are significant.

Using the notations in Equations (9.1) through (9.4), we have

min(tsc) = 16.30ms, max(tsc) = 93.34ms

min(tca) = 16.93ms, max(tca) = 34.16ms

tj = 94.27ms

(9.5)

Now let us show how to use the rough estimates in Equation (9.5) to calibrate the timeline

parameters in the queuing protocol. We have set the control periodT = 200ms. For timeline

settings in Figure 9.2 and Equations (9.1) to (9.4), letTO = 0ms. From Equations (9.1) and

(9.5), it follows that

TE = 33.23ms+ tctr = 88.23ms (9.6)

wheretctr = 50ms is the control computing time. We will try to cover the fullrange of the

communication jitter to avoid any control packet dropouts.According to Equations (9.2), (9.3),

(9.5) and (9.6), we need to set

TL ≥ TE + tj = 127.50ms+ tctr = 177.50ms (9.7)

For the control period of 200ms, it is seen from Equations (9.4) and (9.7) that we still

have around 22.50ms for checking the queueQ1, dealing with possible packet dropout, and
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outputting the control signal to the plant. In this example,we can simply set

TC = 180ms, TD = 190ms. (9.8)

This will allow an extraTC − TL = 2.50ms time for control computing (tctr) and packet

transmissions. We also haveTD − TC = 10ms time to deal with possible packet dropout.

The total time delay for the control computation and packet transmission in each of the control

loops isTD = 190ms, which is fixed for all control periods.

Figure 9.3 shows the resulting timing behaviour of the modelled NCS (Refer to Table 8.2 for

control loop arrangement). It is seen from Figure 9.3 that deterministic and predictable timing

behaviour is achieved for the NCS by using the proposed queuing protocol.

Figure 9.3: Timing behaviour of the NCS with the queuing protocol for case study 1 (‘O’:
measurement received by controller; ‘X’: Control received by actuator; ‘*’: TC ; ‘∆’: TD).

9.5.2 Case Study 2: NCS with a FourSegments/10Mbps Network

This case study is the same as Case Study 1 described in the lastsection except four segments

instead of two segments are deployed in the NCS network. The network architecture and its ns2

representation are depicted in Figures 9.4 and 9.5, respectively.

Simulation results for this FourSegments/10Mbps case study are summarised in Table 9.1

[Tianet al., 2006a]. Compared with Table 8.4 for TwoSegments/10Mbps architecture, Table
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Figure 9.4: Four-segment architecture of the NCS Network.

Figure 9.5: Representation of the four-segment architecture in ns2.

9.1 shows noticeable performance degradation in network induced delay and jitter when using

the Foursegments/10Mbps architecture. Therefore, if the communication performance is the

first priority, the two-segment architecture investigatedin Section 8.1 of Chapter 8 is a better

option. However, the four-segment architecture is good fornetwork design and implementation,

administration, and maintenance.

From Table 9.1, we have the following rough estimates

min(tsc) = 16.12ms, max(tsc) = 90.86ms

min(tca) = 21.69ms, max(tca) = 57.29ms

tj = 110.34ms

(9.9)

Compared with the estimates in Equation (9.5) for Case Study 1,the estimates here show larger

network induced delay (about 20ms larger) and jitter (about16ms larger). This is due to the NCS

network architecture of more LANs. As in Case Study 1, these rough estimates in Equation (9.9)

are useful for calibration of timeline parameters in the queuing protocol.
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Table 9.1: Selected results for FourSegments/10Mbps NCS.

Total number of recorded receive events 34 420

All measurement/control packets received? Yes

Received bits/s within each local area (bps) Network Utilisation

Control computer side: 1 313 760 13.1%

Manag. comput. side, P2-P5: 51 040 <1.0%

Sensor side, P3-P5 link: 675 840 6.8%

Actuator side: 192 640 1.9%

P1–P5 link: 952 160 9.5%

P4–P5 link: 225 280 2.3%

Average throughput (bps): C1 C5 Aj (Actuator)

323 232 355 680 9 632

Sensor-to-controller delay and jitter (ms)

S01 S10 S20 S25 S30 All

Min delay 20.84 20.90 20.85 21.46 20.83 16.12

Max delay 52.81 50.01 81.01 76.11 60.88 90.86

Jitter 31.97 29.11 60.16 54.65 40.05 74.74

Controller-to-actuator delay and jitter (ms)

A01 A05 A10 A15 A20 All

Min delay 21.69 22.63 23.41 24.47 25.54 21.69

Max delay 53.24 54.10 55.16 56.22 57.29 57.29

Jitter 31.56 31.46 31.75 31.75 31.75 35.60

Again, setTO = 0. Using similar calibration process to that in Case Study 1, wehave

TE = 37.81ms+ tctr = 87.81ms (9.10)

wheretctr = 50ms is the control computing time. To cover the full range of the jitter to avoid

packet loss, according to Equations (9.2), (9.3), (9.9) and(9.10), we need to configure

TL ≥ TE + tj = 148.15ms+ tctr = 198.15ms. (9.11)

For the control period of 200ms, it is seen from Equations (9.4) and (9.7) that we still have

the flexibility of around 11.06ms to do some extra work. In this example, we can simply set

TC = 199ms, TD = T = 200ms. (9.12)
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This give the NCS extraTC−TL = 850µs for control computing (tctr) and packet transmissions.

We also haveTD−TC = 1ms, which can be used for packet dropout compensation. The overall

delay of the control computation and communications is fixedat 200ms for each loop. The

timing of the NCS with the queuing protocol is shown in Figure 9.6. Figure 9.6 clearly show

that deterministic and predictable timing behaviour is achieved for the NCS.

Figure 9.6: Timing behaviour of the NCS with the queuing protocol for case study 2 (‘O’:
measurement received by controller; ‘X’: control receivedby actuator; ‘*’: TC ; ‘∆’: TD).

9.6 Summary of This Chapter

Integrating various technologies into a unified framework,a real-time queuing protocol has

been proposed for real-time NCS applications. Two of the key concepts in the protocol have

been discussed in this work: the queuing architecture with two parallel queues on actuators, and

timeline settings and calibrations for the queuing protocol. With applications of this queuing

protocol, more predictive timing behaviour can be achievedfor general NCS networks. Several

typical scenarios of Ethernet based TCP/IP networking have been evaluated for a real-time NCS.

Our work has indicated that adding hierarchy into the NCS network will introduce extra control

latency and jitter. The overall work has demonstrated that co-design of network and control is

necessary in order to maximise the real-time control performance of an NCS.
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9.7 Nomenclature of This Chapter

Abbreviations

IP Internet Protocol

TCP Transport Control Protocol

NCS Networked Control System/s

Symbols

A1 ∼ Am Smart actuators

C1∼ C5 Control computers

M1 ∼ M5 Management computers

m The number of smart actuators

n The number of smart sensors

Q1 Queue to store one control packet

Q2 First-in-first-out (FIFO) queue to store a few control packets

S1∼ Sn Smart sensors

T Control period

TC Time instant to deal with control packet dropout

TD Time instant to dequeueQ1

TE Earliest time instant to receive control packet

TO Time instant at which a control period commences

TL Latest time instant to accept control packet

tca Controller-to-actuator delay

tctr Control computation time

tj Sum of sensor-to-controller and controller-to-actuator jitters

tsc Sensor-to-controller delay



Chapter 10

Compensation for Control Packet Dropout in

Networked Control Systems

Like time-varying network induced delay that have been investigated in the last two chapters

(Chapters 8 and 9), data packet dropout is another challenging problem in real-time networked

control systems. Applying the real-time queuing protocol that we developed in the last chapter,

we are able to limit the sum of the network induced communication delay and the control

computation delay to within a control period. This one-period delay is further guaranteed

by improvedintegrated design of real-time networked controlthrough embedding packet

dropout compensation into the queuing protocol.

This chapter proposes to compensate for the control packet dropout at the actuator using past

control signals. Three model-free strategies for control packet dropout compensation, namely,

PD (proportional plus derivative), PD2 (Proportional plusup to the second-order derivative),

and PD3 (proportional plus up to the third-order derivative) are developed. They are suitable

for a large number of NCS without the need to tune the compensator parameters. The proposed

dropout compensation schemes are demonstrated through numerical examples.

The core content of this work has been published in two papers[Tian and Levy, 2008a;

Tian and Levy, 2008b].

147
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10.1 Philosophy for Control Packet Dropout Compensation

A queuing protocol has been developed in the last chapter forNCS (Figure 9.1 of Chapter 9).

Control packet dropout refers to the situation where, in a control period, no control packet is

received by the actuator before the latest time instant to enqueue a control packet to queueQ1.

From the timelines in Figure 9.2 for the queuing protocol, itis seen thatTL is the latest

possibletime instant to receive control packets without packet dropout. After this time instant,

some control packets may not be delivered successfully.TL is also the cut-off, i.e., latest

allowable, time instant forQ1 to accept control packets in a control period. Even if some

control packets can reach the actuator after this time instant, they are purposely dropped.

Before developing strategies to deal with control packet dropout, we would like to clarify

the following two aspects, which are crucial for our development:

1) How much computing power and other resources are available for calculations of packet

dropout compensation? and

2) How much chance will various packet dropout scenarios likely occur?

To answer the first question we have noted that smart actuators normally have limited

computing power and resources, and consequently sophisticated algorithms are difficult to

implement in the actuators. Therefore, we have aimed to develop simple and model-free

methods to resolve the control packet dropout problem. In this work, we will further extend

our solution presented in[Tianet al., 2006a; Tianet al., 2006c].

The following discussions help answer the second question.As mentioned previously, an

NCS network should be designed such that the packet loss rate is low and sustained sequence

of successive dropped packets will unlikely happen under normal conditions. Therefore, it is

senseless to discuss how to compensate for, say 50%, packet loss rate, which simply means a

bad network design. For a rough quantitative analysis, if the packet loss rate of the network is

lr, the rate ofn successive packet losses can be estimated as(lr)n. For example, 5% packet loss

rate (this is significant for NCS networks), two and three successive packet losses will happen

with the chance of 2.5% and 1.25%, respectively. This tells us to focus on the compensation for

a single packet loss and two/three successive packet dropouts; there is only a small chance for

four or more successive packet dropouts to occur.
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10.2 Mechanism for Control Packet Dropout Compensation

For real-time networked control, having the mechanism to output control signals at a fixed time

instant in the real-time queuing protocol leads to more predictive timing behaviour of the NCS.

This compensates for time-varying network delay, but does not solve the problem of control

packet dropout. What will happen if a control packet is not received by the actuator by the time

instantTL? In this case,Q1 is empty and no control signal can be output to the plant. We need

to “make” a control signal! This is what we will investigate in detail in the next few sections.

When a control packet is not received by the actuator by the time instantTL, a component

of packet dropout compensation in the NCS is activated to estimate the dropped packet. In this

way, the overall delay from the sensor through the controller to the actuator is still limited to

within one control period. Therefore, effective strategies for control packet dropout compen-

sation need to be embedded into the queuing protocol to ensure its successful applications in

NCS.

The key concepts in our simple solution are:

1) To use the FIFO queueQ2 to buffer a few control packets to allow the smart actuator to

recover a dropped control packet; and

2) To construct a control signal fromQ2 when a control packet is dropped.

Suppose that the control packet in control periodk is not received by the actuator by the

pre-specified time instantTL, but there are a few past control packets,uk−1, uk−2, · · ·, available

in queueQ2 for prediction of the dropped packet. We can use these past control packets to

construct a packet̂uk for use in the current control period. The accent over ‘u’ implies that the

packet is an estimate. A simple and general form ofûk can be

ûk = f(uk−1, uk−2, uk−3, · · ·), (10.1)

wheref : R → R is a nonlinear function.

In the next few sections, new compensation strategies will be developed which use both past

control signals and their derivative information. As a common practice, pre-processing of data

packets is necessary in the presence of noises when applyingthese strategies.
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10.3 PD Prediction of Dropped Control Packets

The general formulation of our compensation strategies fordropped control packets is given in

Equation (10.1). If the rate of change in controlu is approximately constant, from the principle

of motion we may choose a particular functionf(·) in Equation (10.1) as

ûk = uk−1 + Ku1Tu
(1)
k−1, Ku1 ∈ [0, 1] (10.2)

whereu
(1)
k−1 is the first-order derivative ofu at time instant(k − 1)T , and is approximated by

u
(1)
k−1 = (uk−1 − uk−2)/T (10.3)

Equation (10.2) is a one-step prediction scheme through a proportional term plus a deriva-

tive term using two past control signalsuk−1 anduk−2. It is a proportional-derivative (PD)

compensator. Two special cases of Equation (10.2) are:

• Ku1 = 0; this corresponds to the caseûk = uk−1, implying that he actuator simply reuses

the last control signal queued inQ2 when the current control packet is dropped; and

• Ku1 = 1; this givesûk = uk−1 + Tu
(1)
k−1, implying that if u changed in the last control

period, it likely changes again at the same rate in current control period.

We have analysed the dynamics of these two special cases through functional analysis

[Fidge and Tian, 2006]. Reusing the last control packet, i.e., settingKu1 = 0 in (10.2), provides

a conservative control. SettingKu1 = 1 in (10.2) gives better control in most cases, but may

result in unacceptable behaviour in the presence of repetitive pattern of packet losses. However,

sustained repetitive pattern of dropped packets will unlikely happen under normal conditions.

The strategy in Equation (10.2) looks simple. However, we will indicate in the following

that the scheme is actually a combination of PI (proportional-integral) and PD compensations

from the viewpoint of the controlled variable!

Assume that the measurement series of the controlled variable y areyk−1, yk−2, · · ·. The

set-point ofy is yr. A PI controller is used to control the plant. The proportional coefficient and
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integral time of the PI controller areKc andTi, respectively. It follows that

uk−1 = Kc



∆yk−1 +
1

Ti

k−1
∑

j=−∞

∆yj



 , uk−2 = Kc



∆yk−2 +
1

Ti

k−2
∑

j=−∞

∆yj





∆yj = yr − yj, j = · · · , k − 2, k − 1

(10.4)

Substituting Equation (10.4) into Equation (10.2), we have

ûk = Kc



∆yk−1 +
1

Ti

k−1
∑

j=−∞

∆yj



+ K̄c

[

∆yk−1 + T̄d (∆yk−1)
(1)
]

K̄c = Ku1Kc/Ti, T̄d = TiT

(10.5)

where(∆yk−1)
(1) approximates the first-order derivative of∆yk−1 at time instant(k − 1)T

(∆yk−1)
(1) =

∆yk−1 − ∆yk−2

T
(10.6)

Equation (10.5) shows that if the plant is controlled by a PI controller, the one-step ahead

estimationûk for a dropped control packet is a PI+PD (proportional-derivative) prediction.

• The PI part isKc



∆yk−1 +
1

Ti

k−1
∑

j=−∞

∆yj



 with the proportional coefficientKc and

integral timeTi, respectively, and is calculated at time instant(k − 1)T .

• The PD part isK̄c

[

∆yk−1 + T̄d (∆yk−1)
(1)
]

with the proportional coefficient̄Kc and

derivative timeT̄d, respectively. It captures the characteristics of the rateof change in

y to form a one-step ahead prediction to the control increment.

Rearranging Equation (10.5), we have

ûk = K̃c



∆yk−1 +
1

T̃i

k−1
∑

j=−∞

∆yj + T̃d (∆yk−1)
(1)





K̃c = Kc (1 + Ku1/T i) , T̃i = Ti + Ku1, T̃d =
Ku1Ti

Ti + Ku1

T

(10.7)

It is seen from Equation (10.7) that the PD compensator in (10.2) can also be interpreted as a

proportional-integral-derivative (PID) predictive control.

The mode of PI+PD shown in Equation (10.5) or PID shown in Equation (10.7) explains
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why the PD compensator (10.2) can have good prediction ability. It also reveals the complicated

predictive control mechanism behind the simple PD compensation in Equation (10.2).

10.4 PD2 Prediction of Dropped Control Packets

In many cases, the rate of change in controlu varies significantly over the time. The prediction

of dropped packets should be able to capture this accelerated or decelerated change inu. Again,

from the principle of motion we may choose a particular function f(·) in Equation (10.1) as

ûk = uk−1 + Ku1Tu
(1)
k−1 +

1

2
Ku2T

2u
(2)
k−1 Ku1 ∈ [0, 1], Ku2 ∈ [0, 1] (10.8)

whereu(1)
k−1 is the first-order derivative ofu at the time instant(k−1)T and can be approximated

by Equation (10.3),u(2)
k−1 is the second-order derivative ofu at the time instant(k−1)T and can

be estimated from

u
(2)
k−1 =

uk−1 − 2uk−2 + uk−3

T 2
(10.9)

Therefore, the dropout compensation scheme in Equation (10.8) is a PD plus second-order-

derivative compensator. The compensator is abbreviated asPD2 in this work, where D2 indi-

cates up to the second-order derivative.

Again, assume that the plant is controlled by a PI controllerwith Equation (10.4). Substi-

tuting Equation (10.4) into Equation (10.8), we have







































ûk = Kc



∆yk−1 +
1

Ti

k−1
∑

j=−∞

∆yj





+K̄c

[

∆yk−1 + T̄d (∆yk−1)
(1)
]

+ 1
2
KcKu2T

2 (∆yk−1)
(2)

K̄c = Ku1Kc/Ti, T̄d =
(

Ti +
1

2

Ku2

Ku1

)

T

(10.10)

where(∆yk−1)
(1), which approximates the first-order derivative of∆yk−1 at time instant(k −

1)T , is described in Equation (10.6), and(∆yk−1)
(2) is an approximation of the second-order

derivative of∆yk−1 at the time instant(k − 1)T ,

(∆yk−1)
(2) =

(∆yk−1 − 2∆yk−2 + ∆yk−3)

T 2
(10.11)
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It is seen from Equation (10.10) that when the plant is controlled using a PI controller, the

one-step ahead estimationûk for a dropped control packet is a PI+PD+D2 prediction, whereD2

means the second-order derivative.

• The PI part isKc



∆yk−1 +
1

Ti

k−1
∑

j=−∞

∆yj



 with the proportional coefficientKc and

integral timeTi, respectively; it reuses the last control action as the control baseline in the

current control period if the current control packet is dropped;

• The PD part isK̄c

[

∆yk−1 + T̄d (∆yk−1)
(1)
]

with the proportional coefficient̄Kc and

derivative timeT̄d, respectively; it captures the characteristics of the rateof change in

the controlled variabley; and

• The D2 part is
1

2
KcKu2T

2 (∆yk−1)
(2), which captures the characteristics of the accelera-

tion or deceleration of the controlled variabley.

Rearranging Equation (10.5) gives

ûk = K̃c



∆yk−1 +
1

T̃i

k−1
∑

j=−∞

∆yj + T̃d (∆yk−1)
(1) + T̃

(2)
d (∆yk−1)

(2)





K̃c = Kc (1 + Ku1/T i) , T̃i = Ti + Ku1,

T̃d =
Ku1Ti + 1

2
Ku2

Ti + Ku1

T, T̃
(2)
d =

1

2

Ku2Ti

Ti + Ku1

T 2

(10.12)

Equation (10.12) reveals that the PD2 compensation scheme in (10.8) for control packet dropout

implements a PID2 predictive control. Since the second-order derivative of past controlu, and

consequently second-order derivative of past controlled variabley, are considered explicitly in

the scheme, more accurate prediction can be expected than that from the simple extrapolation

(10.2) at the cost of more computational demand.

If we setKu2 = 0, the PD2 in Equation (10.8) is reduced to the PD in Equation (10.2). In

practice, we may simply setKu2 = Ku1 = 1.

10.5 PD3 Prediction of Dropped Control Packets

In the scheme shown in Equation (10.8), the PD2 prediction ofdropped control packets makes

use of the acceleration or deceleration information of pastcontrol signals. Obviously, the
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acceleration or deceleration is time-varying. To capture the characteristics of the rate of change

in the acceleration or deceleration, the following function f(·) is chosen for Equation (10.1)

ûk = uk−1 + Ku1Tu
(1)
k−1 + 1

2
Ku2T

2u
(2)
k−1 + 1

6
Ku3T

3u
(3)
k−1

Ku1 ∈ [0, 1], Ku2 ∈ [0, 1], Ku3 ∈ [0, 1]
(10.13)

whereu
(1)
k−1, the first-order derivative ofu at the time instant(k − 1)T , is approximated by

Equation (10.3);u(2)
k−1, the second-order derivative ofu at the time instant(k−1)T , is estimated

from (10.9); andu(3)
k−1 is the third-order derivative ofu at the time instant(k − 1)T , and can be

approximated using

u
(3)
k−1 =

uk−1 − 3uk−2 + 3uk−3 − uk−4

T 3
(10.14)

Therefore, the dropout compensation scheme in Equation (10.13) is a PD3 compensator, where

D3 means up to the third-order derivative.

When the plant is controlled by a PI controller of the form in Equation (10.4), we have

ûk = Kc



∆yk−1 +
1

Ti

k−1
∑

j=−∞

∆yj



+ K̄c

[

∆yk−1 + T̄d (∆yk−1)
(1)
]

+
1

2
Kc

(

Ku2 +
1

3

Ku3

Ti

)

T 2 (∆yk−1)
(2) +

1

6

KcKu3

Ti

T 3 (∆yk−1)
(3)

K̄c = Ku1Kc/Ti, T̄d =
(

Ti +
1

2

Ku2

Ku1

)

T

(10.15)

where(∆yk−1)
(1) and(∆yk−1)

(1) are the first- and second-order derivatives of∆yk−1 at time

instant(k − 1)T , respectively; and(∆yk−1)
(3) represents an approximation of the third-order

derivative of∆yk−1 at the time instant(k − 1)T ,

(∆yk−1)
(3) =

(∆yk−1 − 3∆yk−2 + 3∆yk−3 − ∆yk−4)

T 3
(10.16)

It is seen from Equation (10.15) that if the plant is controlled using a PI controller, the one-

step ahead estimation̂uk is a PI + PD + D2 + D3 prediction, where D2 and D3 represent the

second- and third-order derivatives, respectively. Compared with (10.10) for PD2, (10.15) for

PD3 keeps the PI and PD terms unchanged, but enhances the D2 term and introduces the D3

term.
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Rearranging Equation (10.15) gives

ûk = K̃c

[

∆yk−1 + 1
T̃i

∑k−1
j=−∞ ∆yj + T̃d (∆yk−1)

(1)

+T̃
(2)
d (∆yk−1)

(2) + T̃
(3)
d (∆yk−1)

(3)
]

K̃c = Kc

(

1 + Ku1

T i

)

, T̃i = Ti + Ku1

T̃d =
Ku1Ti + 1

2
Ku2

Ti + Ku1

T, T̃
(2)
d =

1

2

Ku2Ti + 1
3
Ku3

Ti + Ku1

T 2, T̃
(3)
d =

1

6

Ku3Ti

Ti + Ku1

T 3

(10.17)

Equation (10.17) shows that the PD3 compensator in Equation(10.13) is a PID3 predictive

control. The scheme considers up to the third-order derivative of past controlu andy explicitly,

and is thus able to capture not only the dynamics ofu but also the dynamics ofy.

It is also observed that the PD3 in Equation (10.13) is reduced to the PD2 in Equation (10.8)

if Ku3 is set to be 0. In practice, we may simply setKu3 = Ku2 = Ku1 = 1.

10.6 Illustrative Examples

This section gives some examples to demonstrate the effectiveness of the proposed strategies of

packet dropout compensation. Because the focus is on the control packet dropout compensation,

detailed discussions on control design and controller tuning will be omitted.

10.6.1 Time Delay Process and Its Networked Control

Consider the following time delay process, which is common inprocess industry

Gp(s) =
Kp

Tps + 1
e−τps, Kp = 1, Tp = 2, τp = 0.3 (10.18)

whereKp, Tp, andτp are process gain, time constant, and time delay, respectively, with appro-

priate units.

For digital control of process (10.18), the control period is chosen to beT = 0.2 time units.

A PI controller of the form (10.4) is used to control the process. It is tuned using ITAE (integral

of timed absolute error) for set-point. The standard ITAE PIsettings for set-point are

Kc = 0.586K−1
p Tpτ

−0.916
p , Ti = Tp (1.030 − 0.165τp/Tp)

−1 (10.19)
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These standard PI settings do not consider any network induced delay and control computation

delay. Therefore, they need to be modified for NCS applications if the network induced delay

or the control computation delay or the sum of both is significant.

Denote the sum of the network induced delay and the control computation delay byτc,

which is normally time-varying and becomes infinity when a measurement or control packet is

dropped. Applying the proposed real-time queuing protocolto this example, we can achieve

the upper bound ofτc to beT . Especially, if settingTD = T in the timeline of the proposed

queuing architecture, we can achieve a fixedτc as

τc = TD = T = 0.2 (10.20)

This fixedτc can be compensated easily through controller design. To fully compensate for the

fixed τc = 0.2 time units, we change the standard ITAE PI settings in (10.19) into

Kc = 0.586K−1
p Tp(τp + τc)

−0.916, Ti = Tp

(

1.030 − 0.165
τp + τc

Tp

)−1

(10.21)

Substituting the parameter values in Equations (10.18) and(10.20) into (10.21) gives

Kc = 2.0863, Ti = 2.0228 (10.22)

10.6.2 Significant Step Changes in Set-Point and Load Disturbance

Significant external signals are fed into the NCS for evaluation of the system performance: (1)

A unit step change in set-point is introduced att = 1 to the closed-loop NCS; and (2) A negative

unit step change in load disturbance is introduced att = 10 to the NCS.

Without control packet dropout, the results of the networked control of the process are

depicted in Figure 10.1. The upper plot of Figure 10.1 shows the closed-loop responses of

the system to step changes in set-point and load disturbances, respectively; while the lower plot

of the figure illustrates the corresponding control action through a zero-order hold.

Figure 10.1 shows that in response to the significant step change in set-point, a big jump in

u is generated for fast set-point tracking. It will be seen later that this big jump inu requires

special considerations in packet dropout compensation. Apart from this big jump, the control
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Figure 10.1: Closed-loop responses to step changes in set-point and loaddisturbance when
there is no packet dropout.

signal jumps up or down in smaller steps.

For the significant step change in load disturbances, the process smooths out the step change.

Consequently, the corresponding control action is much smoother than that for tracking the

significant step change in set-point, as shown in Figure 10.1.

Various strategies for packet dropout compensation are simulated in the presence of the large

external step change signals described above. The one-stepahead predictions ofu, together with

the estimation errors, are shown in Figure 10.2.
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Figure 10.2: One-step ahead prediction ofu for step changes in set-point (att = 1) and load
disturbance (att = 10).
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As shown in Figure 10.2, for the significant step change in set-point, the big jump in

u results in necessary adjustments of the prediction ofu over three control periods. The

errors of the prediction for all three compensators are obvious during this adjustment, and are

suppressed significantly after this. Therefore, the big jump in u requires special considerations

in implementing a compensator for packet dropout. The following observations justify our

statement.

• Difficulties resulting from the significant change in set-point are not unique to the problem

discussed here for compensation of dropped packets. They are common in control design

and other possible forms of compensators for packet dropout.

• In many applications, changes in set-point are known in advance[Tian and Gao, 1999b].

Passing on this information to the packet dropout compensator will help reduce the pre-

diction error ofu significantly in the first few control periods.

For the significant step change in load disturbances, Figure10.2 shows that all three com-

pensators, i.e., PD, PD2, and PD3, give satisfactory performance. Compared with the PD

compensator, PD2 gives smaller prediction error ofu. PD3 further improves the performance

over the PD2. To evaluate the performance of the three compensators quantitatively, the SSE

(sum of the square error) index defined below is computed for each of the compensators

SSE Index=
∑

k

(prediction error ofu at t = kT )2 (10.23)

It is calculated fromt = 10 when the step change in load is introduced tillt = 20. The

SSE results are tabulated in Table 10.1. They indicate that PD2 improves PD by over 36%,

and PD3 improves PD by over 43%. Since the step-change load disturbances are the worst

ones, the conclusion drawn here is similar for other forms ofload disturbances although actual

performance improvement may vary.

10.6.3 Sinusoidal Change in Set-Point

Let us consider a sinusoidal change in set-point, sin(t). A sinusoidal change in set-point can

simulate time-varying set-point change that is smoother than the step change. Without control

packet dropout, the results of the networked control of the process are depicted in Figure 10.3.
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Table 10.1: SSE indices under various strategies for packet dropout compensation.

Strategy PD PD2 PD3

Step change in load 0.0330 0.0209 0.0187

Improvement over PD – 36.76% 43.27%

Sinusoidal change in set-point 0.2867 0.0801 0.0728

Improvement over PD – 72.06% 74.61%

The upper plot of Figure 10.3 shows the closed-loop responses of the system to the set-point

change; while the lower plot of the figure illustrates the corresponding control action.
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Figure 10.3: System responses to sinusoidal changes in set-point when there is no packet
dropout.

For the three packet dropout compensators proposed in this work, the one-step ahead pre-

dictions ofu, together with the estimation errors, are shown in Figure 10.4 for the sinusoidal

changes in set-point. Figure 10.4 shows that PD2 and PD3 havesimilar performance. They both

behave significantly better than the PD scheme. Quantitative computation of the SSE indices

shows that PD2 improves PD by over 68%, and PD3 improves PD2 byover 70%.

10.6.4 Higher-Order Processes

The proposed real-time queuing protocol and packet dropoutcompensators have been shown

above to be effective for networked control of first-order plus delay processes. They are also

effective for networked control of higher-order plus delayprocesses since most higher-order

processes can be approximated by a first-order plus delay model.
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Figure 10.4: One-step ahead prediction ofu for sinusoidal changes in set-point.

Let us consider a class of higher-order time delay processesgoverned by

Gp(s) =
1

(2s + 1)(s + 1)
e−0.3s (10.24)

For controller design and tuning, one expects to reduce the above higher-order plus delay

model into a first-order plus delay one. There are a number of methods for model reduction.

Among these methods, Skogestad’s half rule is simple and effective[Skogestad, 2003]. The half

rule evenly distributes the largest neglected (denominator) time constant (lag) to the effective

delay and the smallest retained time constant. Applying thehalf rule to the higher-order plus

delay model in Equation (10.24) yields the following reduced first-order plus delay model

Gp =
Kp

Tps + 1
e−τps, Kp = 1, Tp = 2.5, τp = 0.8 (10.25)

This reduced model (10.25) is used to design and tune the controller. Without consideration of

network induced delay and control computation delay, the ITAE PI controller settings for the

process are computed from Equation (10.19).

Set the control periodT = 0.2. Applying the queuing protocol, we have the upper bound of

τc = T , whereτc is the sum of the network induced delay and the control computation delay.

Especially, when settingTD = T in the protocol, we can achieve a fixedτc = TD = T = 0.2

time units. This fixed delay can be compensated through a co-design of network and control,

e.g., from (10.21) we have the ITAE PI controller settings ofKc = 1.3565 andTi = 2.5934.
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To test the performance of the NCS, a unit step change in set-point and a negative step

change in load disturbance att = 15 are introduced, respectively. Without control packet

dropout, the responses of the NCS to these step changes are depicted in Figure 10.5. The cor-

responding control actionu, which is computed at discrete sampling points and output through

a zero-order hold, is also shown in the figure. It is seen from Figure 10.5 that satisfactory

performance of the networked control has been achieved fromthe proposed real-time queuing

protocol together with the effective model reduction and controller design.
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Figure 10.5: NCS responses to step changes in set-point and load disturbance for process
(10.24) when there is no packet dropout.

The packet dropout compensators proposed in this work are simulated in the presence of

step changes in both set-point and load disturbance. The one-step ahead predictions ofu,

together with the estimation errors, are shown in Figure 10.6. It is seen from Figure 10.6 that

all compensators give acceptable one-step ahead predictions ofu. Although the set-point step

change causes a big jump inu and consequently results in an obvious estimation error ofu, this

estimation error occurs only in a single control period and vanishes quickly. Again, knowing

set-point changes in advance will help reduce the estimation error[Tian and Gao, 1999b]. When

both set-point tracking and load disturbance rejection areconsidered, PD2 is a good choice.

10.7 Remarks

One possible difficulty in applying the proposed compensators is the necessary adjustments in

the first few control periods after a significant step change is introduced into the set-point. This
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Figure 10.6: One-step ahead prediction ofu for step changes in set-point (att = 1) and load
disturbance (att = 15) for networked control of (10.24).

requires a big jump in the control signal for fast set-point tracking. This difficulty is not unique

to the problem discussed in this work for packet dropout compensation; it is common to control

design and other possible forms of packet dropout compensators. Knowing the set-point change

in advance will help reduce the prediction error of the control signal significantly.

Another consideration in using the proposed compensators is measurement noise. A high

level of noise will result in fluctuations in control signal.These fluctuations may be further

amplified by the derivative action of the compensators. Thisproblem is also not unique to the

problem of packet dropout compensation; it is common to predictor design and implementation.

Pre-processing and filtering of measured data are necessaryin most control systems.

It is noted that the PD2 scheme improves the PD scheme significantly under typical sce-

narios discussed in this work; the PD3 has improvement over the PD2 at the cost of increased

computational demand and potential risk of noise amplification. Therefore, the PD2 is recom-

mended for actual implementation of packet dropout compensation.

If sustained packet losses occur, the proposed compensators will not function. It is our belief

that the packet dropout, which results from unreliable networking, should be first addressed

in the design of networks. This is a better option than implementing sophisticated packet

dropout compensation. Therefore, sustained sequences of successive dropped packets, which

will unlikely happen under normal conditions, might be an indication of abnormal conditions

or an unsatisfactory network design. This is an issue of integrated design for the overall NCS.
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10.8 Summary of This Chapter

Existing methodologies either do not compensate for control packet dropout at all or attempt to

compensate for it at the central controller through sophisticated algorithms that strongly rely on

accurate process models. With the application of the real-time queuing protocol that we devel-

oped for NCS, three model-free schemes have been proposed forpacket dropout compensation.

They are all implemented at the smart actuator, and are computed from past control signals.

With the proposed compensators, together with the real-time queuing protocol, the network

induced delay in NCS becomes fixed and is limited to within a control period. This will help

achieve predictable dynamics of NCS communications and control. The fixed and relatively

small network induced delay can be compensated through control strategy design. Examples

have been given to demonstrate these concepts and methods.

10.9 Nomenclature of This Chapter

Abbreviations

ITAE Integral of Timed Absolute Error

PD Proportional plus Derivative

PD2 Proportional plus up to the Second-Order Derivative

PD3 Proportional plus up to the Third-Order Derivative

PI Proportional-Integral

PID Proportional-Integral-Derivative

NCS Networked Control System/s

SSE Sum of Square Error

Symbols

f(·) function

Gc, Gp Controller and plant transfer functions, respectively

Kc, K̄c Controller gain, and equivalent controller gain, respectively

Kp Process gain
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Ku1, Ku2, Ku3 Proportional coefficients

k Integer representing thekth control period

lr Loss rate

n Integer

Q1, Q2 Two queues in the queuing protocol

s Laplace transform operator

T Control period

t Time variable

TD Time instant to dequeueQ1

T̄d Equivalent derivative time

Ti, T̄i Integral time, and equivalent integral time, respectively

TL Latest time instant to accept control packet

Tp Process time constant

u, û Control signal, and its estimate, respectively

y, yr Controlled variable, and its set-point, respectively

Greek Letters

∆yj Control error(= yr − yj)

τc Sum of network delay and control computation delay

τp Process time delay

Superscripts

(i) The first-, second, or third-order derivative fori = 1, 2, or 3

Subscripts

j, k Integers representing thejth andkth control periods, respectively



Chapter 11

Integrated Design of Real-Time Networked Control

Systems

From our effort in the understanding of the non-uniform distribution of network induced delay

(Chapter 8), in developing the queuing protocol (Chapter 9), and in dealing with control packet

dropout (Chapter 10) for networked control systems (NCS), a general framework is developed

in this work to deal with network complexity andintegrated design of real-time NCS. When

the complex traffic of an NCS is treated as stochastic and bounded variables, simplified yet

improved methods for robust stability and control synthesis can be developed to guarantee the

stability of the systems.

Integrated design of network and control is an effective approach to simplify the network

behaviour and consequently to maximise the Quality of Control (QoC) performance of the

overall NCS. It combines the queuing protocol, packet dropout compensators, and control

design. Consequently, the network induced delay can be limited to within a single control

period, significantly simplifying the network complexity as well as system analysis and design.

The resulting delay can be further reduced significantly if the system is tolerant of a certain

level of packet loss rate.

Part of this work has been published in[Tian and Levy, 2008b; Tian and Levy, 2007].
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11.1 Networked Control and Scheduling

An NCS typically has multiple control tasks; and thus is related to multi-tasking scheduling. In

scheduling theory, the worst-case execution time of a task is used in order to achieve predictive

system behaviour (Chapter 5)[Balbastreet al., 2004; Samard and Balas, 2003; Shaw, 2001].

It is conventionally treated as a constant. To a large extent, the worst-case execution time

determines the schedulability and QoC of multiple control tasks.

It is worth mentioning that unlike conventional multi-tasking scheduling, NCS communi-

cation events are not pre-emptive once they have happened. Once a packet is sent out, the

transmission cannot be stopped. Thus, reducing the worst-case communication delay is crucial

to ensure the schedulability and performance of the communication and control tasks of NCS.

Applying the multi-tasking scheduling theory in NCS, we haveused the worst-case com-

munication delay (WCCD) in our real-time queuing architecture(Chapter 9)[Tianet al., 2006a;

Tianet al., 2006c]. Especially, we use the WCCD as a constant timing parameter to smooth out

the time-varying communication delay for predictive real-time computing and control of NCS.

Recent studies have shown that the network delay in a real-time NCS has non-uniform dis-

tribution[Tian and Levy, 2008b; Tipsuwan and Chow, 2004a] and multi-fractal nature (Chapter

8) [Tianet al., 2007]. However, these findings have not been effectively utilisedin NCS analysis

and design. Through extensive investigations into variousscenarios of NCS, we have recently

observed that most communication delays are far below the WCCD,implying that the use of

the WCCD in the conventional sense will result in tight scheduling and conservative QoC.

We will show how to make the WCCD configurable. The main idea is to significantly reduce

the value of the WCCD in the real-time queuing protocol under certain level of packet loss rate.

The packet losses can be compensated through some simple strategies. This also highlights the

necessity of the integrated design of networking and control.

11.2 Further Analysis of NCS Network Delay

Let us re-consider Case Study 1 carried out in Section 9.5 of Chapter 9 for a hierarchical

NCS with Two-Segments/10Mbps network architecture. The system has been modelled in
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Section 8.1 of Chapter 8. The NCS is a hierarchical control system with 30 sensors, 20

actuators, 5 control computers, 5 management computers, and other devices. It controls 20

loops. The system architecture, Two-Segments/10Mbps network architecture, and network

traffic specifications have been described in detail in Section 8.1 of Chapter 8.

Selected results of our simulation and performance analysis for the modelled NCS have

been tabulated in Table 8.4 of Chapter 8. Controller-to-actuator delay of the NCS is graphically

shown in Figure 8.6. Also, Figures 8.4 depicts sensor-to-controller delay, which has non-

uniform distribution and multi-fractal nature as analysedin Chapter 8.

Table 8.4 indicates that the sensor-to-actuator delay ranges from 16.30ms to 93.34ms, and

the controller-to-actuator delay changes from 16.93ms to 34.16ms. Considering both sensor-to-

controller delay and controller-to-actuator delay, we cansee that the total NCS communication

latency is between 33.23ms and 127.50ms, resulting in a jitter of 94.27ms. Both the latency and

jitter are significant. The WCCD here is 127.50ms, which leaves us only 72.50ms for all other

tasks in a control period ofT = 200ms.

Although the WCCD is as high as 127.50ms, we have observed some delay spikes in Figure

8.4, implying that most sensor-to-controller delays are far below the worst-case value. This has

also been clearly shown in a plot of the distribution of the delay in Figure 8.5. The accumulated

percentage of the delay is given in Figure 11.1.

It is seen from Figures 8.4, 8.5, and 11.1 that in most cases, small delays are dominant

while large delays are exiguous. Therefore, the probability of small communication delays

is higher than that of large delays. A detailed analysis of the accumulated distribution of the

sensor-to-controller delay is summarised in Table 11.1. Itis observed from Table 11.1 that 95%

sensor-to-controller delays fall below 47ms; 99% delays are less than 60ms. These delays are

far below the worst-case value of 93.34ms.

Table 11.1: Accumulated distribution of the sensor-to-controller delays.

Loss rate (%) 0 0.50 1.0 1.9 3.3 5.0

Accumulated % of delays 100 99.5 99.0 98.1 96.7 95.0

Delay (ms) 93.34 77 60 54 50 47

Delay reduction (ms) - 16.34 33.34 39.34 43.34 46.34

Delay reduction (%) - 17.51 35.72 42.15 46.43 49.65
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Figure 11.1: Accumulated percentage of the sensor-to-controller delays.

11.3 Configuring the WCCD

Our approach for configuring the WCCD in real-time NCS is based on our observations and

analysis in previous sections.

From Table 11.1, if the NCS is tolerant of a 5% packet loss rate,the worst-case sensor-

to-controller delay can be reduced from 93.34ms down to 47ms, representing a reduction of

46.34ms. This means that the WCCD can be reduced from 127.50ms down to 81.16ms (a 36%

improvement) under the level of 5% packet loss rate.

If the desired level of the packet loss rate for sensor-to-controller packets is 1.9%, the

improvement in the WCCD is better than 39.34ms. The 39.34ms dropof the WCCD from

127.50ms represents a significant improvement of nearly 31%.

Further analysis from Table 11.1 shows that a 1% loss rate of the measurement packets

allows a drop of 33.34ms in the WCCD (a 26% reduction). A 0.5% lossrate of the measurement

packets corresponds to a reduction of 16.34ms in the WCCD (a 23% improvement). All these

improvements are significant with the low loss rates.

The overall design process for the WCCD is just like to put a horizontal line in Figure 8.4.
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Move the line up or down to adjust the threshold for differentlevels of packet loss rate for the

measurement packets. Or, thinking about putting a verticalline in Figure 8.5 or Figure 11.1,

move the line to the left or right for an acceptable level of packet loss rate.

The fundamental requirements of the proposed approach for configuring the WCCD are:

1) The communication delay is non-uniformly distributed and most of the delays are far

below the worst one – This is verified in our investigations inChapter 8 and also in

[Tipsuwan and Chow, 2004a].

2) The small level of packet loss rate can be tolerated – this is guaranteed through our simple

packet dropout compensators (Chapter 10).

11.4 Integrated Design of NCS

From our recent development, this work aims to develop a general framework to deal with the

NCS network complexity. The basic idea is the integrated design of network and control. The

procedure of the framework is summarised below.

Step 1. Apply the real-time queuing protocol in the NCS network to make the dynamic

behaviour of the network traffic more predictable, thus simplifying the network

dynamics. The most important achievement is the predictability of the network

induced delay. (Chapter 9).

Step 2. Configure the WCCD under an acceptable level of packet loss rate tosignificantly

reduce the network induced delay in networked control. (Section 11.3).

Step 3. For any control packet loss, activate a packet dropout compensator to predict the

lost control signal. A control packet that is received afterthe control period ends

is treated as a lost packet in that control period. (Chapter 10).

Step 4. Through the above three steps, the network induced delay is limited to within a

single control period, largely simplifying the system analysis and design. Then,

the predictable network induced delay is compensated through controller design.

Many controller strategies can be used for predictable delay compensation, e.g.,

[Tian and Gao, 1998c; Tian and Gao, 1998b].
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11.5 Case Studies

Again, consider Case Study 1 discussed in Section 9.5 of Chapter 9 for an NCS with Two-

Segments/10Mbps network architecture. It has been furtherstudied in Sections 11.2 and 11.3.

Using the integrated design framework proposed above in Section 11.4, we apply the real-

time queuing protocol first to smooth out the time-varying network induced delay. This gives

the timing behaviour shown in Figure 9.3 for the closed-loopNCS. The time instantTC for

dealing with packet dropout is fixed at 180ms, and the time instant TD for control output is

fixed at 190ms.

Next, allowing 1% loss rate for control packets, we will be able to reduce the WCCD by

33.34ms. This is a 26% reduction in the WCCD. As a result, bothTC andTD can be reduced

by the same amount. The timing behaviour of NCS network is depicted in Figure 11.2, which

clearly shows the improvement of the delay performance in comparison with Figure 9.3.
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Figure 11.2: Timing behaviour of the NCS with 1% packet loss rate (‘O’: measurement packets
received by controller; ‘X’: Control packets received by theactuator; ‘*’: TC ; ‘∆’: TD).

Furthermore, because some packets will be dropped, a simplepacket dropout compensator

is employed to ensure smooth operation of the control system.

Finally, due to the fact that the network delay has been limited to within a single control

period, simplified stability analysis and design can be carried out with improved performance.
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11.6 Summary of This Chapter

The non-uniform distribution of the communication delay inNCS makes it possible to reduce

the WCCD with a sacrifice for a certain level of packet loss rate. An approach has been proposed

to configure the WCCD for much less conservative system design and multi-tasking scheduling

in real-time NCS. When a small level of packet loss rate can be tolerated, a threshold can be set

as a configurable WCCD, which is far below the real worst-case communication delay.

Furthermore, a general framework has been developed in thiswork to deal with the network

complexity and integrated design of NCS for real-time applications. It consists of four main

steps: 1) Apply a real-time queuing protocol to achieve predictable network induced delay; 2)

Configure the worst-case communication delay; 3) Activate packet loss compensation when

a packet is lost; and 4) Compensate for the predictable network induced delay in control

design. The framework has emphasised integrated design of network, scheduling, and control.

The resulting network induced delay is limited to within a single control period, significantly

simplifying the network complexity as well as system analysis and design while improving the

performance of the overall NCS.

11.7 Nomenclature of This Chapter

Abbreviations

NCS Networked Control System/s

WCCD Worst-Case Communication Delay

Symbols

Q1 Queue to store one control packet

T Control period

TC Time instant to deal with control packet dropout

TD Time instant to dequeueQ1
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Chapter 12

Conclusions and Future Work

12.1 Summary of the Research

As a type of real-time systems, real-time control systems are widely deployed in various appli-

cations. However, challenging problems exist in system design and implementation, and pose

performance limitations to the control systems. In a real-time control system, two of the most

important issues are timing and QoC (Quality of Control) performance. We have addressed

these two broad issues in this thesis through comprehensiveresearch ondynamics analysis

and integrated designfor seven research problemsidentified fromthree related areas.

The first area that we have investigated is aboutcontrol design for controllers. The

control strategy development is for maintenance and improvement of QoC performance of

the process control. Well designed control system architecture together with appropriately

developed control strategies is essential for the overall control system.

• To facilitate the research on control design, the complex, and industrially significant,

reactive distillation processes, have been investigated.Model-free pattern predictive con-

trol (Research Problem 1 in Section 1.3) has been developed through integrated design

of pattern recognition, fuzzy logic, non-linear transformation, and predictive control.

The developed control strategies have been verified on a pilot-scale reactive distillation

column. This isthe first main contribution of this thesis.

A good control design gives good control performance only ifit is well implemented in

173
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software on the controller. The software implementation ofcontrol strategies has been a largely

ignored area in the control system development.The second areathat we have studied is about

control implementation on controllers with regard to multi-tasking scheduling.Integrated

design of control and schedulinghas been carried out through linking the scheduling directly

or indirectly to the QoC of the control system.

• Because time delay and jitter affect the dynamics and timing of real-time control signifi-

cantly, they can be used to indirectly characterise the system QoC. With this understand-

ing, it is important to reduce control latency and jitter fora control system. Therefore, the

problem of reducing control latency and jitter (Research Problem 2 in Section 1.3) has

been explored in this thesis. Strategies have been developed to tackle this problem and

have been successfully applied to real-time networked control and operation of a large-

scale industrial robotic system. This isthe second main contributionof this thesis.

• Feedback scheduling makes it possible to directly evaluatethe QoC performance and

consequently to re-schedule the computing and network resources whenever necessary.

However, this may not be always feasible especially in overload conditions. The problem

of hierarchical feedback scheduling (Research Problem 3 in Section 1.3) has been raised

for study in this thesis. A task model and a hierarchical feedback scheduling framework

have been proposed to solve the problem effectively and efficiently. This is the third

main contribution that we have claimed in this thesis.

With the integration of information, communication, and control in modern real-time control

applications, networked control is becoming increasinglysignificant. However, there are still

major difficulties in analysis, design, and implementationof real-time networked control.The

third area that we have investigated in this thesis is aboutcontrol design and implementation

in networked environmentswith the focus ondynamics analysis and integrated designof

control, network, and resource scheduling.

• Time-varying network induced delay is one of the major difficult problems in networked

control. To develop a better understanding of the dynamics of the network delay, we

have made effort to analyse the behaviour of the delay (Research Problem 4 in Section

1.3). Our research has revealed the non-uniform distribution and multi-fractal nature of

the network delay in real-time networked control. This isthe forth main contribution
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claimed in this thesis.

• When both QoC and network QoS (Quality of Service) are considered, the network

induced delay problem can be tackled from the co-design of network and control. This

is Research Problem 5 defined in Section 1.3. Introducing artificial delay, a real-time

queuing protocol has been proposed to smooth out the time-varying network induced

delay, leading to more predictable communication behaviour which is favourable for real-

time applications. This is claimed asthe fifth main contribution of this thesis.

• Packet dropout is another major difficult problem in analysis an design of a network

control system (NCS), and has been investigated systematically in this thesis (Research

Problem 6 in Section 1.3). Simple packet dropout compensators have been developed for

implementation on the actuators to predict lost control packets from past control signals.

This achievement isthe sixth main contribution of this thesis.

• Integrated design of network and control has been considered as one of the major research

topics in this thesis (Research Problem 7 in Section 1.3). Making use of the non-uniform

distribution property of the NCS network delay, the worst-case communication delay

(WCCD) is made configurable for significant reduction of the delay if the system is

tolerant of a certain level of packet loss rate. With combined applications of the queuing

protocol, the packet loss compensators, the WCCD configuration, and control design, an

integrated NCS design framework has been developed to maximise the NCS performance

improvement. It limits the network induced delay to within asingle control period,

leading to significant simplification of NCS analysis and considerable improvement of

system QoC. This is claimed asthe seventh main contributionof this thesis.

In conclusion, we have fully completed the research outlined in Chapter 1 and have pre-

sented our main contributions in this thesis.

12.2 Future Work

The presented work in this thesis on dynamics analysis and integrated design of real-time

control systems suggests many interesting research directions.
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While all technologies developed in this thesis have been verified via simulation studies, ex-

perimental testing, or practical applications, there is significant potential to apply the technolo-

gies in more practical control systems. This would be usefulfor promoting new technologies in

real-time control for simplified system analysis and designand also for QoC improvement.

The queuing protocol developed in this thesis introduces artificial delay to smooth out

network induced delay. It is effective for a large class of real-time control systems that require

accurate timing. There also exist many control systems, e.g., industrial process control applica-

tions, in which imposing the control signal to the plant onceit is available may be preferable.

In this case, how to analyse and design the network, scheduling, and control in an integrated

framework to ensure the QoS for the control network and the QoC for the control tasks is still

difficult, and is worthy to be investigated.

Networked control has been deeply studied in this thesis. However, we have not specified

wireless networks explicitly. Wireless communication is afast growing area, and is becoming

part of our daily life. Two of the challenging problems in networked control, i.e., time-varying

networked induced delay and packet dropout, which we have addressed, become more evident

and severer in wireless networked applications. Research and development of innovative tech-

nologies for wireless networked control are emerging. The outcomes presented in this thesis

would be a good basis for investigation into wireless NCS.

Finally, there have been major difficulties in modelling andsimulating NCS in a uniform

software environment and platform. In this thesis, we have used several software packages for

complementary modelling and simulation of networked control, for example, ns2 (or Opnet)

for networks, Matlab/TrueTime for process dynamics and scheduling. However, time-driven

Matlab/TrueTime is not suitable for comprehensive simulation of complex networks, and event-

driven ns2 is not designed for computation of continuous-time dynamics. Effort is being made

in three directions: (1) Simulate networks in ns2 (or Opnet), export the network dynamics to a

file, and then read this file into Matlab for control system simulation; (2) Embed continuous-

time simulation into event-driven ns2 by adding continuous-time simulation agents; and (3)

Build an interface between Matlab and ns2 (or Opnet) for direct information exchange. We are

making progress in all these three directions. It would be worthwhile, although difficult, to find

a simple and convenient mechanism for modelling and simulation of networks, scheduling, and

process control simultaneously in a uniform environment.
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reactive distillation column for composition and conversion. Journal of Process Control,

9(1):19–31, Feb 1999.



LITERATURE CITED 191

[Sneesbyet al., 2000] M. G. Sneesby, Moses O. Tadé, and T. N.. Smith. A multi-objective
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