Noncooperative and Cooperative Transmission Schemes

with Precoding and Beamforming

Wibowo Hardjawana

A thesis submitted in fulfilment of
requirements for the degree of Doctor of Philosophy

e

School of Electrical & Information Engineering
The University of Sydney

December 2008



Abstract

The next generation mobile networks are expected to pravidéimedia applications with a high
quality of service. On the other hand, interference amontipiel base stations (BS) that co-exist
in the same location limits the capacity of wireless networkn conventional wireless networks,
the base stations do not cooperate with each other. The BiSsnit individually to their respective
mobile stations (MS) and treat the transmission from ottes Bs interference. An alternative to this
structure is a network cooperation structure. Here, BSp@@dbe with other BSs to simultaneously
transmit to their respective MSs using the same frequenng baa given time slot. By doing this,
we significantly increase the capacity of the networks. Thesis presents novel research results on a
noncooperative transmission scheme and a cooperati@rission scheme for multi-user multiple-
input-multiple-output orthogonal frequency division rtiplexing (MIMO-OFDM).

We first consider the performance limit of a noncooperatigagmission scheme. Here, we propose
a method to reduce the interference and increase the thpaugl orthogonal frequency division
multiplexing (OFDM) systems in co-working wireless locaéa networks (WLANS) by using joint
adaptive multiple antennas (AMA) and adaptive modulatidiv) with acknowledgement (ACK)
Eigen-steering. The calculation of AMA and AM are performegdhe receiver. The AMA is used
to suppress interference and to maximize the signal-erference-plus-noise ratio (SINR). The AM
scheme is used to allocate OFDM sub-carriers, power, andlatoch mode subject to the constraints
of power, discrete modulation, and the bit error rate (BERIe transmit weights, the allocation of
power, and the allocation of sub-carriers are obtainedetrmsmitter using ACK Eigen-steering.
The derivations of AMA, AM, and ACK Eigen-steering are showline performance of joint AMA
and AM for various AMA configurations is evaluated througle gimulations of BER and spectral
efficiency (SE) against SIR.

To improve the performance of the system further, we proogeactical cooperative transmission
scheme to mitigate against the interference in co-workingAWSs. Here, we consider a network
coordination among BSs. We employ Tomlinson Harashimagglieg (THP), joint transmit-receive

beamforming based on SINR (signal-to-interference-ploise-ratio) maximization, and an adaptive
precoding order to eliminate co-working interference aciieve bit error rate (BER) fairness among



different users. We also consider the design of the systeemwartial channel state information (CSI)
(where each user only knows its own CSI) and full CSI (whemhasser knows CSI of all users) are
available at the receiver respectively. We prove analjyi@nd by simulation that the performance
of our proposed scheme will not be degraded under partial T& simulation results show that
the proposed scheme considerably outperforms both théngxison-cooperative and cooperative
transmission schemes.

A method to design a spectrally efficient cooperative domkntransmission scheme employing pre-
coding and beamforming is also proposed. The algorithmieditas the interference and achieves
symbol error rate (SER) fairness among different userslifforete the interference, Tomlinson Ha-
rashima precoding (THP) is used to cancel part of the imenfee while the transmit-receive antenna
weights cancel the remaining one. A new novel iterative kil applied to generate the transmit-
receive antenna weights. To achieve SER fairness amorgyetitf users and further improve the
performance of MIMO systems, we develop algorithms thavige equal SINR across all users
and order the users so that the minimum SINR for each userxgmimed. The simulation results
show that the proposed scheme considerably outperforrarexcooperative transmission schemes
in terms of the SER performance and complexity and appr@aahdnterference free performance
under the same configuration.

We could improve the performance of the proposed interfereancellation further. This is because
the proposed interference cancellation does not constdeiver noise when calculating the transmit-
receive weight antennas. In addition, the proposed scheemtioned above is designed specifically
for a single-stream multi-user transmission. Here, we esnpHP precoding and an iterative method
based on the uplink-downlink duality principle to generidute transmit-receive antenna weights. The
algorithm provides an equal SINR across all users. A simplethod is then proposed by trading off
the complexity with a slight performance degradation. Trheppsed methods are extended to also
work when the receiver does not have complete Channel Staterations (CSls). A new method of
setting the user precoding order, which has a much lower Exitypthan the VBLAST type ordering
scheme but with almost the same performance, is also prdpdse simulation results show that the
proposed schemes considerably outperform existing catipertransmission schemes in terms of
SER performance and approach an interference free penficana

In all the cooperative transmission schemes proposed ab@vase THP to cancel part of the inter-
ference. In this thesis, we also consider an alternativeoagp that bypasses the use of THP. The
task of cancelling the interference from other users now dielely within the transmit-receive an-
tenna weights. We consider multiuser Gaussian broadcasinels with multiple antennas at both
transmitter and receivers. An iterative multiple beamfioign(IMB) algorithm is proposed, which is
flexible in the antenna configuration and performs well in kmamoderate data rates. Its capacity
and bit error rate performance are compared with the ondswathby the traditional zero-forcing
method.
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Chapter 1

Introduction

The spectral efficiency of downlink transmission in exigtaellular mobile [1] and wireless
local area networks (WLAN) [2] is limited by interferencen tellular mobile networks,
the dominant interference comes from adjacent cells orratewvork operators using the
same frequency band [1], while in co-working WLANS [2], timéarference from other net-
works, operating in the same area, is a major limiting fa@prDue to its high spectral effi-
ciency, multiple-input-multiple-output orthogonal-freency-division-multiplexing (MIMO-
OFDM) is a widely accepted technology for all future wiralssandards. Thus, we consider
multiple antennas at both the transmitter and receiver ardNDtechnology as our trans-
mission scheme.

In conventional wireless networks, the co-existing baagats (BSs) do not cooperate with
each other. BSs transmit individually and treat other BSwmt&sference. Thus, the trans-
missions from the BSs will interfere with each other. Trewtially, only coexistence mecha-
nisms between different technologies such as Bluetooth {8{h WLANs have been inves-
tigated. Examples of these methods are automatic frequsaiegtion based on the received
signal strength indicator (RSSI) [3], sub-carrier symbyabkeire [4], and media access control
(MAC) level interference avoidance [5, 6]. These solutiaask by getting the BSs to avoid
interference from other BSs by transmitting in a differeegjuency band [3, 4] or a different
time slot [5, 6].

Applying these approaches to mitigate interference in WA cellular networks will re-



quire extra expensive resources such as additional fretgsenr time slots. Therefore, a
better solution in noncooperative co-working networkistippress the co-working inter-
ference. By doing this, we can avoid allocating extra fremyeresources. This feature
is especially important for co-working WLANS since there anly three non-overlapping
channels in the industrial, scientific, and medical (ISM)dbavailable [7, 8]. In addition, all
of the interference avoidance schemes mentioned aboveedB&EE 802.11's clear channel
assesment (CCA) mechanism [7, 8] to work correctly and tdibeta detect all nodes. CCA
is a process where BSs or MSs sense the wireless channeldecifistime interval and as-
certain whether the medium is available for its own transmis The CCA mechanism,
however, will not work if a hidden BS exists in the network.[9 hidden BS will cause
interference to other BSs since its transmission canno¢bgesl by the CCA mechanism of
other BSs [9].

The interference from other users in noncooperative nésvoan be suppressed through the
use of multiple antennas at BSs and mobile stations (MSsg. pEnformance can then be
further improved through the use of adaptive modulation jAMdaptive multiple antennas
(AMA) with co-channel interference (CCI) and AM have beemds¢d independently in the
past. Receivers with multiple antenna configurations arestigated in [10-12]. Joint op-
timal transmit and receive beamforming to maximize the aligo-interference-plus- noise-
ratio (SINR) in MIMO-OFDM configurations are studied in [113l]. AM has also been
thoroughly investigated and reported. AM, in the contexdingle-user and non-interference
environments is considered in [15]. In [16] the scheme ismokéd to multi-user cellular en-
vironments. AM is also proposed for WLANS in [17], but witHazonsidering co-working
interference from other BSs.

An alternative to the above noncooperative transmissiom fach BS to its respective MS,
IS a cooperative transmission structure. Here, multiple Bare information about the
transmitted messages to their respective users and vdichasinels via a backbone network.
Individual BSs are equipped with multiple transmit antesinBach BS transmitter uses the
information of the transmitted signals from other BSs anceless channel conditions to
precode its own signal. The precoded signal for each BS edwmamst through all BS transmit
antennas in the same frequency band in a given time slot. Téeoging operation and
transmit-receive antenna coefficients are chosen in suayaswto minimize the interference
coming from other BS transmissions.



Most of the published papers in this area consider eitherlg-oser MIMO system with a
single receive antenna [18—-21] or a multi-stream singkr-usth multiple transmit-receive
antennas [18, 22—-24]. Obviously the latter case is not egiple to cellular mobile networks
or WLANS since there are multiple users transmitting at gmaetime. In [18, 19, 25, 26] ,
the uplink-downlink duality concept is introduced to fingtbptimum transmit-receive an-
tenna weights and to allocate downlink power. The autha@tdirow that the downlink SINR
can be designed to be equal to the maximum uplink SINR undesdime total available
power but with a different power allocation in the downlinkdauplink. They then propose
a method to find the transmit weights and transmission pothatsmaximize the individual
downlink Signal-to-Interference-plus-Noise-Ratio (R\oy solving its dual uplink equiva-
lence. A different approach is proposed in [21], where a doation of a Zero Forcing (ZF)
method, that determines transmit weights by forcing patheinterference to zero, and dirty
paper coding (DPC) [27] is used to suppress interferenee bdther users. A more practical
approach than [21] is considered in [20] where DPC is replaaéh Tomlinson-Harashima-
Precoding (THP) [28, 29]. Various approaches in implenmgnthe combination of ZF and
DPC are considered in [23, 30-32]. In [31, 32] the pseudorsevef the channel matrix and
sphere encoding method are used to zero force all the irdade. Due to the high com-
plexity of sphere encoding, the authors in [23] use the psemkrse [33] of the channel
matrix and lattice-reduction method [34, 35] to zero fore¢hes interference. In [30] a zero
forcing method is initially developed to approximate anchgiify for the sphere encoding
or vector perturbation [31, 32]. The authors in [30] applg #ero forcing method to can-
cel interference in a multi-user MIMO system with a singleeige antenna. Interestingly
the simulation result in [30] shows that its bit-error-rg&rformance is better than sphere
encoding in [31, 32] which is considered to be the best to.daese algorithms however,
only consider single receive antenna scenarios, whichatahrectly be extended to MIMO
systems.

An extension of a multi-user MIMO system with a single reeeantenna to a multi-user
MIMO system with multiple transmit-receive antennas hasnbeonsidered by several re-
searchers. In [36], the uplink-downlink duality conceptradluced in [18,19] is used to
design the optimum downlink transmit-receive weights aadmink transmission powers
in a multi-user MIMO system with multiple transmit-recei@atennas. The problem with
this method is that the convergence to a solution cannot beagteed and the method does
not work when more than one symbol stream is transmittedc¢b eaer. In [37] and [38],
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the authors propose to design transmit-receive antenrghtgdbased on the concept of sig-
nal leakage. The signal leakage is a measure of how muchl gpgneer leaks into the
other users. The criterion of choosing transmit-receivigiits is then based on maximizing
signal-to-leakage-and-noise-ratio (SLNR). In [39], a Z€thod is applied to a multi-stream
multi-user MIMO system. Here transmit-receive antennags are first jointly optimized
by a ZF diagonalization technique. The water-filling powlraation method is then applied
to allocate power to each user. The scheme in [39] is furthpraved in [40] by finding the
transmit-receive antenna weights iteratively. Nonline@thods, utilizing a combination of
the ZF method with DPC and a combination of the ZF method wittPT28, 29], for a
multi-user MIMO system, are considered in [41-44], respebt The authors use the ZF
method to eliminate part of the inter-link interference. @Br THP are then applied to
cancel the remaining interference. These schemes, hoveegerot practical for cooperative
MIMO systems, since their symbol-error-rate (SER) perfamce varies from user to user. In
particular, this SER variation is not desirable, since tH&RM systems can be deployed by
different operators. These operators will expect the syst® have a similar performance
when they cooperate. In addition, most of this work [41, 48lydnvestigates the system
capacity and does not really address the error rate perfarenaf realistic systems.

1.1 Research Problem and Contributions

The research effort in this thesis has been put into degggndownlink transmission scheme
for noncooperative and cooperative BSs, operating in aperhg locations and transmit-
ting in the same frequency band at the same slot and timewsgitht,a good complexity-
performance trade-off, for applications in MIMO-OFDM sgsts. We focus on designing
multi-user MIMO-OFDM interference cancellation schemasdx on zero-forcing (ZF) and
maximum signal-to-interference-plus-noise (SINRM)amic as these two approaches seem
to offer the performance-complexity-trade-off requirgdive present practical systems. The
system performance obtained by applying the maximum SINBrimn is proved to be equal
to the ones obtained by using the minimum-mean-square{@idSE) criterion in [45].

The first research problem considered in the thesis is thexstence of noncooperative
wireless networks in the same location transmitting in thme frequency band. The aim
here is to find a new method so that no additional frequencyuress need to be allocated
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to these networks. When BSs do not cooperate, the downhanktnission by each BS to its
respective mobile station (MS) will interfere with the teanmission from the other BSs. The
interference from other users is suppressed through thefuseaptive multiple antennas
(AMA) at the transmitter and the receiver. Adaptive modolatschemes can then be used
to improve the throughput of the system. The problem of joptimization of AMA, AM
and their implementation in co-working WLANS has not beensidered in the literature.

The first contribution here is a new method that jointly dasithe transmit-receive weights
for AMA, AM and acknowledgement (ACK) Eigen-steering. Thigethod improves the
downlink performance of MIMO-OFDM in co-working WLANSs. Thebjective of the
scheme is, 1) to maximize SINR using AMA, 2) to maximize théadate using AM, and
3) to eliminate the channel feedback requirement using @gladgement (ACK) Eigen-
steering. AMA weights are computed at the station (STA). dpgmum transmit beam-
forming weights for the access point (AP) and receive beamfay weights for the station
(STA) are calculated [13].

The second contribution is an allocation method for OFDM-salyiers, power, and modu-
lation mode done by AM. Power constraint, discrete modaitationstraint (BPSK, 4-QAM,
16-QAM, or 64-QAM as in IEEE 802.11g [7]), and BER constrang taken into consider-
ation.

The second research problem that we consider is networldic@tion as a means of pro-
viding efficient downlink transmission in co-working WLANdHere, the performance for
each cooperative BS will need to be equal, otherwise thear&taperators would not want
to cooperate. This condition has not been addressed inténatlire. The research contri-
bution here is the proposal of a cooperative transmissiberee among co-working BSs,
to eliminate co-working interference in MIMO-OFDM WLANSs. &\develop a practical

precoding algorithm combining the Tomlinson-Harashimecpding (THP) scheme [28, 29]
with transmit-receive beamforming based on the signaitexerence-plus-noise-ratio max-
imization criterion (SINRM) [13,45,46]. The transmit-e¢e beamforming weights are
derived by using the SINRM criterion. We show how our progbseoperative transmis-
sion scheme significantly outperforms the performance @tctioperative scheme [41] and
conventional non-cooperative schemes [13, 46].

Even though THP-SINRM is better than the noncooperativerseh the performance de-
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grades as the number of users transmitting simultaneondlyei co-working WLANS in-
creases. The research contribution here is the design ofvacoeperative transmission
scheme employing precoding and beamforming for the dowrdfra single-stream multi-
user MIMO system. The method is applicable for both cellataadt WLAN networks. In this
algorithm, THP cancels part of the interference while tla@$mit-receive antenna weights
cancel the remaining interference. A new novel iterativéhoe is applied to generate the
transmit-receive antenna weights that zero force (ZF)fietence from other BSs. These
transmit-receive antenna weights are optimized basedeitetative optimization method
from [47]. The receive and transmit weights are optimizedatively until the SINR for
each user converges to a fixed value. The convergence behatite proposed method is
investigated both analytically and numerically. We alsgbayp SINR equalization, and an
adaptive precoding ordering (APO). In SINR equalizatio8] [dower is allocated to users in
such a way that all have the same SINRs. This allocation es3ER fairness. An expres-
sion for the power allocation is derived. The APO is used tthier improve the performance
of MIMO systems, by maximizing the minimum SINR for each ugE]. Here, we apply
the VBLAST user detection ordering from [48] for user orderin the THP. We refer to this
method as APO-VBLAST. Simulation results show that our sohés significantly superior
to the existing methods.

The proposed method offers a significant improvement ovenéimear cooperative precod-
ing algorithm presented in [41], [39], and [42]. The first tdoution here is the enhancement
of the SER performance due to an iterative transmit-receaights calculation. The second
contribution is the relaxation of the semi zero forcing doasts. Unlike [41] and [42], here
we allow transmit signals, intended for different usersnterfere with each other. This inter-
ference is forced to zero at the receiver where the signallgptied by the receive antenna
weights. The next contribution here is in the complexityugttbn. The proposed scheme
has a much lower computational complexity than the methodd1], [39], and [42]. The
fourth improvement comes from the elimination of the deggmy of the number of receive
antennas to the number of transmit antennas. In the propus#tbd, it is not necessary
for the number of receive antennas to be at least equal toutlmer of transmit antennas
as required in [41, 42]. This latter feature allows the psgzbalgorithm to be applied to a
wider range of scenarios than the schemes in [41], [39], 42 \vhile providing a capacity-
approaching performance. The proposed method can be useghtove the performance
and capacity of co-working WLANSs and cellular mobile system
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Itis possible to further improve the performance of the aymoposed interference cancella-
tion. This is because the proposed interference canaalldtbes not consider receiver noise
when calculating the transmit-receive antenna weightsdutition, the proposed scheme is
designed specifically for a single-stream multi-user tnaission. The research contribution
here is a new transmission method based on the uplink-dokvdliality concept [1], [19],
and [18]. The new method is able to handle multi-stream tmé$son and to take into ac-
count the receiver noise when calculating the transmivecantenna weights. We design
a cooperative transmission scheme employing nonlineaodieg and beamforming for the
downlink of a multi-user single/multi-stream multipleput-multiple-output (MIMO) sys-
tem. In this algorithm, Tomlinson-Harashima Precoding PJ 28], [29] cancels part of the
interference, while the transmit-receive antenna weighigel the remaining one. We first
propose an iterative method which estimates the tranguéive antenna weights and allo-
cates the downlink power, such that signal-to-interfeegpitis-noise-ratios (SINR) for all
users are maximized. The transmit-receive antenna weggittghe allocation of downlink
power are optimized based on the iterative optimizatiorhmetrom [47]. We then show
how to simplify this iterative method by eliminating its riégion step which is required to
find the transmit-receive antenna weights and power allmtatVe then consider a scenario
where the receiver does not have complete channel statenafion (CSI) and the system
does not allow BSs to specifically send receive antenna wgeigformation calculated at the
transmitter or complete CSI to each receiver. That meang#dwn MS receiver only knows
its own CSI, preventing joint design of transmit-receivéeama weights. We refer to this
situation as limited CSI. This scenario has not been coreilgefore in open literature. The
performance of the proposed algorithms under this condis@shown to have a very small
degradation compared to the ideal case where each MS reg&eives the CSI from other
users. Finally, we propose a new method of ordering, redeiweas low complexity adap-
tive precoding ordering (APO-LC), that has a much lower claxipy than APO-VBLAST.
This latter feature is crucial as we want to accommodatege laumber of users, transmit-
ting at the same time. Simulation results show that the megalgorithms are significantly
superior to the existing methods.

There are three main contributions in the above proposeshsehFirst, the zero forcing and
orthogonality constraints for the transmit weights veetia fully relaxed compared to those
in [49], [39], [42], and [41]. The relaxation of the zero farg and orthogonality constraints
enable the proposed algorithms to incorporate the effetieofeceiver noise and boost the
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SINR for each user, leading to a better performance, wherettever noise is not negligible.

Second, the concept of the uplink-downlink duality is apglio the multi-stream multi-user
multi-antenna scenario to obtain a minimum-mean-squag-éVIMSE) type of system
performance. The main difference here with other dualigyrapches [26, 50] is in the ob-
jective. In [26, 50], the objective was to achieve a maximumsate capacity. That means
the achievable SINR or rates for each user or links are naleglere, Sato’s sum-capacity
upper bound [50] can be used to obtain a closed form solutioagtimal weights, since the
problem is a convex problem. Note that however, in [50], tam$ipper bound is calculated
by using software called SDPSOL [50] which performs an tieeaoptimization. On the
other hand, the objective of the scheme in the thesis is talzguSINR or rates for each
link. This is different from maximizing sum-capacity andstiis not a convex problem. As
far as we know, there is no closed form for it. That is why we aiséerative method to find
the optimal weights. In addition, the published papershssc[22], [18], [23], [24] consider
either a multi-stream single-user or a single-stream rugdr system with a single receive
antenna.

However, dirty-paper techniques are largely informatioeeretic and worse, the encoding
process to achieve the sum-capacity is data dependenhdnwobrds, the cancellation needs
to be done independently for every symbol.

A nonlinear precoding scheme is data dependent. In othetsytiie THP or vector pertur-
bation precoding needs to be done independently for evempsleven though the wireless
channel condition does not change. Here, we consider amaiiee approach that bypasses
the use of THP and thus does not require the system to prewsedg symbol. The task of
THP is to cancel a part of the interfence. By not using THPt&is& of cancelling all of the
interference now lies within the transmit-receive anteweagghts. The research contribu-
tion here is a new iterative multiple beamforming (IMB) aigiom that extends the method
in [30, 39] to a multi-user MIMO system with multiple receigatennas. In addition, unlike
most of the previous work, such as [41, 43] which only invgestes the system capacity, we
also address the error rate performance of realistic systBoth capacity evaluation and bit
error rate (BER) simulations also show that the IMB performgch better than the ZF when
the system operates at low to moderate data rates.
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1.2 Thesis Outline

Chapter 1 explains the research motivation, states thangsproblems and presents a brief
overview of some promising approaches for increasing teetsal efficiency of noncooper-
ative and cooperative wireless networks.

Chapter 2 introduces the background information to aid thdetstanding and analysis in
subsequent chapters.

Chapter 3 introduces the system model for noncooperatidecanperative transmission.
Here, we also show the derivation of the feedback matrixiredudor THP.

Chapter 4 presents a method to reduce interference andaggcoownlink throughput for
OFDM systems in co-working noncooperative MIMO-OFDM WLANsy using adaptive
modulation and multiple antennas at the transmitter aneivec

Chapter 5 presents a new nonlinear precoding method, camgbiomlinson Harashima Pre-
coding with transmit-receive beamforming, based on thaaitp-interference-plus-noise-
ratio maximization (SINRM) criterion.

Chapter 6 introduces a new downlink cooperative zero fgraimnsmission scheme employ-
ing precoding and beamforming. This scheme is applicableotb cellular and WLAN
networks.

Chapter 7 presents a new downlink cooperative transmissibeme based on the uplink-
downlink duality concept.

Chapter 8 presents a new linear downlink cooperative tresssom scheme based on zero
forcing without the use of THP and user ordering.

Chapter 9 summarizes the conclusions.



Chapter 2

Background

2.1 Multiple-Input-Multiple-Output Scheme

In this thesis, we will investigate multiple-input-mulkgoutput (MIMO) channels. As
shown in [51, 52], a MIMO system can provide higher data rates wireless links at no ex-
tra expenditure of power and bandwidth. Compared to thdesiimgut-single-output (SISO)
system, MIMO systems provide both spatial diversity andtiplgixing gain [53]. First, let us
start with a simple MIMO configuration. We consider a singbénp-to-point MIMO system
with arrays ofn transmit antennas and; receive antennas. We focus on a complex base-
band linear system model described in discrete time. Thesysklock diagram is shown in
Fig. 2.1. In the MIMO system above, the information bits arecessed prior to transmis-
sion. The processed signal can be represented by aized column vectax = [z;...z,,, |7
wherez,, represents the signal transmitted by antemnaVe assume that the signals trans-
mitted from individual antenna elements have a unit powdre §ovariance matrix of the
transmitted signat is given as

R =1 (2.1)

nr

wherel,,,. is any x ny identity matrix.

The signal received by the receive antenihas., ny is represented as@; sized column
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1N V1

2 \/ —%\/ 2

Tx . : RXx

Figure 2.1: Block Diagram of a point-to-point MIMO system

vectory = [y;...yn,,]7 and can be written mathematically as
y=Hx+n (2.2)

whereH = {h,,, . },n. =1, ...,ng, 0y = 1, ..., np IS anng x np complex Gaussian matrix.
hn, n, represent the channel coefficient between receive antgnaad transmit antenna,
and is a complex Gaussian distributed random variable eith mean and variance éfper
dimension;n denotes am -sized additive noise vector, of which the element is a cempl
Gaussian distributed random variable with zero mean andneae of"2—2 per dimension.

By performing the Singular Value Decomposition (SVD) [5d]H, we can further write
(2.2) as
y =UXV¥x +n (2.3)

whereU = [u;..u,,], V = [vi..v,,] andE = diag(v/ A1, .., VAm), m = min(ng, nr)
areng X ng left eigenvectorspr x np right eigenvectors and the diagonal matrix consists
of the singular values oH, respectively. Note that here the reason that there areranly
singular values foH is because the rank ef; x ny matrixH is at mostn = min(ng, nr).

11
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If we useU andV as the receive antenna weight matrix and the transmit weigtenna
matrix, respectively, we can further rewrite (2.3) as

y = UPUXVHVx+ Ufn
= X¥x+n (2.4)

wheren = [, ...7,,,] is still an AWGN, since the eigenvectotd” do not enhance the noise
power at the receiver input.

By substituting the entrieg/)\;, j = 1, ..., m, we get for the receive signal components

Yy = )\]xj _'_ﬁj ) j = 17 sy My M = min(nR’nT)

From (2.5), we can also see that the us&JadndV as the transmit-receive antenna weights
transforms the MIMO channel in (2.2) inte uncoupled parallel sub-channels. Each sub-
channel is assigned to a singular value of makix Since the sub-channels are uncoupled
their capacities add up. The overall channel capacity, @ehby C', can be estimated by
using the Shannon capacity formula

l
C=WY log(1+ SNR;) (2.6)

i=1

where W is the bandwidth for each sub-channel ang the number of available sub-
channels. By using (2.6), the channel capacity of the MIM@mctel can be written as

C=WY log(1+ =) (2.7)
i=1

From (2.7), it can be seen that by using MIMO, we could creatgarallel channels, leading
to much higher capacity as compared to a system with a sirggisrit-receive antenna.

If now we assume that the transmitter only transmits one symh. By using (2.5), we
could see that the MIMO system can also provide a spatiatsliyefor x;. This is so since
there aren non-interfering spatial sub-channels available to trahsm The gain for these
channels depends qp()Tj =1, ...,m. Thus, to transmit a single symbol, we can simply

12
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select the receive and transmit antenna weights that gameldo the largest;,j = 1, ..., m.
In other words, the best sub-channel frenpossible spatial sub-channels is used to transmit

xI1.

In this thesis, we will extend the point-to-point MIMO comt@bove to multi-point-to-multi-
point MIMO systems. Thus, we have a multiple source trartgmgito a multiple destination
and consider two cases firstly where these multiple sourcesticooperate and secondly
where they do cooperate when they are transmitting to tlespeactive destinations. The
system block diagram is shown in Fig. 2.2.

2.2 Interference Suppression by Using the ZF Method

As the name implies, a zero-forcing (ZF) method is a methofinth a specific vector to
separate the desired signal components from their intarder, such that the projection of the
interference to this vector is zero. We will use an exampiéustrate this method in detail.
This simple example is adapted from [1]. We consider a simajplgle-user transmitting
symbol streams with transmit and: receive antennas as in Section 2.1. We rewrite (2.2)
as

y = [hi..h, |Jx+w
nr

y = Zhixﬁ—w (2.8)
i=1

whereh,, . is a vector consisting of the wireless channel responsesti@smit antenna;
to receive antennds ..., ng. x; is the symbol transmitted by transmit anterinBy focusing
on the data streart, we can write (2.8) as

nr
y = e+ Y haitw (2.9)
i=1,i%k

From (2.9), we could see that strednfaces interference from streams= 1, ..., ny, n; #
k. Thus, the first term on the right hand side of (2.9) is therddsiransmitted signal for
streamk, while the second term on the right hand side of (2.9) is therference coming
from other streams to streain

13
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Figure 2.2: Block Diagram of a point-to-point MIMO system
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h,

pro

Space containing h;,
i=1,...J-1j+1,..K

Figure 2.3: lllustration of applying a zero forcing methoditsingle user MIMO system

To apply the ZF method, we need to force the interferencerginom other users to zero for
each usek. Thus, for each usef, we need to find a set of orthonormal basis for a subspace
that is perpendicular to vectots,,...h;_1,h;1..h,.. We denote this set of orthonormal
basis a€),.. Q; exists only ifh, is not a linear combination di;,...h;_;,h;;...h,, .. That
means we need to have orthonormal basis foH. In other words, we need to ensure that
the rank ofH is at leasti to support streams. Since for thez x ny matrix H, the rank

is at mostmin(ng, nr), we need the conditionr > nr to be satisfied.

The projection operation is shown in Fig. 2.3, wherejq,y denotes the projection of
vectory onto row vectors irQ.

By using the projection matrig,, we can write

y = Qry = Qphyzy + W, (2.10)

wherew = Q;w is the receiver noise, still white, after projection. Nove perform match
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filtering to make sure we have the maximum SNR possible. Thegss can be described as

<
Il

o
=

=
=

)
= (Qihy)" Q. hyzy, + (Qphy) W
—_———
= rthkxk + 1w, (2.11)

wherery, is a linear filter applied to the receive signal Since the match filter process,
described in (2.11) maximizes the output SNR, we can ing¢nris process as finding a
linear filter that maximizes the output SNR subject to thest@int that the filter nulls the
interference from all other streams. Intuitively, we arejpcting the received signal in the
direction that is orthogonal thy,... hy_1,h;1...h,,. and that is closest th;. This is shown
when we rewrite the linear filter expressionin (2.11) as

Iy = ((Qkhk)HQk)H = QkHQkhk- (2-12)

Note that here, there is a simple explicit formula for theefilt,. To show this, we first
re-write (2.11) in a matrix format as

y=RHx+ Rw (2.13)

whereR is the linear filter for strearh = 1, ..., K andH = [h;...h,,.| as defined previously.
Note that here, to zero force all the interference, we reellito be a diagonal matrix. One
simple solution is by using the pseudoinversébfor R, defined as

R = (H"H) 'H” (2.14)

2.3 Interference Suppression by Maximizing SINR

The ZF method maximizes the output SNR subject to the canstrat the filter nulls the
interference from all other streams. The method does netita& account the receiver noise.
At a high SNR, the interference from other streams is dontinger the additive Gaussian

16
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receiver noise and the ZF method will perform well. On theeothand, at low SNR, the
additive Gaussian receiver noise is dominant over theferemnce from other streams, in
this situation, the ZF method will not perform well, sincaldes not take into account the
receiver noise, when designing the ZF linear filter. The giahe SINR maximization
(SINRM) filter is to maximize SINR, rather than removing iriegence only.

To illustrate how a SINRM filter can be derived, we considersame example as in Section
2.2 which is adopted from [1]. Here, we have a simple singlert@ransmitting., symbol
streams withu transmit andw; receive antennas. We first rewrite (2.8) as

nr
y = hgz, + Z h;z, + w
i=1,itk

J/

~\~
Zj

= hkl‘k + Zy, (215)

wherez,, is the summation of the interference from other streamséastk and the additive
Gaussian receiver noise. We know from Section 2.2 that i§ a white noise, it is optimal
to projecty onto the direction alonfy,. As z, is a colored noise, a natural strategy would be
to first whitenz, and then follow up by the match filtering process to maximigeal gain.

The covariance of,, is given as

Z, = Elzwz]] (2.16)
= UAUM (2.17)
= UM UZPUA, U (2.18)
———
z) 27

whereU andA are the unitary rotation matrix and the diagonal matrix yitisitive diagonal
1
elements, respectively. Now, we whitepby multiplyingy with Z2,

1 1 1
Z;y=7Zha,+7Z]z. (2.19)
~—

zy

Note that nowz; is a white noise. The process is shown in Fig. 2.4. To obtaiximmam
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Figure 2.4: Geometric illustration of applying a SINRM/MMSnethod to a single user
MIMO system
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channel gain, we now project the output in the directioZoh;, and obtain

1 1
(Z:h)?Z2y =hi'Z ' hywy, + Wi Z " 7. (2.20)
N—— N——

H
k

H

r k

r

wherer,, is the linear SINRM filter required to decode strearand to maximize the SINR.
The SINR of (2.20) above is given as

SINR = 0, hi!Z;hy (2.21)

whereo,, = E[x;z!] is the covariance of, andZ; is as defined in (2.18).

It can be shown that the SINRM process above is equal to mazimignthe mean square error
in estimatingr,. To prove this, we first define the estimated transmitted rids stream
k as

H
N r,y
= 2.22
Tk ri’h ( )
H
— 2.23
T+ v h ( )
thZ,jz
s o Bk 2.24
Wiz, (2.24)

wherez,, is the estimated symbol for streamBy using (2.21) and (2.24), the mean square
error in estimating:;, can be written as

h R 1z
B, — z.||2] = E[|——= k2 2.25
12k — 2x]”] [Hthzzlth ] (2.25)
— hi'Z, "y (2.26)
 hfZ 'h,hfZ 'h '
k “k kKl & k
Oy
— 2.27
SINR (2.27)

whereZ, = E|z,z}| is the covariance matrix of the colored noiseconsisting of interfer-

ence from other streams and AWGN receiver noise. It can befsgm (2.27) that there is an
inverse relationship between the mean square error andife. ®ue to this relationship,
the SINRM filter in (2.20) that maximizes SINR also minimizée mean square error in
estimatingr,. Hence, it is also called the minimum-mean-square-errdM9¥&) filter.
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2.4 Orthogonal-Frequency-Division-Multiplexing

It is well known that the original OFDM principle was propdsia 1966 in [55]. In OFDM
systems, subcarriers overlap with neighbourhood sulecarrand orthogonality can still be
preserved through the staggered QAM (SQAM) technique. A®migbcarriers are required,
the modulation, synchronization, and coherent demoduldiecome more complex result-
ing in additional hardware cost. 11971, the authors in [56] proposed a modified OFDM
system in which the discrete Fourier transform (DFT) wadiegdpo generate the orthogonal
subcarriers’ waveforms [56]. Their scheme reduces theeamphtation complexity signifi-
cantly, by making use of inverse DFT (IDFT) and the digialanalog-converters. In their
proposed model, baseband signals are modulated by the IDEE @aransmitter and then
demodulated by DFT at the receiver. Therefore, all the suieca are overlapped with each
other in the frequency domain, while the DFT modulation askures their orthogonality.

To illustrate an OFDM principle, we consider a simple exampin OFDM symbol consists
of a sum of subcarriers that are modulated by using a quaderamplitude modulation
(QAM). The available bandwidth is divided int¥ sub-channels. We denote the symbol to
be transmitted in each frequency sub-charaes X (k). By denotingz(n) as the transmitted
data inn time slot, we could write

#(n) = IDFT{X (k)} = 2 X(k)e" 8, 0<k<N-—1 (2.28)
k=0

We assume that guard interv@l normally implemented in OFDM systems is larger than
the maximum expected delay spread, such that multipath cpers from the previous
symbol cannot interfere with the next symbol. The guardriratkeis chosen as the replica
of the data at the end of the OFDM symbol. This ensures th#h@lOFDM symbols with
delayed replicas are always within the DFT interval as losighe delay spread is smaller
than the guard time. As a result, multipath signals with aylemaller than the guard time
cannot cause inter-symbol-interference (ISI). The tratisthsymbol in the time domain
after appending the guard periods given as

T(h—G+N),0<n<G-1

r(n)=
() I(n—G), G<n<N+G-1

(2.29)
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2.5 Dirty-paper Coding

Here, the sampling periof, is defined asjﬁ—G whereT is the time duration of one OFDM
symbol after inserting the guard interval. If we assume §hal®l is transmitted through
a multipath fading channel consisting 6fdiscrete paths wherk(n, ) represent the:'"
sample of thé* channel path, the received sigmatan be written in the time domain as

y(n) = i h(n,)z(n —1) +w(n)
— h(n,0)2(n) + ... + h(n, L — D&E(n — L + 1) + w(n) (2.30)

wherew(n) represents the additive white Gaussian noise (AWGN) at timéthe channel
is constant during the OFDM symbol period, the DFT of the ineegsignal,y(n), after the
removal of the cyclic prefix is given as

Y(k) = DFT{y(n)}

NoboLd j2mnk Nl j2mnk
= Y D e " +) wmn)e v
n=0 [=0 n=0
= H(k)X(k)+W(k) (2.31)

whereH (k) andW (k) denote the DFT ok(n,[) andw(n). As can be seen from the equa-
tion, the convolution between the transmitted symbol aed:trannel leads to a simple mul-
tiplication relationship when processing the received @Fymbol due to the cyclic prefix.
The effect of the delay spread appears as a multiplicatitimafirequency domain according
to the convolution theorem. This feature is very attractorehigh delay spread applications
as it removes the need to perform complex time-domain ezpatain.

2.5 Dirty-paper Coding

Dirty-paper coding (DPC) was first discovered by H.M. Costd aublished in his 1983
paper [27]. He equates a transmission problem in a Gaudseamel where the interference
is known at the transmitter with the problem of writing ontgdipaper. This problem can be
modeled as follows

y=s+i+w (2.32)
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2.5 Dirty-paper Coding
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Figure 2.5: Extended Constellation foe (—1,1).

wheres € {+1,43,...,£(M — 1)} is the transmitted symbol ant/ is an even integer.

¢ is the known interference with powé&p. y is the received signal at the receiver and w
is Gaussian noise. Note that the power of the transmittedeymis limited to P. Costa
showed in [27] that the capacity of the system described.BR)ds the same as the capacity
of the system without any interference (eig= 0).

For simplicity, we will illustrate the principle in [27] bypplying the random coding argu-
ment used in [27,57,58]. We first assume there are two pessddewords/ = 2) for
transmissions € (—1, 1). In [27], each of the possibleis defined as a bin. Now, to find the
suitables to transmit, we replicate each codeword in a hirtimes and place the extended
constellation oR K points on the real line. Each codeword then corresponds amaiva-
lent bin of points on this real line. This is shown in Fig. 218.Fig. 2.5, there ar@ bins
since there are possible codewords. The numbers on top of the real line atelithe signal
amplitude for each point in the extended constellation. Aimaber below the real line indi-
cates the symbol transmitted. Thus for example, when1 and it is repeated times, the
amplitude fors can be eithet or —3. Here,1 and—3 represent the same codewaore- 1.

Now defineg,(a) as the operation to quantizéby finding its equivalent in a bin correspond-
ing to s. The transmitted symbol is then modified as

y = (gs(4) — 1) +i+w (2.33)
~—
= () +w (2.34)

wherez is the new precoded transmitted signal. To implement Costathod we transmit
instead ofs. = can be interpreted as a quantization error: the differesbsden interference
and the quantized value [1]. Based on the received sigrthke decoder then finds the point
in the extended constellation in Fig. 2.5 that is closegtéand decodes the information bits
corresponding to their equivalent bin.
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2.5 Dirty-paper Coding

Figure 2.6: lllustration of applying Modulo Operation in83) toy

Albeit Costa’s idea is a very novel one, there are three problif we want to directly
implement it in a real system. The first problem is relatecheoriumber of times we have
to replicate the codewords. As explained in [27], we needawelll = oo to ensure that
there is a suitable sequence that satisfies power requitefherhe second problem is data
storage. Here, at both transmitter and receiver we needte atl 2K points. The third
problem is we need to find the quantized vajug) by exhaustive search along the real line.

The difficulty in implementing DPC has motivated progresthimdevelopment of a practical
DPC algorithm. In [28, 29] a simple modulo operator is usedacel intersymbol interfer-
ence. It turns out that we can apply this idea to simplify DRPlementation greatly. First,
we define the modulo operatgras

y+3

T

fry)=y—1|

| (2.35)
wherer = 2M and |z| is the greatest integer smaller than The modulo operation is

illustrated in Fig. 2.6. Here, we could see clearly that$2f8rcesf, (y) to lie betweens*
ands.

We then precode by using information about the interferencas follows

r=fi(s—i)=s—i—7k (2.36)
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2.5 Dirty-paper Coding

wherek = |

ij. By using the modulo operation (2.35) at the receiver, we get

frly)=frlz+i+tw)=fr(s—i—Tk+i+w)= f(s+w) (2.37)

Note that here, by using the modulo operat fully cancelled at the receiver as in Costa’s
original paper [27].

However, there is a precoding loss when the modulo opersitgsed to implement DPC. It
is proved in [59] thatr = f.(s — ¢) is uniformly distributed betweer” and 7 whenw is
AWGN noise. Thus, the variance of the channel symbislthen given as

Bl = - 2.3
The variance of the channel symbak
El|s| = M23_ L (2.39)
The precoding loss is then given as
Bllel] _ M7 (2.40)

E[|sP] ~ M2—1

Thus, there is a trade off between complexity and power. Heeafi the modulo operation
results in a higher power requirement. Another importamtdoom (2.40) is that ag/ gets
larger the precoding loss disappears. Note that this reigi@gdopted from [1, 60].
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Chapter 3

System Model

In this chapter, we describe the wireless channel modelfansiytstem model used for multi-
user MIMO-OFDM transmission systems. The wireless chammualel for noncooperative
and cooperative MIMO-OFDM transmission is first explainetipwed by a full description
of the noncooperative MIMO and cooperative MIMO-OFDM tramssion systems model.

3.1 Wireless Channel Model

We adopt the wireless channel model described in [13]. Tlaél response between
antennan, and antenna,. at the receiver of M& can be written as [13]

~

-1

RE () =Y abt (¢

Tor,Mt TNt
l

ZUArms
L—1

) (3.1)

Il
o

wherew is a scalar and\,,,, is defined as the ratio of the rms delay spreag, to the
OFDM symbol periodr. The channel amplitude for each patind each M is modelled
as a zero mean complex Gaussian random varigfle, and a variance of one. The power
exponential delay profile for the above channel is given by

of = agefArlms subject to Zaf =1 (3.2)
!



3.2 Multi User Noncooperative Transmission Model

For simplification, the MIMO-OFDM systems in this paper aralgzed in the frequency
domain, thus bypassing the need of simulating Inverse Biedfourier Transform (IDFT)
modulators and DFT demodulators required in a real MIMO-OF&ystem. The wireless
channel described in (3.1), however, is in the time domalre dhannel is thus transformed
into the frequency domain. The frequency response coeffionatrix for each sub-carrier of
MS k, H, € CNvsxKNss can then be obtained by applying the Discrete Fourier Toams
operation tah); | (t) given as

FT(hi1)(fe) - FT(hiy,)(fe)
Hy(fe) = : : : (3.3)
FT(hy,)(fe) -+ FT(hR, ken,)(fe)
where FT'(hk  (f.) indicates the discrete frequency channel responsé aiub-carrier
after the DFT operation df;_,, (t).

H, can also be thought of as the equivalent channel of the catibmof IDFT, the wireless
channel in (3.1) and DFT in a real MIMO-OFDM system. We alssuase that each OFDM
sub-carrier experiences a flat fading and that there is mo-gdrrier interference. For that
reason, the sub-carrier index is also omitted for simpligince the analysis is essentially
the same for all sub-carriers. In addition, the wirelessialehis also assumed to be a quasi-
static channel and the MSs are assumed to have very low tyoliitiis results in a negligible
doppler shift.

3.2 Multi User Noncooperative Transmission Model

We first consider a noncooperative transmission model. ftiqodar we consider a non-

cooperative downlink transmission in co-working WLANs. Wete that in most research
work about WLANS such as [2, 8], the terrAscess PoinandStationare used instead of BS
and MS. Thus, in this thesis, we will use these terms intergbably. Here, each AP treats
the transmission from other APs to its respective statidi\[&s co-working interference.

We consider a simple case where a system consists of a STAvantbh-cooperative APS.

Our aim here, is to maximize the SNIR and the data rate fol APhe frequency domain

representation of the MIMO-OFDM system is shown in Fig. 3.1.
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3.2 Multi User Noncooperative Transmission Model

Eigen-steering

SNIR

AP 1 I, -5 AM- Wb S Hy DS W -5 AM-—{ I, > STA

AP 2 I, H, N
APs STA

Figure 3.1: Noncooperative Transmission System Model

The SINR module at STA extracts the desired channel stavenvation (CSI) denoted by
Hp and the interfering CSIH;. The SNIR module performs the computation of the op-
timum transmit weightsW and the receive weight$V; for each sub-carrier with the
objective of maximizing the SNIR. The SNIR module calcutatee optimum SNIR for
each sub-carrier and passes this information to the AM neoaluthe STA. The AM module
performs the power allocation, and determines which OFDBtcarriers and modulation
mode are to be used. The uplink ACK is then eigen-steeredsftnated) using STA'S opti-
mum receive weight®V ;. Allocation of power, sub-carriers, and modulation rate twen
extracted from the uplink ACK at AR. The desired symbalp, is then transmitted by the
AP 1 and received by the corresponding STA using these parasnédtiere,/; denotes the
symbol transmitted by AR to other STA (not shown). This transmission is treated as an
interference by AR and its respective STA.

Assuming each STA use&j receive antennas and each BS udgstransmit antennas,
the notations for each sub-carrier are as followis: € C*, Wy € CV=*, W5 € CNre,
Hp ¢ ¢V»=N1 H; N ¢ CV¥#! N as the additive white Gaussian noise (AWGN) at the
receiver and; € C! as the interfering symbolC®? indicates the complex matrices with
rows and columns. Note also that the superscriphdicates the number of spatial channels
used in each sub-carrier.
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3.3 Multi User Cooperative Transmission Model

3.3 Multi User Cooperative Transmission Model

In this section, we consider MIMO systems, wheéteBSs transmitS symbol streams to

K MSs using Orthogonal Frequency Division Multiplexing (OAD[1]. BSs and MSs

are equipped withVzg, and Nyss, antennas, fok = 1, ..., K, respectively. All BSs co-

operate with each other to transnsitsymbol streams to their respective MSs Wag =
"= Nz, antennas. Each of these transmissions is defined as a link.

3.3.1 Transmitter Structure

The transmitter for the proposed cooperative transmissitimprecoding and beamforming

is shown in Fig. 3.2(a). Let, = [z14--- 2.5 -x5x]” represent the modulated multiple
symbol stream vector, consisting 8f-QAM (M-ary Quadrature Amplitude Modulation)
modulated symbols, where ;, is the s modulated symbol intended for transmission from
BSk to MSk. Thus, we have a multi-stream transmission whesgymbol streams are trans-
mitted from BSk to MS &, simultaneously. The modulated symbols f0iMSs can then be
written asx = [x] - --x} - - - xk|”. The transmitted symbols for each user are first permuted
by a block diagonal permutation matiix,.,,,, = Diag(m;, ..., mg) wherem;_,
1% is a vector, with all itsS elements equal td. This permutation operation is referred to
as the adaptive precoding order (APO). Note that the APO eaimplemented by using
the proposed VBLAST user ordering scheme (APO-VLAST) orgteposed low complex-
ity scheme. The methods used to generate APO-VBLAST and B@G@+e discussed in

Chapters 5, 6 and 7, respectively.

The APO adaptively selects the precoding ordex tifiat maximizes the minimum SINR of
K users. It selects a suitable permutation matfix.,,, to permutex. Let

U= MpermX = [ul---uj---uK]T

be the permuted transmitted symbol vector, where

uj — [ul,j “ e uSJ PR U/S,j]T
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3.3 Multi User Cooperative Transmission Model

Thus, after the APOx;, for MS £ is permuted intax;, which will be transmitted in link/.

The symbol vectou is then passed to the THP [28, 29], which performs a precocirega-
tion to create THP precoded symbols arranged in a vacterv] ---v!...vE]T € 5!
wherev; = [v1---vg;|T. The THP precoding order of link is assumed to bg. In ad-
dition, the THP precoding order of symhein link j is assumed to be. That is, the first
symbol of link1 is precoded first and th&’" of link K is precoded last. In other words, we
first precodey; ; to obtainv; ;. We then precode, ; by treatingv, ; as known interference.
We repeat the process until we precadey by treatingv, 1,...vs—1,x as known interfer-
ence. Thus, THP needs to perform the precodingtimes in precodingr. THP treats the
interference from linkg, ..., 5 — 1 and from symbol, ..., s — 1 in link j to symbols in link

j as known.

To enable the cancellation of the known interference at tHe @iecoder, THP uses a feed-
back matrixMrp p in the precoding operation. As discussed in [3d}; 4 p IS strictly lower
triangular to allow data precoding in a recursive fashiorme Terivation of the feedback
matrix will be explained in Section 3.3.3.

The output of the THP precoder can be obtained as

Jj—1

[v]; = mody([u]; = > [Mrgplj[v]), j=1,., KS (3.6)

=1

where[Mrpp];; denotes théj, 1) component oMz p, [a]; denotes thé” component
of vectora andmody;(U) = [mody;([u]y)...mody ([u]ks)]* is an element-wise modulo
operator [20]
VM .

mody([ul;) = [u]; — VM [([u]; + T)/\/MJ ,j=1,..,KS. (3.7
The SINR equalization module then allocates powers to eadbdcsymbol inv in such a
way that the received SINRs for ali'S symbols are equal. This is done by multiplying
v with the matrixP = Diag(Py,...,Pg), P; = Diag(\/ﬁu, o \/ﬁS,j) wherep; ; is the
power allocated to the’” THP precoded symba, ; in link ;.

The THP decoder, however, cannot cancel the interfererggnbols in link ;7 coming from
links j + 1, ..., K and from symbols + 1, ...,.S of link j in link 7, since this interference
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3.3 Multi User Cooperative Transmission Model

Cooperative Transmitter for K BSs
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Figure 3.2: (a) Nonlinear Cooperative Precoding TrangmBtructure, (b) Receiver Struc-
ture

is unknown to symbok in link j. This remaining interference needs to be suppressed by
multiplying the transmitted signal from each link by thensaenit antenna weight vectors of
all BSs, denoted by, whereT € CV5s*KS and by the receive antenna weights matrix,
denoted byR;, whereR; € c™Nvs; S at the receiver of linki. The transmitted signal is
given as

x7 = TPv. (3.8)

3.3.2 Receiver Structure

The receiver for each link is shown in Fig. 3.2(b). Note tlere is no cooperation among
the receivers. We first denote the received signal matribefwh link asy; wherey; <
c¢™Ms; %1 The received signal matrix fak links, denoted byy, y = [y1..yx]¥, can be
written as

y=HTPv+N (3.9)

whereH = [H]..HT..H{J", N = [n],...nk]" andT = [T1..Tx]. n; € CVexlis the

noise vector for linkj. T, = [t;;...ts;] € CV55*5 wheret, ; is a transmit weight vector for
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3.3 Multi User Cooperative Transmission Model

symbols transmitted in link; andH; is the channels matrix for link, respectively. After
multiplying y by the receive weights matrik, the received signal vector becomes

y = RHTPV + RN (3.10)

whereR = Diag(R{,....R}). y = [Xl'"Xj'"XK]T Y, = [%,j“ﬂs,j]T wherey . are the
receive signal at the input of the THP decoder for symbtlansmitted in linkj. R; =
[ri;..rs;]* wherer,; is the receive antenna weight vector for symbatansmitted inj.
The estimates of the transmitted symbols for ljnldenoted byii; = iy ...45;]" can be
recovered fronzj, by applying an element-wise modulo operator in (3.7) tm@_asg,, as

Usj=mody(y ),s=1,..,59j=1., K (3.11)

_37j

The received signal, can be further written as
y = RHTPv + RN = (D + F + B)Pv+ RN (3.12)

whereD = DiT(RHT), B = UpT(RHT ) andF = LoT(RHT). LoT(A) is defined as the
operation to extract the lower triangular componenté aind to set the other components
to zero. UpT'(A) is defined as the operation to extract the upper triangulapoments of
A and to set the other components to zef®i.7'(A) is defined as the operation to extract
the diagonal components &f and to set the other components to zeb®v is a vector of
scaled replicas of the transmitted symbols fordinks. FP is defined as the front-channel
interference matrix, since the roys= 1,...K S of FP represent the inter-link interference
caused by linkd, .., 7 — 1 and inter-stream interference caused by symiols, s — 1 in
link j to symbols in link j. The inter-link interference is the interference betwedakd
while the inter-stream interference is the interferendgvben multiple streams in the same
link. BP is defined as the rear-channel interference matrix, sineeaws; = 1,...K .S of
BP represent the inter-link interference causeddsyr links 7 + 1, .., K and the inter-stream
interference caused by symbals- 1, ..., S in link j to symbols in link j. In the proposed
scheme, THP cancels the interference caused by the framtaeh interference, while the
interference caused by the rear-channel interferencansnglted by the transmit-receive
antenna weights optimization process.
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u v
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Figure 3.3: Equivalent Block Diagram for THP process

3.3.3 Tomlinson Harashima Precoding Design at the Transmiér

We assume that the channel state information (CSI) for aliais available at the transmitter.
The THP operation in Fig. 3.2(a) aims to cancel the frontadehinterference by performing

K S successive precoding operations. The operation usesatibdek matriXVIr 5 » which

is strictly lower triangular and the modulo operatesd,,(-). The THP operation to generate
THP precoded symbols = [v]...vL]T can then be represented [59] as

=1

where[Mryp|;; denotes théj, 1) component oMy and|a]; denotes thg compo-
nent of vectom. d; = 2v/MA andA is a complex number whose real and imaginary parts
are suitable integers selected to ensure the real and iavggarts ofv; are constrained into
(—v/M,+/M]. Here, the integers fah can be found by an exhaustive search across all in-
tegers [59]. Note that if; is selected as above, addidgto [u]; is equivalent to performing

a modulo operation td;+[u|; [42], [1], [59], [28],

[u]; = mody(0;) = modpy (d; + [wy]), 7=1,..., KS. (3.14)
This THP equivalent process is shown in Fig. 3.3. Here; [0;...0;...0xs]", j = 1,..., KS
wherev; represents the modified symbol constructed by addijrtg ;. Using these nota-
tions, (3.13) can be written in a matrix format as

V= (I + MTHP)V = Av (315)

whereA = I+ Myryp. At each receiver, the signal at the input of the receiverards is
the sum of the scaled replicas of the transmitted signadsidair-channel interferendéPv
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3.3 Multi User Cooperative Transmission Model

and the front-channel interferen€®v. The rear-channel interference is suppressed by the
optimized transmit-receive antenna weights. The recesigaals at the input of the THP
decoder can be represented(&8+ F)PA~'v. Each desired signal at the output of the
THP decoder is given bipPu. That is, it consists of the scaled replicas of the transmhitt
symbols. By equating the actually received signal at thetiop the THP decoder with the
desired received signal and ignoring AWGN, we have

(D + F)PA~'v = DPv. (3.16)

The matrixA = (I + Mryp) is used in the term on the left hand side of (3.16) to cancel
the front-channel interference. To derive the feedbackimdi », we replaceA in (3.16)
with T + My p, from (3.15), to obtain

Myyp = (DP)~'FP. (3.17)

By using (3.16), the composite received signal for all K reees, at the input of the THP
decoder, from (3.15) and (3.12), can be represented as

y = DP(u+d)+BPv+ RN. (3.18)

whered = [d;...dks]". By normalizing the desired componantind applying the modulo
operation from (3.14) to remove the effect of the vecetat the receiver, and denoting the
transmitted signal estimates &flinks by a = [i;...0x]", we get

it = u + (DP)"(BPv + RN). (3.19)

It can be seen that the front-channel interfereR&s = FPA ~'v term no longer exists in
(3.18). This is so, because we are usMgyp» andA as in (3.15), to force the summation
of the front-channel interference and the scaled replicaasfsmitted signals to be equal
with the desired receive signal at the receiver end. Thesfrint-channel interference is
cancelled at the receiver by the THP precoding/decodingabipa.
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Chapter 4

A Noncooperative Transmission Scheme

for Co-working WLANS

4.1 Adaptive Antenna Array Processing

The system is analysed in the frequency domain for each autec In this section;” sub-
carrier notation is omitted for simplicity. At the STA, thdeFDM received downlink signal
for ¢'* sub-carrier can be represented as

Ysra=WHEHpWrIp + WHH I} +WHNgr4 (4.1)
N———

CcI

whereY 74 € CV7'!is the complex vector of the OFDM received signal at STA. Téwosd
term on the right hand side of (4.1) is the co-working intexfeee term (Cl). Superscripf
denotes transpose conjugate operator. The interfereneermorrelation matrix is defined
as

Ry = E[H/H]] + E[NgraN&4]. (4.2)

In addition,ocp = E[IZIp] ando; = E[IF ;] are normalized td for any modulation
scheme used. Note that the chosen modulation scheme caivatjaghange.



4.1 Adaptive Antenna Array Processing

To maximize SINR and suppress co-working interference fother APs, we exploit the
multiple antennas configuration at the receiver (STA). Bpgi$4.1) and (4.2), the downlink
SINR can be written as [13]

WHIH, W (HpW7)f W5

S[NRdownlink - WgRUWR

(4.3)

Now, to maximize (4.3), we need to minimize the denominatqd@®) while the numerator
is maintained unchanged. This formulation can be givenlij s

min ~ WHERyWg
Wgr

s.t. WHEHp, W = 1. (4.4)

(4.4) above is solved using the Lagrange method. The optineagiver weights are given

by
R;'HpWr

(HpWr)PR,'HpWr
and its derivation is shown in Appendix AV  in (4.5) requires knowledge of the transmitter
weightsW. To obtainW, we substitute (4.5) in (4.3). After simplification, the dank
SINR v is given as

Wy = (4.5)

WHHHER; ' Hp Wy

Y= S[NRdownlink = { (46)

NMAX-

The best spatial channel gain (i.e., the largest eigenyalugy, and its corresponded eigen-
vector Wy can then be found by applying eigenvalue decomposition {8312 R,;,'H .
There are two OFDM spatial channel selection methods desttiin the open literature.
In [13, 14] the eigenvalue for each sub-carrier is selectefifaling the best spatial chan-
nel within the sub-carrier. In [61], the eigenvalues arested by findingV,. best spatial
channels from all sub-carriers. That means we can use ar@tienvalue in addition to the
largest one within each subcarrier. This is provided the laggest eigenvalue used at that
particular subcarrier is larger than the largest eigervafiother subcarriers.
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4.2 Adaptive Modulation

4.2 Adaptive Modulation

AM uses~,. obtained in the previous section. We et = {0, 2,4, 16,64} be the selection
of M-ary modulation that corresponds to non-transmission, KBRISQAM, 16-QAM, or
64-QAM. The minimum threshold of SNIR for eadli with a given target of BERR) is
given in [62] as

2(M—1 —1 J BV/Mlogav/M 2
% |:€7"fC I{ngl}] M%O

0 M=0.

4.7)

Y™ =

The AM independently maximizes the total transmission fateeach modulatiod/. AM
selects the modulation mode, sub-carriers, and power imatlge maximum data rate. AM
is formulated as

max Cjy (4.8)

PC,]\/Iv

whereC), is the maximum data rate for eadlf. P. ), is power at the" sub-carrier for
each)M. The allocation of sub-carriers and power in e&Gh is optimized and given by

Cy = max Zlog(l—F%PqM)

c

s.t. ZPC’M SPT

Y™
Ve
Pc,MZO fOTPc,M<

PC,M 2

TM

[

(4.9)

Pr represents the total power available for/s]lsub-carriers. The second constraint and the
third constraint in (4.9) imply thak.. ,, is allocated only if it is able to reach, that satisfies
the BER target. In other wordg’. 5, will be increased by% if 7. < v, otherwiseP, 5,

will be reduced by”yﬂ ..v 1S found using the Lagrange method and given by

1 1 1 5 ymtl
Yy e S e
Peyy=q ™ 70 o (4.10)
0 1 < ym+
7AM Ye
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4.3 ACKnowledgment Eigen-steering

where),, is the Lagrange multiplier for eaclf -ary modulation. The sub-carriers and power
allocation are obtained by plugging (4.10) into the firststoaint in (4.9).

This solution can be simplified by replacing. ,; in (4.8) with PR, = % We let
perr € {0,1} be the discrete allocation ef" sub-carrier withA/-ary modulation. The
linear formulation for (4.9) is given by

Cy = max MZpQM

> pertPRons < Prpes € {0, 1} (4.11)

To solve (4.11), firstalP R, », are arranged in ascending order, SUCKR&S ,y < PR ;... <
PRy, 5. Starting from the smallest one, they are added one by onlethmtotal powerPr

is completely allocated. The power and sub-carriers requare then obtained. The process
is repeated for each/, and lastly (4.8) is used to select the best modulation mpoleer,
and sub-carriers. The modulation mode is then sent as ae@est in ACK frame to AP.

4.3 ACKnowledgment Eigen-steering

AP needsW¢. and P, ), for its downlink transmission. In this section we show how ¢
recover this information by exploiting the uplink ACK sign¥Ve first assume the CH Y is
also known at the AP. In a practical syst&fid, can be estimated at the AP by using training
symbols transmitted at the beginning of each frame. We WL , = /P, ,, W5 be the
optimum transmit vector selected at the STA for AP for tiesub-carrier andWs, in (4.5)

be the transmit vector used by the STA to eigen-steer thakipiCK. At AP, the ZF linear
filter is used to detect the uplink ACK. We I&V¢.. be the received weights at AP. Omitting
the notation:™ sub-carrier for simplicity, the received uplink expressior each sub-carrier
at AP prior to multiplying with the receive weigh¥ - is then given by

YAP,prior - ngRID + NAP- (412)
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4.4 Simulation Results

We then apply a linear ZF filter by using the concept describ&kction 2.2,
HE"Y apprior = HTHLWRIp + Hp 'Nyp. (4.13)

WhereHTD’T is the pseudoinverse of matri5. By using the training symbols we can then
obtain the receive weights,
Wi = E[H5Y 4pprior],)] (4.14)

wherel, is the training symbol.

From (4.13) and (4.14), we can see the quality of the estomdbr the receive weights
W  depends on the magnitude of co-working interference. Tiousplement ACK Eigen-
steering, we need to have a clean uplink chahgIN 4 ~ 0.

4.4 Simulation Results

The effectiveness of AMA and AM for the co-working WLANSs isviestigated by computer
simulation. The symbol period, guard period and number bfcarriers are set t8.2us,
0.8us, and>2 respectively. The roll-off factor of the raised cosine juls set ta).22. The
number of paths, RMS delay spread and maximum channel detaged to10, 0.16uS,
and 0.8us respectively. The signal to noise ratio (SNR) of the sysiefixed at15 dB.
The performance of BER and SE (i.e., average transmittadoleit sub-carrier) against the
signal to interference ratio (SIR) is simulated to analyz&tisl channel allocation, diversity
methods, and the proposed joint AMA/AM.

First, the methods of selecting the best eigenvalue frorh sab-carrier (C1) and from all
sub-carriers available (C2) are analyzed in order to seeftbetiveness of the spatial channel
method allocation in co-working WLANSs. Second, differenA configurations in co-
working WLANSs are simulated to see the effectiveness of igavnultiple antennas at the
transmitter and receiver. Finally, joint AMA and AM configions in co-working WLANs
with a BER target of 02 are simulated in order to evaluate the effectiveness of mpgsed
method. To refer to the different antenna configurationsyge the notation K+L (i.e., K
transmit antennas and L receive antennas). The convehsiamalard IEEE 802.11g OFDM
transmitter (1+1 OFDM) is used as a benchmark for all our fatians. Here we refer to
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Figure 4.1: Allocation Methods Comparison

(1+1 OFDM) as an OFDM system with one transmit and one recivenna.

4.4.1 Spatial Channel Allocation Methods Comparison

The result in Fig. 4.1 (using 4-QAM) shows that the BER perfance is practically in-
different to choice of C1 and C2 in co-working WLANS. In Fig..14 we denote (K+L
OFDM-C1) and (K+L OFDM-C2) when C1 and C2 are used respdgtiVdis is in contrast
to [61] where C2 is proven to be better than C1. This discrep@due a smaller number of
sub-carriers available in the WLANs and the presence of 8é fresence of Cl forces the
receiver to suppress the Cl instead of creating spatialr@ian As a result, the number of
spatial channels that can be created per sub-carrier iseddI herefore, we conclude that

adding complexity into the systems using a method like Catgustifiable for co-working
OFDM WLANS.
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Figure 4.2: Diversity Gain Comparison

4.4.2 A Diversity Gain Comparison

The simulation results with 4-QAM shown in Fig. 4.2 confirnatlany AMA configurations

outperform 1+1 OFDM in terms of BER performance. The simatatesults also confirm

that suppressing interference through receive beamfgrmsimuch more effective than in-
creasing channel gain through transmit beamforming fotirgea maximum SINR. This

is clearly seen in Fig. 4.2 where the BER performance of 3+DKC1 is much worse

than 1+2 OFDM-C1 and 1+3 OFDM-C1 under strong Cl (SIRdB). Fig. 4.2 also shows
that combining both transmit and receive beamforming, (Be2) produces the best BER
performance. This configuration, however, requires maatifom on both the receiver and
transmitter sides. Receive beamforming to suppress c&#gpmterference in co-working

WLANSs might be the better solution, as it requires modifizaton only one side.
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4.4 Simulation Results

4.4.3 Smart Antennas and Adaptive Modulation

The BER target is fixed at)—3 to compare SE. The results in Fig. 4.3 clearly show that AM
(without AMA) improves SE of fixed modulation transmissiare(, 1+1 OFDM-16QAM,
1+1 OFDM-4QAM, 1+1 OFDM-BPSK). The results also clearly wtibat transmit beam-
forming is practically useless under strong Cl (S{R0dB) since SE— 0. This is in line
with findings in the previous section.

The results in Fig. 4.4 show that regardless of whether mérizgeamforming is used or not,
introducing receive beamforming and combining it with AMcieases SE by 200%. A
minimum SE of 2 (i.e.> 4-QAM) is now achieved under strong CI (SRR 0dB). AMA
sucessfully suppresses Cl. AM then uses the improved SNéRadjusts the transmission
mode accordingly. Fig. 4.4 also shows that the benefit ostranbeamforming can only be
realised if receive beamforming is also implemented. Thiesvidenced where 1+2 OFDM-
AM has SE~ 2.65 and 2+2 OFDM-AM has SE: 3.75. We conclude that implementing
receive beamforming with AM is the simplest solution to imye performance in the co-
working WLANS.
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Figure 4.3: Effect of Adaptive Modulation and Transmit Bdarming to Spectral Efficiency
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Chapter 5

A Cooperative Transmission Scheme

In this chapter, we describe how to implement the SINRM metteodesign the transmit-
receive antenna weights required for our cooperative tngsson scheme. In this chapter,
we consider the simplest design case, where each usereseedingle symbol stream. Thus,
S = 1 and we can omit the stream notation for the cooperative systedel in this chapter.
As an example, by using the cooperative system model destmibChapter 3, the transmit-
receive weight vectors for each linkand THP precoded symbols are writtentasr; and

v; instead ot ;, ry ; andv, ;, respectively. In addition we also assume there is equaépow
allocation between links. Thus, each link has an equal pgwet 1.

5.1 Signal-To-Interference-plus-Noise Ratio Maximizatn

Beamforming

In this section, we propose a SINRM beamforming scheme @moisuppress the remaining
interference in (3.19B. The transmitted signal estimate for each ljnéan be written as

K
i =i (Htuy +n)) + Y rifH to. (5.1)
i=j+1



5.1 Signal-To-Interference-plus-Noise Ratio Maximizathn Beamforming

The second term in (5.1) represents the front-channefartrce caused by link+ 1, ..., K
at link 5. We will suppress this interference by using the SINRM beaming method.

It can be noted from (5.1) that there is no front-channelrfetence at link/X'. This means
that the third term in (5.1) is zero faryx. Thus, we propose to design the transmit-receive
beamforming weights in order of link’, ..., 1. After obtaining the transmit-receive beam-
forming weights for link/’, the transmit-receive beamforming weights for linke K, ..., 2

are determined by treating link, ..., [ + 1 as interference. Therefore, lifk does not have
any front-channel interference, and each linkill need to cancel front-channel interference
coming from link K, ..., k + 1. This results in highest and lowest interference in linknd

K respectively.

The average SINR for link can be calculated as

rAH .t (H.t)Hr
S[NRj: J JHJ( JJ) J (5.2)
rj RN,jrj
whereRy ; is the interference correlation matrix defined as
K
Ry, = E[n;nj’] + Z H ti (H;t:)™. (5.3)

i=j+1
To maximize SINR for linkj, the denominator of (5.2) needs to be minimized while main-

taining the unity gain for the numerator,

min rHRerj
rj J ’

subject to rHt; =1, |t;]| = 1. (5.4)

The optimunr ; can be derived using the standard Lagrange method and is @gve

Ruy,;Hjt
r= ’ . (5.5)
T (Ht) Ry H it
The SINR [13] can now be written as
SINR; = tfHIRy H;t; (5.6)
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5.2 Adaptive Precoding Order

with ||t;|| = 1. SINR; is clearly upper bounded [63] by
tJHHfRJ_V,lejtj < ASINR, (5.7)

where\s;ng; is the maximum eigenvalue dffijV}jHj. The upper bound is achieved by
selectingt; in the direction of the eigenvector associated Wity r; .

5.2 Adaptive Precoding Order

Here in the case of SINRM, we have the highest and lowest SINIRK A" and1 respectively
leading to a different BER performance. In order to maintam BER fairness across
links, in this section we proposed an APO scheme. There ar@bjectives to be achieved
by APO; 1) to reduce the variation of the bit-error-rate (BEpRRrformance acrosk” links,

2) to improve the average BER &f links. The first objective can be achieved only when
SINR for each link is equal. The average BER of the systemmtipen the SINR of the
weakest link. Thus, to achieve our two objectives above, @ario maximize the SINRs of
the weakest link by varying the user ordering.

APO arranges the order &f links by selecting an appropriate permutation matrix. We én
permutation matri® € P that maximizes the minimurti/ N R;. This optimization process
can be formulated as

P = arge max min SINR;(P) (5.8)

whereSINR;(P) is the SINR of linkj given that the permutation matriXis used. Here,
we search all the possibl€! permutation matrix to find®. This is feasible in co-working
WLANS as the number of cooperative APs will not be many. Werréh the APO scheme
that search alK'! possible permutation matrix as APC.
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5.3 System Design under Limited Channel State Information

5.3 System Design under Limited Channel State Informa-

tion

By observing the interference correlation matrix in (58, can see that the selection of the
optimum transmit weight vector for linkusing (5.7) depends on the transmit weight vectors
oflink j+1, ..., K. Thus, to generate the optimum receive weight vector eashver needs
either, 1) the channel estimate for other users in additaitstown channel estimate or 2)
to obtain the receive weight vector from the BSs. In the mesisections, we implicitly
assume the complete knowledgehdf, ..., Hx at the receiver of each link. In reality, the
receiver for linkj will only know H;, its own CSI. We refer to this situation as limited
CSI. To mitigate against this problem, we propose to diyeetitimate the sub-optimum
interference correlation matrig ~,; from the received signal. In a practical system, this
can be implemented by using training symbols transmitt@wus at the beginning of each
frame. FAQNJ» Is given as

K
Ry, = Ely;y)] = Elnnf] + > Hti(H,t)"” (5.9)
=1

during the training period. (5.7) and (5.5) are then usechtfi andr ; respectively.

Note that the use d® ~,; Will not degrade the system performance. To prove that, \eahes
fact that in SINRM
SINR; > ..> SINR; > ... > SINR. (5.10)

This is so since in our SINRM beamforming design, linknd K" have the lowest and highest
interference respectively. Hence, we only need to provettleaSI N Ry calculated using
FAQNvK andRy i are the samel?szK in (5.9) can be rewritten as

K
Ryx = Hitx(Hitg)" + Engnif] + Z Hxcts(Hgts)? (5.12)
i=1,i£K

. J/

RN, K
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5.4 Simulation Results

It then follows from Woodbury’s identity [64] that

R;V}KHKtK(HKtK)HRjV}K

1+ HitgRy c(Hitg)

(5.12)

D _ p-1
RN,K - RN,K -

A substitution ofR y x with ﬁN,K in (5.5) and algebraic simplification leads to the same
expression. This concludes the proof.

5.4 Simulation Results

In this section, we study the performance of the proposeg@&abive transmission scheme
(THP-SINRM-APC) in terms of uncoded BER. Two MIMO-OFDM APsdatwo stations
(K = 2) are considered. Each is equipped with two antendgs£ Np = 2). APs have
full CSls since each AP can share its CSI with all other APsugh backbone networks.
Each link is transmitted at equal power. Rectangular 4-QAM4) modulation is used.
The symbol period, guard period and number of sub-carrierset t03.2us, 0.8us, and4s
respectively. The number of paths, RMS delay spread andmamichannel delay are set to
10, 0.16us, and0.8us respectively. The performance of cooperative APs in arfieitence-
free channel and non-cooperative scheme [46] under the sanfegguration are used as
benchmarks in our simulations. THP-SINRM, with a fixed paing order (THP-SINRM-
FPC) that encodes ling, then link1, and a similar cooperative transmission scheme with
[41] (THP-ZF-APC1) are also simulated for comparison psgso In our discussion below,
the comparison of the schemes is performed at BER%

5.4.1 Performance of the Individual Links

The result in Fig. 5.1 shows the BER for individual links. AdiP-SINRM-FPC, link1l

has better performance than ligksince the former has lower interference than the latter.
The BER performance difference between linland link 2 exceedst dB. Once APC is
incorporated (THP-SINRM-APC), the difference in BER betwdink 1 and2 disappears.
Here, the performance of linkis improved at the expense of lirlkk This results in similar
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Figure 5.1: BER of individual links

BERSs across all the links. Note that even though THP-ZF-ARIQLcan properly eliminate
the difference in BER, its performance is still worse thaapinoposed scheme BydB.

5.4.2 Performance of the Overall Symbol Error Rate

Here, we study the performance of the overall SER. OverdR &defined as the average
SER for K links. The overall BER performance is shown in Fig2.5The use of the
adaptive precoding order (THP-SINR-APC) result3idB gain over the fixed precoding
order (THP-SINR-FPC). This gain is due to an additional degof freedom provided by
APC. THP-SINRM-APC also outperforms the non-cooperatisieesne by more tham0
dB and is only2 dB away from an interference free channel. The large impr®ré in
our proposed scheme over the non-cooperative scheme coonesif increase in transmit
diversity (two to four), APC gain, as well as interferencaaalation. Finally, Fig. 5.2 also
shows the performance of the proposed scheme when onlalp@8i is available at the
receiver (THP-SINR-APC-PCSI). It can be observed that @gymance is very close to
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Figure 5.2: Overall BER

the performance of THP-SINR-APC with full CSI at the receivEhis confirms our earlier
analysis in Section 5.3.

We now investigate the performance of (THP-SINR-APC) wheninecrease the number of
APs and stations to thredd = 3). Each AP and station is equipped with two antennas.
We can see here, from Fig. 5.3 that the BER performances fdr ie@ividual user are
close to each other. This is preferable when each AP is deglby different operators.
Unfortunately here, the overall performance of (THP-SINRE) deviates away from an
interference free performance. This is shown Fig. 5.4. Térdopmance of (THP-SINR-
APC) is 3 dB away from an interference free channel. This gapuch bigger than when
K = 3. The reason for this wider gap is that, as the number of usersases, there is more
interference to be cancelled. Thus, the BER performancerdispon the link with the lowest
SINR. In this case, we could see from (5.10) that the SINRIifdt K is the weakest one
since we use the beamforming weights to suppress intedeffeom uset, ..., K — 1 to user
K.

One interesting point in Fig. 5.4 is that the BER performapic@ HP-SINR-APC) starts to
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5.4 Simulation Results

flatten which results in a BER floor whefWW R = 16dB. That means no further improve-
ment can be obtained even if we increase the SNR further. Biefibor is caused by very
weak SIN Ry . This is because the beamforming weights for uSeis used to suppress
interference fromk — 1 users. The reason fof/ N R to be so weak, is because the beam-
forming design for uselX needs to take into consideration the direction of beamfiagmi
weights for usen, ..., K — 1. As the number of users increases, the possible direction fo
beamforming weights of uséx is getting more limited. As a result, the SINR for ugér
degrades rapidly as the number of users increases. Lastlgbserve that the performance
of (THP-SINR-APC-PCSI) is very close to the performance BIPFSINR-APC with full
CSI at the receiver. This again confirms our earlier anaipsection 5.3.
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Chapter 6

Spectrally Efficient Wireless
Communication Systems with

Cooperative Precoding and Beamforming

In this chapter, we propose a method to design transmitweaatenna weights for a cooper-
ative single stream downlink transmission scheme. Theighgo eliminates the interference
and achieves symbol error rate (SER) fairness among differsers. Here, as mentioned in
Chapter 3, Tomlinson Harashima precoding (THP) is usedroalahe front-channel inter-
ference. Thus, we are left with the rear-channel interfezenhich needs to be cancelled
by the transmit-receive antenna weights. A new iterativéhoeis applied to generate the
transmit-receive antenna weights. The convergence bainaof the iterative process is in-
vestigated via both analysis and simulations. To achiew faiEness among different users
and further improve the performance of MIMO systems, we higva power allocation al-
gorithm that provides equal SINR across all users and ossIso that the minimum SINR
for each user is maximized. The simulation results showtttaproposed scheme consid-
erably outperforms existing cooperative transmissioests in terms of SER performance
and complexity and approaches an interference free peaftcenunder the same configura-
tion.

In this chapter, as we consider a single stream transmisSien 1, for simplicity, we will



6.1 Iterative Joint Transmit-Receive Antenna Weights

omit the stream notationandS. That means the modulated symbol, the ordered modulated
symbol and the THP precoded symbols are writtes @s [x1 ;...71 k|7 = [z1..2x]Tu =

[y 1..u1 |7 = [ur..ug]’ andv = [vy..01 x]" = [v1...vk]|T respectively. The transmit-
receive weights for each link are written asr; = R; = [r; ;] andt; = T, = [t1;],
respectively.

6.1 Iterative Joint Transmit-Receive Antenna Weights

In this section, we propose a joint iterative transmit-ree@ntenna weights optimization
method based on ZF to cancel the rear-channel interferamle, maximizing the SINR for
each link and maintaining the same SER for all links at alemThe received signal at each
receiver prior to and after the modulo operation are show@8.it8) and (3.19), respectively.

We first denoté(I+Mryp) '], as the(j, )" component of [+ My p) ~!. The transmitted
signal estimate of link,%; can be obtained from (3.19) and expressed as

K
i=7+1

The SINR, after the modulo operation for ligikcan then be written as

pit iTH G (H ) r
FE (0 piH(H ) H (T + My p) ;0 + 02D)r;

SINR; = (6.2)

Maximizing the minimum SINR for each link, while maintaigit equal for all links, can
be formulated as follows

max min SINR;
RT,PI<i<K

subjectto (1) T"T =1, (2)rf'r; =1, (3) 1"p = Prge, (4) rfH;t; =0 (6.3)

forj =1,.,K,i=j+1,.., K whereP,,, andp = [p;..px|T = P?1 are the power
constraint at the cooperative transmitter and the set optiveers assigned to each link,
respectively. Here the objective of (6.3) is to maximizertieimum SINR for each link. The
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6.1 Iterative Joint Transmit-Receive Antenna Weights
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Figure 6.1: Iterative Joint Transmit-Receive Weights @mation and SINR Equalization
Process

first, second and third constraints in (6.3) ensure thatrresmit-receive weight vectors are
unitary vectors and the sum of the power allocated to eaklulies not exceed the maximum
power available at the transmitter. These constraintshailind the possible solution fat,

T, andP and ensure the convergence of (6.3) to a solution. Finakyfdurth one is the ZF
constraint which ensures the interference from lipksl, ..., K to link 5 are fully cancelled.
Here, to maximize the minimum SINR in (6.3), we reduce thefSbi the best link until the
SINRs of all links are equal. Thus, the optimal solution isateed when all links attain an
equal SINR [18, 65].

This optimization problem, however, is difficult to solveias not jointly convex in variables
R,T andp. To solve (6.3), we propose a sub-optimal solution thatsftie problem into a
2-step optimization.

The first step is to solv® andT iteratively, whenp is fixed. Hence in this step we simply
ignore the equalization of SINRs among all links. The seciag is to solve in a way that
equalizes SINR for all links under fixdgl andT. The process is described in Fig. 6.1, where
i, f1(-) andg;(-) are the iteration number, a function to generate transrtenaa weights for
K links and a function to generate a receive antenna weigltsv®r link j, respectively.

6.1.1 Transmit-Receive Antenna Weights Design

In the first step, we assume an equal power allocation for kakchy settingP = 1. (6.3)
can be simplified as

H}%B_IJ_X SINR;
subjectto (1) T"T =1, (2) rir; =1, (3)rf'Hjt; =0 (6.4)
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6.1 Iterative Joint Transmit-Receive Antenna Weights

fory=1,...,K,i=j+1,.., K. To solve (6.4), we propose to alternately optimizeand
T until they converge, under the ZF constraint in (6.3). W fassign the initial value of
the receive antenna weights farlinks. The initial receive weights ok links are given as
O =y, j=1,.. K 6.5
ri’ =va(Hj), j=1,.., (6.5)
wherewq(+) is the Singular Value Decomposition operation (SVD) [54]stdect a left

eigenvector associated with the maximum eigenvalueH]ch . We then transform the
system into a downlink multi-link MISO system by fixing

H H
R = Diag(r(lo) s r§§> ). (6.6)
(3.12) can then be written as
y = RHTV + RN = H.Tv + N. (6.7)

Here, we know from (3.19) that the interference from links.,j — 1 tolinksj =1,.... K
does not exist at the receiver, after performing decodingeghis front-channel interference
is totally cancelled by the THP described in Section 3.3l& flemaining interference is the
rear-channel interference, coming from links- 1, ..., K to links j = 1, ..., K which needs
to be cancelled.

At each iteration, we apply a QR decomposition [54Hg to find T that forces this inter-
ference to zero,

T=/fi(R), i(R) = [Q‘QR(HE)] (6.8)

Here, we choose the unitary matiix obtained from the QR decomposition Hf in (6.8)
asT. We now need to compulR that gives a maximum SINR for each link for the derived
T. This can be calculated as

rj = g;(T) (6.9)

wherej = 1, ..., K. ¢g;(T) is a function that generates receive weight vecjdor the derived
T such that SINR for each link is maximized.

We now describe how; (T) operates. By using (6.2), the SINR maximization for each lin
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6.1 Iterative Joint Transmit-Receive Antenna Weights

can be written as

rhhifr;
max% (6.10)
rj I'j Rjrj
whereh; = H,t; and
K
R; = ) pHti(Ht)" + 0" (6.11)

i=j+1
is the interference in link. To obtainr; that maximizes SINR in (6.10) we use the Spec-
tral/Eigenvalue Decomposition [54]. Thus the functiongémerater, ..., rx, gj=1,.

can now be written as
gj(T) = UEVD(pjﬁj ljljflf) s ] = ]_, ceey K (612)

wherevgy p is the Spectral/Eigenvalue Decomposition operation [64)glect an eigenvec-
tor associated with the maximum eigenvalue of

_71»4 ~

We can obtain a simpler expression forthat gives the same maximum SINR, as in (6.10),
by using the following fact,

HY T H H
rh;hir ri'h;
0y T j
max ——=="—" = max —="—. (6.14)
r; iR, i iR,

Here we state that the optimufiY NV R, obtained by using the term on the left hand side of
(6.14) is equal to the optimuri/ N R, obtained by using the term on the right hand side
of (6.14). The proof of their equivalence is shown in Apper8i By solving the term on
the right hand side of (6.14), the normalized receive argemeight vector for linkj can be
obtained as [46]

R, 'Hy,

e i A (6.15)
| R;H it

r; = g;(T)

It is straightforward to show that th®/ N ?; generated by using the receive antenna weight
vector from (6.15) yields the optimuisi/ NV R, given in (6.14). The proof is shown in Ap-
pendix E. We can conclude from this fact and (6.14) that threnatization process of the
receive weight vector in (6.15) will not affect the SINR. Mdhat this receiver design is
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6.1 Iterative Joint Transmit-Receive Antenna Weights

also known in the literature as the Minimum Variation Disitmmless Response (MVDR) de-
sign [11]. The iterative calculations & andT continue by fixing one and optimizing the
other one, until they converge to a fixed solution. It is pobire Appendix C that the pro-
posed iterative method always converges. This can be suzedan Lemma 1 as follows,

Lemma 1 The proposed iterative method to solve (6.4) converges ¢aa maximum and

satisfies (6.8) and (6.9) as the number of iterations in@eas

6.1.2 Downlink Power Allocation

In the second step, we useandT obtained in the first step to finol. Using the fact that at
the optimal solution all links will attain equal SINR andtleg «; ; = r;H;t;, (6.2) can be

written as
j—1

12, 2_pj|aj,j|2 616
z :|a.77'5‘ pl_'_o- - S[NR ( . )
=1

(6.16) can be further represented in a matrix format as

P

A'B A 1=
p+o SINR

(6.17)

whereA = DiT(M), B = UpT (M) andM is aK by K matrix with entriega; ;| in row
and columnj. By multiplying both sides of (6.17) with”, we obtain [18]

1
1"A"'B 1A 1) = .
P p+o )= SIvR

(6.18)

By defining the extended power vector= [p” 1)7, we can then combine (6.17) and (6.18)
to obtain a matrix equation given as [18]

Pe

Up, = SINT (6.19)
where
A1B cA 11
v = . (6.20)
1TA71B/Pmax UlTAill/Pmax
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6.1 Iterative Joint Transmit-Receive Antenna Weights

Table 6.1: Nonlinear Iterative Precoding Algorithm
1 Initialize receive weights and set Maxiteration
2 Fori=2 to Maxiteration

3  Find transmit weights using (6.8)

4  Find receive weights using (6.15) or (6.29)

5

7

8

end
Equalize SINR for all links using (6.19) or (6.22)
THP Precoding Operation using (3.6)

Hence the optimunp can be obtained by selecting that corresponds to the maximum
eigenvalue of#®. This is the only possible solution for (6.19) satisfying > 0 for j =
1,..., K and SINR> 0. The proof is described in detail in Theordnand?2 of [66]. At a

first glance, the power allocation in (6.19) resembles PeFmbenius (Eigen-based) power

control in [67]. In [67], the aim for the power allocation Bininimize the BSs transmission
power and to achieve equal SINR across all links. There isomstcaint on BSs transmis-
sion power. On the other hand, the power allocation in (6t4Kgs into account the power
constraint at BSs. Thus, it is more realistic than [67].

The above SINR equalization process can be further simgliffeve assume that after
iterations, we are very close to the local optima (g, t; ~ 0). (6.20) then becomes

~ 0 oclA-1
¥ = : (6.21)
0 o01"A'1/P,..
Substituting (6.21) in (6.19) and after making some singtians, we have

L Pmaz -
Pj = Zi:K |r;H;t;(2 7 J =
i=1 |r;H;t,?

1. K. (6.22)

The algorithm is tabulated in Table I, whereepresents the iteration number avidxitera-
tion is the maximum number of iterations.
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6.1 Iterative Joint Transmit-Receive Antenna Weights

6.1.3 Modification of the Design for Receive Antenna Weights

In this section we modify the receive antenna weights catauis in (6.15) to speed up the
convergence to the local maxima and improve the SINR duhegteration process. We
definerf) and tg.") as the receive and transmit antenna weights found in siapSection
6.1.1 at*" iteration, for each linki. The entries of the front-channel interference maBR
ati'" step of the iterative process above, can be written as fsllow

85? = \/p_j(Hfrﬁw)Htgl) l=7+1,..,K,j=1...K (6.23)

Wherez-:l(? is the interference from link to link j at thei’" iteration. Note thatl(? also
corresponds to the element of the front-channel interfexémcated in row and columnyj.

The diagonal entries of matri® at:'" step of the iterative process, denotedﬁﬁ@)/, can be
written as
Y = @ I =1, K (6.24)

J

where3\" is the signal gain for linkj at thei'” iteration. We now formulate a lemma that
we are going to use in this section.

Lemma 2 [T, 81 < det(R*HT"), wheres|” = (H/r\")7t\” and(R)* and(T)" are the

optimal transmit-receive antenna weights vectorsiolinks satisfying Lemma 1.

The proof of the lemma is presented in Appendix D. From Leminasd 2, we know that
at the local maximum, 1] [; ﬁ]@ achieves the maximum value equalde(R*HT™), 2)
The front-channel interferend®P converges t® since (6.8) forceR*HT* to have a lower
triangular structure. Hence, we could simply maxirrfb’é% to achieve the local maxima. By
using the Matrix Inversion Lemma [64] and substituting (§.4nd (6.15) into (6.24), we can
rewrite (6.24) for link; as

B = () (o™ T (27" + oT) HE) (6.25)
where
K
7 = H it (H 104 (6.26)
a=j+1
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6.2 Adaptive Precoding Order

andc = |R;H,t,]||, representing a scaling/normalization factor. It is obithat
(HANT(Z7 4+ oT) T H )

in (6.25) reduces the value ﬁf” Therefore, if we omit this term in calculating the receive
antenna weights, we can reach the maxim(ﬂﬁﬁ faster. Thus, we can simply ignore this
term to speed up the convergence of the iterative processtefidie by omitting the term
(H N (Z7! 4 oT)"'H;t\”, we have

J J

B~ A (oY = o L) T (6.28)
The maximun!” can be obtained by aligning” in the direction of1;t\”. The total power
of the receive weight vector? is normalized td, to ensure it satisfies the second constraint
in (6.4),
A H.t®
rl) = — (6.29)
[[H;t;7]]

We refer to this receiver structure as a Matched Filter (M#3igin.

6.2 Adaptive Precoding Order

In the THP and the 2-step optimization process describdueiptevious sections, we fix the
order ofu;, resulting in a fixed permutation matM,,.,,,. The performance of the system,
however, differs when a differeML,.,,,, is used. In addition, the performance of the system
also depends on the weakest link. In this section we proposd’® scheme. APO arranges
the order ofk by selectingVl,,.,,, that maximizes the minimum SINR for each user.

We formulate the optimization process to find a permutatiarix M perm € Mpern, that
gives the maximum SINR as

V)

Mperm = argy ..., Max min(SINRy (M perm), .., SINRg (M perrn)) (6.30)

where SINR;(M,..,,) is the SINR of linkj, given that the permutation matr .., is
used. To solve (6.30) without searchiAg possible orderings, we use the idea of the Myopic
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Optimization method proposed in [48, 68], which is provetéooptimal. By applying this
method to arrange the precoding order for the users, we @dy to searcﬁjfig}#l K —1
possible orderings. Here, we refer to the APO generated)ubim optimization method
above as APO-VBLAST.

6.3 The Complexity Comparison of the Proposed and Other

Known Schemes

In this section, we discuss the advantages of the propokedscover other existing schemes.
We first compare the proposed method with the scheme in [3Bichwuses theCoordi-
nated Tx-Rx Algorithm with Block Diagonalizatiamd water-filling power allocation and
the scheme in [40], which works by iteratively finding transneceive weights that diago-
nalize the receive signal matrix &f users without the receiver noise in (3.12).

To have a fair comparison with the proposed method, we repllae water-filling power
allocation with (6.22), that equalizes SINR for all links.hi¥ change is required as the
water-filling power allocation used in [39] tends to assigorenpower to stronger links and
less power to weaker links. Hence, the performance of a wéiakevill decrease the overall
SINR for all links.

The main differences between the method in [39, 40] and tbpgsed method are, 1) [39,
40] suppress both the front-channel and rear-channelfénégrice using transmit-receive
weights, while the proposed method suppresses the reanehand front-channel inter-
ference using THP and iterative transmit-receive weigtgspectively, 2) unlike [39, 40],

the proposed scheme does not calculate null spaces. To tetmgse null spaces, the it-
erative scheme in [40] and the non-iterative scheme in [88flopm K SVD operations per

iteration andK’ SVD operations, respectively, 3) within a single iteratiamlQR decompo-

sition [54] andK MF receiver calculations are required to find all transrattaive antenna

weights while in [40], K’ SVD operations per iteration, are required to find the tratsm
receive weights of all links. Note that [39] requirBsSVD operations to find the transmit-
receive weights of all links.

The complexity requirements in terms of the number of fl@apnint operations (flops), for
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6.3 The Complexity Comparison of the Proposed and Other Know Schemes

the proposed method and the methods in [39, 40] are listedbie®.2, where denotes the
total number of iterations. Here, we compare the number oiprdations for the transmit-
receive antenna weights and the null spaces for the two mgtlsoce this is the only major
difference between the two methods. Hence Kor= 3, Ny = 2, and Ngg = 2, the
proposed method has9 flops per iteration while the methods in [39] and [40] hage32
flops and13032 flops per iteration, respectively.

The second comparison is done with the non-linear precadiiipods in [41, 42]. Again to
have a fair comparison with the proposed method, after tperighm in [41, 42], we apply
(6.22) to equalize the SINR, instead of using the originagoallocation.

Unlike [41, 42], we do not require the constraint of
(K —1)Nys < KNpg (6.31)

because we do not create null spaces. Thus, there is norelaip between the required
number of transmit antennas and receive antennas. This efirate advantage, since to
support, say five users withi,;s = 4, the proposed method needs five transmit antennas
while [39] needd 2 transmit antennas. Another important difference betwkesd methods
and the proposed one is in the zero forcing condition defimitin our scheme we have

riHjt,; =0, j=1,.. . Ki=j+1,.,K (6.32)
while in [41] and [42]
Hjit;=0,j=1,..K,i=j+1,.,K. (6.33)

Using (6.32), the proposed algorithm allows some intek-imerference to be transmitted
(e.gH;t, # 0), and cancels the interference by steeilfigt; to be perpendicular with the
receive antenna weight vector. Hence the receive and the transmit antenna weights jointly
cancel the interference. The constraint in (6.33) [41] @][4n the other hand, does not
allow any inter-link interference to be transmitted. Hehe receive antenna weights are not
used at all to cancel the interference.

Finally, the computational complexity required to find thellrspaces and the transmit-

64



G9

Table 6.2: Computational Complexity of Non-Linear PrecagdAlgorithms (in Flops)

Computation Proposed Method Scheme in [41,42] Scheme in [39] Scheme in [40]
(1) THP (K2 +1)(2K — 1)+ (K?+1)(2K — 1)+ - -
0.5K(K —1)(2K NpyrsNps — 1) 0.5K(K —1)(2K NayrsNps — 1)
(2) SINRE 2K NysNps(1+ K) + K 2K NysNps(1+ K) + K 2K NysNps(1+ K) + K 2K NysNps(1+ K) + K
) 1 . .
(3) TX/Rx Weights  i{3K*(Npg — g) — K Nug K2NysNps(4Nys + 8K Nps + 9(K Npg)?) K2NysNps(4Nys + 8K Npg + 9(K Npg)?) i{AN} s K* Nps+

+2[{21VBS(‘NJ[S + 1)}

+2K*Nps(Nys + 1) — KNys

+2K*Nps(Nys + 1) — K Nyss

8NmsK*Npg + 9(KNpg)*}

‘ KNus = ‘

(4) Null Space - 3(K Nags)? (K Nygs — 3“5 )+ KNps(2Nuys — 1)) 4K Npga®+ i{AK*Npg + 8K N3¢

K-1 ot

Z KNps(KNpg(1+2N%6) — (1+a)Nars) | 8a(K Npg)? + 9(K Nps)® 4+ (K Npg — a)(KNpg — 1) +9K (K Nps)*}

a=1

K-1 K-1
APO-VBLAST > K-l > K-l - -
1=0,1#1 1=0,l#1
K-1 K-1
Total (M+@+B) Y. K-1 (M+@+B)+@) Y, K-1 (2) + (3) + (4) (2)+ (3) + (4)

1=0,l#1

1=0,l#1

Sawayas Mmou] JaylQ pue pasodoid ayl Jo uosuredwo) Auxajdwo) ayl €9



6.4 Numerical Results and Discussion

receive antenna weights for the method in [41] is shown inef&®. The complexity of
the method in [41], for a system withl = 3, N, = 2, andNpg = 2, IS 8868 flops.

6.4 Numerical Results and Discussion

Monte Carlo simulations are carried out to assess the pedioce of the proposed method in
a MIMO-OFDM environment. We investigate its performancd aompare it with [41], [39]
and with an interference free performance.

Here, an interference free performance is defined as therpehce of any random single
link 7 assuming there is no interference from any other links. idase, the received signal
of the cooperative transmission system is given as

wherer; andt; are the left and right eigenvectors associated with the mami eigenvalue
of H;H¥ using SVD.

The comparison of the schemes is performed at SBR% We use a fixed permutation
matrix that orders MS$, ..., K as linksK, ..., 1, when we are not using APO-VBLAST, for
all the simulation results except stated otherwise. Foveoience, we will use the notations
(Nps, Nuys, K) in all figures to denote the number of transmit antennas pett&Sumber

of receive antennas per MS and the number of BS in the netnesgectively. Perfect CSl is
assumed to be available at both ends. Rectangular 64-QAM4{)/modulation is used for
all transmissions. The OFDM symbol period, guard periodramdber of sub-carriers are set
to 3.2us,0.8us and48, respectively. The number of paths, RMS delay spread anahmogx
channel delay are set t®, 0.16us, and0.8us, respectively. The channel is assumed to be
a quasi-static channel resulting in a negligible doppléit.sin all simulations, we fix the
the Signal-to-Noise-Ratio of each THP precoded symbol t6' Ne? = b;[:?
is normalized ta andP,,,, = K.

whereE[v?]

66



6.4 Numerical Results and Discussion

6.4.1 Convergence Study

Figs. 6.2 and 6.3 show the convergence characteristiceqgirtiposed method fde, 2, 3)
and(1,2,4) systems. We plot the number of iterations versus the avesage and scaled
output SINR (after SINR equalization) while fixing the SNR2atdB. The average error is
defined as the average of the maximum entries of the fromrwianterferencdP,

j7 K

over all channel realizations. The output SINRs (for2, 4) and(2, 2, 3) systems are scaled
up by4 dB and0 dB to fit in one figure. The scaling does not matter here sincenyewant

to observe the convergence rate. The figures also show tirergemce characteristics when
the MF receiver design, represented by (6.29), and the MVi&iReiver design, represented
by (6.15) are used.

An interesting observation here is that, during the firstifewations, the MVDR outperforms
MF design. This improvement is due to smaller errors obthirgng MVDR and not due
to a higher signal gaiﬁ](i). During the first few iterations, the second term of (6.2%)tfe
MF receiver design is larger than for the MVDR receiver desifpus leading to a higher
average error for the MF receiver. This happens because Nifeg the interference when
calculating the receive antenna weights. However, itsameerror decreases rapidly and
after 5 iterations (for (1,2,4)) and 7 iterations (for (3)2, the average error for (1,2,4)-MF
and (2,2,3)-MF in Fig. 6.3 approaches that of the MVDR methdte resulting SINR using
the MF method from that point onwards is always greater tha&none using the MVDR
method. This is shown in the analysis in Section 6.1.3. Thayeis is consistent with the
results shown in both Figs. 6.2 and 6.3.

In addition, the MF and MVDR methods do not have the same SibiR&rgence speed. MF
converges much faster to the optimal SINR solution than MVDRs is shown in Fig. 6.2.
This in fact confirms Lemma 2 and the previous analysis. Th&EMNR reaches a plateau
after8 iterations, since it almost converges to the optimal sotutvhile the MVDR’s SINR
is still rising. Not much performance improvement can beot#d by increasing the number
of iterations further. In all simulations for SER compansave set the maximum iteration
number for the proposed schemelto
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Figure 6.2: SINR Convergence Comparison of Various Iteealinterference Cancellation
Methods
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Figure 6.4: SER Performance Comparison of Individual Lifikksa (2,2,3) System when
SINRE is not used and when SINRE and APO-VBLAST are used

6.4.2 Performance of the Individual Links

Fig. 6.4 shows the SER of the worst user and the best usersv8i8R in a(2, 2, 3) sys-
tem. In these figures, the proposed method refers to the peodpgorithm with THP, joint
iterative transmit-receive weights optimization, SINRuabigzation (SINRE) and Adaptive
Precoding Order (APO-VBLAST). As shown in Fig. 6.4, when fhieposed method does
not perform (denoted by w/o in the figures) SINR equalizaaod APO-VBLAST, MS3

has the best performance while MShas the worst performance. The SER performance
difference between link and link K exceeds3 dB. Once SINR equalization is used, the
SER difference between links disappears. This is showngn&#4. Here, the performance
of link 1 is improved at the expense of linksaand3. This results in a similar SER across all
the links.
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Figure 6.5: Average SER Performance Comparison for a (2&;8&tem using Various Non-
Linear Precoding Algorithms

An interesting point here is that APO-VBLAST tends to eqzalithe performance ok
users even without the use of SINR equalization. This is shiowrig. 6.4. Hence, it seems
sufficient to use APO-VBLAST without SINR equalization toxiraize the minimum SINR

in the system. Its performance, however, is still worse thvhan the proposed method does
not perform APO-VBLAST. This is denoted as "Proposed w/o APBLAST” in Fig. 6.4.
This suggests that SINR equalization plays a more importdatthan APO-VBLAST in
performance improvement. In other words, using a good pal@cation scheme might be
more beneficial than searching for the best order of the useaashieve a higher diversity
gain.
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6.4.3 Performance of the Overall Symbol Error Rate

Here, we investigate the performance of the overall SERr&VEER is defined as the
average SER of K links. The overall SER performance for ttppsed method with or
without APO-VBLAST, and [39—-41] for a (2,2,3) system is shmoiv Fig. 6.5.

The proposed method without APO-VBLAST outperforms thehuds in [41] and [39] by
5 dB and 3 dB, respectively, and is only 1 dB away from an ieterfice free performance
when SER%0~%. The large performance improvement in the proposed schdtheegpect
to [41] comes from an increase in the degree of freedom andetation process used in
determining the transmit-receive antenna weights.

In addition, the proposed method without APO-VBLAST is atdeachieve a much better
performance with much less complexity (we only ugeiterations). The computational
complexity of the proposed method fof2 2, 3) system is on average abdtit’% less than
the complexity of methods in [40—42]. As for(&, 2,4) system, we have on average about
50% complexity reduction. In essence, the proposed methoy €dilizes THP, transmit
antennas and receive antennas in a more optimal way with hegslcomplexity to create
non interfering spatial channels.

Fig. 6.5 also shows the performance of the proposed methe@-¥BLAST moves the SER
performance of the proposed method withia5 dB from an interference free transmission
when SER%0~%. Thus, APO-VBLAST gives about 1 dB gain over the proposedhoet
without APO-VBLAST. This gain however comes at the cost ahpbexity, since now the
proposed method will need to do a search oEéngﬂ K — [ possible user orderings. As a
result, the complexity of the proposed metho@égi.7é1 K —i times more than the proposed
method without APO-VBLAST. This is shown in the last colunfriTable 6.2.

The performance of the iterative scheme in [40] depends@ndimber of iterations,. There-
fore, to show that the proposed method performs better timsdheme in [40], we set the
iteration number for the scheme in [40] %o giving a computational complexity @b259
flops for a (2,2,3) system. The computational complexityheffiroposed method using it-
erations isl 5449 flops while the complexity of the proposed method without APBLAST
using10 iterations is3433 flops. The performance of [40] is shown in Fig. 6.5. Here, we ca
see clearly that [40] is worse than the proposed method withitbout APO-VBLAST.
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It is also not possible to get much performance improveme0] by raising SNR above
21 dB. We refer to the SNR value, above which there is no furtli® 8ecrease, a saturation
point. Here, we must stress that the performance of [40] eduther improved by increas-
ing the number of iterations. This is shown in Fig. 6.5 whenimerease the number of
iterations tol 1. However, the performance of the scheme in [40], is worse the proposed
method and id times more complex than the proposed method, making it kesisable for

a practical implementation.

In Fig. 6.6, we show how the proposed method performs undéfeseht configuration. We
show the performance when the number of usErghe number of transmit antennas per BS,
Ngs, and the number of receive antennas per Wg,s, are4, 1 and2 respectively. Here,
the total number of transmit antenn&sVzs is equal to the number of MSs. Even when the
proposed method does not perform APO-VBLAST, it still sfgrsintly outperforms the one
in [39]. This improvement is even greater than the one in i§.(> 4 dB). Here, however
the performance gap between the proposed method and afeiatere free condition i$

dB when SER%0~*. The reason for this wider gap is the lack of spatial divgreitthe
transmitter since we havk Ngs = 4 transmit antennas broadcastingko= 4 users. In
addition, the fact that there are only two antennas at eawivier, also limits the overall
spatial diversity of the system.

In Fig. 6.6, we can also see clearly that [40] wititerations is much worse than the proposed
method. Note that here the saturation point occuraialB since no further performance
improvement can be obtained [40] by raising SNR ab2velB. Fig. 6.6 also shows the
performance of [40] when the number of iterations is inceda® 11. Here, we essentially
shift the saturation point further to the right. However, diying this, the scheme [40] is
now 3 times more complex that the proposed method, making it mes$ desirable for a
practical implementation. Note that the computational plaxity of the proposed method
using10 iterations i25132 flops, while the computational complexities of the schen{é®h
using 5 and 11 iterations are36244 flops and79636 flops, respectively. In addition, the
complexities of the proposed method without APO-VBLAST avith APO-VBLAST are
3442 and27536 flops, respectively.

As the system has an error performance close to the intaderizee system, its capacity
approaches the sum capacity of individual interference lme&ks. The proposed method
can be applied to reduce interference and thus increasapaeity of co-working WLANS
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6.4 Numerical Results and Discussion

and cellular mobile networks. In typical cellular netwoksWLANS, there could be only

one user transmitting in the same frequency band at a girendiot. The proposed method
enables K base stations in the same location to simultaheoaissmit to K users in the same
frequency band at a given time slot. By using the proposethoteinstead of transmitting
to one user at one time, we can simultaneously transmit toesusith the performance of
each user approaching an interference free performancea rasult, the capacity of both
WLANSs and cellular mobile networks can be increased by up tori€s.
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Chapter 7

Cooperative Precoding and Beamforming
for Single/Multi-Stream Multi-User
Multiple-Input-Multiple-Output Systems

In this chapter, we propose a method to design a singleAsiwmdam multi-user MIMO co-
operative downlink transmission scheme employing prewpdind beamforming. Here, as
mentioned in Chapter 3, Tomlinson Harashima precoding (TislBsed to cancel the front-
channel interference. Thus, we are left with the rear-cehimterference which needs to
be cancelled by the transmit-receive antenna weights. énative method based on the
uplink-downlink duality principle [1, 18, 19] is used to g&ate the transmit-receive antenna
weights. The algorithm provides an equal SINR across allsus® simpler method is then
proposed by trading off the complexity with a slight perfemee degradation. The proposed
methods are extended to work when the receiver does not loawplete Channel State In-
formations (CSIs).

Finally, we propose a new method of setting the user pregodider, which has a much
lower complexity than APO-VBLAST but with almost the sameafpanmance. To avoid
confusion we refer to the new low complexity APO as APO-LCeBimulation results later
show that the proposed schemes considerably outperfostirexcooperative transmission
schemes in terms of SER performance and approach an ieteckefree performance.



7.1 Iterative Antenna Weights and Power Allocation Optimization

7.1 lterative Antenna Weights and Power Allocation Opti-

mization

In this section, we propose a joint transmit-receive ardewrights optimization method
and power allocation to cancel the rear-channel intertaxrgwhile maximizing the SINR for
each link and maintaining the same SER for all links at alesmTo do this, we use the fact
that, 1) we can seb[vv?] = E[uu’] = I and, 2) the effect of vectad on the received
signals is completely removed by the THP decoder moduloabioer.

By using (3.19), the received downlink SINR for th& transmitted symbol in linki can

then be written as " B .
PsTs Hjts j(Hjts ;)71

z

down
SINRIw™ = (7.1)

where

S K S
Z Z prallr EEE Gl + D puglIrH e 1? + 1. (7.2)

l=s+1

H; = %L ando; are the interference term, normalized channel matrix aad\8 receiver
J

noise for linkj, respectively.

The operation of maximizing the minimum SINR for each symbwahile maintaining it
equal for all links, can be formulated as follows

maxmin SIN Rf(;w”

M5 Usjs Ds,j

subjectto (1) tt,; =1, (2)rllr,; =1

(3) 1"p = Poaa (7.3)

forj=1,...K,s=1,...,5. P,.. andp = P21 are the power constraint at the cooperative
transmitter and the set of downlink powers assigned to ewcibsl stream, respectively.
Here,P = Diag(P4,...,Pg), P; = Dzag(\/_l ""’\/ﬁs,j) wherep; ; is the power allo-
cated to thes’” symbolv, ; in link j. The objective of (7.3) is to maximize the minimum
SINR for each stream. The first, second and third constraiiits3) ensure that the transmit-
receive weights vectors are unitary vectors and the sumeopthver allocated to each link
does not exceed the maximum power available at the trarsmitthese constraints will
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7.1 Iterative Antenna Weights and Power Allocation Optimization

bound the possible solution f&, T, andP and ensure the convergence of (7.3) to a solu-
tion. Here, to maximize the minimum SINR in (7.3), we reduoe SINR of the best link
until the SINRs of all links are equal. Thus, the optimal siolu is reached when all links
attain equal SINR, denoted s/ N R,

This optimization problem, however, is difficult to solvetas transmit weights vectors and
the power for each link in (7.1) are entangled with each otfiersolve (7.3), we use the
uplink-downlink duality concept described in [1, 18, 19].26he authors have shown that
the downlink SINR can be designed to be equal to the maximuimikuBSINR under the
same total available power. Note that the optimum powerations in the downlink and
uplink channels are different.

7.1.1 Applying the Duality Concept for Designing TransmitReceive An-

tenna Weights and Power Allocation

To apply the duality concept, we creaeirtual uplinkand swap the role of the transmitter
and the receiver. In the virtual uplink, the receiver of a MBsaas a transmitter. The MS
previously ordered in linkj, now transmitsS virtual symbol streams; = [u; ;...ug ;|7 in
link j using its receive weights vector (e.d®,) to the BS. The BSs then act as a single
cooperative receiver and process the signal by using msiné weights vectors (e.gl).
We let the virtual received signal at the BSsshg = [y1...yx|”, ¥, = [91,;---01,5]7 where
¥s.; is the s™ virtual uplink received symbol transmitted in linkand let the transmitted
symbols forK links beu = [u;...ux]|’. Here, we want to use the normalized channel matrix
H; to represent the channel. Thus we need to scale the virtliakigignal by multiplying
eachj* link with the inverse of the receiver noisgy;. Note that this scaling will not alter
the solution.

By using (3.19), the virtual received uplink signal can tienwritten as

1 1
Vup = Diag(—, ..., —) - (DQu + B Qu
Yup = Diag( T FK) (DQu+B”Qu

+ Diag(T?, ..., TIHN) (7.4)

, whereQ = Diag(Q;...Qx), Q; = Diag(\/q1;.-\/T5;)- 4s; denotes the virtual uplink
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7.1 Iterative Antenna Weights and Power Allocation Optimization

power allocated to the” virtual uplink symbol in linkj. N = [1y..nx]7, wheren; € CNbs
is the virtual receiver noise for link at BSs, modelled as an AWGN with a zero mean and
the variancefj?. The virtual uplink configuration is shown by broken arrows-ig. 3.2.

By using (7.4), the virtual uplink SINR for each symbol, irckdink, can be written as

H §3H rTH H
qsvjts,jHj r37](Hj r37j> tsvj

SINR" = (7.5)

z

where

J

J

-1 s—1
[t H ] + Z q |t v )17 + 1 (7.6)
=1 =1

s
2=
1=1

fors =1,...5,5 = 1,..., K. There are three terms in the denominator of (7.5). The first,

i

second and third terms denote the inter-link interferetioe,inter-stream interference and
the normalized AWGN noise, respectively.

The optimization problem can then be written as

max min  STNR
rsJat&j7QSJ
subjectto (1)t t,; =1, (2)rfr,,; =1

(3)1"a = Pras (7.7)

forj=1,..,K,s=1,...5andq = Q%1. Here, the optimal solution is reached when all
links attain equal SINR, denoted I/ N R"?.

Here, we propose an iterative solution that splits the mmbinto a 2-step optimization.
Here, the first step is to soNle and T, when the inter-link interference power to ligkgs ;-;,
s=1,..,5,i=1,..., K are fixed to certain values, while setting; = 1,s =1, ..., S. For
each link, we first find transmission spaces that have themim inter-link interference and
then use this transmission space to design the transneitveeweights vectors within each
link.

The second step is to solegin a way that equalizes SINR for all links under fixRdand
T. The process is then repeated until the SINRs converge tinaosoand is summarized in
the following lemma as follows,
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7.1 Iterative Antenna Weights and Power Allocation Optimization

q,R, T

fixedgand | RT fixed R,T
find R,T and find q

Figure 7.1: 2-step Optimization Process to fRd ,q

Lemma 1 The optimum uplink SINRSI/NR, j = 1,...,K, s = 1,...5, obtained by

solving (7.7), using the propos@eStep Optimization, converge to a local maximum of (7.7).

The proof of the 2-step optimization convergence is showlgpendix F and its operation
is described in Fig. 7.1.

7.1.1.1 Iterative Transmit-Receive Weights Design

In the first step, we create a transmission space that hasitii@um sum of the inter-link
interference and receiver noise. We need to find orthonovexabrs that maximize (7.5)
without the inter-stream interference term.

By denoting these orthonormal vectorsBs= [t, ;...ts ], we can write this problem as

TR (HEDHT
max trace— JH(, )T (7.8)
T; T, R,T;
where
7j—1

is the summation of the inter-link interference and the AWiBNnk ;. Note that since the
interference powe€),; for each link; in the first step of the 2-step optimization is fixed,
(7.8) becomes a standard generalized eigenvalue problérmaanbe solved using standard
methods [33, 54],

(7.10)
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whereA; = diag(\1...\s). A, is thes™ largest eigenvalue of

R'HYH..

J J =

(7.11)

T; denotes the eigenvectors associated with these eigenvalues and egsethe solution
of the optimization problem solved in (7.8).

We then project channél; into the transmission space for lik T, to obtain an effective
channel H;,
H,=HT,, j=1,..,K (7.12)

Here, by transmitting annEjj we can ensure that (7.8) is maximized.

To cancel the inter-stream interference while still mamtey an equal SINR across sym-
bols within each link and the lower triangular structureuieed by THP [42] , we use the
Geometric Mean Decomposition (GMD) method from [24, 69].eT&MD is used to de-
composdilj to a lower triangular matrix with an equal diagonal compdn@&ine process is
as follows. We first decompoﬂzj by using the Singular Value Decomposition (SVD) [33].
This is given as

Ds 0

H,T; = [Ug Uy <
0

) Vs VoI, (7.13)
whereUg and V¢ consist of the firstS left and right singular vectors for link. Dg is a
diagonal matrix with entries being the firSthon-negative square roots of the eigenvalues of
ih: 0

The GMD takedUs, Vs andDy as inputs and producds;, Vs andDg. Here, the GMD
transformd) s into a lower triangular matrix with equal diagonal entriBs;, by rotatingUs
andVyg. Thisis given as

H,T, = U,DsVZ. (7.14)

The goal of our transmit-receive design is to create a lovi@ngular structure within each
link. Thus, by using (7.14), the unitary transmit-receiveights matrix (or a single vector
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7.1 Iterative Antenna Weights and Power Allocation Optimization

for a single-stream transmission) can be written as

o+

i G =1
T, = I[t25 Lo (7.15)
T;VsDiT~:(VETHT,;Vg),5 > 1
and
R,=U,,S=1,.. K. (7.16)

Note that it is obvious that i = 1, [Vs V|7 in (7.13) is a scalar sindé; € C"¥s+. Thus,
we can use; ; andU, directly as the transmit-receive weights in (7.15) andgy.1

To solve (7.8), however, we also need to knBa, ;. We utilize the fact that link
1 does not have any interference coming from other links. Thes start by designing
the transmission space and the transmit-receive weigletengefor the first link. We then
design the transmission space and the transmit-receivghtgevectors for the second link

by treating the first link as interference and so on.

7.1.1.2 Power Allocation

In the second step, we u$e and T obtained in the first step to find so that the uplink
SINRs for all links are equalized. We I¥];;, i = | = 1, ..., K'S be the(i, ()" component
of matrix M whereM = D:T(RHT) + UpT(RHT), H = [H;..H,|”. By using (7.5),
the uplink SINRs for all links can then be written as

A 'Biq+A 1= 3 7.17
a-+ SINRw (7.17)

whereA = DiT(M), B = UpT' (M) andM is a K.S by K5 matrix with its component
[M]; ; equal to[M?;.

By multiplying both sides of (7.17) witi”, we obtain [18]

1 1
P—(lTA’lBHq +17A 1) = IV (7.18)

wherel”q = P,,4z-
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7.1 Iterative Antenna Weights and Power Allocation Optimization

By defining the extended uplink power vectpr= [q” 1]7, we can then combine (7.17) and
(7.18) to obtain an equations matrix given as [18]

o d.
vq, = SINRw (7.19)
where
A 1BH A 11
U = ) (7.20)
1TA'BY /Pue 1TA1/Prs

Hence, the optimum virtual uplink powgrcan be obtained by selecting that corresponds
to the maximum eigenvalue oF. This is the only possible solution for (7.19) satisfying
¢s; > 0fors=1,...,5,j =1,.., K andSINR" > 0. The proof is described in detail
in Theoreml and2 of [66]. We then repeat the process in the first step by ugifaund in
the second step. At a first glance, the power allocation it®)fesembles Perron-Frobenius
(Eigen-based) power control in [67]. In [67], the aim for f@ver allocation is to minimize
the transmission power and to achieve equal SINR acrogslel IThere is no constraint on
the transmission power. On the other hand, the power altotat (7.19) takes into account
the power constraint at MSs. Thus, it is more realistic th&f).[

Here, we actually apply the uplink-downlink duality contéy stating that thesT N R"?,
achievable in all virtual uplinks by using the calculateangmit-receive weights in (7.15)
and (7.16), are also achievable in the downlink transmmssibhis leads to the following
lemma,

Lemma 2 The achievable virtual uplink SINR for all userS/ N R*? in (7.7), is always
equal to the achievable downlink SINR in (7.8),N R%*"  provided the total power con-

straints for both the virtual uplink and downlink are equal.

The proof of Lemma 2 is shown in Appendix G. We can concludenfteemma 1 that the
virtual uplink SINR is optimal and that this optimal uplinkN8R can also be obtained for
the downlink channel. Thus,/ N R%v" is optimal.

Since SINR"P is an optimal solution, we can then uke T and q, obtained from the
iterative process, to find the optimum downlink powerThe optimum downlink power can
be written in terms of the transmit-receive weights and tinei& uplink power. It is given
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Table 7.1: Algorithm I-APO-LC-Full CSI

0 Setthe precoding order for users by using APO-LC (7.38)
1 Initializeq =0
2 Fori=1 to Maxit
3 Forlink j=1tolink KS
4 Create transmission space for linky using (7.8)
5 ObtainH; by using (7.12)
6 ObtainR; andT; by using (7.15) and (7.16)
7 end
8 Obtainqg by using (7.19)
9 end
10 Obtainp by using (7.21)
11 THP Precoding Operation by using (3.6)
as
p=Pq (7.21)
where A A
» I -1/ npH
b= (SINRdown B) (SINR"P ) (7.22)

The proof of (7.21) is shown in Appendix H.

The complete algorithm is tabulated in Table 7.1, wher®laxit represents the iteration
number and the maximum number of iterations. We refer todingenation of the described
Algorithm I, APO-LC (which will be explained in more detait ia later section), and THP
precoding af\l-APO-LC-Full CSI

7.1.2 Simplification of the Duality Concept Implementation

In this section, we propose a simplification of Algorithm le\Wéfer to the simplified method
as Algorithm II. In Algorithm II, we use the uplink-downlindtuality concept to findR;

and T; while setting the virtual uplink power for the”" symbol in link j as defined in
Section 7.1.1¢, ; to be equal. For simplicity, we also assuni,,, = KS. Thus we have
Q = Diag(Q;...Qx) = Diag(q;...qgs;) = I. Here by fixing the virtual uplink power

.....
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Table 7.2: Algorithm II-APO-LC-Full CSI
Set the precoding order for users by using APO-LC (7.38)
For link 7 =1tolink KS
Create transmission space for liiky using (7.26)
ObtainH; by using (7.12)
ObtainR; andT; by using (7.15) and (7.16)
end
Obtainp by using (7.21)
THP Precoding Operation by using (3.6)

~No ok~ wWNEO

By using the fact above, the uplink SINR in (7.5) can now beregged as

t Hy, (HPr, )Pt
SINR), = = ”(2 ERRTY (7.23)
where
j—1 s—1
2= S EE P ) )7+ 1 (7.24)
=1 =1 =1

The optimization problem in (7.7) can then be written as

max min S]NR;”;
rs,ja ts,j7 ps,j

subjectto (1) tt,; =1, (2)rlr,; = 1. (7.25)

The process of constructing transmission space for eakl lisingT; can then be written
as

TIAE@ET
max t race— _JH(, )T (7.26)
T; Tj RjTj

whereR;; is as defined in (7.9). Once the transmission space is obtaveecan findR, T,
andP by using the same procedure as that described in Sectidn 7.1.

The complete algorithm is tabulated in Table 7.2. We reféhéocombination of Algorithm
II, the APO-LC, and THP precoding #8I-APO-LC-Full CSI
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7.2 Limited Channel State Information at the Receiver

Algorithms | and Il work by jointly designin® andT. This joint design process requires
MSs to either, 1) know the complete C$#l,_, ., to be able to desigR or, 2) receive the

information aboufR from BSs. This condition increases the network cost andaeslits

.....

spectral efficiency. In this section, we want to addressithidtion of Algorithms | and Il by
trading off the network complexity/spectral efficiency i slight performance degradation.

We aim to eliminate the requirement for complete CSiI for figedthms described in Section
7.1 by separating the designBfandT. We assume thaV,;s, > S,k = 1,..., K and use
the following assumptions, 1) if each MSknows its ownH, we can independently design
the receive weights vector for each symbol ,2) if BSs knowC8ls,H,—; . g, then BSs
knowthe receive weights vectors used by MSs.

.....

First, we describe how to design the receive weights vedtor& S symbols. The receive
weights for a linkj denoted by, ;...rg |, can be designed as follows

H.S).,5=1
[ry..rs;] = rsvol i ) (7.27)
T’GMD(Hj,S) S #1

wherergyp andrgy p are the SVD [33] and GMD [24] operations to extracteft eigen-
vectors, respectively. Thus, th& eigenvector is denoted as;.

In Algorithms | and I, the transmit-receive weights arenfty designed. Thus, we can
suppress interference by using (7.14). Here, however gibwive weights vectors are fixed
independently in (7.27) and the task of cancelling intenfiee lies with the transmit weights
vectors. Now, we create a transmission spacesfonbol streans in link ;5 that has the
minimum inter-link interference under fixed receive wegyhthis can be represented as

HHr OHt

max ol aj glod (7.28)
ts,j S,jRjtsvj
whereR;; is
j—1
R, =Y HIR.QHR,)" +qujH rrH; + 1 (7.29)

i=1
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(7.28) is a standard generalized eigenvalue problem as.19)Yand can be solved using
standard methods [54],

J S’-j S7j

Once allt,;, s = 1,...,5, j = 1,..., K, are obtained, we arrange these vectorfas=
[t1,...ts;]. HereT; consist of the orthonormal vectors defining the transmissjzace for
link 5.

The channeH; is then projected into the transmission space for }ind;, to obtain an
effective channeH;,
H,=HT, j=1,..,K. (7.31)

In the previous algorithms, since the transmit-receivegivis are jointly designed, we can
use left and right eigenvectors as in (7.15). Here, howeusteR,; is fixed, we can only use
the right eigenvectors to triangularize the chariigl We use the QR decomposition [33] to
find these eigenvectors and arrive at

~

RI'H,T; = DsV{ (7.32)
whereDyg and\?’? are a lower triangular matrix and a unitary matrix obtaingdpplying
the QR decomposition [54] tdR,;H,;T;)". The unitary transmit-receive weight matrix can
be written as

i g —1

Tj — ||_t1,.7'A” ’ NN _ A (733)
T,VsDiT 2(V{TIT;Vg), S > 1.

Note that the unitary transmit-receive weight matrix is actfa vector for a single-stream

transmission.

For multi-stream transmission, we note that to find the trabheeights vectors for each link,
we need to solve (7.28) times per link. Here, we propose a simpler method to comhgte t
transmission space in (7.28). We want to complfe= [t ;...ts ;] in a single step. To do
that, we rewrite (7.28) as

TYAEIHE,T,
max {race —m==——s=—0- (7.34)
T, Tj RjTj

where we us@®; defined in (7.9) instead of (7.29).
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We also observe that the number of receive weights vecteadahle for each link, depends
on the rank offl;, S. Thus, for a single-stream transmissigh = 1), r, ; can be selected
from S possible receive weights vectors. We want to utilize thist fa obtain a better
performance for a single-stream transmission. We willdetlee combination of transmit
and receive weights that gives the maximum gain

max ||rng:Ifjt§7jH ,5=1,..,8 (7.35)

l'g’]',tg’j
where eacht; ; is computed by using (7.30) for a fixed;.

Note that the problem we are trying to address here are wimiith the one in Chapter
5. The solutions, however, are fundamentally differente Tplink-downlink duality prin-
ciple states that a problem can be viewed from two perspestihe multi-user downlink
transmission (e.g., broadcast) or the multi-user upliakgmission (e.g., multiple access).
In the uplink transmission, as seen in (7.5), the uplinkqgrenfance of linkj depends only
on its own transmit weights. Thus, it is simple to formuldte bptimal linear receiver that
maximizes the output SINR. Obviously, the solution herens MMSE receivers. On the
other hand, in the downlink transmission, as seen in (7h&) INR for link; depends on
the transmit weights for other links.

Here, we solve the transmit weights for each link as if theyraceive weights for uplink

transmission and represent it as a eigenvalue problem. &4pt€nh5, however, we directly

solve the BSs transmit weights for each link and represeastain eigenvalue problem. Apart
from that, here, we also take into consideration the dioeadf receive weights at MSs when
we calculated the BSs transmit weights as shown in (7.34is i§ls0 since we are treating
these receive weights at MSs as if they are transmit weight€hapter 5, however, from

(5.9) and (5.6) it is obvious that the SINRM solution doesdmthis. Thus, the solutions in

Chapters 7 and 5 are very different.

The procedure described in this section can be implemetesatively by using Algorithm

| and non-iteratively by using Algorithm II. We refer to therimer asAl-APO-LC-Limited
CSl and the latter a&\ll-APO-LC-Limited CSIThe complete algorithms are tabulated in
Tables 7.3 and 7.4. Note that the proof of the 2-step optitwizaonvergence ill-APO-
LC-Limited CSlcan be obtained by using the same procedure shown in AppEmdith r; ;
fixed in every iteration.
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Table 7.3: Algorithm I-APO-LC-Limited CSI
Set the precoding order for users by using APO-LC (7.38)
Initialize ¢ = 0 andR by using (7.27)

For i = 1 to Maxit

For link j =1tolink KS
Create transmission space for lipkising (7.34)
ObtainH; using (7.31)

If S=1
Obtainr; ; that give optimum gain by using (7.35)
End

End

10 Obtainq using (7.19)

11 End

12 Obtainp by using (7.21)

13 THP Precoding Operation using (3.6)

O©Ooo~NOoOUlh WNEO

Table 7.4: Algorithm II-APO-LC-Limited CSI
Set precoding order for users by using APO-LC (7.38)
R using (7.27)
For link j = 1tolink KS
Create transmission space for lipky using (7.34)
ObtainH, by using (7.31)
If S=1
Obtainr, ; that give optimum gain by using (7.35)
End
Obtainq using (7.19)
End
Obtainp by using (7.21)
THP Precoding Operation using (3.6)

PP OO0O~NOOOTAWNEO

w N
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7.3 Low Complexity Adaptive Precoding Order

In this section, we propose a new user ordering method wherSINR is maximized. In
addition, the new user ordering method is much less complax the adaptive precoding
order proposed in Chapter 6.2. Here, we use the concept gh#itiex condition number

which is defined as [54]
)\max(U>

whereU is an arbitrary matrix.\,,,., and\,,.;, are the maximum and the minimum eigen-

k(U) = (7.36)

values ofU, respectively. Thus, a largg U) means the vectors iy are concentrated in a
single direction while a smak(U) means that the vectors &f are scattered.

To apply this concept, we first create an interference cHanagix for each linkj, denoted
by H;, as follows,
I:Ij - [ﬁl...ﬁj_lﬁj+1...ﬁK]T. (737)

Let (ci, ..., ¢j, ..., cx ) be the precoding order for users prior to the THP, whekenotes the
k" user ordered in link. The precoding is selected by using,

(Cly ooy Gy ooy i) = sOPE(K(HY), ..oy 6(HY), ..., K(HE)) (7.38)

wheresort is used to order the matrix condition in the ascending ordleiser k is ordered
as the;j" element of the(x(H,), ..., x(Hg)), thenc; = k. To update the permutation
matrix, M,..., to reflect the new user ordering, we simply replace #ftecolumn of the
permutation matrixM, .., with the ;" column ofM,,.,..,, for k = 1, ..., K. We refer to this
low complexity adaptive precoding order as APO-LC.

7.4 The Advantages of the Proposed Over Other Known

Schemes

In this section, we discuss the advantages of the proposedwxover other existing schemes.
We first compare the proposed methods with the linear pragatiheme in [39] and nonlin-
ear THP precoding schemes in [41] and [42]. Here, we moddyotiiginal null space in [39]
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7.4 The Advantages of the Proposed Over Other Known Schemes

to incorporate the THP precoding. For a fair comparison #ighproposed method, a power
allocation scheme that allocates power such that SINRsliftinks are equalized [45], is
applied to these schemes. The water-filling power allooatised in [39, 41, 42] tends to
assign more power to stronger links and less power to weales. IHence, the performance
of a weaker link will decrease the overall SINR for all links.

The main differences between the proposed algorithms Wwélsthemes in [39, 41, 42] are,
1) the relaxation of the zero forcing and orthogonality ¢oaiet for the transmit weights
vector, 2) the transmit-receive weights can be found bygusim iterative process, 3) the
effect of the receiver noise is taken into considerationmtesigning the transmit-receive
weights and allocating power, 4) the proposed methods cak wioen the receiver for link

J only knows its own CSIH; and 5) unlike [41, 42], we do not require the constraint of
(K — 1)Nys < Npg since no null spaces are created. Here, we assume that eabasviS
the same number of antennds;s = Nys, = ... = Nus, . The fifth difference is a definite
advantage since to support sayisers withN,;s = 4, the proposed method only neegls
transmit antennas, while [41, 42] ne&itransmit antennas.

The computational complexity in terms of the number of flogtpoint operations (flops)
for the proposed schemes and the schemes [39, 41, 42] @ itisTable 7.5 wheré, = 1
whenS # 1 andL = N5 whenS = 1. To analyze this algorithm, we make a prac-
tical assumption that the number of transmit antennas isyavgreater than the number
of receive antennas at each MSzg > N, This is always true in practical coop-
erative wireless networks. We then denote the complexitieroof the proposed algo-
rithms asC',, wherex denotes which scheme is used. Now, from Table 7.5, we catnobta
the complexity order of our algorithms&;a;_apo_rc—ruicsr = O(Maxit - SOEKN%S),
CAr1-APO-LC—FullcST = O(3OEKN25), Car-apo-rc-rimcs: = O(Maxit - 30EKN£;5)
andCur 1 APO_LC—LimCST = O(BOEKﬁgBS). By using Table 7.5, the complexity order of
methods in [39, 42] is given 6@(18KN3]35) andO(9KWZS), respectively. In addition, by
using Table 6.2, the complexity order for the iterative Zgoaithm discussed in Chapter 6
without APO-LC is given a€’;,_ruicsr = O(Mazit - KN gsNys). Thus, obviously the
proposed algorithms now are more complex than the schenjig8,idl, 42] and the iterative
ZF algorithm discussed in Chapter 6. However, as we will se liater section, the per-
formance of all proposed algorithms outperforms the sclsem¢39, 41, 42] significantly.
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Table 7.5:

Computational Complexity of Non-Linear PrecgdAlgorithms (in Flops)

Schemes

Computational Complexity in flops

Algorithm I-APO-LC-Full CSI

K(K — 1)NysNpg + L - Mazit - (30K Npyg + 2KSNpsNys + 2K5°Nps
H4AKSN3 g +8KS* Ny + 9K S 4+ NyrgS + KS? + 30(K S +1)*) + 30(KS + 1) + K2NysNps

Algorithm 1I-APO-LC-Full CSI

K(K —1)NysNpg + L - (30K Npg + 2KSNpsNgs + 2KS*Nps
+4K SN g + 8K S Nyrs + 9K S® + SNyrs + KS? + 30(KS + 1)*) + K*NysN ps

Algorithm |I-APO-LC-Limited CSI

K(K — 1)NysNpg + 45N + 852 Nags + 95° + NyysS + 5% + L - Mazit - (30K N g + 2K SN psNgs
+2KSNysNps +2K*Npg + 30K (KS + 1)) +30(KS + 1) + KNy sNps

Algorithm 1I-APO-LC-Limited CSI

K(K — 1)NarsNpg + 4SN2g + 852 Nyss + 95° + NyysS + S% + L - (30K N g + 2K SN psNags
+2KSNysNps +2K*Nps + 30(KS +1)%) + KNy sNps

Spencer et al. (Modified Scheme)

K-1
8K N3 sNps + 16K NasN g + 18K N g + (2 Y 457N ps + 8iSN g + 9Npys) + K>NarsN s

i=1

K-1

Liu etal. and Foschini etal. | 4K N3N ps + 8K NusNps + 9K Ny + (Nars + Nps) K5 + (Y 32N 5(Nps — )+ 2iNps + 2N s Nars) + K2NysNps

i=1

SawiaydS umouy] 1aYyiQ JanQ pasodold ayl Jo sabeiuenpy ayl v/



7.4 The Advantages of the Proposed Over Other Known Schemes

Now, we compare the proposed ordering method referred t&&s 2C, with APO-VBLAST
ordering discussed in Chapter 6 and [48]. In [48], the awpoopose the idea of the Myopic
Optimization method and prove that this ordering is optimafith that ordering, to reach
the maximum SINR, they only need to searrehfg—2 possible orderings. This ordering how-
ever, is too complex for the proposed interference cartcall@chemes or any other known
schemes as shown in Table 7.5. The first term in the compuotttmmplexity for Al-APO-
LC-Full CSI, All-APO-LC-Full CSI, AI-APO-LC-Limited CSI ad All-APO-LC-Limited
CSl is the computational complexity of the adaptive preagdirder.

By letting the complexity order of the proposed algorithmisiuns the complexity order of
APO-LC be(’, wherez again denotes the algorithm name, we could then write the com
plexity order for the algorithms a&" (K — 1)NM5NQBS + C, where we again assume that
each user/MS ha¥,,s receive antennas. The complexity order of the proposeditigts
when VBLAST ordering is used, i§"C,. Thus, for the APO to be less complex than the
APO-VBLAST ordering, the following condition must be met

2

K(K —1)NysNyg + Cy < 5 Co = Co> 2NwsN . (7.39)

Note that however, the complexity for the proposed algorgty,, is at least’, = SOKNBSB.
We could then further write

30K Nps > 2NysNys = Nps > 15])\;4&. (7.40)
This condition in (7.40) is very realistic. As an exampleyd have2 users each receiviny
symbol streams transmitted frohBSs each equipped withantennas, APO-LC will always
be less complex than APO-VBLAST as long as the number ofve@mtennas for each MS
Is less thanl80. Thus, we can conclude that APO-LCasvaysless complex than APO-
VBLAST ordering on any practical condition. In addition toetcomputational advantage
mentioned above, as we will see in a later section, the éifies in the performance between
APO-LC and APO-VBLAST is at mostdB at SER=%0~*. Thus, it is not sensible to increase
the computational complexity of the transmitter enormpyskt to achieve a very small
gain.
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7.5 Numerical Results and Discussion

Monte Carlo simulations have been carried out to assessettiermance of the four pro-
posed algorithms. We investigate their performance andpeoenit with [39, 41, 42] and
with an interference free performance.

Here, an interference free performance is defined as therpsthce of any random single
link 7 assuming there is no interference from other links at allthis case, the received
signal of the cooperative transmission system is given as

whereR,; andT; are the left and right eigenvectors associated with&thelargest eigen-

values ofH;H# found by using the Singular Value Decomposition (SVD). Tograte an

interference free performance for multi-stream transiomswith S symbols transmitted in
each link, we use the left and right eigenvectors assocuittcthe S largest eigenvalues of
H,;H# found by using the SVD. We then maximize the minimum SINRSaymbols by

applying the power allocation method given in [45].

For convenience, we will use the notation 55, Nyss, K, S) in all figures to denote the
number of transmit antennas of BSs, the number of receianaat per MS, the number of
users, and the number of symbols transmitted per user indtveork, respectively. In the
are equab = 01 = ... = og. A Rectangular 64-QAM (M=64) modulation is used for all
transmissions. The OFDM symbol period, guard period andbausrof sub-carriers are set
to 3.2us,0.8us and4sg, respectively. The number of paths, RMS delay spread andhmogx
channel delay are set t), 0.16us, and0.8us, respectively. The channel is assumed to

be a quasi-static channel resulting in a negligible dopghgit. In all simulations, we fix
2E[v]2.}
o2

the Signal-to-Noise-Ratio of each THP precoded symbdl Aok = : WhereE[vf] is

normalized tol andP,,,,, = K S.
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Figure 7.2: Convergence Behaviour of SINR when SRRdB

7.5.1 Convergence Behaviour

Fig. 7.2 shows the convergence characteristics of the gezpmethod fof6, 2, 3, 1), (6, 2, 3, 2)
and(4,2,4,1) systems. We plot the number of iterations versusth&' k%", The chan-
nel and the SNRs for the three systems are fixed at a certdipatégan value and at 27 dB,
respectively. Onl\3 iterations are required for the SINRs of the three system®tverge.
This convergence result confirms Lemma 1.

An interesting observation here is that the SINR convergesgems to be independent of
system configurations. The three systems can be seen targeratéhe same time after three
iterations. As the required number of iterations does npedd on the system configuration,
it is possible to fix its value. In all further simulations, et the maximum number of
iterations for the AI-APO-LC-Full CSI and AI-APO-LC-Limed CSI to3.
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Figure 7.3: Average SER Performance Comparison for (8,233/stem using Various Non-
Linear Precoding Algorithms

7.5.2 Performance of the Overall Symbol Error Rate

Here, we investigate the performance of the overall SER.oMeeall SER is defined as the
average SER of K links. We first considef@ 2, 3, 1) system. In Fig. 7.3, the overall SER
performances for the four proposed algorithms are comparttdother existing schemes
at SER407°. We compare the proposed algorithms with those in [39, 411, AR [39] is

a linear interference cancellation scheme, we modify it tokawith THP as described in

Section 7.4. Note that all these existing schemes requirtaie CSls at both the receiver
and transmitter, since the transmit and receive weightpartty calculated. As can be seen
from Fig. 7.3, all four proposed algorithms significantlytpperform the existing schemes.

There is no performance loss using All-APO-LC-Full CSI carga to Al-APO-LC-Full
CSI. In addition, the performance of these two methods5islB away from an interference
free performance. These two algorithms outperform therseha [39, 41, 42] by more than
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Figure 7.4: Average SER Performance Comparison for (4,23ystem using Various Non-
Linear Precoding Algorithms

4 dB and2 dB, respectively. The performances of Al-APO-LC-Limite&iGnd All-APO-
LC-Limited CSlI, designed to work when only partial CSl is dgatale at the receiver, are only
0.3 dB weaker than the performances of Al-APO-LC-Full CSI andtAPO-LC-Full CSI.

It is also only0.8 dB away from an interference free channel and outperformstheme
in [39] by 1.5 dB and the scheme in [41, 42] BydB. Note that [39, 41, 42] need complete
CSI at the receiver to work.

Here, we also simulate the case where Algorithm | uses VBLA&IEring. This is denoted
by AlI-APO-VBLAST-Full CSI. AlI-APO-VBLAST-Full CSI outpefiorms Al-APO-LC-Full
CSI by 0.2 dB. However as stated earlier, VBLAST ordering increasessiystem’s com-
plexity significantly in order to obtain this extfa2dB gain. The complexity order of Al-
APO-VBLAST-Full CSI and AI-APO-LC-Full CSI isz 524880 flops and~ 117072 flops.
Thus, Algorithm | with APO-VBLAST is~ 5 times more complex than Algorithm | with
APO-LC.
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Now, we consider the performance of&2,4,1) system at SER 10~*. In this case, BSs
have4 transmit antennas and BSs transmit a single streatrusers. The performances of
the proposed algorithms are compared to known schemesisigtiswn in Fig. 7.4. All the
proposed algorithms outperform [39] significantly. Hellee scheme from [41, 42] cannot
work, since the number of transmit antenn&s;s = 4, is fewer than the total number of
receive antennask — 1) N,¢ = 6. Note also that AI-APO-LC-Full CSl is now aboBitlB
away from an interference free performance and Algoritherfgrms better than Algorithm
[l for both full CSI and limited CSI scenarios due to the itera process.

Here, AI-APO-VBLAST-Full CSI also outperforms Al-APO-LEull CSI by 1 dB. The
complexity order of the former and the latteras 368640 flops and~ 46848 flops, re-
spectively. Thus, by using VBLAST ordering, the complexifyAlgorithm I is increased by
~ 8 times.

Now, we consider the performance ofta2, 3, 2) system when SER#~*. In this case, BSs
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have6 transmit antennas and BSs trans2mslymbols each t8 users. The SER performance
is shown in Fig. 7.5. Notice that the performance of Al-APQG-Eull CSI, All-APO-LC-
Full CSI, AI-APO-LC-Limited CSl in Figs. 7.3, 7.4 and 7.5 f#ifs by less than dB. This

is desirable since we only need to give upB for not requiring full CSI at each receiver.
Unfortunately, the performance of Algorithm Il under liedt CSI in Fig. 7.5 is very far
from an interference free performance, even though itatilperforms the schemes in [42].
The reason is that the uplink interference power in in®,.;, ¢ = 1, ..., K is fixed when
calculating the transmit-receive weights for linkThus, we do not search for the optimum
Q as in Algorithm I. In addition, we could not jointly designethransmit-receive weights,
which limits the achievable SINR further.

Here, we also simulate the case where Algorithm | uses APQASE ordering, denoted
by AI-APO-VBLAST-Full CSI. This scheme outperforms Algtmm | with APO-LC by
0.25 dB. The complexity order of AI-APO-VBLAST-Full CSI and AIHAO-Full CSI here is
~ 262440 flops and~ 58536 flops, respectively. Thus, Algorithm | with APO-VBLAST is
5 times more complex than Algorithm | with APO.
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Chapter 8

Iterative Multiple Beamforming
Algorithm for MIMO Broadcast

Channels

8.1 Introduction

In all previous chapters, THP is used to cancel the frontinkhinterference while the

transmit-receive antenna weights are used to suppressdhetmannel interference. In this
chapter, we take a different approach. Here, we use theniiensceive antenna weights to
cancel both the rear-channel and front-channel interéeren

The reason we want to bypass THP is because a nonlinear prgcstheme like THP is

data dependent. In other words, the THP precoding needs timihe independently for

every symbol even though the wireless channel conditiors cia¢ change. By bypassing
the use of THP, the system does not need to precode every symitad means if we have

immobile users in the system and a channel that varies sloveycould potentially save a
substantial signal processing cost. This is so since we ey to calculate the transmit-
receive weights when the wireless channel condition chenge

In this chapter, we propose a new linear downlink coopesatansmission scheme based on



8.2 System Model and Zero-Forcing

a zero forcing method in a multi-user MIMO system. We consal&IMO BC equipped

with multiple antennas both at the base station and at eatiierterminal. Previous work
such as [39, 41] where the authors show how a ZF method candokiug multi-stream

multi-user MIMO and [41] does not utilize the iteration pess. In [30], it was shown that
an iterative method based on the ZF method can perform latesphere encoding [31].
Unfortunately, the scheme in [30] only works for a singleaige antenna.

We extend the concept of ‘coordinated transmit-receivegssing’ in [30, 39] and propose
an iterative multiple beamforming (IMB) algorithm for a nieiser MIMO system, which
can be readily deployed in a practical system. Both capasifuation and bit error rate
(BER) simulations show that the IMB performs much bettentttee ZF when the system
operates at low to moderate data rates.

8.2 System Model and Zero-Forcing

We consider a flat fading MIMO BC with transmit antennas at the base station apd
receive antennas at each mobile terminal. For frequenectset channels, the proposed
algorithm can be used in conjuction with an orthogonal fesguy division multiplexing
(OFDM) technique and applied to each subband of OFDM symbasésuming a total of

K users, we use ang x np matrix H, to represent the MIMO channel relating the base
station and thé-th user. The entries @i, are assumed to be independent complex Gaussian
variables with zero mean and unit variance.

Instead of using time-division (TD) or frequency-divisi@tD) methods for the transmission
to multiple users, we consider space-division (SD) suchtti@BS transmits all user data
simultaneously in the same frequency band at a given tinte $lor userk, the MIMO
channel input and output are represented by a linear model

yie = Hixp +nj, (8.1)
wherex is anny x 1 vector representing the input to the channel, while thetagdivhite

Gaussian noise (AWGN) and the channel output are denoteg as1 vectorsn;, andy,,
respectively. The entries af), are also assumed to be i.i.d. complex Gaussian with zero
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8.2 System Model and Zero-Forcing

mean and variance’.

AssumeS < min(ny, ng) parallel data streams are transmitted to each user. Fokueer
denote the data streams as®@nr 1 vectorx;, the transmit beamformer as an x S matrix
Wi, and the receive beamformer asraf x S matrix W z,.. We can write the equivalent
channel model after beamforming as

K
yr = W H; Z Wrix; + ng, (8.2)
j=1
wherey, = Wy, andn, = W n}.
By definingy = [y:..yx]? andx = [x;..xx|T, we can write the system model for the
MIMO broadcast channel witk users as

y = RHTx + Rn, (8.3)

whereR = dzag(ng, e Wg]{) andH = [Hl...HK]T, n = [nl...nK]T andT = [WTl---WTK]-
The system model of (8.3) is given in Fig. 8.1.

We only consider linear processing techniques for low c@xipl. To avoid interuser inter-
ference, the ZF algorithm restricts the columnsVeéf,, into the null space of all the other
user channel$H; },;, such that

H,Wp; =0,Vj #k. (8.4)
With this constraint, (8.3) reduces to
Y = ngHkWTka + ng, (8.5)

which is equivalent to a single user MIMO channel. Under tbestraint (8.4),W g, and
W, are chosen to maximize the subchannel gains [39]. Eq. (®@l)es that the dimension
of the null space ofH,},., must be at least in order to accommodat# data streams for
userk. This generally translates tor > (K — 1)ng + S, which approximately means that
the number of transmit antennas must be no less than thentataber of receive antennas.
This is a very stringent requirement and restricts the appllity of the ZF.
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Figure 8.1: The transmitter and receiver structure for MIB®@adcast Channel
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In fact, to produce the same interference-free equivaleamcel expressed in (8.5), we can
change the orthogonality requirement to

Wi HyWr; = 0,V) # k. (8.6)

This is the motivation for the proposed IMB algorithm.

In generalyank(W# H,) = S. Therefore, compared to ZF, the dimension of the null space
is increased ifS < ng, and hence, the degrees of freedom in choosing the optimam-be
forming directions increase, which may possibly result inetéter performance. The new
requirement on the number of antennas becomes K S, which is much easier to meet
when S is small. When the number of usekSis large such thakl' > nr, the SD-based
method alone is not enough due to the limitation on the nurabgansmit antennas. In that
case, the IMB can be used in conjunction with TD or FD. A dethidliscussion on this can
be found in [39].

8.3 Iterative Multiple Beamforming Algorithm

There is no closed-form solution W, andW g, under the new restriction (8.6). Here we
propose a suboptimal iterative multiple beamforming (INB)orithm based on QR factor-
ization and singular value decomposition (SVD).

InitializeWg; =I5, A; = HIWg;, j=1,... K.
Iteration counter itcnt=1, and itmax=the maximum iteranumber.
User index = 1.

A=A ... A; A .. Akl

QR decomposa = QR.

LetQ be columnsS(K — 1) + 1tony of Q.

B = QQYHY.

Singular value decompo& = UDVX.

Wr; = V. Ifitent=itmax, Wp; = Usg.

UpdateA; = HW;.

. j=Jj+ 1. 1f < K, goto step 4, else continue.

© 0O N gk dhPRE

=
= o
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12. itent=itcnt+1. If itcnt-itmax, terminate. Otherwise, go to step 3.

Note thatl,,.,, denotes amn x n matrix with 1's on its main diagonal and 0’s elsewhere;
Ug andV represent the first columns ofU andV, respectively.

This algorithm update$§W g, } user by user. Step 1 calculates the equivalent channel for
userj (Hermitian transposed); Step 4 collects all the other ugeivalent channels intd ;

Step 5-6 finds the basis for the null space, i.e. the columfy itep 7 projectHf into the

null space, and hend8 is the orthogonal component Hff Step 8 finds the beamformers
that maximize the eigenchannel gains of the orthogonal corptB.

When S = ng, the IMB is the same as the ZF, because for any full r&ik, the null
spaces oW H, andH; are exactly the same. In this case, one iteration is enougie si
the null spaces never change between iterations. Whenng, rank(A;) < rank(Hy).
Each iteration will change the null spaceWfZ, H;, such that the eigenchannel gains of the
current processed user (i.e. the singular values in Stepe8paximized given all the other
user beamformers. As iteration continues, the null spacddiae eigenchannel gains will
possibly converge to the optimal values, which contribtitethe superior performance of
the IMB. Although we have not proved the convergency of th&)simulation results show
that the convergency is always achieved within a small nurobgerations. Alternative to
stopping after a fixed number of iterations, the iteratiorcpss can be terminated adaptively
based on the changes of the singular values in Step 8. Asidgtei@ontinues, the singular
values should keep increasing. Once the increment is smallgh, the iteration can be
terminated early.

8.4 Numerical Results

8.4.1 Capacity Comparison

We compare the sum capacity of the proposed IMB with the ZFthadcooperative-user
system. The cooperative-user system allows all receigecedperate. Thus, it provides a
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capacity upper limit. The sum capacity is given as

WE H W (WEH, Wr)H |
2

log, [T+
1

C
= (8.7)

K
o g
whereC' andWW denote the overall channel capacity and the bandwidth df sieam. The
transmit-receive antenna weigh\® ;. and W, are calculated using the IMB algorithm
described in Section 8.3 for a givéi,, £ = 1,..., K and a given number of streams. To
simulate the wireless channel, each entryHhf channel matrix is modeled as a complex
Gaussian variable with a zero mean and unit variance. Wighrttodel, we calculate the
sum capacity for every channel realization using (8.7). 3ima capacity values are then
averaged.

For all cases, we considét = 2 and water-filling power allocation. For the IMB, five
iterations are used. In Fig. 8.2, we present the capacity>ok MIMO BC. For the ZF, we
show the cases &f = 1 andS = 2, while for the IMB, we only show the curve faf = 1
since the curve fof = 2 is the same as the ZF. The SNR is defined to be the transmit SNR

per useryy = I whereF, is the total transmit power.

It is shown that forS = 1, the proposed IMB outperforms the ZF by almost a constant
SNR gap (about 2 dB). When we compare the IMB with= 1 to the ZF withS = 2,

we can see that the former outperforms the latter at SNRs Qpd® or capacity up to 10
bits/s/Hz. This clearly shows one of the advantages of thB.IM moderate to low SNRs,
the proposed algorithm approaches the cooperative-upacita much closer than the ZF.
This observation is true for other channel configuratioms.gxample, fog x 4 MIMO BC,
which we do not show here, the IMB withh = 3 outperforms the ZF witly = 4 at SNRs

up to 20 dB or capacity up to 45 bits/s/Hz.

In Fig. 8.3, we show the x 4 MIMO BC with S = 1 and 2. Note that, in this case, since
nr < Kng —ngr + S, the ZF does not work at all. This shows another advantagkeof t
IMB. It suits situations where the number of transmit antenis relatively small compared

to the total number of receive antennas.

From Figs. 8.2 and 8.3, we also note that the capacity curd&Bfwith S = 1 has a
lower slope (multiplexing gain) than the one with= 2. Therefore, IMB with largerS will
eventually outperform the one with smallgias SNR increases. The choicebbehaves as
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Figure 8.2: Capacity of x 2 channels with IMB, ZF and a cooperative-user
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Figure 8.3: Capacity of x 4 channels with IMB and a cooperative-user
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8.4 Numerical Results

a balance between the multiplexing and diversity gainsclvig consistent with the case of
single-user MIMO systems [53].

8.4.2 Practical Systems

We present the BER simulation resultsdok 2, 8 x 4 and4 x 4 BC with the IMB, the ZF
and an interference free configuration in Fig. 8.4. The fatence free configuration is a
virtual/ideal configuration wher& non-interferingn; x nr MIMO channels, each using a
single beamforming, are simulated. For all cases, we asgume2, S = 1 and the use of
QPSK modulation. Again, for thé x 4 case, the ZF does not work. Please note that the
IMB algorithm does not depend on the modulatiéhor K. The choice of the parameters
in this simulation is only for illustration purposes. Otloéoices of parameters have similar
behavior.

It is clear that the IMB outperforms the ZF significantly. Imet4 x 2 case, the ZF even
fails to achieve full diversity. However, the IMB always &Ves the full diversity order
of ny x np. Furthermore, as the number of transmit and receive anseimeaeases, the
performance of the IMB scheme approaches the ideal in&aréer free configuration. An
intuitive explanation is that the degrees of freedom in e the orthogonal subspaces in
the IMB algorithm are increased as the number of antennasases.

8.4.3 Complexity comparison

When we compare the IMB with the ZF algorithm in [39], we findttthe complexity of the

ZF is approximately equal to that of one iteration of the IMBsuming the IMB uses a fixed
iteration number ofV, generally speaking, the IMB has a complexifytimes higher than
the ZF. This is the price to pay for the superior performartdewever, in our simulations,
we find that the number of iterations does not need to be lahgearticular, when the
number of data streams per us#) (s small compared to the number of receive antennas
(ng), the convergence speed is very fast. For example, in Figs8.4, with two iterations

(IV = 2), the performance degradation is less than 0.3 dB compariktiterations (V =

5). Furthermore, the computation of the IMB only needs to bdopemed once per channel
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Figure 8.4: BER of IMB, ZF and interference free channels
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8.4 Numerical Results

realization. In relatively slow mobile environments, therease in computation complexity
is insignificant because the biggest part of computation iee signal processing. A further
simplification of the IMB is possible whef is small, sayS = 1. In that case, the QR
factorization at Step 5 does not need to be done in eachiderdhstead, a QR update can
be used from the second iteration, which will reduce the derity significantly.
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Chapter 9

Conclusions

This thesis has explored various noncooperative and catpetransmission MIMO-OFDM
systems that enable multiple users to simultaneous tramasiiie same frequency band at a
given time slot. The main challenge here was to find a methaiccén suppress the interfer-
ence coming from other users. Our results indicate thator&teoordination is a promising
technique. Large capacity and error rate improvements tineconventional cellular net-
works can be achieved by getting BSs to cooperate. Withowtank coordination, the
downlink system capacity is limited by the strength of theiference from other users. On
the other hand, when network coordination is employedrfietence from other users is suc-
cessfully suppressed and the error rate performance fonesss approaches the interference
free performance of the multi-user MIMO systems.

In Chapter 4, we present a noncooperative transmissiomseh&he scheme exploits mul-
tiple transmit-receive antennas and adaptive modulaboreduce interference and to in-
crease downlink throughput for OFDM systems in co-workingAMs. We refer to this

scheme as joint AMA and AM with ACK Eigen-steering. AMA is us® suppress the
co-working interference and maximizes SINR. AM is then usechaximize the data rate
within the specified BER by appropriately allocating the povsub-carrier and modulation
mode. The derivation of AMA transmit-receive antenna w&sgind the AM scheme are
shown. The performance of joint AMA and AM for various systeamfiguration under co-

working WLANS is investigated through simulations. We fitat receive beamforming is
much more effective than transmit beamforming to combariatence. Finally, we show



that by using ACK Eigen-steering, the transmitter can obtfa¢ information about transmit
antenna weights and power allocation by using the uplink Ajdal.

Knowing that we cannot improve the performance of the nopeaative scheme further, we
propose a network coordination so that the base stationsa@perate and simultaneously
transmit the data to its respective users using the sameadney band at the same time slot.
In Chapter 5, we propose a practical cooperative transomssiheme employing precoding,
beamforming and an adaptive precoding order for co-workiigO OFDM WLANS. The
proposed design eliminates co-working interference (€Ba-working WLANSs with only
partial CSl available at the receiver of each station. Thepeoative scheme among APS,
first combines THP with joint transmit-receive beamformbaged on SINR maximization.
An adaptive precoding order is then used to further improxeral performance and to
ensure BER fairness among stations served by different ARs.prove analytically and
by simulation that our proposed scheme will not degrade updeial CSI. The simulation
results also show that our proposed scheme (THP-SINRM-ARE} the optimum overall
BER performance. The performance is oRlglB away from an interference-free channel, is
3 dB better than the best known cooperative scheme andd8 better than the best known
non-cooperative scheme.

In Chapter 6, we look for a new method so that the performantieeoscheme in Chapter

5 can be improved significantly. Here, we propose a metho@s$ayd a spectrally efficient
cooperative downlink transmission scheme employing mhecpand beamforming. THP
and iterative transmit-receive weights optimization asedito cancel interference. A new
method to generate transmit-receive antenna weights gopeal. SINR equalization and
APO are used to achieve symbol error rate (SER) fairness guatifferent users and further
improve the system performance. The error performancesvinsets of system parameters
(Nps, Nys, K) are shown. For &, 2, 3) cooperative system, the proposed method outper-
forms the existing schemes by at leastB and is only0.25 dB away from the interference
free performance when SERS*. For a (1,2,4) system, the proposed method outperforms
the existing schemes by at ledstB and is4 dB away from the interference free performance
for SER of10~%. In addition, the proposed method eliminates the depernydestwveen the
numbers of transmit and receive antennas. The complexitlyeoproposed method is also
shown to be much lower than for the existing schemes. The Bxitips of the proposed
method for(1,2,4) and(2, 2, 3) are shown to b&0% and75% less than the complexities
of the existing schemes with the same configurations, réspgc The proposed method
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can be applied to improve the performance and capacity @fasing WLANSs and cellular
mobile networks. The capacity of these systems can be isedaap to/ times.

In Chapter 7, we exploit the uplink-downlink duality contépdesign a cooperative multi-
stream multi-user MIMO downlink transmission scheme emiplp precoding and beam-
forming. As in Chapter 6, THP and transmit-receive weiglpi$mization are used to cancel
the interference. SINR equalization and APO are appliedhoeze symbol error rate (SER)
fairness among different users and further improve theesygierformance. We first propose
an iterative method to optimize the transmit-receive weigkurthermore, we trade off the
complexity with a slight performance degradation by eliating the iteration step needed to
find the transmit-receive weights. We then extend theseadstto work in situations where
the receiver only knows its own CSI. In Chapter 7, the errafgsmance for three sets of
system parameterSV zs, Nars, K, S) is shown. For &6,2,3,1) cooperative system, the
proposed method outperforms the existing schemes by avlei@sand is only0.5 dB away
from an interference free performance for SER=". For a (4,2,4,1) system, the proposed
methods outperform the existing schemes by at l&astB and are3 dB away from an in-
terference free performance for SER0~*. For a (6,2,3,2) system, the proposed methods,
except All-APO-LC-Limited CSI, outperform the existinghssmes by at least) dB and
are3 dB away from an interference free performance for the SER~*. All-APO-LC-
Limited CSI outperforms the existing schemes by at IdadB. In addition, the proposed
method eliminates the dependency between the numbersnshiraand receive antennas.
The application of APO-LC to order users has been shown toadeghe performance of
the proposed methods by at mastiB compared to APO-VBLAST ordering proposed in
Chapter 6. However, the proposed APO-LC is shown to be sogmifiy less complex than
VBLAST ordering, when used with the proposed methods. Tinetexities of the proposed
method (Algorithm 1) with APO-LC for(6, 2,3, 1), (4,2,4,1) and(6, 2, 3,2) are shown to
have be at least0% less complexity than the proposed method with APO-VBLAST.

In the cooperative transmission schemes proposed above,céHcels a part of the inter-
ference. Here, we consider an alternative approach thaltytdtypasses the use of THP.
That means the transmit-receive antenna weights are néwdads cancel all interference
from other users. In Chapter 8, an iterative multiple beamiog algorithm is proposed for

MIMO BC. Compared to the linear ZF, it allows more flexible @ignrations in transmit

and receive antenna numbers; has higher capacity at low tierate SNRs; and has much
better BER performance when operated at low to medium dega.rbote that the proposed
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methods in Chapters 6, 7 and 8 can all be applied to improvpdhermance and capacity
of co-working WLANSs and cellular mobile networks.

As a future research direction, it would be interesting tphaplistributed, or local, imple-
mentation of network coordination to cellular networks][70o achieve this, one has to
identify the essential part of the information (channelestaynchronization etc.) that has to
be shared among the base stations to realize a significardgmpof the promised gains. For
example, it might be enough for each base station to havehidnenel information of a few
neighboring base stations.

Also, it is important to quantify the amount of backhaul nes@s and feedback required to
implement network coordination in a practical system. Té®work coordination in this the-
sis is an example of cooperation in cellular systems or WLAN® base stations however,
can actually cooperate in other ways. As an example, thediatiens can take advantage
of the bursty nature of the data transmissions by sharirgynmdtion to avoid interference
during the bursty data arrivals. Base station cooperatonatso be in the form of spectrum
allocations where each base station transmits in a codedingay such that overlapping
bursty transmissions are avoided. The base station catioinis a futuristic system de-
sign that may offer significant capacity and error rate improent in cellular networks and
WLANSs. The works in this thesis establishes an initial stéaythe design of a cooperative
system.
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Appendix A

The Derivation of Receive Antenna

Weights in (4.5)

We first write the Lagrangian function for (4.5) as [71]
L) = WERyWr — A(WHH, W, — 1) (A1)

where) is the Lagrange multiplier. The Kuhn-Tucker condition foe tminimum value for

(4.5) is then given as
OL(N)
OWp

By using (A.2), the optimum receive weights can be calcdlaie

=RyWpr — \HpW7 = 0. (A.2)

Wi =R, HpWr. (A.3)

where) is given as
1
A\ = . A.4
(HpW1) " R,;'HpWr (A4)

Note that\ is found by inserting (A.3) into the constraint in (4.5).



Appendix B

Proof of SINR Equivalence

We first calculateS I N R; using the term on the left hand side of (6.14). We first needdog
thatR, H,H! only has one eigenvalue. Let us assume Hift # 0. We denoteR, H,
by a andH! by b, wherea = [a;...an,,,|7 € CYvs*L andb = [b..by,, ] € CV*Nus,
respectively. We then expre%flﬂjf{f as

__1 ~ ~
R, H;H! = ab = [ba...by,,,a]. (B.1)

Here,ﬁj_lﬁjf{f is a matrix that hasv,,;s columns and rows. We can see from (B.1) that
the vectors represented by each column of mat_trjiﬁjﬁf can be rewritten using vector
a as a basis. This indicates that the rank of this matrik &d as a consequence, there is
only one eigenvalue. The receive weight vector computatigh.12) can be written as

_71 ~ ~
Rj HijI’j = )‘jrj (BZ)

where); is the eigenvalue for lin. By multiplying both sides of this equation tfyjf we
have

J

The eigenvalue oﬁfﬁj_lflj is the same as the eigenvalueﬁflﬂjf{f. As a conse-
quenceﬁfﬁj_lﬂj only hasl eigenvalue. This eigenvalue is the solution for the term on



the left hand side of (6.14). ThuS] N R; for itis given as
SINR; = \; = H'R; 'H,. (B.4)

We now find theSIN R; using the term on the right hand side of (6.14). The optimum
receive weight vector is given by [46] as

_71~
R. H;
Ty = (B.5)

wherec = ﬁfﬁ;lﬁj. By substituting this receive weight vector into (7.1) ae@lacing
its denumerator withr/’R;r;, we obtain the samé/N R; expression as in (B.4). This
concludes the proof.
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Appendix C

Proof of Lemma 1 in Chapter 6

First, we note that in order to calculaté NV R, in (7.1), we need to know the receive weights
vector for link j, r; and all transmit weights vectots,...tx, obtained by using (6.9) and
(6.8), respectively. Thus, we can writd N R; asSIN R;(r;, T) since it is a function of;
andT. Since in the proposed iterative method, we optimize on@bkr at a time, while
fixing the other one, we can write

SINR;(g;(T),T) =max SINR;(a,T), g;(T) € 4 (C.2)

a€A;

whereT is fixed while the best; = ¢;(T) in the solution se#, is searched and
S[NR]'(I'J', fl(R>> = Héj&élX S[NRJ'(I']', a), fl(R) € AQ (CZ)

wherer; is fixed while the transmit weights vectors fafr links, T = f;(R) in the solution
setA, are searched, respectively. To describe the proposedatitey optimization process,
we denote the number of iterations bhythe receive weights vector byg.i) and transmit
weights vectors bf'®). First,r'”., j = 1, ..., K, are arbitrarily chosen as initial vectofs()

is then calculated by using the function in (6.8)(R°). Fori > 1, we then have,



whereT® = [t{)_ ] and
T = £ (ROD) (C.4)

whereR() = Diag(rf", ..., ). Here,r|’ andT® are generated in the ordef’, .

.....

.....

is non-decreasing and bounded from above by constrainG4i, (ve can write

SINR;(r{, T®) = SINRj(ry’,T(i))
SINR;(x\?, T(1)
> SINR;(x\™", 1), (C.5)

v

The second and third lines of (C.5) come from the fact thatesiwe are performing an
alternate optimization of the transmit-receive weightsuging (C.1) and (C.2), the SINR
obtained at iteration — 1 could only be either equal or less than the SINR obtained at
iteration. This shows that as the number of iterations increases R, (r\”, T@) will
converge to a local maximum and simultaneously satisfy) (@@ (6.8). The former will
also cause the remaining interference to converg@eatmthe number of iterations goesxta

This concludes the proof.
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Appendix D

Proof of Lemma 2 in Chapter 6

We know from Convergence Lemma 1 that we can write for thenagitsolution,

detR*HT") = det(Z) = [ [ |zul (D.1)
l

whereZ andz; ; are a lower triangular matrix and the entry of the diagona aespectively.
R* andT* indicate the optimal transmit-receive antenna weightdfdinks. We also need
(6.8) to be satisfied for the optimal solution for each ljnk

HIH) 6, =0, 1=j+1,.. K. (D.2)

The vector created by multiplying the channel matrix by theerve antenna weights vector
is perpendicular to transmit weights for links-1, ..., K. As a result, there is no interference
at all at linkj. This is so since the transmission spaces of fink 1, ..., K do not overlap
with the transmission space of ligkand the interference from link ..., 7 — 1 to link j is
cancelled by THP. However, prior to finding the optimal s@int the receiver design from
(6.9) destroys the orthogonality created by QR decomuwsiti (6.8). As a result at th&"
iteration, for linkj, we have

(HI) I £0, 1 =5+ 1, ..., K. (D.3)



This means the transmission space for ljnktersects with the transmission spaces of link
j+1,..., K prior convergence. In other words, the vector generateﬁﬁyy) also has non-
zero components along. 4, ..., tx, thus reducing the optimal signal gain for lifikz; ;. By
using (D.1), we can then conclude that

11571 < ]kl (D.4)

This concludes the proof.
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Appendix E

Proof of Receive Antenna Weights

Equivalence

Here we prove that /N R; calculated by using (6.15) is the sameSsSV R; calculated in
(6.14) and in Appendix B. (6.15) can be written as

R, H,
I'j = f (El)

wheref = ||ﬁ;1f{j||. We then substitute (E.1) into (7.1) and replace its denatoekvith
rfﬁjrj to get

(E.2)

After simplifying (E.2), we obtain the same/ N R; expression as in (B.4). This concludes
the proof.



Appendix F

Proof for the Convergence of the 2-step

Optimization

The iterative solution proposed in Section 7.1.1 esséynsalits the optimization problem
in (7.7) into a 2-step optimization. The first step is to sdkv@nd T, when the inter-link
interference power to link from link 7, ¢5,2;, s = 1,...,8,i = 1, ..., K is fixed. Under this
condition, (7.7) can be written as

fl(rs7j,t37j|q37i?gj) = max min S[NRZZ;

ENEREINI
subject to (1) tlt,,; =1
(2) rfjr&j =1 (F.1)

fori=1,...,K,j=1,..,K,s=1,...,S. Here, the virtual uplink powers for link ¢, ;.,,
used to calculate§/ N R” in (7.5) are set to fixed values. We perform this optimization
process with a function, denoted kfy(r, ;, t, ;|g ;). wherer ; andt, ; are its optimization
variables for a given, ;+;, i = k =1,..., K,s = 1,...,.S. The solution of (F.1) is obtained
by first finding transmission spaces that have the minimuer-ink interference for each
link. These transmission spaces are then used to desigratisatit-receive weights vectors,
within each link, that give the maximum SINR.

The second step is to solgan a way that equalizes SINR for all links under fixBdandT.



Under this condition, the optimization problem can be \entas

f2(qs jIs,j:ts,) = max ming, ; ASIJVJ?up
subjectto(1) 17q = Pa. (F.2)

forj =1,...,K,s=1,..,5S andq = Q?1 as defined in Section 7.1.1. Here, the transmit-
receive weights for all users are fixed when solving (F.2).d&keote this optimization pro-
cess with a functionf,(gs ;) with ¢, ; as its optimization variable, optimized for givep,;
andt, ;.

To describe the iteration process of the 2-Step Optiminaficst let us denote the number
of iterations as: and the transmit-receive weights obtalned at dteiteration asr and
tg‘fj. The uplink power obtained in’" iteration is denoted by .. We first |n|t|aI|zeq 2#
i=j=1,..,K,s=1,..,5. Intheflrst step of the first |terat|on we haper') t\)]q{),)

i = 1,..., K with outputsr andt The uplink SINR in (7.5) can then be calculated

using these two variables. We denote thisasy R (1), r ij),qioj
1) (1)
t

calculate the value Ofg(qs )|r5j, S]) which is denoted aesj The uplink SINR is then
given asSIN Rt r') ¢)).

s Tsgr s

). In the second step, we

At o' iteration, the uplink SINR in the first step of the optimizatiis then given as

SINR™/(t\) v qlo=b)y, (F.3)

s Vs> s

while the uplink SINR in the second step is glvenﬂsNR“p (t r'@ ) By using the

8,47 SJ’qSJ

fact that the uplink SINR in (7.5) is bounded from above byttiree constraints in (7.7), we
can write the uplink SINR as

SINR™ (') ) ¢!}y = SINR™ (1), r ) ¢\*))

5]7 Sj7q8] 5]7 Sj’qu

>S]NRUP( (a) q(a 1))

S_]’ S_]’ S,7

> S[NRgfj.( “ D plamh) gl (F.4)

) 87.7 87.7

fors=1,..,Sandj = 1, ..., K. (F.4) shows that as the number of iterations increases, the
uplink SINR will converge to a local maximum. This concludies proof.
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Appendix G

Proof for Uplink-Downlink Duality

By using (7.17) the uplink SINRs in (7.5) and downlink SINRg¥.1) for all links can be
rearranged as follows

_ I _
AT = Gy g — A BIP €.

By simplifying (G.1), the uplink and downlink powey andp can be further written as

- A H\—1
9= (grnpw B L
A _
P = (W — B) 11 (GZ)

In Lemma 2, we claim the downlink SINR can be designed to baleguhe virtual uplink
SINR under the same total power constraitt,,. Thus, we havd’p = 17q = P,,u..
In addition, we also claim that this SINR equality exists wiithe same transmit-receive



weights designed for virtual uplinks are used in compuratithus, by using (G.2), we have

A
SIN Rvwp

A

S[NRdown B
A

SIN Rdown
A

S[NRdown B

1T( _BH)—11:1T(
=17

=17

(G.3)

From (G.3), we can see that as long as the total power comistraie equal, the downlink
SINR will always be equal to the virtual uplink SINR. This @iuides the proof.
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Appendix H

Proof for (7.21)

We now need to find the relationship between the virtual lgdimd downlink power. To find
this relationship, we use (G.2). By equalizing (G.2), weantnt

A H
1= (Giygw — B
(A g (H.1)
~ \SINRdown — 2P |

By equating the terms on the right hand side of (H.1), we obtai

A . A "

sivgiom ~ B (G —Ba= Pq. (H.2)

P =

Thus, the downlink power can be obtained from (H.2) once thigal uplink power and the
transmit-receive weights are calculated. This concludegtoof.
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