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Abstract

As a multi-carrier modulation scheme, Orthogonal Frequency Division Multiplexing (OFDM)

technique can achieve high data rate in frequency-selective fading channels by splitting a

broadband signal into a number of narrowband signals over a number of subcarriers, where

each subcarrier is more robust to multipath. The wireless communication system with mul-

tiple antennas at both the transmitter and receiver, known as multiple-input multiple-output

(MIMO) system, achieves high capacity by transmitting independent information over dif-

ferent antennas simultaneously. The combination of OFDM with multiple antennas has been

considered as one of most promising techniques for future wireless communication systems.

The challenge in the detection of a space-time signal is to design a low-complexity detec-

tor, which can efficiently remove interference resulted from channel variations and approach

the interference-free bound. The application of iterative parallel interference canceller (PIC)

with joint detection and decoding has been a promising approach. However, the decision

statistics of a linear PIC is biased toward the decision boundary after the first cancellation

stage. In this thesis, we employ an iterative receiver with a decoder metric, which consider-

ably reduces the bias effect in the second iteration, which is critical for the performance of

the iterative algorithm.

Channel state information is required in a MIMO-OFDM system signal detection at the re-

ceiver. Its accuracy directly affects the overall performance of MIMO-OFDM systems. In

order to estimate the channel in high-delay-spread environments, pilot symbols should be

inserted among subcarriers before transmission. To estimate the channel over all the sub-

carriers, various types of interpolators can be used. In this thesis, a linear interpolator and

a trigonometric interpolator are compared. Then we propose a new interpolator called the

multi-tap method, which has a much better system performance.
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In MIMO-OFDM systems, the time-varying fading channels can destroy the orthogonality

of subcarriers. This causes serious intercarrier interference (ICI), thus leading to significant

system performance degradation, which becomes more severe as the normalized Doppler

frequency increases. In this thesis, we propose a low-complexity iterative receiver with

joint frequency-domain ICI cancellation and pilot-assisted channel estimation to minimize

the effect of time-varying fading channels. At the first stage of receiver, the interference

between adjacent subcarriers is subtracted from received OFDM symbols. The parallel in-

terference cancellation detection with decision statistics combining (DSC) is then performed

to suppress the interference from other antennas. By restricting the interference to a limited

number of neighboring subcarriers, the computational complexity of the proposed receiver

can be significantly reduced.

In order to construct the time variant channel matrix in the frequency domain, channel esti-

mation is required. However, an accurate estimation requiring complete knowledge of chan-

nel time variations for each block, cannot be obtained. For time-varying frequency-selective

fading channels, the placement of pilot tones also has a significant impact on the quality of

the channel estimates. Under the assumption that channel variations can be approximated

by a linear model, we can derive channel state information (CSI) in the frequency domain

and estimate time-domain channel parameters. In this thesis, an iterative low-complexity

channel estimation method is proposed to improve the system performance. Pilot symbols

are inserted in the transmitted OFDM symbols to mitigate the effect of ICI and the channel

estimates are used to update the results of both the frequency domain equalizer and the PIC-

DSC detector in each iteration. The complexity of this algorithm can be reduced because the

matrices are precalculated and stored in the receiver when the placement of pilots symbols

is fixed in OFDM symbols before transmission.

Finally, simulation results show that the proposed MIMO-OFDM iterative receiver can ef-

fectively mitigate the effect of ICI and approach the ICI-free performance over time-varying

frequency-selective fading channels.
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Chapter 1

Introduction

1.1 Motivation

In recent years, the rapid growth of wireless communications has resulted in an increasing

demand for high data rate communications in many applications, such as wireless local area

networks (WLANs), and worldwide interoperability for microwave access (WiMax). The

main challenge of all these applications is to support high data rate with limited bandwidth

and restricted power consumption.

Figure 1.1: Block diagram of a MIMO system

The block diagram of a wireless communication system with multiple antennas at both

the transmitter and receiver, known as a multiple-input multiple-output (MIMO) system,
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is shown in Figure 1.1. It has been proven that the use of multiple antennas at both ends

of a wireless system has the potential of drastically achieve a high capacity through spatial

multiplexing technique [1] [2]. If the perfect channel-state information (CSI) is available at

the receiver, the average capacity grows linearly with the smaller number of transmit and

receive antennas.

However, the system with high data rates in mobile communications typically is affected

by higher delay spread relative to the symbol duration. Moreover, a high Doppler spread

resulted from time-varying channels or mobile environments makes the data transmission

less reliable. In conventional single-carrier communication systems, multipath fading of

wireless channels leads to inter-symbol interference (ISI), which requires complex equalizers

as the data rate increases.

Multi-carrier modulation is one of the transmission schemes that is less sensitive to time

dispersion of the channel. A basic multi-carrier transmitter diagram is shown in Figure

1.2. In multi-carrier systems, the transmission bandwidth is divided into several narrow sub-

channels and data is transmitted parallel in these sub-channels. Data in each sub-channel is

modulated at a relatively low rate so that the delay spread of the channel does not cause any

degradation as each of the sub-channels will experience a flat response in the frequency do-

main. Although the principles have been known since the early 1960s [3] [4], multi-carrier

modulation techniques, especially Orthogonal Frequency Division Multiplexing (OFDM),

have gained more attention in the last ten years, due to the increased powerful techniques

of digital signal processing. The basic idea of OFDM is to turn the wideband frequency-

selective wireless channel into a set of frequency-flat narrowband channels. As a conse-

quence, the complexity of the equalization technique reduces considerably. Hence, the de-

sign of the receiver is simplified significantly. Also, multi-carrier systems efficiently exploit

the transmission spectrum because they allow a spectral overlap among the subcarriers.

OFDM, as a multi-carrier modulation technique, overcomes the main problem arising from

high-data-rate communications, known as time dispersion. In OFDM systems, the subcarrier

frequencies are chosen in such a way that there is no influence on other subcarriers in the

detection of the information in a particular subcarrier, when the orthogonality of the subcar-

riers is maintained. The data-bearing symbol stream is split into several lower-rate streams

and these streams are transmitted on different subcarriers. Since this increases the symbol

period by the number of overlapping subcarriers, multipath echoes will affect only a small

2



Figure 1.2: Block diagram of basic multi-carrier transmitter

portion of the neighboring symbols. Remaining ISI can be removed by cyclically extend-

ing the OFDM symbol. The length of the cyclic extension should be at least as long as the

maximum delay spread of the channel. In this way, OFDM reduces the effect of multipath

propagation encountered with high data rates, and avoids the need for complex equalizers.

Although OFDM has proved itself as an efficient modulation technique, it has its own chal-

lenges. Sensitivity to frequency offsets, caused when a receiver’s oscillator does not run at

exactly the same frequency as the transmitter’s oscillator, is one of the major problems. This

offset perturbs the orthogonality of the sub-carriers, degrading the system performance. An-

other problem is the large Peak-to-average Power Ratio (PAPR) of the OFDM signal, which

requires power amplifiers with large linear ranges. Hence, power amplifiers require more

back-off which, in turn, reduces the power efficiency. Some other problems include phase

distortion, Doppler spread and intercarrier interference.

Most standards employing OFDM do not utilize the available resources effectively. Most of

the time, systems are designed for the worst transmission scenarios. The length of the cyclic

prefix, for example, is chosen in such a way that it is larger than the maximum expected delay

spread of the channel, which introduces a considerable amount of overhead to the system.

However, if the maximum excess delay of the channel is known, the length of the cyclic

prefix can be changed adaptively according to the channel conditions, instead of setting it for

the worst case. The information about the frequency selectivity of the channel can also be

very useful for improving the performance of the wireless radio receivers through transmitter

and receiver adaptation.

OFDM is used as the modulation method for Digital Audio Broadcasting (DAB) [5] and

3



Terrestrial Digital Video Broadcasting (DVB-T) [6] in Europe, and in Asymmetric Digital

Subscriber Line (ADSL) [7]. Wireless Local Area Networks use OFDM as their physical

layer transmission technique. Different WLAN standards have been developed in Europe,

USA, and Japan, such as the European standard ETSI HiperLAN/2 [8], and the Ameri-

can standard IEEE 802.11a/g [9]; each has similar physical layer specifications based on

OFDM. The combination of MIMO and OFDM improves the quality of service (QoS) and

data rate of the system by exploiting the multiplexing gain and the diversity gain. Evolving

wireless standards, such as the mobile Wi-Fi (IEEE 802.11n) and WiMax (IEEE 802.16e),

employ multiple transmit and receive antennas with OFDM technique for increased spectral

efficiency and improvement of performance.

1.2 Research Problems and Contributions

OFDM has many good properties that make it an attractive modulation scheme for high data

rate transmission. However, it also has some inherent disadvantages. One of its disadvan-

tages is that the OFDM system is very sensitive to Doppler spread. Since the subcarriers are

closely spaced and the bandwidth of each subcarrier is very narrow, the orthogonality among

the subcarriers can be easily destroyed by time variation of fading channels. This causes

severe inter-carrier interference (ICI) with the increase of the normalized Doppler frequency

and symbol duration. ISI and ICI are dual to each other occurring at different domains; one

in the time domain and the other in the frequency-domain. ISI can be easily removed by

cyclically extending the OFDM symbol as long as the length of the cyclic prefix is larger

than the maximum delay spread of the channel. However, ICI caused by time-varying fad-

ing channels results in an error floor if it is not compensated for [10]. As a major problem

in multi-carrier systems, ICI cancellation needs to be taken into account when designing

OFDM systems.

In references [11] and [12], authors analyzed the effect of ICI and obtained exact expres-

sions for the ICI of an OFDM signal caused by Doppler spread. With the initial assumption

that the channel is known with a fixed number of paths for a sufficiently large number of sub-

carriers N , the ICI can be modeled as a Gaussian random process according to the central

limit theorem.
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The issue of ICI cancellation has been widely studied in digital communication systems.

Receiver antenna diversity based techniques were proposed in [12] and [13] to mitigate

the ICI and reduce the error floor. However, sensitivity analysis in [14] has shown that

a huge performance degradation will occur for Doppler frequencies of the order of 10%

of the subcarrier spacing, therefore limiting the benefits of multiple receiver antennas. As

normalized Doppler spread increases, the diversity equalization techniques are less effective

in mitigating ICI in OFDM mobile systems.

Jeon [15] has proposed a frequency-domain equalization technique to reduce the time-variation

effect of a multipath fading channel by assuming that the channel impulse response varies in

a linear fashion during a block period. However, they assumed that some of the coefficients

of the channel matrix are negligible. For a channel with two non-zero power-delay profile

samples, the simulation results show that performance improvement only under a normalized

Doppler spread of up to 2.72% and delay spread of 2µs. This indicates that the performance

is improved only under low Doppler and delay spread environments. The delay spread can

be much longer and the normalized Doppler frequency can be as high as 10% in high mobil-

ity scenarios. This method also relies on the information from adjacent OFDM symbols for

channel estimation, which increases the complexity of the OFDM system.

Some other ICI cancellation schemes have been proposed. In [16], the same data symbols

are modulated on adjacent subcarriers. In [17], a polynomial cancellation coding was pro-

posed for OFDM systems. Instead of modulating the individual subcarrier, the data symbols

are grouped and modulated with various weights at the transmitter and maximal ratio com-

bining these copies at the receiver. Simulation results of both methods show that the ICI can

be significantly mitigated. Although these two methods have a much better signal to ICI ra-

tio than an ordinary OFDM system, they imply a substantial reduction of spectral efficiency

and require some modifications to the conventional OFDM transmitter and receiver, making

them inapplicable to real systems.

In this thesis, an ICI cancellation algorithm is proposed in the frequency domain to reduce

the effect of time-varying fading, based on the general expression of ICI power for OFDM

systems. It will be shown to be highly effective in combating ICI with a low complexity.

The OFDM receiver in the proposed algorithm consists of a two stage parallel interference

canceler (PIC) with iterative detection and decoding. At the first stage, the matrix of inter-

5



carrier interference caused by time-varying channels is calculated, and then subtracted from

received OFDM symbols. At the second stage, the interference from different antennas is

suppressed by a parallel interference canceler and decision statistics combiner (DSC) tech-

nique. The decision statistics of each stage are updated by soft outputs generated from each

decoder and used to improve the system performance in the following iterations. In order to

reduce the complexity of the proposed iterative receiver, a simplified ICI cancellation method

is proposed by setting a threshold when calculating the interference matrix, based on the fact

that most interference energy is concentrated in the neighborhood of the desired component.

When the channel state information is known at the receiver, simulation results show that

the proposed methods can effectively mitigate for the effect of intercarrier interference and

can approach ICI-free performance even under the high Doppler frequencies of time-varying

fading channels.

Furthermore, the system performance relies on the knowledge of CSI at the receiver. Perfect

channel estimates can be obtained only if the channel is noiseless and time invariant. Al-

though some methods have been proposed for the estimation and tracking of time-varying

channels [15, 18–23], they require extensive computations or simply ignore the ICI to re-

duce the complexity. However, ICI considerably affects the channel estimation [24]. For

the time-varying channel, the ICI should be accounted for in the channel estimation process.

Conventional channel estimation algorithms treat ICI as part of the additive white Gaussian

noise and these algorithms perform poorly when ICI is significant.

In pilot-tone insertion techniques, the channel estimation can be performed by either block-

type or comb-type. The block-type channel estimation, based on inserting pilot tones into

all of the OFDM subcarriers, has been developed under the assumption of a slow fading

channel [25]. The channel estimation for this block-type pilot arrangement can be based on

the Least Square (LS) or Minimum Mean-Square Error (MMSE). The MMSE estimate has

been shown to give 10 ∼ 15 dB gain in signal-to-noise ratio (SNR) for the same mean-square

error of channel estimation over the LS estimate [26]. In [27], a low-rank approximation is

applied to the linear MMSE by using the frequency correlation of the channel to reduce the

complexity of MMSE. The comb-type pilot based channel estimation, has been introduced

to satisfy the need for equalizing when the channel changes even in one OFDM block. The

comb-type pilot based channel estimation consists of algorithms to estimate the channel

at pilot frequencies and to interpolate the channel. The estimation of the channel at the

6



pilot frequencies for comb-type based channel estimation can be based on LS, MMSE or

Least Mean-Square (LMS). MMSE has been shown to perform much better than LS. In

[28], the complexity of MMSE is reduced by deriving an optimal low-rank estimator with

singular-value decomposition. Other comb-type based channel estimations were proposed

for multipath fading channel, such as linear interpolation, second-order interpolation, low-

pass interpolation, spline cubic interpolation, and time domain interpolation. In [28], second-

order interpolation has been shown to perform better than the linear interpolation. In [29],

time-domain interpolation has been proven to give a lower bit-error rate (BER) than linear

interpolation.

Unlike conventional channel estimation techniques, where ICI is treated as part of the noise,

the proposed approach takes the effect of ICI into account in channel estimation. In the

proposed approach for OFDM systems with severe ICI, pilot tones are placed not far apart

from each other, but grouped together periodically to mitigate the effects of ICI. Based on

this insertion, a simplified channel estimation method is proposed in this thesis. Based on

the assumption that the channel can be approximated to vary in a linear fashion in an OFDM

block, the channel estimation method can estimate channel parameters in time domain di-

rectly, which also includes the impact of ICI on the results of channel estimates. The channel

estimation matrices in the proposed method can be precalculated and stored in the receiver

when the position of pilots tones are fixed in the OFDM symbols. The results from this

estimation can be used to update the performance of the PIC-DSC technique and the ICI

cancellation algorithm. For the high Doppler frequencies, the assumption that the CSI varies

linearly no longer holds and gives rise to an error floor. A more effective channel estimation

method dealt with high Doppler frequencies will be investigated in the future.

1.3 Thesis Outline

This thesis consists of six chapters, the rest of which are organized as follows:

Chapter 2 introduces the convolutional codes and optimum decoding. A maximum likeli-

hood (ML) and a maximum a posteriori probability (MAP) are introduced for a convolutional

code example. Moreover, the turbo codes and iterative decoding principle are described with

an example of a parallel turbo code consisting of two recursive systematic convolutional

7



codes.

Chapter 3 gives the descriptions of wireless fading channels, including multipath propa-

gation, Doppler shift, time-invariant and time-variant fading channels. The basic OFDM

principles and several concepts, such as cyclic prefix, modulation, equalization and channel

estimation, are analyzed. Then, two iterative MIMO-OFDM receiver models are presented,

a standard parallel interference canceler (PIC-STD) and its improved version known as PIC

with decision statistics combiner (PIC-DSC). The performance comparisons of both systems

are shown through simulation results.

Chapter 4 discusses pilot-assisted channel estimation in MIMO-OFDM systems for time-

invariant multipath channels. Various frequency-domain interpolators that estimate the time-

invariant channel are analyzed: a linear interpolator and a trigonometric interpolator. A

new algorithm, called the multi-tap method, is proposed for estimation of a time-invariant

multipath channel. Simulation results show that our proposed method achieves the best

system performance compared to other known interpolators.

Chapter 5 proposes a new algorithm for intercarrier interference cancellation in mobile

scenarios. A simplified method is proposed to reduce the computation complexity in the

frequency-domain equalizer. Furthermore, in time-variant scenarios, a pilot-assisted channel

estimation method is proposed under the assumption that the channel can be approximated

by a linear model. The estimated channel will be used to update the frequency-domain

equalizer and parallel interference canceler in the proposed iterative MIMO-OFDM receiver.

Simulation results show that the proposed equalization algorithm can mitigate the effect of

ICI effectively.

Chapter 6 concludes this thesis by providing a summary of major contributions and suggests

potential future work.
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Chapter 2

Iterative Decoding Principles

This chapter is devoted to reviewing the optimal decoding of convolutional codes and the

iterative maximum a posteriori probability (MAP) decoding principles. Convolutional codes

and turbo codes are chosen as they are used in the current and proposed next generation

of cellular mobile communication standards. In this review of maximum likelihood (ML)

decoding and iterative MAP decoding, we adapt most of the material from [30–33].

2.1 System Model

We consider the simple model of a single user coded system as shown in Figure 2.1. A

digital information source generates information bearing messages to be transmitted. The

output of the information source is converted to a sequence u consisting of N binary digits.

The channel encoder converts the information sequence u into an encoded sequence v. The

encoding process introduces controlled redundancy into the information sequence to combat

thermal noise and some other deleterious factors during the transmissions through the chan-

nel. At the receiver, the decoder performs the inverse operation resulting in an estimate of the

information sequence u, which is denoted by û. The modulator will transform the output of

the encoder into appropriate electrical waveforms suitable for transmission over the channel

based on the channel characteristics. The modulated sequence x will then be sent into the

channel for transmission. The channel is the physical medium between the transmitter and
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the receiver, which might be wired lines, optical fiber cables or wireless links. In the process

of transmission, noise is inevitably introduced by various mechanisms ranging from additive

thermal noise generated by electronic devices, to atmospheric noise. The channel is modeled

as an additive white Gaussian noise channel. At the receiver the demodulator processes the

received waveforms and produces the discrete time output with an infinite number of quanti-

zation levels. The demodulator output sequence is called the received sequence and denoted

by r. The channel decoder attempts to recover the information sequence u. It produces an

estimated sequence û which, ideally, is a replica of u.

Figure 2.1: Single user coded system model

2.1.1 Convolutional Codes and Optimum Decoding

Convolutional codes have been widely used in applications such as space and satellite com-

munications, cellular mobiles, digital video broadcasting, etc. Its popularity stems from

simple structure and availability of easily implementable maximum likelihood soft decision

decoding methods.

The (n, k,m) convolutional code can be implemented as a k input and n (n > k) output

linear circuit with input memorym. The structure introduced to the signal by a convolutional

code is defined by the generator polynomials which describe the connections between the
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encoder inputs and outputs. The performance of the code depends on a code rate, defined as

R = k
n

, and a code memory m. Figure 2.2 shows the encoder for the example of a binary

(2, 1, 2) code with generator polynomials (58, 78). The encoding equations can be written as

v1 = u ∗ g(1) v2 = u ∗ g(2) (2.1)

where ∗ denotes the convolution and all operations are modulo-2.

Figure 2.2: Encoder for a binary (2,1,2) convolutional code

A convenient and common way of describing encoding and decoding operations is using

trellis diagrams. A trellis stage for an input at time t for a binary (2, 1, 2) code is shown

in Figure 2.3. A trellis diagram consists of N such stages, where N is the number of input

words, each consisting of k input data bits. The state of the encoder is defined as the content

of its shift register. For the encoder with a total memory K, the number of states is 2K . Each

new block of k inputs causes the transition to a new state. That is, there are 2k branches

leaving each state. Each branch is labeled by the k inputs causing the transition at time

unit t, denoted by ut = (ut,0, · · · , ut,k−1), and n corresponding outputs, denoted by vt =

(vt,0, · · · , vt,n−1).

Given that r is received, the conditional error probability of the decoder is defined as

P (E|r) = P (û 6= u) = P (v̂ 6= v) (2.2)
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Figure 2.3: One stage in a trellis diagram for a binary (2,1,2) convolutional code

The probability of error in the decoder is then given by

P (E) =
∑
r

P (E|r)P (r) (2.3)

The term P (r) is independent of the decoding algorithm, so the minimum probability of error

in Eqn. 2.3 is achieved by minimizing P (E|r) = P (v̂ 6= v|r) for all r. This is equivalent to

maximizing P (v̂ = v|r). That is, the decoder searches for v̂ which maximizes

P (v̂ = v|r) =
P (r|v)P (v)

P (r)
(2.4)

If the coded sequences are all equally likely, then for a discrete memory channel the optimal

decoding maximizes

P (r|v) =
∏
i

P (ri|vi) (2.5)

It is convenient to consider the logarithm of the expression in Eqn. 2.5. As log(x) is a

monotonically increasing function, maximizing the expression in Eqn. 2.5 is equivalent to

maximizing

logP (r|v) =
∑
i

logP (ri|vi) (2.6)

The function logP (r|v) is known as log-likelihood function and the decoding algorithm that

maximizes this function is known as the maximum likelihood (ML) decoding algorithm.

12



2.1.2 Viterbi Algorithm

In 1967 Viterbi proposed an efficient algorithm for the decoding of convolutional codes.

This algorithm can achieve maximum likelihood decoding performance, which minimizes

the probability of error in the decoding of the whole received sequence, when the binary

information bits are statistically independent and equally likely.

The following describes the principles of the Viterbi algorithm. For simplicity, we as-

sume a binary code, k = 1 and consider BPSK modulation. The data sequence u =

(u1, · · · , ut, · · · , uN) is encoded by a convolutional (n, 1,m) encoder. The trellis diagram

has a total number of M = 2m distinct states, indexed by integer l, l = 0, 1, · · · ,M −1. The

state of the trellis St represents the encoder register content at time t. The state in a trellis

diagram, from time t to t′, is denoted by

St
′

t = (St, St+1, · · · , St′) (2.7)

The corresponding encoder output sequence is

vt
′

t = (vt,vt+1, · · · ,vt′) (2.8)

where vt = (vt,0, vt,1, · · · , vt,n−1) and n is the codeword length. The encoded sequence is

BPSK modulated generating the sequence

xt
′

t = (xt,xt+1, · · · ,xt′) (2.9)

where xt = (xt,0, xt,1, · · · , xt,n−1). The received bit corresponding to the transmitted bit xt,i
is a sum of the transmitted bit and additive white Gaussian noise (AWGN)

rt,i = xt,i + nt,i, i = 0, 1, · · · , n− 1 (2.10)

where nt,i is a zero mean Gaussian random variable with variance σ2. The received sequence

for a block of information bits from time t to time t′ is denoted by

rt
′

t = (rt, rt+1, · · · , rt′) (2.11)

where rt = (rt,0, rt,1, · · · , rt,n−1).

The Viterbi (ML) decoder selects the word x = xN1 that maximizes the likelihood function

logP (r|x) =
N∑
t=1

logP (rt|xt) =
N∑
t=1

n−1∑
j=0

logP (rt,j|xt,j) (2.12)
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For the Gaussian channel this becomes

logP (r|x) = −nN log
√

2πσ −
N∑
t=1

n−1∑
j=0

(rt,j − xt,j)2

2σ2
(2.13)

From Eqn. 2.13 we notice that maximizing the log-likelihood function is equivalent to min-

imizing the Euclidean distance between the received sequence r = rN1 and modulated se-

quence x = xN1 in the trellis diagram. The Euclidean distance is given by

Ed(r,x) =
N∑
t=1

n−1∑
j=0

(rt,j − xt,j)2

2σ2
(2.14)

For the procedures in the Viterbi algorithm it is convenient to define the branch and path

metrics as

ν
(xt)
t =

n−1∑
j=0

(rt,j − xt,j)2

2σ2
and µM =

M∑
t=1

ν
(xt)
t respectively (2.15)

The Viterbi algorithm is equivalent to using dynamic programming for finding the shortest

path through a weighted graph. The objective of the algorithm is to find a maximum likeli-

hood path in the trellis, that is, a path with a minimum path metric (also referred to as the

minimum distance path or shortest path). The search for the maximum likelihood path is

performed in a recursive manner. At each time t, the path consisting of t branches with a

minimum metric is selected and stored for each state. This shortest partial path for a partic-

ular state is called the survivor. The decision on the data bit ut is made with a delay τ . The

minimum path metric at time t + τ is computed as the minimum metric path among the M

survivor path metrics, one for each of the M trellis states. The survivor path metric for state

St is computed as

µt = min
xt

[µt−1 + ν
(xt)
t ] (2.16)

where µt−1 is the survivor metric for the state St−1 which is connected with the state St by a

branch associated with a codeword xt.

If the minimum path metric µN,min corresponds to path x̂, then the decoder selects the binary

symbol on this path at time t, namely ût, and delivers it as a hard estimate of the transmitted

symbol ut.

In the concatenated schemes where the output of the decoder is fed into another decoder or

another soft-input module, it is of interest that the decoder produces the bits’ a posteriori

probability estimates rather than the bits’ hard estimates.

14



The Viterbi algorithm can be modified to generate soft outputs by considering both the max-

imum likelihood path and the strongest competitor (SC) path. The strongest competitor path

is the minimum path metric for the path obtained when the trellis symbol on the maximum

likelihood path at time t is replaced by its complementary symbol. If we denote the metric

of the ML and SC paths containing the data bit ut by Mml
t and M sc

t , respectively, then the a

posteriori log-likelihood ratio for the data bit at time t is estimated as

Λ(ut) = log
P (ut = 1|r)

P (ut = 0|r)
= log

e−M
ml
t

e−M
sc
t

(2.17)

if the bit on a ML path is ut = 1, or as

Λ(ut) = log
P (ut = 1|r)

P (ut = 0|r)
= log

e−M
sc
t

e−M
ml
t

(2.18)

if the bit on a ML path is ut = 0.

The a posteriori probabilities of the data bit can be calculated from Eqn. 2.17 as

P (ut = 1|r) =
eΛt

1 + eΛt
(2.19)

P (ut = 0|r) =
1

1 + eΛt
(2.20)

If the decision is made on a finite block length, then the proposed algorithm can be imple-

mented as a bi-directional recursive method with forward and backward recursions.

2.1.3 MAP Decoding Algorithm

The maximum a posteriori probability (MAP) algorithm uses a decoding criteria that mini-

mizes the bit-error probability, whereas the Viterbi algorithm minimizes the sequence-error

probability. The MAP algorithm is computationally more complex that the Viterbi algorithm

and requires knowledge of noise variance. However, MAP considers all possible paths in

a trellis as opposed to the soft output Viterbi algorithm (SOVA) which considers only the

ML and SC paths. This becomes a very important advantage of the MAP algorithm for the

iterative decoding algorithms.

The soft-output MAP decoder calculates the a posteriori log-likelihood ratio for the data bit

ut as

Λ(ut) = log
P{ut = 1|r}
P{ut = 0|r}

(2.21)
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where P{ut = i|r}, i = 0, 1 is the a posteriori probability (APP) of the data bit ut. The

decoder makes the hard decision by comparing Λ(ut) to zero

ut =

{
1 if Λ(ut) > 0

0 otherwise
(2.22)

The APPs in Eqn. 2.21 can be computed from a trellis diagram as

P (ut = 0|r) =
∑

(m′,m)∈B0
t

P{St−1 = m′, St = m|r} (2.23)

P (ut = 1|r) =
∑

(m′,m)∈B1
t

P{St−1 = m′, St = m|r} (2.24)

where St−1 and St are the encoder states at time t− 1 and t, respectively, and B0
t and B1

t are

set of transitions from state m′ to state m caused by ut = 0 and ut = 1, respectively. Eqn.

2.23 and Eqn. 2.24 can be written as

P (ut = 0|r) =
∑

(m′,m)∈B0
t

P{St−1 = m′, St = m, r}
P{r}

(2.25)

P (ut = 1|r) =
∑

(m′,m)∈B1
t

P{St−1 = m′, St = m, rN1 }
P{r}

(2.26)

where the P{r} is a constant. Since it does not affect the maximization, it will be dropped

in further derivations.

In order to efficiently calculate the information bits’ APPs, the following probability func-

tions are defined [30]

αt(m) = P{St = m, rt1} (2.27)

βt(m) = P{rNt+1|St = m} (2.28)

γit(m,m
′) = P{ut = i, St = m, rt|St−1 = m′} (2.29)
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where

rt = (rt,0, · · · , rt,i, · · · , rt,n−1) (2.30)

rkt = (rt, rt+1, · · · , rk) (2.31)

The joint transition probability P{St−1 = m′, St = m, r} can be expressed as

P{St−1 = m′, St = m, r} = αt−1(m′)
∑
i∈0,1

γit(m
′,m)βt(m) (2.32)

where αt(m) and βt(m) are obtained recursively as

αt(m) =
∑
m′

αt−1(m′)
∑
i∈0,1

γit(m
′,m) (2.33)

βt(m) =
∑
m′

βt+1(m′)
∑
i∈0,1

γit(m,m
′) (2.34)

and γit(m,m
′) is a channel transition probability weighted by the information bit a priori

probability pt(ut = i), i = 0, 1, where ut is the information symbol associated with the

transition St−1 = m′ → St = m. Coefficient γit(m
′,m) can be written as

γit(m
′,m) = pt(ut = i)

j=n−1∏
j=0

P{rt,j|xt,j} (2.35)

P{rt,j|xt,j} =
1√
2πσ

e−
(rt,j−xt,j)

2

2σ2 (2.36)

where xt,j, j = 0, · · · , n − 1 is a BPSK modulated symbol in a codeword associated with

transition St−1 = m′ → St = m.

If we assume that the encoder starts and ends in a zero state, the boundary conditions are

α0(0) = 1, α0(m) = 0 for m 6= 0 (2.37)

βN(0) = 1, βN(m) = 0 for m 6= 0 (2.38)

The log-likelihood ratio Λ(ut) can be written as

Λ(ut) = log

∑
m′,m∈B1

αt−1(m′)γ1
t (m

′,m)βt(m)∑
m′,m∈B0

αt−1(m′)γ0
t (m

′,m)βt(m)
(2.39)
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The above algorithm is usually referred to as forward/backward algorithm, since the coef-

ficients αt(m) are calculated recursively starting from the beginning of the trellis (forward

recursion), and the βt(m) coefficients are calculated recursively starting from the end of the

trellis (backward recursion).

Figure 2.4: Graphic representation of the forward and backward recursions

Figure 2.4 shows the graphical representation of the forward and backward recursions. In

this figure αt−1(m′i) represents the α coefficient for state m′i in the (t − 1)th stage which is

connected with a state m in the tth trellis stage and where transition St−1 = m′i → St = m

is caused by the information bit ut = i, i = 0, 1. Similarly, the βt+1(m′′i ) denotes the β

coefficient for state m′′i in the (t+ 1)th trellis stage which is connected with a state m in tth

trellis stage and where the transition St = m→ St+1 = m′′i is caused by the information bit

ut = i, i = 0, 1.

The a posteriori probabilities of the information bits can be calculated as

P{ut = 1|r} =
eΛ(ut)

1 + eΛ(ut)
(2.40)

P{ut = 0|r} =
1

1 + eΛ(ut)
(2.41)

The a posteriori probabilities of the transmitted bits can be calculated by adding the proba-

bilities of the codewords that contain a particular transmitted bit. That is

P{xt,j = 1|r} =
∑

ut=i,xt,j=1

P{ut = i|r} (2.42)

18



P{xt,j = −1|r} =
∑

ut=i,xt,j=−1

P{ut = i|r} (2.43)

2.1.4 Turbo Codes and an Iterative Decoding Principle

Turbo codes belong to the class of codes obtained by serial or parallel concatenation of re-

cursive systematic convolutional codes [30]. These codes have gained a lot of attention since

they can be decoded iteratively with a decoding performance that approaches the capacity

limit. Furthermore, the iterative (turbo) decoding principle has been successfully applied in

some other applications, such as joint decoding and detection of users in the direct sequence

code division multiple access (DS-CDMA) system. In order to describe the iterative decod-

ing principle, we consider an example of a parallel turbo code consisting of two 1/2 rate

recursive systematic convolutional codes (RSC). Turbo codes employ RSC codes since these

have a weight distribution which results in a better bit error performance at low SNR than

the equivalent nonsystematic feed-forward codes [30].

Figure 2.5: Turbo encoder with the two (2,1,4) RSC component codes
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The turbo-encoder for this example is shown in Figure 2.5. It consists of two (2, 1, 4) en-

coders operating on the same block of information bits. The first encoder directly encodes

the information sequence u, while the second encoder encodes the interleaved version of the

information sequence. The interleaver is very important and both its size its design largely

influence the performance. Its role is to generate a long block code from the small mem-

ory convolutional codes and to decorrelate the information which gets iteratively exchanged

between the decoders in a turbo decoding process [30].

The overall rate of the turbo decoder for this example is 1/3 and the encoder output for each

input data bit consists of an information bit followed by the two parity check bits generated

by the RSC encoders.

For large interleaver sizes the complexity of the optimal maximum likelihood sequence esti-

mation (MLSE) or MAP decoding becomes very high. The practical importance of the turbo

codes comes from the existence of an efficient iterative decoding algorithm.

Figure 2.6: Turbo encoder with MAP decoding of the composed codes

The block diagram of the iterative (turbo) decoder is shown in Figure 2.6. In the turbo de-

coder each component code is decoded separately by the soft output decoding algorithm. The

20



ith, i = 1, 2 decoder calculates the a posteriori log-likelihood ratio (LLR) of the information

bit as

Λi(ut) = log

∑
(m′,m)∈B1

αt−1(m′)pit(1) exp(

−
n∑
j=0

(rt,j − xt,j)2

2σ2
)βt(m)

∑
(m′,m)∈B0

αt−1(m′)pit(0) exp(

−
n∑
j=0

(rt,j − xt,j)2

2σ2
)βt(m)

(2.44)

where α and β are given by Eqn. 2.34 and the a priori probability that bit ut = j, j = 0, 1 is

denoted by pit(j), for the decoder i, i = 1, 2.

From the log-likelihood ratio (LLR) for the data bit ut, the decoder extracts a part of it that

is not directly dependent on the a priori information or a systematic bit for the same data bit

ut. This information, referred to as extrinsic information, is then passed to the other decoder.

The extrinsic information ratio (EIR) is given by

Λi
e(ut) = Λi(ut)− log

pit(1)

pit(0)
+

2

σ2
rt,0 (2.45)

where log
pit(1)

pit(0)
is the a priori information ratio calculated in the jth decoder j 6= i in the

previous iteration, and 2
σ2 rt,0 is the systematic bit contribution.

The decoder for one component code takes as input extrinsic information supplied by the

other decoder and uses it as the data bit a priori information in the MAP or SOVA decoding

process.

The extrinsic information ratio (EIR) can be directly calculated by the forward/backward

algorithm by excluding from Eqn. 2.44 terms that contain bit a priori probabilities pit(j) and

the systematic bit rt,0. That is, in terms of the forward/backward coefficients, the EIR is
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given by

Λi
e(ut) = log

∑
(m′,m)∈B1

αt−1(m′) exp(

−
n∑
j=0

(rt,j − xt,j)2

2σ2
)βt(m)

∑
(m′,m)∈B0

αt−1(m′) exp(

−
n∑
j=0

(rt,j − xt,j)2

2σ2
)βt(m)

(2.46)

The iterative exchange of information between decoders results in improvement of the indi-

vidual decoder estimates. After a certain number of iterations the decoders stop producing

further improvements. In the last stage of the decoding, hard decisions are made in the

second decoder according to the Eqn. 2.22.

2.2 Summary

This chapter first introduced the convolutional codes with the example of a binary (2, 1, 2)

code with generator polynomials and forward error correcting schemes. Furthermore, the

principles of turbo codes were introduced, and illustrated by an example. For the examples

of convolutional codes and turbo codes, Viterbi, MAP and turbo decoding principles were

discussed. Since MAP is optimal trellis-based iterative decoding method, in the following

Chapters, (15, 17) convolutional code and MAP decoder will be applied in the proposed

MIMO-OFDM systems.
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Chapter 3

Iterative Receiver for MIMO-OFDM

System

For many real links such as radio, satellite and mobile channels, transmission error are

mainly caused by variations of fading in received signal strength [33], which severely de-

grades the transmission performance. In this chapter, we first discuss the basic concepts of

fading channel models, including multipath propagation and Doppler shift. Two fading mod-

els, Rayleigh fading and Rician fading, will be introduced to describe signal variations sta-

tistically. Then, we will analyze the principles of OFDM systems with a simple transceiver,

and analyze the advantages of the OFDM technique by mathematical formulae. A MIMO-

OFDM system model is proposed with an iterative receiver. The performance comparison of

a standard parallel interference canceler (PIC-STD) and its improved version known as PIC

with decision statistics combiner (PIC-DSC) is shown in simulation results.
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3.1 Fading Channel Models

3.1.1 Multipath Propagation

In a cellular mobile radio environment, the surrounding objects, such as houses, buildings

or trees, act as reflectors of radio waves. These obstacles produce reflected waves with

attenuated amplitudes and phases. If a modulated signal is transmitted, multiple reflected

waves of the transmitted signal will arrive at the receiving antenna from different directions

with different propagation delays. These reflected waves are known as multipath waves [34].

Due to the different arrival angles and times, the multipath waves at the receiver site have

different phases. When they are collected by the receive antenna at any point in space, they

may combine either in a constructive or a destructive way, depending on the random phases.

The sum of these multipath components forms a spatially varying standing wave field. The

mobile unit moving through the multipath field will receive a signal which can vary widely

in amplitude and phase. When the mobile unit is stationary, the amplitude variations in the

received signal are due to the movement of surrounding objects in the radio channel. The

amplitude fluctuation of the received signal, known as signal fading, is caused by the time-

variant multipath characteristics of the channel [33].

3.1.2 Doppler Shift

Due to the relative motion between the transmitter and the receiver, each multipath wave is

subject to a shift in frequency. The frequency shift of the received signal caused by the rela-

tive motion is the Doppler shift. It is proportional to the speed of the mobile unit. Consider a

situation when only a single tone of frequency fc is transmitted and a received signal consists

of only one wave coming at an incident angle θ with respect to the direction of the vehicle

motion. The Doppler shift of the received signal, denoted by fd, is given by

fd =
vfc
c

cos θ (3.1)

where v is the vehicle speed and c is the speed of light. The Doppler shift in a multipath

propagation environment spreads the bandwidth of the multipath waves within the range of
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fc ± fdmax , where fdmax is the maximum Doppler shift, given by

fdmax =
vfc
c

(3.2)

The maximum Doppler shift is also referred as the maximum fade rate. As a result, a single

tone transmitted gives rise to a received signal with a spectrum of nonzero width. This

phenomenon is known as frequency dispersion of the channel.

3.1.3 Time-invariant Fading Channels

Because of the multiplicity of factors involved in propagation in a cellular mobile environ-

ment, it is convenient to apply statistical techniques to describe signal variations.

In a narrowband system, the transmitted signals usually occupy a bandwidth smaller than

the channel’s coherence bandwidth, which is defined as the frequency range over which the

channel fading process is correlated. That is, all spectral components of the transmitted sig-

nal are subject to the same fading attenuation. This type of fading is referred to as frequency

nonselective or frequency flat. On the other hand, if the transmitted signal bandwidth is

greater than the channel coherence bandwidth, the spectral components of the transmitted

signal with a frequency separation larger than the coherence bandwidth are faded indepen-

dently. The received signal spectrum becomes distorted, since the relationships between

various spectral components are not the same as in the transmitted signal. This phenomenon

is known as frequency selective fading. In wideband systems, the transmitted signals usually

undergo frequency selective fading.

In this section we first introduce Rayleigh and Rician fading models to describe signal vari-

ations in a narrowband multipath environment. Then, the frequency-selective fading models

for a wideband system are addressed.

3.1.3.1 Rayleigh Fading

We consider the transmission of a single tone with a constant amplitude. In a typical land

mobile radio channel, we may assume that the direct wave is obstructed and the mobile unit
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receives only reflected waves. When the number of reflected waves is large, according to

the central limit theorem, two quadrature components of the received signal are uncorrelated

Gaussian random processes with a zero mean and variance σ2
s . As a result, the envelope

of the received signal at any time instant undergoes a Rayleigh probability distribution and

its phase obeys a uniform distribution between −π and π. The probability density function

(pdf) of the Rayleigh distribution is given by

p(a) =

{
a
σ2
s
e−a

2/2σ2
s a ≥ 0

0 a < 0
(3.3)

The mean value, denoted byma, and the variance, denoted by σ2
a, of the Rayleigh distributed

random variable are given by{
ma =

√
π
2
· σs = 1.2533σs

σ2
a = (2− π

2
)σ2

s = 0.4292σ2
s

(3.4)

If the probability density function in Eqn. 3.3 is normalized, so that the average signal power

(E[a2]) is unity, then the normalized Rayleigh distribution becomes

p(a) =

{
2ae−a

2
a ≥ 0

0 a < 0
(3.5)

The mean value and the variance are{
ma = 0.8862

σ2
a = 0.2146

(3.6)

The pdf for a normalized Rayleigh distribution is shown in Figure 3.1.

In fading channels with a maximum Doppler shift of fdmax , the received signal experiences

a form of frequency spreading and is band-limited between fc ± fdmax . Assuming an omni-

directional antenna with waves arriving in the horizontal plane, a large number of reflected

waves and a uniform received power over incident angles, the power spectral density of the

faded amplitude, denoted by |P (f)|, is given by

|P (f)| =


1

2π
√
f2
dmax

−f2
if |P (f)| ≤ |fdmax|

0 otherwise
(3.7)
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Figure 3.1: The pdf of Rayleigh distribution

where f is the frequency and fdmax is the maximum fade rate. The value of fdmaxTs is the

maximum fade rate normalized by the symbol rate. It serves as a measure of the channel

memory. For correlated fading channels this parameter is in the range 0 < fdmaxTs < 1,

indicating a finite channel memory. The autocorrelation function of the fading process is

given by

R(τ) = J0(2πfdmaxτ) (3.8)

where J0 is the zero-order Bessel function of the first kind.

3.1.3.2 Rician Fading

In some propagation scenarios, such as satellite or microcellular mobile radio channels, there

are essentially no obstacles on the line-of-sight path. The received signal consists of a direct

wave and a number of reflected waves. The direct wave is a stationary non-fading signal

with a constant amplitude. The reflected waves are independent random signals. Their sum

is known as the scattered component of the received signal.

When the number of reflected waves is large, the quadrature components of the scattered

signal can be characterized as a Gaussian random process with a zero mean and variance σ2
s .

The envelope of the scattered component has a Rayleigh probability distribution.
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Figure 3.2: The pdf of Rician distributions with various K

The sum of a constant amplitude direct signal and a Rayleigh distributed scattered signal

results in a signal with a Rician envelope distribution. The pdf of the Rician distribution is

given by

p(a) =

 a
σ2
s
e
− (a2+D2)

2σ2
s I0(aD

σ2
s

) a ≥ 0

0 a < 0
(3.9)

where D2 is the direct signal power and I0(·) is the modified Bessel function of the first kind

and zero-order.

Assuming that the total average signal power is normalized to unity, the pdf in Eqn. 3.9

becomes

p(a) =

{
2a(1 +K)e−K−(1+K)a2

I0(2a
√
K(K + 1)) a ≥ 0

0 a < 0
(3.10)

where K is the Rician factor, denoting the power ratio of the direct and the scattered signal

components. The Rician factor is given by

K =
D2

2σ2
s

(3.11)

The mean and the variance of the Rician distributed random variable are given by{
ma = 1

2

√
π

1+K
e−

K
2

[(1+K)I0(K
2

)+KI1(K
2

)]

σ2
a = 1−m2

a

(3.12)
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where I1(·) is the first order modified Bessel function of the first kind. Small values of K

indicate a severely faded channel. For K = 0, there is no direct signal component and the

Rician pdf becomes a Rayleigh pdf. On the other hand, large values of K indicate a slightly

faded channel. For K approaching infinity, there is no fading at all resulting in an AWGN

channel. The Rician distributions with various K are shown in Figure 3.2.

These two models can be applied to describe the received signal amplitude variations when

the signal bandwidth is much smaller than the coherence bandwidth.

3.1.3.3 Frequency Selective Fading

Frequency-selective fading channels can be modeled by a tapped-delay line. For a multipath

fading channel with L different paths, the time-variant impulse response at time t to an

impulse applied at time t− τ is expressed as [34]

h(t; τ) =
L∑
l=1

ht,lδ(τ − τl) (3.13)

where τl represents the time delay of the l-th path and ht,l represents the complex amplitude

of the l-th path.

Without loss of generality, we assume that h(t; τ) is wide-sense stationary, which means that

the mean value of the channel random process is independent of time and the autocorrelation

of the random process depends only on the time difference [34]. Then, ht,l can be modeled

by narrowband complex Gaussian processes, which are independent for different paths. The

autocorrelation function of h(t; τ) is given by

φh(∆t; τi, τj) =
1

2
E[h∗(t, τi)h(t+ ∆t, τj)] (3.14)

where ∆t denotes the observation time difference. If we let ∆t = 0, the resulting autocor-

relation function, denoted by φh(τi, τj), is a function of the time delays τi and τj . Due to

the fact that scattering at two different paths is uncorrelated in most radio transmissions, we

have

φh(τi, τj) = φh(τi)δ(τi − τj) (3.15)

where φh(τi) represents the average channel output power as a function of the time delay τi.

29



We can further assume that the L different paths have the same normalized autocorrelation

function, but different average powers. Let us denote the average power for the l-th path by

P (τl). Then we have

P (τl) = φh(τl) =
1

2
E[h∗(t, τl)h(t, τl)] (3.16)

Here, P (τl), l = 1, 2, · · · , L, represents the power delay profile of the channel.

The root mean square (rms) delay spread of the channel is defined as [35]

τd =

√√√√√√
L∑
l=1

P (τl)τ
2
l∑L

l=1 P (τl)
− [

L∑
l=1

P (τl)τl∑L
l=1 P (τl)

]2 (3.17)

In wireless communication environments, the channel power delay profile can be Gaussian,

exponential or two-ray equal-gain [36]. For example, the two-ray equal-gain profile can be

represented by

P (τ) =
1

2
(δ(τ) + δ(τ − 2τd)) (3.18)

where 2τd is the delay difference between the two paths and τd is the rms delay spread. We

can further denote the delay spread normalized by the symbol duration Ts by τ̄d = τd
Ts

.

3.1.4 Time-variant Fading Channels

3.1.4.1 Correlation Function of Wireless Channels

We briefly describe the wireless channel statistics, emphasizing the separation property of the

spaced-time and spaced-frequency correlation function of a wireless channel. The complex

baseband representation of a wireless channel impulse response has the form [37] [38]

h(l, t, τ) =
L−1∑
l=0

al(t)δ(τ − τl) (3.19)

where L is the number of paths, τl is the delay of the lth path, and al(t) is a wide-sense

stationary (WSS) narrowband complex Gaussian process, which is independent for different

paths. We assume that al(t) has the same normalized correlation function rt(∆t) for all l.

Hence, the autocorrelation function of the amplitude is

ral(∆t) =
1

2
E{al(t+ ∆t)a∗l (t)} = σ2

l r̃t(∆t) (3.20)
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where σ2
l is the average power of the lth path and the superscript ∗ denotes the complex

conjugate. From Eqn. 3.19, we can get the frequency response of the time-varying channel

H(t, f) =

∫ +∞

−∞
h(l, t, τ)e−j2πfτdτ =

L−1∑
l=0

al(t)e
−j2πfτl (3.21)

Then, the correlation function of the channel frequency response is given by

r̃H(∆t,∆f) =
1

2
E{H(t+ ∆t, f + ∆f)H∗(t, f)}

=
L−1∑
k=0

L−1∑
l=0

1

2
E{al(t+ ∆t)a∗l (t)}e−j2π(f+∆f)τkej2πfτl

=
L−1∑
l=0

rcl(∆t)e
−j2π∆fτl

= r̃t(∆t)(
L−1∑
l=0

σ2
l e
−j2π∆fτl)

= r̃t(∆t) · r̃f (∆f) (3.22)

where

r̃f (∆f) =
L−1∑
l=0

σ2
l e
−j2π∆fτl (3.23)

where ∆f = 1/(NT ) is the spacing between subcarriers, N and T are the number of subcar-

riers and the symbol duration of a sub-channel respectively. From Eqn. 3.22, we can see that

the correlation function of H(t, f) can be separated into product of the time-domain correla-

tion r̃t(∆t) and frequency-domain correlation r̃f (∆f). The correlation in frequency domain

depends on the multipath delay spread while the correlation in the time-domain depends on

the velocity of a vehicle or, equivalently the Doppler spread.

If the wireless channel is time variant during an OFDM symbol period, the discrete correla-

tion function for different blocks and tones can be written as

rH(n, k) = rt(n) · rf (k) (3.24)

where

rt(n) = r̃t(nTs) = J0(2πfd,maxTsn) (3.25)

rf (k) = r̃f (k∆f) =
L−1∑
l=0

σ2
l e
−j2πk∆fT l (3.26)
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n and k denote the sample positions on the time and frequency domain respectively, Ts =

(K + G)T is the OFDM symbol period, G(≥ L) are the length of guard interval, fd,max is

the maximum Doppler frequency, J0(·) is the zeroth-order Bessel function of the first kind,

and the Fourier transform of the zeroth-order Bessel function is given by

P (f) =


1

2πfd,max
· 1√

1−(f/fd,max)2
|f | < fd,max

0 otherwise
(3.27)

where fd is the Doppler frequency which is related to the velocity of a vehicle v and the

carrier frequency fc

fd =
vfc
c

(3.28)

where c is the speed of the light.

3.1.4.2 Jakes’ Model

The Jakes’ model has been widely used to approximate isotropic scattering environments,

which implements the channel as a superposition of a finite number of sinusoids. Consider

a frequency-nonselective fading channel comprised of N propagation paths; the low-pass

fading process is given by [39] and [40]

g(t) = E0

N∑
n=1

Cnexp[j(ωmt cosαn + φn)] (3.29)

where E0 is a scaling constant, Cn is the random path gain, αn and φn are two indepen-

dent random variables uniformly distributed between [0, 2π), representing the angle of the

incoming wave and initial phase associated with the nth propagation path, and ωm is the

radian Doppler frequency given by ωm = 2πfm.

Assuming that Cn is real valued, Eqn. 3.29 can be written as

g(t) = gc(t) + jgs(t) (3.30)

gc(t) = E0

N∑
n=1

Cn cos(ωmt cosαn + φn) (3.31)

gs(t) = E0

N∑
n=1

Cn sin(ωmt cosαn + φn) (3.32)
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The central limit theorem justifies that gc(t) and gs(t) can be approximated as Gaussian

random processes for large N .

Based on Clarke’s model in Eqn. 3.30, Eqn. 3.31 and Eqn. 3.32, Jakes derived his well-

known simulation model for Rayleigh fading channels [40] to reduce the number of distinct

Doppler frequency shifts, by selecting

E0 =
√

2 (3.33)

Cn =
1√
N

(3.34)

αn =
2πn

N
, n = 1, 2, · · · , N (3.35)

φn = 0 (3.36)

No =
N − 2

4
(3.37)

Thus the base-band equivalent fading channel can be constructed through only (No + 1) low

frequency oscillators. The output signal of Jakes’ model in terms of quadrature components

can be expressed as

g(t) = gc(t) + jgs(t) (3.38)

where

gc(t) =
2√
2

cos(ωmt+ φNo+1) cos(α) + 2
No∑
n=1

cos(ωnt+ φn) cos(βn) (3.39)

and

gs(t) =
2√
2

cos(ωmt+ φNo+1) sin(α) + 2
No∑
n=1

cos(ωnt+ φn) sin(βn) (3.40)

where, fn = fm cos(2πn/N), n = 1, 2, · · · , No represents the Doppler shift of the nth com-

ponent, ωn = 2πfn, ωm = 2πfm, α = 0 or π/4 and βn = πn/(No + 1), n = 1, 2, · · · , No.

3.2 Orthogonal Frequency Division Multiplexing

3.2.1 An Overview of OFDM

It is well known that Chang proposed the original OFDM principles in 1966 [41]. In OFDM

systems, subcarriers overlap with neighbourhood subcarriers, and orthogonality can still be
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preserved through the staggered QAM (SQAM) technique. As more subcarriers are required,

the modulation, synchronization, and coherent demodulation become complex resulting in

additional hardware cost. In 1971, Weinstein and Ebert proposed a modified OFDM system

in which the discrete Fourier transform (DFT) was applied to generate the orthogonal sub-

carriers’ waveforms [4]. Their scheme reduced the implementation complexity significantly,

by making use of the IDFT modules and the digital-to-analog converters. In their proposed

model, baseband signals were modulated by the inverse DFT (IDFT) in the transmitter and

then demodulated by DFT in the receiver. Therefore, all the subcarriers were overlapped

with each other in the frequency domain, while the DFT modulation still assured their or-

thogonality. Moreover, the windowing technique was introduced in this paper to mitigate the

ISI and ICI problems.

The cyclic prefix (CP) or cyclic extension was first introduced by Peled and Ruiz in 1980 for

OFDM systems [42]. In this scheme, a conventional null guard interval, which is used for

combating the ISI, is substituted by a cyclic extension, in which the OFDM symbol is cycli-

cally extended in the guard time. With the sacrifice of the transmitting energy efficiency, this

scheme can result in the ISI reduction. Hence it has been adopted by the current IEEE stan-

dards, such as IEEE 802.16n. In 1980, Hirosaki [43] introduced an equalization algorithm

to suppress both ISI and ICI, which may have resulted from a channel distortion, synchro-

nization errors, or phase errors. In the meantime, Hirosaki also applied QAM modulation,

pilot tone, and trellis coding techniques in his high-speed OFDM system, which operated in

voice-band spectrum. In 1985, Cimini [44] introduced a pilot-based method to reduce the

interference emanating from the multipath and co-channels. In 1989, Kalet [45] suggested a

subcarrier-selective allocating scheme. He allocated more data to subcarriers near the center

of the transmission frequency band; these subcarriers will suffer less channel distortion. In

the 1990s, OFDM systems have been applied for high data rate communications.

In OFDM systems, a high rate data stream is divided into a number of lower rate data streams

that are transmitted simultaneously over a number of subcarriers. Because the symbol du-

ration increases for the lower-rate parallel subcarriers, the relative amount of dispersion in

time caused by multipath delay spread is decreased. Inter-symbol interference is eliminated

almost completely by introducing a guard time in every OFDM symbol. Thus, OFDM is re-

silient to frequency selective fading. OFDM has been adopted in several wireless standards

and services, such as the Wi-Fi /IEEE 802.11 wireless local area network (WLAN) stan-

dard, the Wi-MAX/IEEE 802.16 wireless metropolitan area network (WMAN) standard, the
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IEEE 802.20 mobile broadband wireless access (MBWA) standard, the IEEE 802.22 wire-

less regional area network (WRAN) standard, the 3GPP and 3GPP2 Long Term Evolution.

In the IEEE 802.11 standard, the carrier frequency can go up as high as 2.4 GHz or 5 GHz.

Researchers tend to pursue OFDM operating at even higher frequencies nowadays. For ex-

ample, the IEEE 802.16 standard proposes carrier frequencies ranging from 10 GHz to 60

GHz.

3.2.2 An OFDM System Model

The system performance of high data rate wireless communication suffers from multipath

propagation. The multipath fading introduces the frequency selectivity, which occurs when

the signal bandwidth is larger than the coherence bandwidth of a channel. The multiple

replicas of distorted transmitted signals result in ISI at a receiver. To overcome this effect,

a parallel transmission system, such as OFDM, alleviates the ISI experienced with serial

systems. In such systems, the spectrum of an individual data element occupies only a small

portion of the available bandwidth, called a sub-channel. In parallel data systems, the total

signal bandwidth is divided into N overlapping frequency sub-channels. These systems are

less sensitive to delay spread. Furthermore, the parallel transmission system does not require

complex channel estimation or equalization algorithms for frequency-selective channels be-

cause a frequency-selective channel is converted into a number of frequency non-selective

sub-channels. For this reason, OFDM is a promising technique for high data rate wireless

communications due to its robustness against frequency-selectivity and its better spectral

efficiency.

Figure 3.3 shows the transmitter and receiver of an OFDM system model. An OFDM sym-

bol consists of a sum of subcarriers that are modulated by using phase-shift keying (PSK) or

quadrature amplitude modulation (QAM). The available bandwidth is divided into N sub-

channels. After MPSK/QAM modulation, the coded information symbol on the kth subcar-

rier, denoted by X(k), is sent to OFDM modulator, and x′(n) represents the transmitted data

on the nth time slot. The OFDM signals x′(n) is given by

x′(n) = IFFT{X(k)} =
N−1∑
k=0

X(k)e
j2πnk
N , 0 ≤ k ≤ N − 1 (3.41)

In this thesis, we assume that the guard intervalG is larger than the maximum expected delay
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Figure 3.3: Block diagram of an OFDM transceiver

spread, such that multipath components from the previous symbol cannot interfere with the

next symbol. Moreover, the guard interval should be chosen as the replica of the data at the

end of the OFDM symbol. This ensures that the entire OFDM symbol with delayed replicas

is always within the FFT interval, as long as the delay spread is smaller than the guard time.

As a result, multipath signals with delays smaller than the guard time cannot cause ISI. x is

the transmitted symbol with cyclic prefix vector of length G, given by

x(n) =

{
x′(n−G+N) 0 ≤ n ≤ G− 1

x′(n−G) G ≤ n ≤ N +G− 1
(3.42)

Ts = T
N+G

is the sampling period where T is the time duration of one OFDM symbol after

inserting the guard interval. Assuming the multipath fading channel consists of L discrete

paths, let h(n, l) represent the nth sample of the lth channel path, and the received signal can
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be written as

y(n) =
L−1∑
l=0

h(n, l)x(n− l) + ω(n)

= h(n, 0)x(n) + · · ·+ h(n, L− 1)x(n− L+ 1) + ω(n) (3.43)

where ω(n) represents the additive white Gaussian noise (AWGN) at time n. If the channel

is constant during the OFDM symbol period, Y (k), the FFT of received symbol y(n), can be

written as

Y (k) = FFT{y(n)}

=
N−1∑
n=0

{
L−1∑
l=0

h(l)x(n− l)}e
j2πnk
N + +

N−1∑
n=0

ω(n)e
j2πnk
N

= H(k)X(k) +W (k) (3.44)

where H(k) and W (k) denote the FFT of h(n, l) and ω(n). As can be seen from this equa-

tion, the convolution between transmitted symbol and the channel results in the simple mul-

tiplication relationship when processing the received OFDM symbol due to the cyclic prefix.

The effect of the delay spread appears as a multiplication in the frequency domain according

to the convolution theorem. This feature is very attractive for high delay spread applications

as it removes the need to perform complex time-domain equalization.

3.3 Iterative Detection in MIMO-OFDM Systems

The block diagram of a MIMO-OFDM system transmitter is shown in Figure 3.4. In this

part, the mathematical description of each step is given for both transmitter and receiver. At

the transmitter side, the source bitstreams are first encoded by encoders and then mapped to a

symbol stream by the digital MPSK/QAM modulator. Spatial multiplexing is a MIMO tech-

nique in which independent multiple symbol streams are transmitted at the same frequency

band over different spatial channels. Pilot symbols for channel estimation are inserted in

the frequency domain before OFDM modulation. The modulation of OFDM could be ef-

ficiently implemented by using IFFT. A cyclic prefix is usually appended to each OFDM

symbol to avoid ISI due to the effect of multipath delay spread. Finally the symbol streams

are converted from parallel to serial form and allocated to corresponding transmitters for

transmission.
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Figure 3.4: Block diagram of a MIMO-OFDM transmitter

Now we consider the MIMO-OFDM system with MT transmit antennas and MR receive

antennas. The information signals from the sources are encoded by encoders, and then mod-

ulated into MPSK or QAM symbols. After the spatial interleaving [33], pilot tone signals

are inserted into each symbol for channel estimation before OFDM modulation. Xp(n) de-

note the information symbol sent by the pth transmit antenna at the nth subcarrier, given

by

Xp = [Xp(0), Xp(1), . . . , Xp(N − 1)]T (3.45)

where N is the number of subcarriers for one OFDM symbol.

After performing the inverse Fast Fourier Transform (IFFT) on each transmit antenna, the

modulated signal on the pth transmit antenna can be expressed as follows

x′p = FHXp = [x′p(0), x′p(1), . . . , x′p(N − 1)]T (3.46)

where F is N ×N FFT matrix, given by

F =


1 1 · · · 1

1 e−j
2π
N · · · e−j

2π(N−1)
N

...
... . . . ...

1 e−j
2π(N−1)

N · · · e−j
2π(N−1)(N−1)

N

 (3.47)
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Figure 3.5: Block diagram of a MIMO-OFDM iterative receiver

In order to combat ISI resulted form the multipath delay of the channel, a guard interval

G, which is greater than the expected maximum time delay ν, is inserted in each OFDM

symbol:

xp(n) =

{
x′p(n−G+N) 0 ≤ n ≤ G− 1

x′p(n−G) G ≤ n ≤ N +G− 1
(3.48)

Then, the entire OFDM symbols are transmitted through the fading channels. In this Chapter,

we assume that the multipath fading channel, denoted by hp,q(l), is constant during an OFDM

block, and varies from block to block. Hence, the received signal at receive antenna q and

time n can be represented as

rq(n) =

MT∑
p=1

L−1∑
l=0

hp,q(l)xp(n− l) + ωq(n) (3.49)

where hp,q(l) is the lth resolvable path between the pth transmit antenna and qth receive an-

tenna, L is the number of paths of fading channels, and ωq(n) is the additive white Gaussian

noise (AWGN).

At the receiver side, the cyclic prefix is removed. Then, the OFDM symbols in the frequency
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domain for the qth receive antenna and the kth subcarrier can be obtained by performing FFT

Rq(k) = FFT [rq(n)]

=
N−1∑
n=0

[

MT∑
p=1

L−1∑
l=0

hp,q(l)xp(n− l) + ωq(n)]e−j2π
nk
N

=

MT∑
p=1

Hp,q(k)Xp(k) +Wq(k) (3.50)

where Wq(k) is the AWGN in frequency domain, Hp,q(k) denotes the channel state informa-

tion in the frequency domain, given by

Hp,q(k) =
1

N

N−1∑
l=0

hp,q(l)e
−j2πlk/N (3.51)

For the qth receive antenna, Eqn. 3.50 can be represented in a matrix form as

Rq =

MT∑
p=1

Hp,qXp + Wq (3.52)

where Rq = [Rq(0), Rq(1), · · · , Rq(N − 1)]T , Xp = [xp(0), xp(1), · · · , xp(N − 1)]T , and

Hp,q is given by

Hp,q =


Hp,q(0) 0 · · · 0

0 Hp,q(1)
. . . ...

... . . . . . . 0

0 · · · 0 Hp,q(N − 1)

 (3.53)

For all MR receive antennas, the received signals can be expressed as

R = HX + W (3.54)

where R = [R1, · · · ,RMR
]T , X = [X1, · · · ,XMT

]T , and W = [W1, · · · ,WMR
]T , respec-

tively. H is the channel matrix consisting of Hp,q, given by

H =


H1,1 · · · HMT ,1

... . . . ...

H1,MR
· · · HMT ,MR

 (3.55)
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At the receiver side, shown in Figure 3.5, the guard interval of each OFDM symbol is first

removed. The demodulation of OFDM could be implemented by using FFT. Then the pilot

symbols will be used to estimate the channel state information (CSI). The estimated channel

will be used to update the outputs of the frequency equalizer and the parallel interference

canceler iteratively. Before detecting the received signal, the intercarrier interference must

be mitigated by the frequency domain equalizer. The detector provides joint soft-decision

estimates of the MT transmitted symbol sequences. Each of the detected sequences is de-

coded by a separate channel decoder with soft inputs/outputs. At each iteration, the decoder

soft outputs are used as estimates of the transmitted signals.

An important factor that determines the complexity of the receiver is the detector. For this

reason, we use a standard parallel interference canceler (PIC-STD) and its improved version

known as PIC with decision statistics combiner (PIC-DSC). These detectors are chosen be-

cause they offer a good performance-complexity trade-off, particularly when the number of

transmit antennas is high and the optimal joint detection and decoding becomes impractical.

3.3.1 Iterative Detection with PIC-STD

A block diagram of a PIC-STD system is shown in Figure 3.6. The convolutional codes

with BPSK modulation are used in each layer. Before the received signals are transformed

into the frequency domain by FFT, the cyclic prefix is removed. In the first iteration, the

PIC detectors are equivalent to a bank of matched filters. The detectors provide the decision

statistics of the MT transmitted symbol sequences. The outputs of the PIC detector for

antenna p, denoted by

Y1
p = [Y 1

p (0), Y 1
p (1), · · · , Y 1

p (N − 1)]T (3.56)

are obtained from

Y1
p = hHp R (3.57)

where hHp is the pth row of matrix HH , which is defined as

HH =


HH

1,1 · · · HH
1,MR

... . . . ...

HH
MT ,1

· · · HH
MT ,MR

 (3.58)
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Figure 3.6: Block diagram of a MIMO-OFDM iterative receiver with PIC-STD

The decision statistics are then passed to respective decoders, which generate soft estimations

of the transmitted symbols.

In the second and later iterations, the soft outputs from the decoders are used to update

PIC detector with a decision statistics combiner. The decision statistics for the pth transmit

antenna in the kth iteration denoted by Yk
p , are given by

Yk
p = hHp (R−HX̂

k−1
) (3.59)

where X̂
k−1

is the transmitted symbol estimate vector in the (k − 1)th iteration, with the

elements corresponding to the pth transmit antenna set to zeros. It can be written as

X̂
k−1

= [X̂k−1
1 , · · · , X̂k−1

p−1,0, X̂
k−1
p+1, · · · , X̂k−1

MT
]T (3.60)

The detection outputs for the pth transmit antenna for a whole block of transmitted symbols

form a vector Yk
p , which is interleaved and then passed to the pth decoder. The soft estimates
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of the transmitted BPSK symbols are calculated at the detector output as follows

X̂k
p (n) = 1 · P (Xk

p (n) = 1|Yk
p) + (−1) · P (Xk

p (n) = −1|Yk
p) (3.61)

where Yk
p is a vector of detector outputs for the transmit antenna p and P (Xk

p (n) = j|Yk
p),

j = 1,−1, are the symbol a posteriori probabilities (APP) calculated by the decoder in the

kth iteration. Let λkp(n) be the log-likelihood ratios (LLR) in the kth iteration for the transmit

antenna p, at time n, defined as

λkp(n) = log
P (Xk

p (n) = 1|Yk
p)

P (Xk
p (n) = −1|Yk

p)
(3.62)

Thus, the symbol a posteriori probabilities P (Xk
p (n) = j|Yk

p), j = 1,−1, can then be

calculated by λkp(n) as follows

P (Xk
p (n) = 1|Yk

p) =
eλ

k
p(n)

1 + eλ
k
p(n)

(3.63)

P (Xk
p (n) = −1|Yk

p) =
1

1 + eλ
k
p(n)

(3.64)

By combining Eqn. 3.61, Eqn. 3.63 and Eqn. 3.64, the symbol estimates can be determined

by

X̂k
p (n) =

eλ
k
p(n) − 1

eλ
k
p(n) + 1

(3.65)

When the LLR is calculated on the basis of the a posteriori probabilities, it is obtained as

λkp(n) = log

m,m′=0,Xp(n)=1∑
m,m′=Ms−1

αj−1(m′)pn(Xp(n) = 1)exp(−
∑jd

l=(j−1)d(Y
k
p (n)−Xp(n))2

2(σkp)2
)βj(m)

m,m′=0,Xp(n)=1∑
m,m′=Ms−1

αj−1(m′)pn(Xp(n) = −1)exp(−
∑jd

l=(j−1)d(Y
k
p (n)−Xp(n))2

2(σkp)2
)βj(m)

(3.66)

where λkp(n) denotes the LLR ratio for the pth symbol within the jth codeword transmitted

at the subcarrier n = (j − 1)d+ p and d is the code symbol length. m′ and m are the pair of

states connected in the trellis; Xp(n) is the nth BPSK modulated symbol in a code symbol

connecting the states m′ and m; Y k
p (n) is the detector output in iteration k for antenna p at

time n; (σkp)2 is the noise variance for transmit antenna p and iteration k; Ms is the number

of states in the trellis and α(m′) and β(m) are the feed-forward and feedback recursive

variables, defined as for LLR.
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3.3.2 Iterative Interference Canceler with DSC

Figure 3.7: Block diagram of a MIMO-OFDM iterative receiver with PIC-DSC

In computing the LLR value in Eqn. 3.66 the decoder uses two inputs. The first input is the

decision statistics Y k
p (n), which depends on the transmitted signal Xp(n). The second input

is the a priori probability on the transmitted signal Xp(n), which computes as

pn(Xp(n) = l) =
1√
2πσ

e−
(Y kp (n)−lµp)2

2σ2 , l = 1,−1 (3.67)

where µp is the mean of received amplitude after matched filtering, given by

µp =
1

N

N−1∑
n=0

vp(n) (3.68)

where vp(n) is an element in the vector vp, given by vp = diag{hHp hp}. When the LLR is

calculated on the basis of the APPs, the decision statistics mean value, conditional onXp(n),

is biased due to the correlation of the two inputs of decoder and the bias has always a sign
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opposite of Xp(n). That is, the bias reduces the useful signal term and degrades the system

performance. This bias is particularly significant for a large number of interferers.

The bias effect can be eliminated by estimating the mean of the transmitted symbols based on

the a posteriori extrinsic information ratio (EIR) instead of LLR. The EIR does not include

the metric for the symbol Xp(n) that is being estimated. That is

λkp,e(n) = log

m,m′=0,Xp(n)=1∑
m,m′=Ms−1

αj−1(m′)pn(Xp(n) = 1)exp(−
∑jd

l=(j−1)d,l 6=t(Y
k
p (l)−Xp(l))

2

2(σkp)2
)βj(m)

m,m′=0,Xp(n)=1∑
m,m′=Ms−1

αj−1(m′)pn(Xp(n) = −1)exp(−
∑jd

l=(j−1)d,l 6=t(Y
k
p (l)−Xp(l))

2

2(σkp)2
)βj(m)

(3.69)

where λkp,e(n) denotes the EIR ratio for the pth symbol transmitted at subcarrier n = (j −
1)d + p and within the jth codeword, d is the code symbol length, α(m′) and β(m′) are

defined as for the LLR [30]. However, excluding the contribution of the bit of interest when

estimating the mean of the transmitted symbols reduces the output SNR, leading again to

a degraded system performance. A decision statistics combiner (DSC) method is effective

in minimizing these effects. In the iterative parallel interference canceller with decision

statistics combiner (PIC-DSC) [46], shown in Figure 3.7, a DSC module is added to the

PIC-STD structure. The decision statistics of the PIC-DSC is obtained at the DSC output,

generated as a weighted sum of the current PIC output and the DSC output from the previous

operation. The weighting coefficients are estimated by maximizing the output signal-to-

interference-plus-noise-ratio (SINR). In each stage, except in the first one, the PIC output

for transmit antenna p and stage k, denoted by Y k
p (n), is passed to the DSC module. The

DSC module performs recursive linear combining of the detector output in iteration k for

the transmit antenna p, denoted by Y k
p (n), with the DSC output from the previous iteration

for the same layer, denoted by Y k−1
p,c (n). The output of the decision statistics combiner, in

iteration k and for transmit antenna p, denoted by Y k
p,c(n), is given by

Y k
p,c(n) = pp,k1 Y k

p (n) + pp,k2 Y k−1
p,c (n) (3.70)

where pp,k1 and pp,k2 are the DSC weighting coefficients in stage k, respectively. They are

estimated by maximizing the signal-to-noise-plus-interference-ratio at the output of DSC in

iteration k under the assumption that Y k
p (n) and Y k−1

p,c (n) are Gaussian random variables
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with the conditional means µkp and µk−1
p,c , given that Xp(n) is the transmitted symbol for

antenna p, and variances (σkp)2 and (σkp,c)
2, respectively. The maximization of SINR with

respect to pp,k1 and pp,k2 yields linearly dependant solutions for these coefficients. Thus, these

coefficients can be normalized in the following way

E[Y k
p,c(n)] = pp,k1 µkp + pp,k2 µk−1

p,c = 1 (3.71)

At the first iteration, the output of the PIC-STD and PIC-DSC layer are same. That is

Y 1
p,c(n) = Y 1

p (n) (3.72)

The SINR at the output of the DSC for transmit antenna p and in iteration k is then given by

SINRp,k =
1

(pp,k1 )2(σkp)2 + 2pp,k1 (
1−pp,k1 µkp

µk−1
p,c

)ρpk,k−1σ
k
pσ

k−1
p,c + (

1−pp,k1 µkp

µk−1
p,c

)2(σk−1
p,c )2

(3.73)

where ρpk,k−1 is the correlation coefficient between the detector output in kth and (k − 1)th

ρpk,k−1 =
E[(Y k

p (n)− µkpxp(n))(Y k−1
p,c (n)− µk−1

p,c Xp(n))|Xp(n)]

σkpσ
k−1
p,c

(3.74)

The optimal combining coefficient is given by

pp,k1 opt =

µkp

(µk−1
p,c )2

(σk−1
p,c )2 − 1

µk−1
p,c
ρpk,k−1σ

k
pσ

k−1
p,c

(σkp)2 − 2
µkp

µk−1
p,c
ρpk,k−1σ

k
pσ

k−1
p,c + (

µkp

(µk−1
p,c )2

)2(σk−1
p,c )2

(3.75)

The parameters required for the calculation of the optimal combining coefficients in Eqn.

3.75 are difficult to estimate, apart from the signal variances. However, in a system with a

large number of interferers, which happens when the number of the transmit antennas is large

relative to the number of the receive antennas, and for the APP-based symbol estimates, the

DSC inputs in the first few iterations are low correlated. Thus, it is possible to combine them,

in a way similar to receive diversity maximum ratio combining. Under these conditions, the

weighting coefficient in this receiver can be obtained from Eqn. 3.75 by assuming that the

correlation coefficient is zero and neglecting the reduction of the received signal conditional

mean caused by interference. The DSC coefficient are then given by

pp,k1 =
(σk−1

p,c )2

(σk−1
p,c )2 + (σkp)2

(3.76)
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The DSC output, in the second and higher iterations, with coefficients from Eqn. 3.76 can

be expressed as

Y k
p,c(n) =

(σk−1
p,c )2

(σk−1
p,c )2 + (σkp)2

Y k
p (n) +

(σkp)2

(σkp)2 + (σk−1
p,c )2

Y k−1
p,c (n) i > 1 (3.77)

The complexity of both PIC-STD and PIC-DSC is linear in the number of transmit antennas.

3.4 Numerical Results

Figure 3.8: SER performance comparison of PIC-STD and PIC-DSC detection on Rayleigh

fading with (MT = 2,MR = 2)

In this section, we demonstrate the system performance comparison of a proposed MIMO-

OFDM iterative receiver with PIC-STD and PIC-DSC detection scheme. An R = 1/2,

4-state convolutional component code is chosen as the constituent code and the generator

polynomial is (15,17) in octal form. The information length is K = 130 and block length
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is N = 256. Before MIMO spatial multiplexing, the encoded symbols are modulated with

BPSK modulation. The number of subcarrier is N = 256. The cyclic prefix is inserted into

each OFDM symbol with length G = 1
8
N . The channel is modelled as a frequency-flat slow

Rayleigh fading channel, which is known at the receiver. At the receiver side, the decoding

is performed by a MAP algorithm. The simulation results are shown in the form of the

symbol-error-rate (SER) versus signal-noise-ratio (SNR) Eb/N0.

Figure 3.9: SER performance comparison of PIC-STD and PIC-DSC detection on Rayleigh

fading with (MT = 4,MR = 4)

Figure 3.8 shows the SER performance between PIC-STD and PIC-DSC detection with

MT = 2 and MR = 2. The performance of the PIC-DSC iterative receiver is slightly better

than that of the PIC-STD iterative receiver after the 4th iteration.

Figure 3.9 shows the SER performance between PIC-STD and PIC-DSC detection with

MT = 4 transmit and MR = 4 receive antennas. The performance of the PIC-DSC iter-

ative receiver is much better than that of the PIC-STD iterative receiver after the 4th iteration

when the SNR is 4dB or higher. With 8 iterations at SNR value of 8dB, the error floor for
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Figure 3.10: SER performance comparison of PIC-STD and PIC-DSC detection on Rayleigh

fading with (MT = 4,MR = 2)

PIC-STD appears at SER of 10−4. However, the PIC-DSC receiver has achieved the SER

below 10−5.

Figure 3.10 and Figure 3.11 compare the SER performance of PIC-STD and PIC-DSC re-

ceivers for (MT = 4,MR = 2) and (MT = 6,MR = 2). When the number of interferers

becomes larger, the decision statistics mean value will be biased from the transmitted signals.

This degrades the system performance. From these results, it is obvious that the performance

of PIC-DSC receiver is much better than the performance of the PIC-STD receiver when

the number of interfering layers relative to the number of receive antennas becomes higher,

which means the decision statistics combining method is effective in minimizing the effect

of bias.

49



Figure 3.11: SER performance comparison of PIC-STD and PIC-DSC detection on Rayleigh

fading with (MT = 6,MR = 2)

3.5 Summary

In this chapter, we first gave a brief introduction to wireless fading channel models. The prin-

ciple of an OFDM system was described with a block diagram of a classic OFDM transmitter

and receiver. Moreover, an OFDM system with multiple antennas, known as MIMO-OFDM

system, was presented.

Then we investigated two iterative detection and decoding receivers using a convolutional

code as the constituent code. A standard parallel interference canceler and an improved ver-

sion of PIC with decision statistics combiner known as PIC-DSC, were used for iterative

detection while maximum a posteriori probability (MAP) methods were applied for decod-

ing. Perfect CSI was assumed known at the receiver.

Compared to the iterative receiver with PIC-STD detection, the improved PIC-DSC scheme
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can dramatically improve the overall system performance when the number of interferers is

larger than the number of receive antennas.
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Chapter 4

Pilot-assisted Channel Estimation

4.1 Introduction

Channel state information is required in a MIMO-OFDM system for signal detection at re-

ceiver. Its accuracy directly affects the overall performance of MIMO-OFDM systems. In

order to estimate the channel in high delay spread environments, pilot symbols should be

inserted among subcarriers before transmission. These pilots should be placed equal-spaced

in the frequency domain to minimize noise enhancement. To estimate the channel over all

the subcarriers, different types of interpolators can be used. In this chapter, two interpolators

are investigated: linear interpolator and trigonometric interpolator. To estimate the multipath

channel, we propose a new interpolator that has a better system performance. It should be

noted that the assumptions in this chapter are ideal synchronization and no mobility. The

problems of intercarrier interference cancellation and channel estimation under the mobile

scenarios will be discussed in the subsequent chapter.

4.2 Pilot-assisted Channel Estimation

In past years, pilot-assisted approaches have been widely used to estimate the channel prop-

erties and correct the received signal in multipath environments. Recently, the pilot tone-
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and the pilot symbol-assisted transmission schemes have been proposed and attracted much

attention [47–52]. In a pilot tone-assisted system, the receiver is provided with an explicit

amplitude and phase reference through a pilot tone signal for data detection [47–50]. In a pi-

lot symbol-assisted system, pilot symbols known at the receiver are inserted at the beginning

of each OFDM symbol. At the receiver, these pilot symbols are used for the channel fading

compensation [51, 52]. However, the receivers in these methods are required to store up data

symbols before fading correction. As a result, a significant delay may be introduced by the

correction process at the receiver.

For a system with only one transmit and receive antenna, known as SISO-OFDM, channel

parameter estimation has been successfully used to improve the performance [27, 37, 53–56].

For systems with multiple transmit antennas, known as MIMO-OFDM, a channel estimator

has been developed in [57] by exploiting the correlation of the channel parameters at dif-

ferent subcarrier frequencies. However, it requires the inversion of a large matrix to reduce

the inter-antenna interference. Hence, a simplified channel estimator is desired to reduce the

complexity.

In the rest of this chapter, we first analyze the pilot-assisted techniques that use linear and

trigonometric interpolators. Then, we propose a new method of estimating multipath chan-

nels. The implementation of this method is straightforward and requires no storage at the

receiver. Simulation results show that the proposed method has much better system perfor-

mance compared with the other two interpolators.

4.3 Channel Estimation with Interpolators

We assume that the maximum expected length of channel delay spread is ν ≤ G, where G

is the length of cyclic prefix. It can be shown that the number of pilot symbols required for

channel estimation is M ≥ ν+ 1 on every path from the transmitter to the receiver [58]. The

total number of pilots for a MIMO-OFDM system is M ∗max{MT ,MR}, where MT is the

number of transmit antennas and MR is the number of receive antennas. In MIMO-OFDM

system, orthogonal matrix P can be used as pilot symbols, which is defined when

PPT = I (4.1)
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where PT is the transpose of P, and I is the identity matrix. Before OFDM modula-

tion, M pilot symbols sp,q(1), sp,q(2), · · · , sp,q(M) are inserted at the position of subcarriers

p(1), p(2), · · · , p(M) for the pth transmit antenna and qth receive antenna. These M pilot

tones are placed equally spaced on the frequency domain FFT grid, which is at subcarrier

p(i) = i×N
M

for 0 ≤ i ≤M − 1. Then, the received pilot tones at p(i) can be processed as

C(p(i)) = R(p(i))PH(PPH)−1 (4.2)

where R(p(i)) is the matrix of the received signals at the p(i) pilot tones, given by

R(p(i)) =


R1(p(i)) · · · R1(p(i) +MT )

...
...

...

RMR
(p(i)) · · · RMR

(p(i) +MT )

 (4.3)

and C(p(i)) is the matrix used for channel estimation

C(p(i)) =


C1,1(p(i)) · · · C1,MT

(p(i))
...

...
...

CMR,1(p(i)) · · · CMR,MT
(p(i) +MT )

 (4.4)

For pth transmit antenna and qth receive antenna, an estimate of the channel at pilot tones

can then be acquired as follows

Ĥp,q(p(k)) = Cp,q(p(k)) = Hp,q(p(k)) +Wp,q(p(k)), 0 ≤ i ≤M − 1 (4.5)

where Cp,q(p(k)), Hp,q(p(k)) and Wp,q(p(k)) are the element in C(p(k)) used for interpo-

lation, the channel state information and the AWGN at the p(k)th subcarrier for the pth

transmit antenna and the qth receive antenna in the frequency domain, respectively.

Some interpolators can be used to estimate the channel at subcarriers between the pilot tones.

The complexity of these interpolators varies depending on the number of pilot tones used

to estimate the channel at each subcarrier. In the following subsections, we will discuss

two types of interpolators: linear and trigonometric interpolators. Then, we propose a new

method, called the multi-tap method, to estimate multipath fading channels.

4.3.1 A Linear Interpolator

Linear interpolation, shown in Figure 4.1 can be used to estimate channels at all subcarriers.

M Pilots for each transmit and receive antenna are first extracted from the received OFDM
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Figure 4.1: Block diagram of channel estimation with linear interpolator

symbols in the frequency domain. Then, the channel is estimated at each subcarrier by

linear interpolation using only two adjacent pilots. Therefore, this interpolator has lower

computational complexity compared with other interpolators in the following subsections.

The channel estimate for this interpolator can be calculated as follows

Ĥp,q(m ·
N

M
+ n) = Ĥp,q(p(m)) + n× Ĥp,q(p(m+ 1))− Ĥp,q(p(m))

N/M

0 ≤ n <
N

M
, 0 ≤ m < M (4.6)

where Ĥp,q(m · NM + n) is the channel estimate at the (m · N
M

+ n)th subcarrier for the

pth transmit antenna and the qth receive antenna in the frequency domain, Ĥp,q(p(m)) and

Ĥp,q(p(m+1)) are the channel estimate at the p(m)th and the p(m+1)th subcarrier, respec-

tively. Using these two adjacent channel estimates, the estimated channel state information

Ĥp,q(m · NM + n) between the p(m)th and the p(m + 1)th subcarriers are calculated by the

linear interpolation.

4.3.2 A Trigonometric Interpolator

After pilots are extracted from the received signal in the frequency domain, IFFT on a signal

block of length M is performed. The time domain channel estimate, ĥp,q(n), is

ĥp,q(n) =
1√
M

k=M−1∑
k=0

Ĥp,q(p(k))e
j2πnk
M , 0 ≤ n ≤M − 1 (4.7)
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Figure 4.2: Block diagram of channel estimation with trigonometric interpolator

where Ĥp,q(p(k)) is the channel estimate at the p(k)th subcarrier for the pth transmit antenna

and the qth receive antenna in the frequency domain.

Then,N−M zeros are padded after the estimated channel sequence ĥp,q(n), 0 ≤ n ≤M−1.

Through an FFT of signal block of length N , the estimate of the channel at all subcarriers in

frequency domain can be obtained

Ĥp,q(k) =
N−1∑
n=0

ĥp,q(n)e
−j2πnk

N

=
M−1∑
n=0

ĥp,q(n)e
−j2πnk

N , 0 ≤ k ≤ N − 1 (4.8)

The channel can also be estimated directly from the pilot symbols [59]

Ĥp,q(k) =
1√
M

M−1∑
z=0

M−1∑
n=0

Ĥp,q(p(z))e−j2πn( k
N
− z
M

)

=
1√
M

M−1∑
z=0

Ĥp,q(p(z))
1− e−j2πkM/N

1− e−j2π( k
N
− z
M

)

=
M−1∑
z=0

1− e−j2πkM/N

2
√
Mj

(cot(
πk

N
− πz

M
) + j)× Ĥp,q(p(z)) (4.9)
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4.3.3 A Multi-tap Interpolator

Although the multipath fading channel can be estimated by the linear and trigonometric

interpolators, both of them are affected by the shape of the channel, e.g. the delay spread,

and the noise, resulting in the performance degradation. In this section, a new method is

proposed to estimate the channel using a training block before the data transmission. The

simulation results show that the proposed method achieves the better system performance

compared to the other interpolators.

For packet data transmission in wireless systems, the first OFDM block of a packet is the

training block that is used for initial channel parameter estimation and for time and frequency

synchronization [57]. Since the transmission data for the training block are known at the

receiver, we can identify the taps of the multipath fading channel, which have significant

influence on the transmitted signals, and ignore the rest of taps based on the initial channel

parameter estimation.

Figure 4.3: Block diagram of channel estimation with multi-tap identification

After pilots are extracted from the received signal in the frequency domain, the IFFT of a

length M signal block is performed. The channel estimate in time domain ĥp,q(n) can be

obtained by performing the IFFT on the received pilot symbols

ĥp,q(n) =
1√
M

k=M−1∑
k=0

Ĥp,q(p(k))e
j2πnk
M , 0 ≤ n ≤M − 1 (4.10)

where Ĥp,q(p(k)) is the channel estimate at the p(k)th subcarrier for the pth transmit antenna

and the qth receive antenna in the frequency domain.
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Let ĥp,q(l) for l = 0, 1, · · · , L− 1 be the estimated parameters from the training block. The

significant taps of the multipath fading channel can be identified by finding the l with large

|ĥp,q(l)|2 in the time domain. The number of paths L can be determined by setting a threshold

on |ĥp,q(l)|2. Then, L paths of channel estimates among the M initial channel estimates are

obtained and the rest of M − L channel estimates are ignored in the time domain.

Before performing the FFT of length N on the channel estimate, N − L zeros are padded

to ĥp,q(l). The estimate of the channel at all subcarriers in the frequency domain can be

obtained as

Ĥp,q(k) =
N−1∑
n=0

ĥp,q(n)e
−j2πnk

N

=
L−1∑
n=0

ĥp,q(n)e
−j2πnk

N , 0 ≤ k ≤ N − 1 (4.11)

The channel can also be estimated directly from the pilot symbols

Ĥp,q(k) =
1√
M

M−1∑
z=0

L−1∑
n=0

Ĥp,q(p(z))e−j2πn( k
N
− z
M

)

=
1√
M

M−1∑
z=0

Ĥp,q(p(z))
1− e−j2πL( k

N
− z
M

)

1− e−j2π( k
N
− z
M

)

=
M−1∑
z=0

1− e−j2πL( k
N
− z
M

)

2
√
Mj

(cot(
πk

N
− πz

M
) + j)× Ĥp,q(p(z)) (4.12)

For the transmitted symbols at the pth transmit antenna and the qth receive antenna in the

frequency domain, it is suggested to choose the number of pilot tones as a power of two, so

that the efficient radix-2 FFT and IFFT algorithms can be used.

When the channel is time variant, the proposed method will not work well. The reason is

the existence of the intercarrier interference caused by the Doppler spread, which affects the

accuracy of the channel estimate. An ICI cancellation algorithm and a channel estimation

method for time-varying channels will be discussed in the next chapter.

58



Table 4.1: SUI-3 Channel Model
SUI-3 Channel Model

Tap 1 Tap 2 Tap 3 Units

Delay 0 1.30 2.93 µ

Power-Omni Antenna 0 -5 -10 dB

90% K-Factor (omni) 0 0 0

75% K-Factor (omni) 1 0 0

Power-30 Antenna 0 -11 -22 dB

90% K-Factor (30 deg) 1 0 0

75% K-Factor (30 deg) 4 0 0

Table 4.2: SUI-4 Channel Model
SUI-4 Channel Model

Tap 1 Tap 2 Tap 3 Units

Delay 0 4.88 13.01 µ

Power-Omni Antenna 0 -4 -8 dB

90% K-Factor (omni) 0 0 0

75% K-Factor (omni) 0 0 0

Power-30 Antenna 0 -10 -20 dB

90% K-Factor (30 deg) 0 0 0

75% K-Factor (30 deg) 2 0 0
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4.4 Numerical Results

In this section, we show the SER performance comparison for the different interpolators. The

antenna configuration of a MIMO-OFDM system is (MT ,MR) = (2, 2). Since the Stanford

University Interim (SUI) channel models provide the basis specifying channels for a given

scenario [60], these models are used in our simulations. The parameters in these channels

are related to the terrain type, delay spread, and antenna direction. It defines six channel

models for different environments. Each channel model has three taps with distinct K-factor

of Ricean distribution and the average power. The SUI channel models have the line-of-sight

channels which are referred to as SUI-1, SUI-2 and SUI-6, and non-line-of-sight channels

denoted by SUI-3, SUI-4 and SUI-5. The Table 4.1 and Table 4.2 show the SUI-3 and SUI-4

time-domain channel parameters, which are chosen to evaluate the system performance with

different interpolators.

Figure 4.4: SER performance of SUI-3 channel estimation with different interpolators

In Figure 4.4, the SUI-3 channel model is used in our simulation. Since the delay spread in
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Figure 4.5: SER performance of SUI-4 channel estimation with different interpolators

this channel model is low, the SER performance of the linear interpolator is slightly better

than that of the trigonometric interpolator. The multi-tap method achieves the best perfor-

mance, which is 2dB better than those two interpolators. On the other hand, the performance

of the SUI-4 channel model is shown in Figure 4.5. In the results for this scenario, the delay

spread becomes the dominant factor and the values of pilot symbols are less correlated. The

linear interpolator degrades considerably and has the worst SER performance due to the high

delay spread. The performance of the trigonometric interpolator is also affected by the high

delay spread. However, the multi-tap method stays independent of the shape of the chan-

nel and achieves high SER performance, which is no more than 1dB away from the system

performance with ideal channel state information.
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4.5 Summary

In this chapter, we demonstrated the frequency domain pilot-assisted channel estimation of

a MIMO-OFDM iterative receiver. A new estimation method was proposed by identifying

the significant channel taps using a training symbol in packet data transmission. The system

performances of three interpolators were evaluated in simulations. As delay spread increases,

we found that the performance of the linear interpolator degrades considerably. The symbol

error rate of the trigonometric and multi-tap method were independent of the shape of the

channel.
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Chapter 5

Iterative Receiver for MIMO-OFDM

Systems with Joint ICI Cancellation and

Channel Estimation

5.1 Introduction

In MIMO-OFDM systems, the time-varying fading of channels can destroy the orthogonality

of subcarriers. This causes serious intercarrier interference (ICI), thus leading to significant

system performance degradation, which becomes more severe as the normalized Doppler

frequency increases.

In references [11] and [12], the effect of ICI is analyzed and the exact expressions for the

ICI of an OFDM signal resulting from time-varying channel are obtained. According to the

central limit theorem for sufficient large number of subcarriers N , the ICI is modeled as a

Gaussian random process under the assumption that a channel is known with a fixed number

of paths. In reference [61], the further tight and universal bounds for the ICI have been

derived. These bounds depend only on the product of the maximum Doppler frequency and

the OFDM symbol duration.

For the OFDM systems, the issue of ICI cancellation has been widely studied. In [12]
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and [13], authors use receive antenna diversity to mitigate the ICI and reduce the error

floor. However, sensitivity analysis in [14] has shown that a huge performance degradation

will occur for Doppler frequencies in the order of 10% of the subcarrier spacing, therefore

limiting the benefits of multiple receive antennas. As normalized Doppler spread increases,

the diversity equalization techniques are less effective in mitigating ICI in OFDM mobile

systems.

By assuming that the channel impulse response varies in a linear fashion during an OFDM

symbol period, a frequency-domain equalization technique was proposed by Jeon [15] to

reduce the time-variation effect of a multipath fading channel. However, they assumed that

some of the coefficients of the channel matrix are negligible, and the simulation results,

showing that performance improvement under normalized Doppler spread of up to 2.72%

and delay spread of 2µs for a channel that had two non-zero power-delay profile samples,

indicate that the performance is improved only under low Doppler and delay spread environ-

ments. The delay spread can be much longer and normalized Doppler frequency can be as

high as 10% in high mobility scenarios. This method also relies on information from adja-

cent OFDM symbols for channel estimation, which increases the complexity of an OFDM

system.

The ICI cancellation schemes proposed in [16] and [17] are performed by modulating the

same data symbol on adjacent subcarriers with different weights at the transmitter and max-

imal ratio combining these copies at receiver, so that the ICI can be significantly mitigated.

Although these two methods have a much better signal to ICI power ratio than an ordinary

OFDM system, they imply a substantial reduction of spectral efficiency and require some

modifications to the traditional OFDM transmitter and receiver, making them inapplicable.

Based on the general expression of ICI power of OFDM systems, a new ICI cancellation

algorithm is proposed in this chapter to reduce the effect of time-varying fading in frequency

domain. In this algorithm, a two-stage parallel interference cancellation (PIC) with iterative

detection and decoding is employed in the MIMO-OFDM iterative receiver. The first PIC

performs as an equalizer in the frequency domain, where ICI for each OFDM symbol is

mitigated in each iteration. In the second PIC, the interference resulted from neighborhood

layers is suppressed by a decision statistics combining (DSC) technique. By updating the soft

outputs from each decoder, the system performance is improved in each iteration. Due to the

reason that the intercarrier interference for all the subcarriers are calculated in equalizer, the
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iterative receiver is computational. Hence, a simplified ICI cancellation method is proposed

based on the fact that most interference energy is concentrated in the neighborhood of the

desired component.

Pilot-assisted approaches are widely used to estimate the channel properties and correct the

received signal. For SISO-OFDM systems, authors in [58] use pilot tones to obtain channel

state information, where an optimal placement of pilot tones with regard to the mean-square

error (MSE) of the least squares (LS) channel estimate is proposed. Some other methods have

been developed under the assumption of a low Doppler spread multipath fading channel [26,

27, 54], where the channel transfer function for the previous OFDM data block is used as

the transfer function for the current data block. For MIMO-OFDM systems, optimal pilot

sequences are derived in [62]. All of them require using the uniformly placed pilot tones in

OFDM symbols.

In practice, a wideband wireless channel is frequency selective and time variant. The estima-

tion of its transfer function becomes rather difficult. On the one hand, the assumption of slow

fading of channels does not always hold. Thus, the transfer function of the channel might

have significant changes for adjacent OFDM symbols. Therefore, it is preferable to estimate

the channel based on the pilot tones in each individual OFDM data block. On the other hand,

the estimates of fading channels are always corrupted by intercarrier interference due to the

time-variant fading. In addition to AWGN, the accuracy of the channel estimates is strongly

affected by the received pilot symbols. Therefore, it is necessary to derive the optimal pilot

sequences with the non-uniform placement of pilot tones to mitigate the effects of ICI.

In this chapter, we address the challenging problem of channel estimation in a MIMO-OFDM

system with Doppler spread, and we propose a promising technique based on judiciously-

placed pilot tones for our system.

5.2 System Model and ICI Analysis

In this section, we consider a MIMO-OFDM system with MT transmit antennas and MR

receive antennas, shown in Figure 5.1. With the space-time coding and spatial interleaving,

each transmit antenna sends independent OFDM symbols. LetXp(n) denote the information
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Figure 5.1: Block diagram of MIMO-OFDM transmitter and iterative receiver

symbol sent by the pth transmit antenna at the nth subcarrier, the OFDM symbol transmitted

by the pth antenna is given by

Xp = [Xp(0), Xp(1), . . . , Xp(N − 1)]T (5.1)

where N is the number of subcarriers for one OFDM symbol.

After performing the inverse Fast Fourier Transform (IFFT) on each transmit antenna, the

modulated signal on the pth transmit antenna can be expressed as follows

x′p = FHXp = [x′p(0), x′p(1), . . . , x′p(N − 1)]T (5.2)

where F is N ×N FFT matrix, given by Eqn. 3.47.

In order to combat the multipath delay, a guard interval is inserted in each OFDM symbol,

which is greater than the expected maximum time delay. The transmitted OFDM symbol

with guard interval is given by Eqn. 3.48. Then, the OFDM symbols are transmitted through
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time-varying frequency-selective fading channels. The received signal at receive antenna q

and time n can be represented as

rq(n) =

MT∑
p=1

L−1∑
l=0

hp,q(l, n)xp(n− l) + wq(n) (5.3)

where hp,q(l, n) is the lth resolvable path between the pth transmit antenna and qth receive

antenna, L is the number of paths of fading channels, and wq(n) is the additive white Gaus-

sian noise (AWGN).

After discarding the cyclic prefix and performing the FFT on the received signal, the symbol

for the qth receive antenna and kth subcarrier in frequency domain can be expressed as

Rq(k) = FFT [rq(n)]

=
N−1∑
n=0

[

MT∑
p=1

L−1∑
l=0

hp,q(l, n)xp(n− l) + wq(n)]e−j2π
nk
N

=

MT∑
p=1

[
N−1∑
m=0

L−1∑
l=0

Hp,q
l (k −m)Xp(m)e−j2πlm/N ] +Wq(k) (5.4)

where Hp,q
l (k) is the channel state information circularly in frequency domain, Xp(k) and

Wq(k) are the transmitted signal and the AWGN in frequency domain, respectively.

In general cases, Eqn. 5.4 can be divided into two parts as follows

Rq(k) =

MT∑
p=1

[
L−1∑
l=0

Hp,q
l (0)e−j2πlk/N ]Xp(k)︸ ︷︷ ︸
desired signal

+

MT∑
p=1

[
N−1∑
m6=k

L−1∑
l=0

Hp,q
l (k −m)Xp(m)e−j2πlm/N ]︸ ︷︷ ︸
ICI component

+Wq(k)

(5.5)

where Wq(k) is the FFT of noise, Hp,q
l (k) denotes the FFT of the time-varying frequency-

selective channel hp,q(l, n)

Hp,q
l (k) =

1

N

N−1∑
n=0

hp,q(l, n)e−j2πnk/N (5.6)
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If the channel is assumed time-invariant during an OFDM symbol period, the symbol for the

qth receive antenna and kth subcarrier in frequency domain can be expressed as

Rq(k) =
N−1∑
n=0

[

MT∑
p=1

L−1∑
l=0

hp,q(l, n)xp(n− l) + wq(n)]e−j2π
nk
N

=

MT∑
p=1

[
N−1∑
m=0

L−1∑
l=0

Hp,q
l (k −m)Xp(m)e−j2πlm/N ] +Wq(k)

=

MT∑
p=1

[
L−1∑
l=0

Hp,q
l (0)e−j2πlk/N ]Xp(k) +Wq(k) (5.7)

In this equation, we can see that the ICI component contributed from neighborhood sub-

carriers disappears. Then, the transmitted signals can be obtained without intercarrier inter-

ference. However, in a general case with the Doppler spread, the assumption of the time-

invariant channel is not true. Hence, the ICI term must be suppressed before detection.

The overall signals, after removing CP and performing the FFT on the received signals on

all MR antennas, can be represented in a matrix form

R = HX + W (5.8)

where X = [X1, · · · ,XMT
]T , R = [R1, · · · ,RMR

]T and Rq is received signal for the qth

receive antenna: Rq = [Rq(0), Rq(1), · · · , Rq(N − 1)]T , H is the Fourier transform of the

channel matrix, defined by

H =


H1,1 H2,1 · · · HMT ,1

H1,2 H2,2 · · · HMT ,2

...
... . . . ...

H1,MR H2,MR · · · HMT ,MR

 (5.9)

where

Hp,q =


αp,q0,0 αp,q0,1 · · · αp,q0,N−1

αp,q1,0 αp,q1,1
. . . ...

... . . . . . . αp,qN−2,N−1

αp,qN−1,0 · · · αp,qN−1,N−2 αp,qN−1,N−1

 (5.10)

Here αp,qm,n is an ICI coefficient defined as

αp,qn,m =
L−1∑
l=0

Hp,q
l (n−m)e−j2πlm/N , 0 ≤ (n,m) ≤ N − 1 (5.11)
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The entry Hp,q ofH can be written as

Hp,q = Hp,q
D + Hp,q

ICI (5.12)

where Hp,q
D is a diagonal matrix, given by

Hp,q
D =


αp,q0,0 0 · · · 0

0 αp,q1,1
. . . ...

... . . . . . . 0

0 · · · 0 αp,qN−1,N−1

 (5.13)

and Hp,q
ICI is a N ×N matrix with zero diagonal elements

Hp,q
ICI =


0 αp,q0,1 · · · αp,q0,N−1

αp,q1,0 0
. . . ...

... . . . . . . αp,qN−2,N−1

αp,qN−1,0 · · · αp,qN−1,N−2 0

 (5.14)

These two matrices will be used to update the output of the frequency-domain equalizer and

parallel interference canceler in the proposed iterative MIMO-OFDM receiver.

5.3 Iterative receiver with frequency-domain equalization

In this section, we introduce our proposed iterative receiver with frequency-domain equaliza-

tion and parallel interference cancellation with decision statistics combining techniques for

the MIMO-OFDM receiver. Figure 5.1 shows the block diagram of the proposed scheme. In

addition, the convolutional codes with BPSK modulation are selected for each transmit an-

tenna. Channel parameters are estimated from received symbols and passed to the equalizer

and the PIC-DSC module respectively. The effect of ICI is mitigated by the frequency-

domain equalizer and then the interference from different antennas are suppressed in the

following PIC-DSC module. The proposed receiver has a good performance-complexity

trade-off, particularly when the number of transmit antennas is large, where the optimal joint

detection and decoding becomes impractical.
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The cyclic prefix is first removed from the received signals and they are transformed to the

frequency domain. Then, channel estimation and equalization are performed. It should be

noted that the initial derivation in this section is based on perfect channel state information.

In the first iteration, the PIC detectors are equivalent to a bank of matched filters. The

decision statistics for antenna p can be obtained

Y1
p = hHp R (5.15)

where hHp is the pth row of matrixHH
D , which is defined as

HD =


H1,1
D H2,1

D · · · HMT ,1
D

H1,2
D H2,2

D · · · HMT ,2
D

...
... . . . ...

H1,MR

D H2,MR

D · · · HMT ,MR

D

 (5.16)

The decision statistics are then passed to respective decoders, which generate soft estimations

of the transmitted symbols.

In the second and later iterations, the soft outputs from the decoders are used to update the

equalizer and PIC detector with a decision statistics combiner. In the frequency-domain

equalizer, the intercarrier interference, calculated from all subcarriers, is subtracted from the

received signal

Gk = R−HICIX̂
k−1 (5.17)

where X̂k−1 are the soft estimates for (k − 1)th iteration andHICI is interference matrix

HICI =


H1,1
ICI H2,1

ICI · · · HMT ,1
ICI

H1,2
ICI H2,2

ICI · · · HMT ,2
ICI

...
... . . . ...

H1,MR

ICI H2,MR

ICI · · · HMT ,MR

ICI

 (5.18)

where Hp,q
ICI , p = 1, · · · ,MT , q = 1, · · · ,MR is given in 5.14, representing the interference

matrix for the pth transmit antenna and the qth receive antenna.

Here the ICI components of every subcarrier are calculated byHICIX̂
k−1, and then deducted

from the received signal. The decision statistics for the pth transmit antenna in the kth

iteration denoted by Yk
p , are given by

Yk
p = hHp,k(G

k −HDX̂
k−1

) (5.19)
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where X̂
k−1

is the transmitted symbol estimate vector in (k−1)th iteration, with the elements

corresponding to the pth transmit antenna set to zeros. It can be written as

X̂
k−1

= [X̂k−1
1 , · · · , X̂k−1

p−1,0, X̂
k−1
p+1, · · · , X̂k−1

MT
]T (5.20)

As discussed in Chapter 4, the decision statistics combiner gives an improved SNR as the

number of iterations increases, due to the reason that the detector output in successive inter-

ations are low correlated. Thus, the decision statistics can be obtained in the DSC module as

a weighted sum of the current PIC output and the DSC output from the previous operation.

In each stage, except for the first one, the DSC module performs recursive linear combining

on the PIC detector output for the kth iteration and the pth transmit antenna, denoted by Yk
p ,

and the DSC output from the previous iteration for the same antenna, denoted by Yk−1
c,p . The

output of the PIC-DSC in the kth iteration and for the transmit antenna p is given by

Yk
c,p =

(σk−1
c,p )2

(σk−1
c,p )2 + (σkp)2

Yk
p +

(σkp)2

(σkp)2 + (σk−1
c,p )2

Yk−1
c,p (5.21)

where (σk−1
c,p )2 and (σkp)2 are the variances of DSC estimates Yk−1

c,p and PIC outputs Yk
p ,

respectively.

In a real system the transmitted symbols are not known at the receiver. The variance can be

calculated by using the symbol estimate of the transmitted symbol from the previous decoder

output

(σkp)2 =
1

N

N−1∑
n=0

(Y k
p (n)− µp(n)X̂k−1

p (n))2 (5.22)

where X̂k−1
p (n) is a symbol estimate of the nth subcarrier in the (k − 1)th iteration, and µp

is the mean of received amplitude after maximum-ratio-combining, given by

µp =
1

N

N−1∑
n=0

vp(n) (5.23)

where vp(n) is an element in the vector vp, given by vp = diag{hHp hp}. The detection

outputs are passed to the corresponding decoder.

In every iteration, the decoder calculates LLR for each subcarrier, which is shown by the

iterative MAP algorithm in Chapter 2. Then, the soft output can be derived and given by

Eqn. 3.65.
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This method can be further simplified by decreasing the most computational part in Eqn.

5.17. Since the interferences from all the other subcarriers are calculated, the computa-

tional complexity of the equalizer is O(N2). Due to the fact that most interference energy

is concentrated in the neighborhood of the desired component, we can restrict the interfer-

ence computation to the neighboring subcarriers and ignore the ICI terms which have an

insignificant influence on the desired component. Therefore, a threshold D can be set

αp,qk,m = 0, |k −m| > D and D � N (5.24)

where D is a constant much smaller than N . Thus, the order of computational complexity is

reduced from O(N2) to O(N). Simulation results show that the resulting performance loss

is negligible but with a significant reduction in complexity, if we use only 9 neighbors for

the interference cancellation in our 256-subcarrier MIMO-OFDM system.

5.4 Pilot-assisted Channel Estimation for Time Variant Fad-

ing Channels

In last section, we have assumed that the receiver knows the exact CSI, which is not true in

a real system, especially when the channel is time variant. In this section, a pilot-assisted

channel estimation method is proposed under the assumption that the channel can be approx-

imated by a linear model.

For the simplicity of analysis, we assume (MT ,MR) = (1, 1) at the first part of this section.

In order to estimate channels in the time-domain h(n, l) = [h(n, 0), h(n, 1), · · · , h(n, ν −
1)]T , 0 ≤ n ≤ N−1, in a time-varying environment, where ν is the expected maximum delay

spread, N × ν parameters are needed. Even when all OFDM subcarriers are used for pilots,

only N values for the estimation of N × ν parameters can be obtained. If a priori knowledge

of channel dynamics is available at the receiver, or if the channel is constant within an OFDM

block, but varying from block to block, the number of parameters can be greatly reduced.

However, the assumptions is not true in real OFDM transmission environments where there

is significant ICI.
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Let X(n) denote the information at time n, the transmitted information symbol can be given

by

X = [X(0), X(1), · · · , X(N − 1)]T (5.25)

After performing the IFFT, the OFDM modulated symbol can be represented as

x = FHX = [x(0), x(1), · · · , x(N − 1)]T (5.26)

If the length of CP is no less than the maximum channel delay spread ν, the received block

after the removal of CP is

r = Hx + w (5.27)

where w = [w(0), w(1), · · · , w(N − 1)]T denotes the vector of AWGN. H is an N × N

circular channel matrix with elements given by

H(k, n) = h(k, (k − n)N), 0 ≤ k ≤ N − 1, 0 ≤ n ≤ N − 1 (5.28)

where h(k, n) is the channel impulse response at the time delay n and instant k, given by

h(k, n) =

{
h(k, l) 0 ≤ (n, l) < ν

0 ν ≤ n < N
(5.29)

Let Ha denote an N ×N matrix with elements Ha(k, n) = ha((k − n)N), 0 ≤ k ≤ N − 1,

0 ≤ n ≤ N − 1, where ha(n) = 1
N

∑N−1
k=0 h(k, n) is the time average of h(k, n) at time

delay n, and Hv is an N × N matrix with elements Hv(k, n) = ∆h(k, (k − n)N), where

∆h(k, n) = h(k, n)− ha(n). The received OFDM symbol can be expressed as

r = Hax + Hvx + w (5.30)

where Ha is a time-invariant circular matrix and Hv is a time-variant circular matrix.

The received symbol is demodulated by performing the FFT

Y = Fr

= F(Hax + Hvx + w)

= FHaF
HX + FHvF

HX + Fw

= GaX + GvX + W (5.31)

where Ga = FHaF
H is an N ×N diagonal matrix with elements given by

Ga(k, k) =
ν−1∑
n=0

ha(n)e−j
2πnk
N , 0 ≤ k ≤ N − 1 (5.32)
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where ha(n) = 1
N

∑N−1
k=0 h(k, n) is the time average of h(k, n) at time delay n, and Gv =

FHvF
H is an N ×N matrix with elements given by

Gv(k, n) =
1

N

ν−1∑
m=0

N−1∑
r=0

hv(r,m)e−j
2πr(k−n)

N e−j
2πnm
N , 0 ≤ (n, k) ≤ N − 1 and n 6= k

(5.33)

Therefore, Ga is a diagonal matrix and Gv is an N ×N matrix with zero diagonal elements.

From Eqn. 5.31, we can see that if we ignore the ICI term and only consider the isolated

pilot tones placed on the FFT grid, the approach cannot produce reliable channel estimates.

Consequently, channel estimation is not possible if we only look at the time-invariant part.

When the ICI is not negligible, we should account for the ICI term in the process of channel

estimation. Later, we will show that the OFDM system with severe ICI, the pilots should be

grouped together on the equal-spaced FFT grid.

Now, we consider a system with MT transmit antennas and MR receive antennas. In order

to construct the channel matrix in the frequency domain, channel estimation is required.

To reduce the number of parameters needed for channel estimation, we make a reason-

able assumption that the time-domain channel variation h(n, l) can be obtained by linear

interpolation. For normalized Doppler frequency less than 20%, channel variation can be

approximated by a linear model [21]. Under this assumption, we can derive channel state

information (CSI) in the frequency domain and estimate channel parameters.

The channel impulse response for the lth path between the pth transmit antenna and the qth

receive antenna can be determined as

hp,q(l, n) = hp,qmid(l) + hp,qslope(l) ∗ (n− N − 1

2
) (5.34)

where hp,qmid(l) is the median value of channel variation, and hp,qslope(l) denotes the slope of

straight line.

Assuming that the pilot symbols are orthogonal and represented by a matrix P for MIMO-

OFDM system. For the pth transmit antenna and qth receive antenna, M pilot symbols

sp,q(1), sp,q(2), · · · , sp,q(M) are inserted at the subcarrier p(1), p(2), · · · , p(M), M ≥ ν.

The received signals on pilot tones can be processed as follows [63]

C(p(i)) = R(p(i))PH(PPH)−1 (5.35)
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where R(p(i)) is the matrix of the received signals at the p(i) pilot tones, given by Eqn. 4.3,

and C(p(i)) is the matrix used for channel estimation given by Eqn. 4.4.

Insert Eqn. 5.34 and Eqn. 5.35 into Eqn. 5.5, linear equations Eqn. 5.36 for pilot symbols at

frequencies k = p(1), p(2), · · · , p(M) are obtained

Cp,q(k) =
ν−1∑
l=0

hp,qmid(l)e
−j2πlk/Nsp,q(k)

+

p(M)∑
m=p(1),m 6=k

∑ν−1
l=0 h

p,q
slope(l)e

−j2πlm/N

e−j2πn(k−m)/N − 1
sp,q(m) + wp,q(k)

(5.36)

Two parameters are used to simplify Eqn. 5.36: Φp,q and Γp,q, which are given by Eqn. 5.37

and Eqn. 5.39, respectively.

Φp,q = [hp,qmid(0), · · · , hp,qmid(ν − 1), hp,qslope(0), · · · , hp,qslope(ν − 1)]T (5.37)

Linear equations (5.36) can be represented in a matrix form

Cp,q = Γp,qΦp,q + ep,q (5.38)

where Cp,q is a vector defined as Cp,q = [Cp,q(p(1)), Cp,q(p(2)), · · · , Cp,q(p(M))]T , ep,q is

the approximation error given in Eqn. 5.42, Γp,q defined in Eqn. 5.39 can be precalculated

and stored in the receiver when the placement of pilots symbols is fixed in OFDM symbols

before transmission.

Γp,q =



sp,q(p(1)) · · · sp,q(p(M))
... . . . ...

sp,q(p(1))e−j2πp(1)(ν−1)/N · · · sp,q(p(M))e−j2πp(M)(ν−1)/N∑p(M)
m=p(1),m6=p(1)

sp,q(m)

e−j2π(p(1)−m)/N−1
· · ·

∑p(M)
m=p(1),m6=p(M)

sp,q(m)

e−j2π(p(M)−m)/N−1
... . . . ...∑p(M)

m=p(1),m 6=p(1)
sp,q(m)e−j2πm(ν−1)/N

e−j2π(p(1)−m)/N−1
· · ·

∑p(M)
m=p(1),m 6=p(M)

sp,q(m)e−j2πm(ν−1)/N

e−j2π(p(M)−m)/N−1



T

(5.39)

We assume that the pilot sequence is designed such that the matrix Γp,q is full column rank.

The Moore-Penrose pseudo-inverse [64] of Γp,q can thus be written as Γ†p,q = (ΓHp,qΓp,q)
−1ΓHp,q.
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Now we can obtain the estimation of the channel vector

Φ̂p,q = Γ†p,qCp,q (5.40)

where Φ̂p,q can be represented by the estimates of the median value of channel variation

ĥp,qmid(n) and the estimates of the slope of channel variation ĥp,qslope(n)

Φ̂p,q = [ĥp,qmid(0), · · · , ĥp,qmid(ν − 1), ĥp,qslope(0), · · · , ĥp,qslope(ν − 1)]T (5.41)

Unlike the time-invariant multipath channel, pilot symbols should be placed equally spaced

on the FFT grid [58]. For time-varying frequency-selective fading channels, the placement

of pilot tones has a significant impact on the quality of the channel estimates. The scheme

of pilot placement can be obtained by minimizing E{‖ep,q‖2} for specific pilot position.

Assuming transmitted symbols are i.i.d. with E{‖X‖2} = 1, we obtain

E{‖ep,q‖2} = (
∑

k 6=p(m)

Γp,qR
p,q
Φ ΓHp,q) + σ2

p,q, 1 ≤ m ≤M (5.42)

where Rp,q
Φ = E{Φp,qΦ

H
p,q} and σ2

p,q is the variance of the channel noise. Consider that

Γp,qR
p,q
Φ ΓHp,q is a decreasing function of (k − p(m))N [19], E{‖ep,q‖2} is minimized when

pilots at frequencies k 6= p(m) are placed as close to p(m) as possible. Therefore, it is much

better to group the pilots together on the equally spaced FFT grid [62], as shown in Figure

5.2.

Figure 5.2: The placement of pilot tones in an OFDM symbol

5.5 Simulation Results

In this section, we evaluate the performance of OFDM systems using proposed ICI cancella-

tion and channel estimation method. The simulation programs are all written in C language.

We consider a 256-subcarrier OFDM system with BPSK modulation. The total number of

OFDM symbols in the simulations is 1500000. The guard interval with 22 cyclic prefix
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Figure 5.3: SER performance with perfect channel when normalized Doppler frequency is

0.1, (MT ,MR) = (2, 2)

and 10 postfix symbols are used to prevent inter-symbol interference caused by channel

multipath delay spread. Hadamard matrix is used as the orthogonal pilot symbols’ matrix

in our simulation. The non-line-of-sight SUI-3 channel model with Ricean fading is used to

represent the mobile environment with the maximum time delay of 2.93µs [60]. For each

channel, a Doppler spread is generated by Jakes’ model. Its correlation function can be

written as [40]

rh(k) = σ2
hJ0(2πfdTsk) (5.43)

where σ2
h is the channel power, J0(·)is the zeroth-order Bessel function, Ts is the OFDM

symbol duration, and fd is the Doppler spread.

Figure 5.3 and Figure 5.4 show the system performance of the proposed ICI equalization

method with different antenna configurations, under the condition that the normalized Doppler

frequency is 0.1. The results are generated after the 4th iteration. As mentioned above, the

channel variation can be approximated by a linear model. When the perfect channel infor-

mation is utilized in both frequency-domain equalization and PIC-DSC, our approach with

full size channel interference matrix and a limited number of neighborhood subcarriers in-
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Figure 5.4: SER performance with perfect channel when normalized Doppler frequency is

0.1, (MT ,MR) = (2, 2) and (4, 4)

terference matrix (D = 9), is very close to the ideal ICI-free curve for which the channel is

assumed constant during a block period. This means the interference due to the time-varying

and frequency-selective fading channel is almost completely suppressed.

For the estimated channel shown in Figure 5.5, the results with both the full size interference

matrix and the limited number of neighborhood subcarriers interference matrix (D = 9)

also show large improvement compared to the result without ICI cancellation. A significant

reduction of system complexity is achieved by restricting the number of interference subcar-

riers at the cost of a very small performance degradation. The SER performance loss for real

channel estimation compared to the perfect channel estimation is less than 3dB.

In Figures 5.6 and 5.7, we simulate the proposed ICI method with ideal channel state in-

formation and the different channel subcarrier interference matrices when the normalized

Doppler frequency is 0.3. Here the assumption that the channel varies in a linear fashion

during a block period no longer holds as the normalized Doppler frequency is relatively

high. However, the proposed equalization method with perfect CSI still offers a great im-

provement after four iterations. Even with small number of adjacent subcarriers (D = 9), our
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Figure 5.5: SER performance with estimated channel and normalized Doppler frequency is

0.1, (MT ,MR) = (2, 2)

proposed equalizer is effective in compensating for the distortion caused by the time-varying

channel. For a higher normalized Doppler frequency, more iterations are needed to achieve

better SER performance.

5.6 Summary

In this chapter, we presented an iterative receiver for the MIMO-OFDM system with joint ICI

cancellation and channel estimation. The intercarrier interference caused by time-varying

channel was compensated by the frequency-domain equalizer, and then the interference from

different antennas was suppressed by the PIC-DSC technique. The decision statistics of each

stage were updated by soft outputs generated from decoders. The complexity of equalization

was significantly reduced by limiting the number of neighboring interference subcarriers.

A pilot-assisted channel estimation technique for this MIMO-OFDM system was proposed

to compensate for channel variation over time-varying frequency-selective channels. For
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Figure 5.6: SER performance with perfect channel when normalized Doppler frequency is

0.3, (MT ,MR) = (2, 2)

the mobile transmission scenarios, simulation results show that the proposed methods can

effectively compensate for the effect of intercarrier interference and can approach ICI-free

performance.
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Figure 5.7: SER performance with perfect channel when normalized Doppler frequency is

0.3, (MT ,MR) = (2, 2) and (4, 4)
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Chapter 6

Conclusions

In this thesis, we proposed an iterative receiver for MIMO-OFDM systems. Based on this

receiver, solutions to two of the most important problems in OFDM systems have been

provided, namely, intercarrier interference cancellation and channel estimation over time-

varying frequency-selective fading channels.

6.1 Thesis Summary

Chapter 1 described motivation as an introduction to our research. Two research problems of

MIMO-OFDM systems design over time-varying multipath fading channels were described.

Chapter 2 introduced the iterative receiver model, and briefly reviewed the various decoding

principles of forward error correcting codes. Particularly, we discussed optimal decoding

of convolutional codes and the maximum a posteriori probability (MAP) iterative decoding

algorithm. Furthermore, the principles of turbo codes were introduced and illustrated by an

example.

The fundamental techniques of OFDM systems were given in Chapter 3, including the use

of cyclic prefix, modulation, equalization and channel estimation. An important factor that

determined the complexity of the receiver was the detector. For this reason, we considered

a standard parallel interference canceler (PIC-STD) and its improved version known as PIC
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with decision statistics combiner (PIC-DSC). These detectors were chosen because they of-

fered a good performance-complexity trade-off, particularly when the number of transmit

antennas was high and the optimal joint detection and decoding became impractical. The

simulation results showed that, after the 4th iteration, the performance of the PIC-DSC iter-

ative receiver is slightly better than that of the PIC-STD iterative receiver when the number

of transmit and receive antennas is (MT ,MR) = (2, 2). However, when the number of

transmit and/or receive antennas is increased to (MT = 4,MR = 4), the PIC-DSC iterative

receiver performed much better that PIC-STD iterative receiver, especially when the SNR is

4dB or higher. Furthermore, when the number of interfering layers relative to the number

of receive antennas becomes larger, e.g. (MT = 4,MR = 2) and (MT = 6,MR = 2), the

decision statistics combining technique can still minimize the bias of the mean value from

the transmitted signals effectively.

Pilot-assisted channel estimation for the MIMO-OFDM system over time-invariant multi-

path channels has been discussed in Chapter 4. Two frequency-domain interpolators were

analyzed: a linear interpolator and a trigonometric interpolator. To estimate the time in-

variant multi-path channel, a new algorithm called multi-tap method has been proposed by

sending training block. Since the transmission data of the training block is known at the

receiver, the significant taps from the initial channel parameter estimation can be identified,

and the taps, which have insignificant influence on the accuracy of channel estimation, are

ignored in order to reduce the complexity of computation. In the simulation results with

SUI-3 channel model, the performance of the proposed method is 2dB better than that of the

linear interpolator and the trigonometric interpolator. Even in a high delay spread scenario,

the proposed method achieves considerable SER performance improvement compared to the

other two interpolators, and is no more than 1dB away from the system performance with

ideal channel state information.

Chapter 5 extended the scope of Chapter 4 to a more general case. In this part of thesis,

we proposed an intercarrier interference cancellation algorithm in the frequency domain to

reduce the effect of time-varying fading, based on the general expression of ICI power for

MIMO-OFDM systems. The iterative MIMO-OFDM receiver in our algorithm consists of

a two-stage parallel interference cancellation with iterative detection and decoding. In the

frequency domain equalizer, the channel matrix and the intercarrier interference matrix are

calculated based on the general expression of the received symbols, and then the ICI is sub-

tracted from received OFDM symbols. At the second stage of interference cancellation,
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the parallel interference canceler and decision statistics combining technique are used to

mitigate the interference from different antennas. The decision statistics of each stage are

updated by soft outputs generated from each corresponding decoder and used to improve the

system performance in the next iteration. Furthermore, a simplified ICI cancellation method

is proposed based on the fact that most interference energy is concentrated in the neighbor-

hood of the desired component. Hence, by restricting the interference computation to the

limited number of neighboring subcarriers and ignoring the ICI terms that have insignificant

influence on the desired component, the computational complexity of our proposed receiver

is greatly reduced from O(N2) to O(N). When the normalized Doppler frequencies is 0.1

and 0.3, simulation results have shown that our approaches with the full size channel inter-

ference matrix (D = N) and the simplified channel interference matrix (D = 9), are very

close to the ideal ICI-free curve for which channel is assumed constant during a block pe-

riod. A significant reduction of complexity was achieved with a negligible loss of system

performance.

Another challenging problem of channel estimation approaches was discussed. Because the

estimates of fading channels are always corrupted by intercarrier interference and additive

white Gaussian noise from the time-variant fading channel, the placement of pilot tones

has a significant impact on the quality of the channel estimates. For normalized Doppler

frequency less than 20%, channel variation can be approximated by a linear model. Under

this assumption, we can derive channel state information (CSI) in the frequency domain and

estimate channel parameters. As a result, the optimal pilot sequences with the non-uniform

placement of pilot tones have been used to mitigate the effects of ICI and update the parallel

interference canceler and the frequency-domain equalizer. The simulation results show that

the SER performance of the iterative receiver between the estimated channel and the ideal

channel is less than 3dB.

6.2 Future Work

The MIMO-OFDM system is a promising technique in high data rate wireless communi-

cations. In this thesis, two challenging techniques for ICI cancellation and time-varying

channel estimation have been proposed to improve the system performance. There are still

many issues for MIMO-OFDM systems that need to be investigated.
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The algorithm of channel estimation proposed in Chapter 5 has been proven effective for

estimating a time-varying multipath channel. However, it was based on the assumption that

channel variation can be approximated by a linear model, which could be a limit on Doppler

spread. For the higher normalized Doppler shifts, it is a challenge to develop robust channel

estimation algorithms based on higher-order approximations for channel variations.

It must be noted that OFDM systems are sensitive to frequency offset and phase noise, which

are also the causes of the ICI problem. The design of robust frequency offset and phase noise

mitigation algorithm without using additional training symbols will be a challenge. Although

the interference suppression scheme and the channel parameter estimation scheme proposed

in this thesis can be applied to ICI cancellation effectively for MIMO-OFDM systems, a

detailed implementation strategy to mitigate frequency offset and phase noise still needs

investigation.
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