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Abstract 
 

Image reconstruction, in common with many other inverse problems, is often 

mathematically ill-posed in the sense that solutions are neither stable nor unique.  

Ultrasonic image reconstruction is particularly notorious in this regard, with narrow 

transducer bandwidths and limited - sometimes sparsely sampled apertures posing 

formidable difficulties for conventional signal processing.  To overcome these 

difficulties, some form of regularisation is mandatory, whereby the ill-posed problem 

is restated as a closely related, well-posed problem, and then solved uniquely. 

This thesis explores the application of maximum entropy (MaxEnt) 

regularisation to the problem of reconstructing complex-valued imagery from 

sparsely sampled coherent ultrasonic field data, with particular emphasis on three-

dimensional problems in the non-destructive evaluation (NDE) of materials.  MaxEnt 

has not previously been applied to this class of problem, and yet in comparison with 

many other approaches to image reconstruction, it emerges as the clear leader in 

terms of resolution and overall image quality.  To account for this performance, it is 

argued that the default image model used with MaxEnt is particularly meaningful in 

cases of ultrasonic scattering by objects embedded in homogeneous media. 

To establish physical and mathematical insights into the forward problem, linear 

equations describing scattering from both penetrable and impenetrable objects are 

first derived using the Born and physical optics approximations respectively.  These 

equations are then expressed as a shift-invariant computational model that explicitly 

incorporates sparse sampling.  To validate this model, time-domain scattering 

responses are computed and compared with analytical solutions for a simple 

canonical test case drawn from the field of NDE.  The responses computed via the 

numerical model are shown to accurately reproduce the analytical responses 

To solve inverse scattering problems via MaxEnt, the robust Cambridge 

algorithm is generalised to the complex domain and extended to handle broadband 

(multiple-frequency) data.  Two versions of the augmented algorithm are then 

compared with a range of other algorithms, including several linearly regularised 
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algorithms and lastly, due to its acknowledged status as a competitor with MaxEnt in 

radio-astronomy, the non-linear CLEAN algorithm.  These comparisons are made 

through simulated 3-D imaging experiments under conditions of both complete and 

sparse aperture sampling with low and high levels of additive Gaussian noise. 

As required in any investigation of inverse problems, the experimental 

confirmation of algorithmic performance is emphasised, and two common imaging 

geometries relevant to NDE are selected for this purpose.  In monostatic synthetic 

aperture imaging experiments involving side-drilled holes in an aluminium plate and 

test objects immersed in OH 2 , MaxEnt image reconstruction is demonstrated to be 

robust against grating-lobe and side-lobe formation, in addition to temporal 

bandwidth restriction.  This enables efficient reconstruction of 2-D and 3-D images 

from small numbers of discrete samples in the spatial and frequency domains. 

The thesis concludes with a description of the design and testing of a novel 

polyvinylidene fluoride (PVDF) bistatic array transducer that offers advantages over 

conventional point-sampled arrays in terms of construction simplicity and signal-to-

noise ratio.  This ultra-sparse orthogonal array is the only one of its kind yet 

demonstrated, and was made possible by MaxEnt signal processing. 



 iii 

 

 

Acknowledgments 
 

This project was a complicated undertaking, and would not have been possible 

without the contributions of my friends and colleagues at both the Australian Nuclear 

Science and Technology Organisation and at the University of Sydney.  Firstly, I 

take great pleasure in thanking Mr Bob Harrison at ANSTO for introducing me to the 

art of ultrasonics and for his continued enthusiasm for the possibilities of ultrasonic 

imaging in non-destructive evaluation.  I would also like to thank Dr. Mark Hedley 

for his enthusiastic supervision at the University of Sydney and for his determination 

in honoring that commitment through a career change. 

 I am also grateful to Drs Jagoda Crawford, Eric Clayton and Jerard Barry at 

ANSTO for many discussions on topics ranging from algorithms to visualisation, and 

for their guidance in the area of high-performance computing.  Mr. Ian Crackenthorp 

and Mr. Frank Crawford are also deserving of special mention for their efforts in 

administering the menagerie of PCs, workstations and super-computers upon which 

this work depended.  Also at ANSTO, I wish to thank Mr. Richard Blevins and Mr. 

Kevin Thoroughgood for the manufacture of many circuit boards and miscellaneous 

items, Mr Tim Tapsell and Mr Paul De Sensi for the fine photographic work, and Dr 

Peter Schmidt for his valued advice and motivation. 

Finally, I must thank my parents, family and friends for their support and 

understanding over the period that it took me to complete this project. 



 iv 

 

 

Contents 
 

Abstract i 

Acknowledgments iii 

List of Figures viii 

List of Tables xi 

List of Abbreviations xii 

Glossary xiii 

1 Introduction 1 

1.1 Entropy and Inference ................................................................................. 2 

1.2 Inverse Scattering........................................................................................ 4 

1.3 Non-Destructive Evaluation (NDE)............................................................ 5 

1.4 A Review of Classical Beamforming.......................................................... 8 

1.4.1 The Time-Domain Approach......................................................... 8 

1.4.2 The Fourier-Domain Approach ..................................................... 9 

1.4.3 Three-Dimensional Beamforming ............................................... 15 

1.5 MaxEnt versus Classical Beamforming.................................................... 17 

1.6 Thesis Contributions ................................................................................. 17 

1.7 Thesis Structure......................................................................................... 18 

 

2 Physics and Modelling 20 

2.1 Mathematical Preliminaries ...................................................................... 20 

2.1.1 Co-ordinate System and Terminology......................................... 20 

2.1.2 Fourier Transform Definitions..................................................... 22 

2.1.3 Scalar Wave Equations ................................................................ 23 

2.1.4 Free-Space Green's Functions...................................................... 25 



 v 

2.2 First Order Scattering................................................................................ 26 

2.2.1 Scattering by Penetrable Objects ................................................. 26 

2.2.2 Scattering by Impenetrable Objects ............................................. 29 

2.2.3 Generalised Scattering Formula................................................... 31 

2.2.4 Generalised Projection Theorem ................................................. 32 

2.2.5 Propagation Transfer Functions................................................... 35 

2.3 Computational Aspects ............................................................................. 38 

2.3.1 Data Structures and Organisation ................................................ 38 

2.3.2 Approximation of Green’s Functions .......................................... 40 

2.3.3 Incident Field Modelling ............................................................. 42 

2.3.4 Matrix Formulation...................................................................... 45 

2.4 Model Validation ...................................................................................... 47 

2.5 Summary ................................................................................................... 51 

 

3 A Survey of Image Reconstruction Concepts 52 

3.1 Unregularised Image Reconstruction........................................................ 53 

3.1.1 Inverse Filtering ........................................................................... 53 

3.1.2 Matched Filtering......................................................................... 58 

3.2 Regularised Image Reconstruction ........................................................... 60 

3.2.1 Minimum-Norm Least-Squares ................................................... 61 

3.2.2 Constrained Least-Squares .......................................................... 62 

3.2.3 Edge-Preserving Regularisation .................................................. 64 

3.2.4 Bayesian Image Reconstruction................................................... 66 

3.2.5 The Discrepancy Principle........................................................... 70 

3.3 MaxEnt Regularisation ............................................................................. 72 

3.3.1 The Shannon Entropy .................................................................. 73 

3.3.2 The Monkey Argument................................................................ 75 

3.3.3 The Kangaroo Argument ............................................................. 77 

3.4 The CLEAN Algorithm ............................................................................ 80 

3.5 Comparative Simulations.......................................................................... 82 

3.5.1 Simulation Parameters ................................................................. 82 

3.5.2 Simulation Results ....................................................................... 84 

3.5.3 Discussion.................................................................................... 91 

3.6 Summary ................................................................................................... 93 



 vi 

4 Extensions to the Cambridge Algorithm 94 

4.1 The Cambridge Algorithm ........................................................................ 94 

4.1.1 Derivative Formulae .................................................................... 96 

4.1.2 Search Directions ......................................................................... 97 

4.1.3 Subspace Projection ..................................................................... 99 

4.1.4 Algorithm Control...................................................................... 100 

4.2 Complex-Valued Reconstructions .......................................................... 102 

4.2.1 The Composite Image Approach ............................................... 105 

4.2.2 The Complex Metric Approach ................................................. 106 

4.3 Algorithm Convergence.......................................................................... 108 

4.4 Computational Complexity ..................................................................... 110 

4.5 Summary ................................................................................................. 112 

 

5 MaxEnt Evaluation in Synthetic Aperture Imaging 113 

5.1 Synthetic Aperture Imaging .................................................................... 113 

5.1.1 Equipment and Infrastructure .................................................... 114 

5.1.2 Pre-processing............................................................................ 115 

5.2 Two-Dimensional Imaging ..................................................................... 117 

5.2.1 Data Acquisition ........................................................................ 117 

5.2.2 Results and Discussion .............................................................. 119 

5.3 Three-Dimensional Imaging ................................................................... 126 

5.3.1 Data Acquisition ........................................................................ 126 

5.3.2 Results and Discussion .............................................................. 130 

5.4 A Note on Aliasing ................................................................................. 138 

5.5 Summary ................................................................................................. 140 

 

6 MaxEnt Application to Orthogonal Array Imaging 141 

6.1 2-D Array Technology ............................................................................ 142 

6.2 The Orthogonal Array ............................................................................. 142 

6.2.1 Array Transfer Function ............................................................ 143 

6.2.2 Array Impedance........................................................................ 146 

6.2.3 Observation Model .................................................................... 148 

6.3 The Prototype Imaging System............................................................... 151 

6.3.1 Array Construction .................................................................... 151 



 vii 

6.3.2 Interface Electronics .................................................................. 157 

6.3.3 System Overview....................................................................... 160 

6.4 Array Imaging Experiments.................................................................... 162 

6.4.1 Array Response.......................................................................... 162 

6.4.2 Data Acquisition ........................................................................ 164 

6.4.3 Results and Discussion .............................................................. 167 

6.5 Summary ................................................................................................. 177 

 

7 Conclusion 179 

7.1 MaxEnt Implementation ......................................................................... 181 

7.2 Prototype Imaging System ...................................................................... 182 

7.3 Suggestions for Further Research ........................................................... 183 

 

A Derivation of Formula for Penetrable Scattering 185 

 

B Derivation of Formula for Impenetrable Scattering 189 

 

C The Orthogonal Array Transfer Function and Zero-Padded Data 192 

 

D Maximum Entropy Image Reconstruction from Sparsely Sampled 

 Coherent Field Data 195 

 

Bibliography 204 

Publications 222 

 



 viii 

 

 

List of Figures 
 

1.1 Typical data acquisition geometry for ultrasonic NDE .............................. 7 

1.2 Simulated B-scan corresponding to Figure 1.1 ........................................... 7 

1.3 Schematic Representation of time-domain beamforming........................... 8 

1.4 The classic direction of arrival (DOA) estimation problem...................... 10 

1.5 FFT spectra corresponding to a plane wave incident at o0=θ ................ 11 

1.6 FFT spectra for a Gaussian apodised plane wave incident at o0=θ ........ 14 

1.7 A 3-D wavefront incident on a 2-D array ................................................. 15 

1.8 2-D array sampling patterns and their associated beam patterns .............. 16 

 

2.1 3-D co-ordinate system and scattering geometry...................................... 21 

2.2 The region of interest (ROI) in relation to the aperture plane................... 22 

2.3 Penetrable scattering under the Born approximation ................................ 28 

2.4 Impenetrable scattering under the physical optics approximation............ 30 

2.5 Data flow for 2-D field calculation via 3-D convolution.......................... 33 

2.6 Data flow for 2-D field calculation via 2-D convolution.......................... 34 

2.7 An amplitude plot of the 3-D propagation transfer function for λ=z .... 37 

2.8 Two imaging geometries and their corresponding computational grids... 39 

2.9 The real parts of 2-D and 3-D Green's function approximations.............. 41 

2.10 Discrete approximations for time-harmonic incident fields ..................... 43 

2.11 Hypothetical configuration of circular transducer and flat-bottom hole... 47 

2.12 Gaussian weighted velocity pulse and normalised amplitude spectrum... 48 

2.13 Discrete approximations for a circular transducer and flat-bottom hole... 49 

2.14 Comparison of analytical and numerical flat-bottom hole responses ....... 50 

 

3.1 The relationship between projection and its transpose (backprojection) .. 56 

3.2 Discrete approximations to the Laplacian operator (m = 2,3)................... 63 

3.3 The binary entropy function )1,( ppS −  as a function of p ...................... 74 

3.4 Two-dimensional contingency table and normalised marginal data......... 78 



 ix 

3.5 Plan and elevation of objects used in reconstruction simulations............. 83 

3.6 The synthetic pulse used in image reconstruction simulations ................. 83 

3.7 Simulated data at 1.0 MHz and sparse sampling pattern .......................... 84 

3.8 Results of inverse filter (unconstrained least-squares) reconstruction...... 85 

3.9 Results of matched filter image reconstruction......................................... 86 

3.10 Results of minimum-norm least-squares (MNLS) reconstruction ............ 87 

3.11 Results of constrained least-squares (CLS) image reconstruction............ 88 

3.12 Results of broadband CLEAN image reconstruction................................ 89 

3.13 Results of complex-valued MaxEnt image reconstruction ....................... 90 

 

4.1 Typical convergence of the complex-metric Cambridge algorithm ....... 109 

4.2 3-D image consisting of dnn ××  volume elements (voxels) ............... 111 

4.3 Computational complexity of 3-D MaxEnt vs. matched filtering .......... 112 

 

5.1 Arrangement of major equipment for synthetic aperture experiments ... 114 

5.2 Experimental configuration for 2-D synthetic aperture imaging ............ 117 

5.3 B-scan acquired during 2-D synthetic aperture experiments .................. 118 

5.4 Pulse-echo response of a cylindrically focussed transducer ................... 119 

5.5 Images reconstructed from B-scan data for an estimated SNR of 12 dB 120 

5.6 Images reconstructed from B-scan data for an estimated SNR of 6 dB . 122 

5.7 Images reconstructed from under-sampled B-scan data (d = 1.92 mm) . 124 

5.8 Images reconstructed from under-sampled B-scan data (d = 3.84 mm) . 125 

5.9 Test target used for 3-D synthetic aperture imaging experiments .......... 126 

5.10 Pulse-echo response of a spherically focussed transducer...................... 127 

5.11 The real part of the measured 2-D aperture data at 0.93 MHz................ 128 

5.12 Sampling patterns used for 3-D synthetic aperture experiments ............ 129 

5.13 Comparison of images reconstructed from full aperture data................. 132 

5.14 Comparison of images reconstructed from 25 % aperture data .............. 133 

5.15 Comparison of images reconstructed from 6 % random samples........... 134 

5.16 Comparison of images reconstructed from 6 % under-sampled data ..... 135 

5.17 Comparison of images reconstructed from 6 % star sample pattern....... 136 

5.18 Comparison of images reconstructed from 3 % cross sample pattern .... 137 

 

 



 x 

6.1 Electrode configuration of a 2-D orthogonal array ................................. 143 

6.2 Theoretical 2-D impulse response of a 44 ×  orthogonal array .............. 145 

6.3 DFT amplitudes corresponding to the impulse response in Figure 6.2 .. 145 

6.4 Inter-electrode capacitance model for an nn ×  orthogonal array........... 146 

6.5 Variation in row-column impedance with orthogonal array size............ 147 

6.6 Implementation of hybrid sampling in the prototype array .................... 149 

6.7 Cross-section of the prototype bistatic array transducer ......................... 152 

6.8 Magnified views of the orthogonal array film and connections ............. 153 

6.9 Front and rear views of the prototype orthogonal array (intermediate) .. 155 

6.10 Front and rear views of the prototype orthogonal array (completed) ..... 156 

6.11 Schematic diagram of the 128-channel orthogonal array multiplexer .... 157 

6.12 Differential preamplifier used with the prototype orthogonal array ....... 158 

6.13 Front and rear views of the multiplexer and preamplifier board ............ 159 

6.14 A view of the assembled prototype imaging system............................... 160 

6.15 The equipment configuration for the array imaging experiments........... 161 

6.16 The measured pulse-echo response of the array transducer.................... 162 

6.17 The signal from the transmitter tile measured with a hydrophone ......... 163 

6.18 The test targets used in the array imaging experiments .......................... 164 

6.19 Typical orthogonal array data measured at 1.05 MHz............................ 165 

6.20 Normalised 2-D FFT amplitudes for the array data in Figure 6.19 ........ 166 

6.21 Images of target (a) reconstructed from ten discrete frequencies ........... 168 

6.22 Images of target (b) reconstructed from ten discrete frequencies ........... 169 

6.23 Images of target (c) reconstructed from ten discrete frequencies ........... 170 

6.24 Images of target (d) reconstructed from ten discrete frequencies ........... 171 

6.25 Images of target (d) reconstructed from twenty discrete frequencies ..... 173 

6.26 Images of target (d) reconstructed from forty discrete frequencies ........ 174 

6.27 Calculated pressure amplitude 100 mm from the transmitter tile ........... 175 

6.28 Images of target (d) reconstructed using calculated field data................ 176 

6.29 Comparisons of array data with data reconstructed via MaxEnt ........... 178 

 

C.1 Quadrant 1 of the data in Fig. 6.19 with off-axis frequencies removed . 192 

C.2 The original quadrant 1 data zero-padded in the x and y directions ....... 193 

C.3 The result of filtering zero-padded array data as per Figure C.1 ............ 193 



 xi 

 

 

List of Tables 
 

1.1 A comparison of typical aperture sizes of various imaging systems ........ 12 

 

2.1 Exponential forms for the free-space scalar Green's functions (m = 2,3) . 26 

 

3.1 Simulated experimental conditions for algorithm comparison ................. 84 

3.2 Comparison of execution times for simulated 3-D reconstruction ........... 92 

 

5.1 Comparison of execution times for experimental 3-D reconstruction .... 138 

 



 xii 

 

 

List of Abbreviations 
 

ADC   Analogue-to-Digital Converter 

CLS   Constrained Least Squares 

CPU   Central Processing Unit 

DSP   Digital Signal Processing 

DOA   Direction of arrival 

DOF   Degree(s) of Freedom 

EM   Expectation Maximisation 

FFT   Fast Fourier Transform 

FLOPS  Floating Point Operations per Second 

GOF   Goodness of Fit 

LS   Least-Squares 

LMS   Least-Mean-Square 

MAP   Maximum a posteriori 

MNLS   Minimum-Norm Least-Squares 

NDE   Non-Destructive Evaluation 

NMR   Nuclear Magnetic Resonance 

PAD   Positive Additive Distribution 

PRF   Pulse Repetition Frequency 

PSF   Point Spread Function 

PVDF   Polyvinylidene-Fluoride 

RF   Radio Frequency 

ROI   Region of Interest 

ROS   Region of Support 

SAFT   Synthetic Aperture Focussing Technique 

SNR   Signal-to-Noise Ratio 

SVD   Singular Value Decomposition 

TOFD   Time of Flight Diffraction 



 xiii 

 

 

Glossary 
 

A-scan  A broadband waveform representing the Amplitudes of waves 

reflected and diffracted from insonified objects. 

 

Bistatic  A term describing any data acquisition geometry in which the 

transmitter and receiver experience relative motion. 

 

B-scan  An unfocussed (usually two-dimensional) image of reflectivity 

formed by stacking multiple A-scans side by side and rendering the 

positive and negative amplitudes according to a grey scale. 

 

Interrupt  A hardware signal used to temporarily redirect program execution to 

service the occurrence of some asynchronous external event. 

 

Iso-surface An extension of the concept of contour plotting to three dimensions, 

whereby data equalling or exceeding a set of threshold values are 

indicated by a corresponding set of geometric surfaces. 

 

Monostatic Any data acquisition geometry in which the transmitter and receiver 

remain stationary relative to each other. 

 

Multiplexer A device for selecting one or a combination of signals from a large 

number of input signals. 

 

Trigger  A digital signal used to initiate a series of events. 

 

Voxel  An extension of the concept of two-dimensional picture elements 

(pixels) to three-dimensional (volumetric) images. 

 


