
Northumbria Research Link

Citation: Barbier, Maximilien, Beau, Mathieu and Goussev, Arseni (2015) Comparison between two 
models of absorption of matter waves by a thin time-dependent barrier. Physical Review A, 92 (5). 
053630. ISSN 1050-2947 

Published by: American Physical Society

URL: https://doi.org/10.1103/PhysRevA.92.053630 <https://doi.org/10.1103/PhysRevA.92.053630>

This version was downloaded from Northumbria Research Link: http://nrl.northumbria.ac.uk/24848/

Northumbria University has developed Northumbria Research Link (NRL) to enable users to access 
the University’s research output. Copyright © and moral rights for items on NRL are retained by the 
individual author(s) and/or other copyright owners.  Single copies of full items can be reproduced, 
displayed or performed, and given to third parties in any format or medium for personal research or 
study, educational, or not-for-profit purposes without prior permission or charge, provided the authors, 
title and full bibliographic details are given, as well as a hyperlink and/or URL to the original metadata 
page. The content must not be changed in any way. Full items must not be sold commercially in any  
format or medium without formal permission of the copyright holder.  The full policy is available online: 
http://nrl.northumbria.ac.uk/pol  i  cies.html  

This  document  may differ  from the  final,  published version of  the research  and has been made 
available online in accordance with publisher policies. To read and/or cite from the published version 
of the research, please visit the publisher’s website (a subscription may be required.)

                        

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Northumbria Research Link

https://core.ac.uk/display/41074066?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
http://nrl.northumbria.ac.uk/policies.html


ar
X

iv
:1

51
0.

06
99

6v
2 

 [
qu

an
t-

ph
] 

 3
 D

ec
 2

01
5

Comparison between two models of absorption of matter waves by a thin
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We report a quantitative, analytical and numerical, comparison between two models of the in-
teraction of a non-relativistic quantum particle with a thin time-dependent absorbing barrier. The
first model represents the barrier by a set of time-dependent discontinuous matching conditions,
which are closely related to Kottler boundary conditions used in stationary wave optics as a math-
ematical basis for Kirchhoff diffraction theory. The second model mimics the absorbing barrier
with an off-diagonal δ-potential with a time-dependent amplitude. We show that the two models
of absorption agree in their predictions in a semiclassical regime – the regime readily accessible in
modern experiments with ultracold atoms.

PACS numbers: 03.75.-b, 37.10.Vz, 03.65.Nk, 42.25.Fx

I. INTRODUCTION

The concept of matter-wave absorption often proves
valuable in modeling irreversible escape or leakage of a
quantum wave function from a practically “interesting”
part of the system’s Hilbert space into the complemen-
tary, “uninteresting” part. A representative example is
an inelastic atomic (or molecular) collision process, in
which a colliding atom may end up ionized (or a molecule
dissociated), thus becoming invisible for a detector. An
analytical or numerical description of such a process may
be significantly simplified by restricting the full wave
function to a subspace of detectable states, and mimick-
ing its coupling to the complementary subspace of unde-
tectable (ionized or dissociated) states by endowing the
system’s Hamiltonian with such nonhermitian features as
absorbing complex potentials [1] or absorbing boundary
conditions [2–6].

The present study is devoted to a problem of the mo-
tion of a one-dimensional quantum particle in the pres-
ence of a point-like absorber whose absorbing proper-
ties change in the course of time. On a practical side,
this problem models for instance a passage of an atom
through a partially ionizing laser light sheet of time-
dependent intensity. On a more fundamental level, the
problem is a generalization of the celebrated Moshinsky
shutter problem [7–9], which is a paradigm of the the-
ory of quantum transients [10–13]. As first shown by
Moshinsky, a sudden removal of a completely absorb-
ing point-like barrier may give rise to well-pronounced
oscillations of the amplitude of the particle’s wave func-
tion, and the mathematical structure of these oscillations
is closely analogous to that of intensity fringes observed
in optical diffraction of light at apertures with straight
edges. This temporal quantum phenomenon is commonly
referred to as “diffraction in time”. In addition to its
purely theoretical interest, diffraction in time has been
at the heart of many experimental studies [14–18].

Here we consider a one-dimensional quantum particle
characterized by a wave function Ψ(x, t), with x and t de-
noting the spatial coordinate and time respectively. As
we will be dealing with an absorbing system, the norm of
the wave function may generally be smaller than unity,

i.e.,
∫ +∞

−∞
dx |Ψ(x, t)|2 ≤ 1. We assume however that

the initial state Ψ0(x) ≡ Ψ(x, 0) is normalized to unity,∫ +∞

−∞ dx |Ψ0(x)|2 = 1, and is spatially localized, for the

concreteness, to the left of the origin, so that Ψ0(x) = 0
for all x ≥ 0. We further imagine that a point-like barrier
is positioned at x = 0; the barrier is such that it partly
absorbs matter waves passing through it, and that the
proportion of the amount absorbed to the amount trans-
mitted depends on time t. (Below we will present a more
concrete definition of the absorption process.) The cen-
tral aim of the present work is to compare two different
approaches that allow one to evaluate the particle’s wave
function Ψ(x, t) in the transmission region, x > 0, at
time t > 0.

The first approach, which we will refer to as the aper-
ture function model (AFM), was originally devised in
Refs. [19, 20]. It is based on modeling the absorbing bar-
rier by means of discontinuous time-dependent bound-
ary conditions at x = 0, connecting the values of the
wave function and its spatial derivative across the bar-
rier. The main strength of the AFM is that it is exactly
solvable [20]. This quality of the model allows for ac-
curate and essentially analytical evaluation of the part
of the wave function transmitted through the barrier.
In particular, the AFM has been recently used to ad-
vance absorption-based displacement, splitting, squeez-
ing, and cooling of atomic wave packets [21]. An appar-
ent weakness of the AFM however is the absence of a
first-principle derivation of the absorbing boundary con-
ditions. This is why a careful comparison between the
AFM and some first-principle model of time-dependent
absorption is much needed.
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The second approach to the problem, termed here the
delta potential model (DPM), is a time-dependent ex-
tension of an atom-laser system studied in Ref. [22]. In
this model, the moving particle is a two-level atom, with
the internal states labelled |1〉 and |2〉. The atom is re-
garded as detectable (visible) if it is in the internal state
|1〉, and undetectable (invisible or absorbed) if it is in
|2〉. Initially, the atom is detectable, and its total state is
the product state Ψ0(x)|1〉. In the course of its motion,
the atom interacts with a time-dependent off-diagonal δ-
potential, representing an absorbing barrier, whose role
is to mix populations of the internal states |1〉 and |2〉.
As a result of this interaction, the total state of the atom
at time t > 0 will generally be a linear combination of the
two internal states. It is the projection on |1〉 that de-
termines the part of the wave function that has not been
absorbed by the barrier. An important advantage of the
DPM over the AFM is that the former has a solid first-
principle justification. Its main disadvantage however is
that, except for few special cases, the DPM does not
admit analytical treatment, and the transmitted wave
function has to be computed numerically.
In this paper we make a comparison between the AFM

and DPM. We show that in the semiclassical (short-
wavelength) regime the two models agree in their predic-
tions of the wave function transmitted through the bar-
rier. In an atom-optics setting, this semiclassical regime
is of special importance as it covers a wide range of exper-
imentally relevant parameters. Outside the semiclassical
regime however we generally find quantitative discrepan-
cies between the predictions of the two models.
The paper is organized as follows. In Sec. II, we give

a detailed definition of the two models of absorption,
the AFM and DPM, and hypothesize about a connec-
tion between them. A semiclassical justification of the
connection is presented in Sec. III. A numerical study of
the connection, both within and outside the semiclassi-
cal regime, is reported in Sec. IV. Finally, in Sec. V, we
discuss our results and make concluding remarks. Some
technical details are deferred to an appendix.

II. STATEMENT OF THE PROBLEM

In this section we define, in full detail, two mathemat-
ical models describing the motion of a non-relativistic
quantum particle in the presence of a time-dependent
absorbing barrier, and outline our strategy for making a
comparison between them.

A. Aperture function model

We start by summarizing the AFM, originally devel-
oped in Refs. [19, 20]. As specified in Sec. I, we consider
a quantum particle initially described by a wave function
Ψ0(x), which is assumed to be entirely localized on the
half-line x < 0. A time-dependent absorbing barrier is

positioned at x = 0. In a time t > 0, Ψ0(x) evolves into
a wave function ΨAFM(x, t). Below we define the laws
governing this evolution.
In the AFM model, the wave function ΨAFM is taken

to satisfy the time-dependent Schrödinger equation at all
times and everywhere away from the barrier, i.e.,

(
i
∂

∂τ
+

~

2m

∂2

∂x2

)
ΨAFM(x, τ) = 0 (1)

for 0 < τ < t and both x < 0 and x > 0. The relation
between the wave function and its spatial derivative at
x < 0 to those at x > 0 is given by the conditions

ΨAFM(x, τ)
∣∣x=0+

x=0−
= −

[
1− χ(τ)

]
Ψfree(x, τ)

∣∣
x=0

, (2)

∂ΨAFM(x, τ)

∂x

∣∣∣∣
x=0+

x=0−
= −

[
1− χ(τ)

]∂Ψfree(x, τ)

∂x

∣∣∣∣
x=0

,

(3)

satisfied for 0 < τ < t. Here, Ψfree(x, τ) is the result of a
free propagation of the initial state Ψ0(x) through time
τ , i.e.

Ψfree(x, τ) =

∫ +∞

−∞

dx′K0(x− x′, τ)Ψ0(x
′) , (4)

where

K0(ξ, τ) =

√
m

2πi~τ
exp

(
i
mξ2

2~τ

)
(5)

is the free-particle propagator. The real-valued function
χ(τ) is the aperture function of the barrier, and is de-
fined in the following way. The values of χ range be-
tween 0 and 1, with 0 representing the situation when
the barrier absorbs entirely all incident matter waves
(completely absorbing, nontransparent barrier) and 1
corresponding to the unobstructed, free-particle motion
(perfectly transparent barrier). More generally, χ2(τ)
is taken to be an instantaneous (pertinent to the bar-
rier at time τ) transmission probability defined with re-
spect to the initial state Ψ0(x). The matching condi-
tions, given by Eqs. (2) and (3), mimic the action of a
time-dependent absorbing barrier; these conditions are
a time-dependent quantum-mechanical generalization of
the black-screen boundary conditions originally put for-
ward by Kottler as a way of providing a solid mathemati-
cal basis for Kirchhoff diffraction theory [23–25]. Finally,
in addition to the Schrödinger equation, Eq. (1), and the
matching conditions, Eqs. (2) and (3), the wave function
is required to satisfy Dirichlet boundary conditions at
infinity, lim

x→±∞
ΨAFM(x, τ) = 0, and the initial condition

ΨAFM(x, 0) = Ψ0(x).
The main benefit of the AFM, formulated above, is

that it has a unique exact solution, which in the trans-
mission region, for x > 0, can be written as [20]

ΨAFM(x, t) =

0∫

−∞

dx′KAFM(x, x′, t)Ψ0(x
′) (6)
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with

KAFM(x, x′, t) =
1

2

t∫

0

dτ χ(τ)

(
x

t− τ
− x′

τ

)

×K0(x, t− τ)K0(x
′, τ) . (7)

The propagator KAFM admits the following physical in-
terpretation. The amplitude of a particle’s passage from
a point x′ < 0 to a point x > 0 in time t is deter-
mined by a superposition of a continuous family of paths
parametrized by τ . Each of these paths consists of (i) a
free flight from x′ to the barrier in time τ , (ii) a modula-
tion of the amplitude by a factor proportional to the aper-

ture function χ(τ) and the mean velocity 1
2

(
x

t−τ − x′

τ

)
at

which the particle crosses the barrier, and (iii) another
free flight from the barrier to x in the remaining time
t− τ .
Finally, we note that the AFM is conceptually similar

to other analytical approaches devised to describe the
wave function transmission through real, reflecting time-
dependent barriers (see, e.g., Ref. [26–29]). Relation be-
tween quantum propagators for absorbing and reflecting
barriers has been recently discussed in Ref. [30].

B. Delta potential model

In Ref. [22], an exact propagator was obtained describ-
ing the motion of an atom interacting with a point-like,
δ-potential laser whose frequency was in resonance with a
given interatomic transition. (The corresponding prob-
lem for a laser with a semi-infinite spatial extent was
studied in Ref. [31].) Here we formulate an extended
version of the point-like atom-laser interaction model in
which the intensity of the δ-laser is allowed to change in
time in accordance with an externally prescribed proto-
col.
To this end, we consider a two level atom, with the

internal states labelled |1〉 and |2〉. At any time τ , the
full state of the atom can be written as ψ1(x, τ)|1〉 +
ψ2(x, τ)|2〉, with ψ1 and ψ2 representing the spatial parts
of the state. The atom is initially prepared in the state
defined by ψ1(x, 0) = Ψ0(x) and ψ2(x, 0) = 0. In the
course of its time evolution, the atom propagates freely
everywhere in space except for the point x = 0, at which
a barrier is placed. The barrier is represented by an off-
diagonal δ-potential with a time-dependent amplitude,
V (x, τ) = ~Ω(τ)δ(x)

(
|1〉〈2| + |2〉〈1|

)
. The amplitude

Ω(τ) is a positive-valued function of time quantifying the
strength of the atom-laser coupling and directly propor-
tional to the square root of the laser intensity. So, the
time evolution of the full atomic state is governed by the
time-dependent Schrödinger equation

i~
∂

∂τ

(
ψ1

ψ2

)
= HDPM

(
ψ1

ψ2

)
(8)

for 0 < τ < t, where

HDPM = H0 + V (x, τ) (9)

with

H0 = − ~
2

2m

∂2

∂x2

(
1 0
0 1

)
(10)

and

V (x, τ) = ~Ω(τ)δ(x)

(
0 1
1 0

)
. (11)

In addition, the full wave function is subject to
the usual Dirichlet boundary conditions at infinity,
lim

x→±∞
ψ1(x, τ) = 0 and lim

x→±∞
ψ2(x, τ) = 0.

In the context of the DPM, the internal state |1〉 rep-
resents detectable particles, and |2〉 labels particles ab-
sorbed by the barrier. Thus, the atom that at time t
has traversed the barrier and remained in its original in-
ternal state |1〉, or, in other words, the particle that has
survived the absorbing barrier, is described by the wave
function

ΨDPM(x, t) = ψ1(x, t) . (12)

The wave function ΨDPM admits analytical evaluation
only in very few special cases. One such case is that of
a time-independent potential, Ω(τ) = Ω0 [22]. Another
exactly solvable case corresponds to Ω(τ) = Ω1/τ , with
Ω1 being a constant; here, the exact propagator is ob-
tained by first making the substitution ψ± = ψ1 ± ψ2 to
decouple Eq. (8), and then using a known solution for
the problem of a one-dimensional particle in the τ−1δ(x)
potential [32]. However, in general, i.e. for an arbitrary
function Ω(τ), Eq. (8) can only be tackled by means of a
direct numerical integration.

C. Connection between the two models

In this paper we make a quantitative comparison be-
tween ΨAFM(x, t) and ΨDPM(x, t) in the transmission re-
gion, x > 0. The initial wave function of the particle is
taken to be a Gaussian wave packet:

Ψ0(x) =

(
1

πσ2

)1/4

exp

[
− (x− x0)

2

2σ2
+ i

mv0
~

(x − x0)

]
,

(13)
where m is the mass of the particle, x0 and v0 are its
average position and velocity, respectively, and σ is the
spatial extent of the wave packet. Hereinafter we con-
sider x0 < 0, |x0| ≫ σ > 0, and v0 > 0. The reason
for our choice of the initial wave function is twofold. On
the one hand, having Ψ0(x) given by a simple Gaussian
facilitates analytical treatment of the problem. On the
other hand, localized wave packets with a nonzero av-
erage velocity can be routinely generated in laboratory
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experiments with ultracold atoms (see, e.g., Refs. [33–
35]).
In order to compare the two models of absorption,

the AFM and DPM, we first need to specify a relation
χ(τ) = T

(
Ω(τ)

)
connecting the aperture function χ with

the atom-laser coupling strength Ω at any time 0 < τ < t.
Here we do this in the following intuitive way: We take
the function T (Ω0) to be the |1〉-channel transmission
amplitude associated with a plane wave of momentum
mv0 incident upon a δ-barrier of constant strength Ω0.
More concretely, we take Ω(τ) = Ω0 and consider a scat-
tering state solution to Eq. (8) of the form

(
ψ1

ψ2

)
= ei(kx−ωt)





(
1
0

)
+

(
R11

R21

)
e−2ikx if x < 0

(
T11
T21

)
if x > 0

(14)

with k = mv0/~ and ω = mv20/2~. The transmission am-
plitudes, T11 and T21, and the reflection amplitudes, R11

and R21, are found in a standard way by requiring the
wave function to be continuous and to have a discontin-
uous spatial derivative at x = 0. In particular, one can
straightforwardly show that T11 = 1/

[
1+ (mΩ0/~k)

2
]
=

1/
[
1 + (Ω0/v0)

2
]
. We then take the transmission ampli-

tude T11 as a definition of the function T (Ω0), so that,
for a time-dependent δ-barrier, we have

χ(τ) =
1

1 + [Ω(τ)/v0]
2 (15)

for 0 < τ < t.
Equipped with Eq. (15), it is now feasible to compare

the wave functions ΨAFM(x, t) and ΨDPM(x, t) evolved
from the same initial state Ψ0(x), given by Eq. (13). In
Sec. III, we make this comparison analytically in a semi-
classical regime, and in the subsequent section, Sec. IV,
we go beyond the semiclassical regime by numerically
solving Eq. (8) (or, by using exact analytical results when
available) in various experimentally realistic scenarios.
We summarize our results and make concluding remarks
in Sec. V.

III. SEMICLASSICAL REGIME

The aim of this section is to analytically investigate
the validity of Eq. (15) as a proposed connection be-
tween the AFM and DPM. Our analytical calculations
are performed in a semiclassical regime defined with re-
spect to the initial wave packet Ψ0(x), given by Eq. (13)
and characterized by the mean position x0 < 0, mean ve-
locity v0 > 0, and spatial dispersion σ. The semiclassical
regime is detailed by the conditions

σ ≪ |x0| . v0(t− tc) ≪
mσ2v0

~
, (16)

where

tc ≡
|x0|
v0

(17)

denotes the time needed for the corresponding classi-
cal particle to reach the barrier. The first condition
in Eq. (16), σ ≪ |x0|, specifies that the initial wave
packet is well localized around x0, and allows us to ef-
fectively restrict the support of Ψ0(x) to the half-line
x < 0. The other two conditions, |x0| . v0(t − tc) and
v0(t−tc) ≪ mσ2v0/~, ensure that at time t and in the ab-
sence of a barrier the wave packet would be localized well
inside the transmission region, x > 0. Indeed, the two
conditions imply that ~t/mσ2 ≪ 1, which means that
the spatial spreading of the wave packet dictated by the
Uncertainty Principle is negligible during the time t; this
regime is closely related to the so-called frozen Gaussian
approximation [36].
We now want to compare the predictions of the AFM

and DPM in the semiclassical regime defined by Eq. (16).
The wave function ΨAFM(x, t) is related to the initial
state Ψ0(x) through Eqs. (6) and (7). Similarly, in the
DPM, the state ψ1(x, t)|1〉 + ψ2(x, t)|2〉 of the two level
atom is related to its initial state Ψ0(x)|1〉 through

(
ψ1(x, t)
ψ2(x, t)

)
=

∫ 0

−∞

dx′ K̂(x, x′, t)

(
Ψ0(x

′)
0

)
. (18)

Here K̂ is a matrix propagator,

K̂(x, x′, t) =

(
K11(x, x

′, t) K12(x, x
′, t)

K21(x, x
′, t) K22(x, x

′, t)

)
, (19)

whose first component determines the wave function
ΨDPM(x, t):

ΨDPM(x, t) =

∫ 0

−∞

dx′K11(x, x
′, t)Ψ0(x

′) . (20)

In this section, we analytically compare the wave func-
tions ΨAFM(x, t) and ΨDPM(x, t) in two different scenar-
ios. First, in Sec. III A, we address the case of a slowly
varying time-dependent barrier, and, within the semiclas-
sical approximation, find an explicit expression for the
propagator K11(x, x

′, t). Using this expression, we show
that if χ(τ) and Ω(τ) are related to each other through
Eq. (15), the agreement between the two wave functions,
ΨAFM(x, t) and ΨDPM(x, t), is strong in a spatial region
around the center of the corresponding free-particle wave
packet, i.e., around the point x = xt, where the function
xτ is defined as

xτ ≡ x0 + v0τ . (21)

Then, in Sec. III B, we analyze the case of a rapidly (in
fact, instantaneously) varying barrier, and again demon-
strate a strong agreement between the two wave func-
tions in a neighborhood of the point xt. (We quantify
the spatial extent of the neighborhood in Sec. IV.)
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A. Slowly varying barrier

Let us first recall that the full propagator K̂(x, x′, τ)
must obey the time-dependent Schrödinger equation,
Eq. (8). Therefore, the element K11(x, x

′, τ) satisfies
the free-particle time-dependent Schrödinger equation on
both sides of the barrier, i.e.

(
∂2

∂x2
+
i

α

∂

∂τ

)
K11(x, x

′, τ) = 0 for x, x′ 6= 0 , (22)

where α = ~/2m. By definition of a quantum propagator,
K11(x, x

′, τ) is subject to the initial condition

K11(x, x
′, 0+) = δ(x− x′) . (23)

Also, Dirichlet boundary conditions imposed on the wave
function at infinity require

K11(x→ ±∞, x′, τ) = 0 for α = −i|α| . (24)

In addition to Eqs. (23) and (24), we also know one
matching condition at x = 0. Indeed, the spatial con-
tinuity of the wave function implies that K11(x, x

′, τ) is
continuous at x = 0, so that

K11(x, x
′, τ)

∣∣x=0+

x=0−
= 0 . (25)

Therefore, we only lack one additional matching condi-
tion at x = 0 in order to have a well-posed mathematical
problem, uniquely determining K11(x, x

′, τ).

Our strategy is as follows. First, within the semi-
classical regime and under the assumption of a slowly
varying barrier, we find the missing matching condi-
tion satisfied by the spatial derivative of K11 at x = 0.
Second, we solve the resulting mathematical problem
for the propagator, obtaining an explicit expression for
K11(x, x

′, τ). Third, using the expression for the prop-
agator we make a direct comparison between the wave
functions ΨAFM(x, t) and ΨDPM(x, t), finding the two in
good agreement.

1. Matching condition for ∂xK11(x, x
′, τ ) at x = 0

The full propagator K̂(x, x′, τ) satisfies the time-

dependent Schrödinger equation i~ ∂
∂τ K̂ = HDPMK̂ with

HDPM = H0 + V (x, τ), cf. Eqs. (8)–(11). Denoting the
matrix free-particle propagator, corresponding to H0, by

K̂0(x− x′, τ) ≡ K0(x− x′, τ)

(
1 0
0 1

)
, (26)

we use the time-dependent Lippmann-Schwinger equa-

tion [37] to represent K̂(x, x′, τ) as a Dyson series:

K̂(x, x′, τ) = K̂0(x − x′, τ) − i

~

∫ τ

0

dτ1

∫ +∞

−∞

dx′′K̂0(x− x′′, τ − τ1)V (x′′, τ1)K̂(x′′, x′, τ1)

= K̂0(x − x′, τ) − i

∫ τ

0

dτ1K̂0(x, τ − τ1)Ω(τ1)

(
0 1
1 0

)
K̂(0, x′, τ1)

= K̂0(x − x′, τ) +

+∞∑

n=1

K̂(n)(x, x′, τ) , (27)

where

K̂(n)(x, x′, τ) = (−i)n
∫ τ

0

dτn

∫ τn

0

dτn−1 . . .

∫ τ2

0

dτ1K0(x, τ − τn)Ω(τn)

×K0(0, τn − τn−1) . . .Ω(τ2)K0(0, τ2 − τ1)Ω(τ1)K0(x
′, τ1)

(
0 1
1 0

)n

. (28)

We can readily see from Eq. (28) that the element K
(n)
11 (x, x′, τ) ≡

(
K̂(n)(x, x′, τ)

)
11

vanishes for odd n,

K
(n)
11 (x, x′, τ) = 0 for n = 2k + 1 with k ≥ 0 , (29)

and, for even n, is given by

K
(n)
11 (x, x′, τ) = (−i)n

∫ τ

0

dτn

∫ τn

0

dτn−1 . . .

∫ τ2

0

dτ1K0(x, τ − τn)Ω(τn)

×K0(0, τn − τn−1) . . .Ω(τ2)K0(0, τ2 − τ1)Ω(τ1)K0(x
′, τ1) for n = 2k with k ≥ 1 . (30)
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Therefore, in the rest of this section, we treat n as an even integer, i.e, n = 2k with k ≥ 1.

Let us now calculate the partial derivative of K
(n)
11 (x, x′, τ) with respect to x. To this end, we first rewrite Eq. (30)

as

K
(n)
11 (ξn+1, ξ0, τn+1) = (−i)n lim

ξn→0
. . . lim

ξ1→0

∫ τn+1

0

dτn . . .

∫ τ2

0

dτ1




n∏

j=1

Ω(τj)






n∏

j=0

K0(ξj+1 − ξj , τj+1 − τj)


 , (31)

where, in order to simplify the subsequent calculations,
we have introduced ξn+1 ≡ x, ξ0 ≡ x′, τn+1 ≡ τ and
τ0 ≡ 0. Then, differentiating Eq. (31) with respect to
x = ξn+1, and introducing the dimensionless parameters
ǫj ≡ ξj/|x0| and ηj ≡ τj/τ ≡ τj/τn+1, we get, in view of
Eq. (5),

∂

∂x
K

(n)
11 (x, x′, τ)

=
1

|x0|
∂

∂ǫn+1
K

(n)
11 (|x0|ǫn+1, |x0|ǫ0, τn+1ηn+1)

= lim
ǫn→0

. . . lim
ǫ1→0

I(n)(ǫ0, . . . , ǫn+1, ηn+1) (32)

with

I(n)(ǫ0, . . . , ǫn+1, ηn+1) =

∫ ηn+1

0

dηn . . .

∫ η2

0

dη1

× F (η1, . . . , ηn)e
iλφ(η1,...,ηn) , (33)

where λ = mx20/2~τ , the amplitude F is defined as

F (η1, . . . , ηn) = (−i)n
( m

2iπ~

)n+1
2




n∏

j=1

Ω(τηj)




× im|x0|(ǫn+1 − ǫn)

~(ηn+1 − ηn)

τ
n−3
2

√
n∏

j=0

(ηj+1 − ηj)

, (34)

and the phase φ as

φ(η1, . . . , ηn) =

n∑

j=0

(ǫj+1 − ǫj)
2

ηj+1 − ηj
. (35)

We now compute I(n)(ǫ0, . . . , ǫn+1, ηn+1) in the semi-
classical regime, defined by Eq. (16). Keeping in mind
that λ ≫ 1 in the semiclassical regime, we evaluate the
n-dimensional integral in Eq. (33) by using the stationary
phase approximation [37].
First, we find the stationary point η(s) =(
η
(s)
1 , . . . , η

(s)
n

)
, defined by the system of equations

∂φ

∂ηj

∣∣∣∣
(η1,...,ηn) =η(s)

= 0 , (36)

for all 1 ≤ j ≤ n, and the constraint

0 < η
(s)
1 < . . . < η(s)n < 1 . (37)

The condition given by Eq. (37) is needed to ensure the
existence of a neighbourhood of the stationary point η(s)

that is entirely contained inside the integration domain
of Eq. (33). It can be straightforwardly verified that the
unique solution to Eqs. (36) and (37) is

η
(s)
j =

j∑
k=1

|ǫk − ǫk−1|
n+1∑
k=1

|ǫk − ǫk−1|
(38)

for all 1 ≤ j ≤ n.
The stationary phase evaluation of the integral in

Eq. (33) proceeds in the standard way. We restrict the
integration domain to a neighbourhood of the station-
ary point η(s) and replace the phase φ(η1, . . . , ηn) by its

second order Taylor expansion in powers of
(
ηj − η

(s)
j

)
.

Then, assuming that Ω(τ) is a slowly, essentially alge-
braically varying function of time, we replace the func-
tion F (η1, . . . , ηn) by its value at the stationary point,

F
(
η
(s)
1 , . . . , η

(s)
n

)
, and take it outside the n-dimensional

integral in Eq. (33). Finally, extending the integration re-
gion to R

n and performing the n-dimensional Gaussian
integration [38], we obtain

I(n)(ǫ0, . . . , ǫn+1, ηn+1) =

(
2π

λ

)n

2 F (s)eiλφ
(s)+inπ/4

√
det(H)

.

(39)

Here, F (s) ≡ F
(
η
(s)
1 , . . . , η

(s)
n

)
and φ(s) ≡

φ
(
η
(s)
1 , . . . , η

(s)
n

)
are the values of the amplitude

and phase at the stationary point, respectively, and H is
the n-by-n Hessian matrix, with elements defined as

Hjk =
∂2φ

∂ηj ∂ηk

∣∣∣∣
(η1,...,ηn)=η(s)

, (40)

where 1 ≤ j ≤ n and 1 ≤ k ≤ n.
Substituting Eq. (35) into Eq. (40), we see that the

Hessian matrix is symmetric and tridiagonal, and its el-
ements are given by

Hjj = 2

(
n+1∑

k=1

|ǫk − ǫk−1|
)3(

1

|ǫj − ǫj−1|
+

1

|ǫj+1 − ǫj |

)

(41a)
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for all 1 ≤ j ≤ n,

Hj , j+1 = Hj+1 , j = −2

(
n+1∑
k=1

|ǫk − ǫk−1|
)3

|ǫj+1 − ǫj |
(41b)

for all 1 ≤ j ≤ n − 1, and Hjk = 0 for all |j − k| ≥ 2.
The determinant of the Hessian matrix is given by (see
Appendix A for details of the calculation)

det(H) = 2n

(
n+1∑
k=1

|ǫk − ǫk−1|
)3n+1

n+1∏
k=1

|ǫk − ǫk−1|
. (42)

We then use Eqs. (34), (35), (38), and (42) in
Eq. (39), substitute the resulting expression for
I(n)(ǫ0, . . . , ǫn+1, ηn+1) into Eq. (32), and take the limits
ǫ1 → 0, . . ., ǫn → 0 to obtain

∂

∂x
K

(2k)
11 (x, x′, τ) = sgn(x)

m (|x| − x′)

i~τ
(−1)k+1

×K0(|x| − x′, τ)

[
τ2

(|x| − x′)2
Ω

(
x′

x′ − |x| τ
)2
]k

(43)

for all k ≥ 1. Here sgn(x) = x/|x| denotes the sign
function.
Differentiating Eq. (27) with respect to x, and combin-

ing the resulting expression with Eqs. (29), and (43), we
find

∂

∂x
K11(x, x

′, τ) =
∂K0

∂x
+

+∞∑

k=1

∂

∂x
K

(2k)
11 (x, x′, τ)

=
∂K0

∂x
+ sgn(x)

m(|x| − x′)

i~τ
K0(|x| − x′, τ)

×
+∞∑

k=1

(−1)k+1

[
τ2

(|x| − x′)2
Ω

(
x′

x′ − |x| τ
)2
]k

. (44)

Then, Eq. (44) readily gives us the jump of the spatial
derivative at the origin:

∂

∂x
K11(x, x

′, τ)

∣∣∣∣
x=0+

x=0−

= −2
mx′

i~τ
K0(x

′, τ)

+∞∑

k=1

(−1)k+1

[
τ2

x′2
Ω(τ)2

]k
. (45)

Finally, using the identities K0(x
′, τ)mx′/i~τ =

∂xK0(x− x′, τ)|x=0 and
∑+∞

k=1(−1)k+1zk = z/(1+z) for
any z > 0, we rewrite Eq. (45) as

∂

∂x
K11(x, x

′, τ)

∣∣∣∣
x=0+

x=0−
= −κ(x′, τ) ∂

∂x
K0(x− x′, τ)

∣∣∣∣
x=0
(46)

with

κ(x′, τ) =
2

1 +
(

x′

τΩ(τ)

)2 . (47)

Equation (46) constitutes the desired matching condition
for the spatial derivative of the propagator.

2. Derivation of K11(x, x
′, τ )

We now solve the initial-boundary value problem
formed by the time-dependent Schrödinger equation,
Eq. (22), initial condition, Eq. (23), and boundary con-
ditions, Eqs. (24), (25) and (46). Our method of choice
is the method of Laplace transforms. In the rest of this
section, we adopt the following notation for the Laplace
transform of a function f(τ):

f̄(s) = L [f(τ)] =

∫ +∞

0

dτe−sτf(τ) . (48)

Taking the Laplace transform of both sides of Eq. (22),
we obtain

∂2

∂x2
K̄11(x, x

′, s) +
is

α
K̄11(x, x

′, s) =
i

α
δ(x − x′) (49)

for x, x′ 6= 0. The structure of Eq. (49) implies that
K̄11(x, x

′, s) is continuous and ∂
∂xK̄11(x, x

′, s) is discon-
tinuous at x = x′. Therefore, Eq. (49) is equivalent to
the homogeneous equation

∂2

∂x2
K̄11(x, x

′, s) +
is

α
K̄11(x, x

′, s) = 0 (50)

for x, x′ 6= 0 and x 6= x′, with the matching conditions

K̄11(x, x
′, s)

∣∣x=x′+

x=x′−
= 0 (51a)

and

∂

∂x
K̄11(x, x

′, s)

∣∣∣∣
x=x′+

x=x′−

=
i

α
. (51b)

Also, taking the Laplace transform of Eqs. (24), (25), and
(46), we obtain, respectively,

K̄11(x→ ±∞, x′, s) = 0 for α = −i|α| , (51c)

K̄11(x, x
′, s)

∣∣x=0+

x=0−
= 0 , (51d)

and

∂

∂x
K̄11(x, x

′, s)

∣∣∣∣
x=0+

x=0−
= Q̄(s) , (51e)
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where

Q̄(s) = L

[
−κ(x′, τ) ∂

∂x
K0(x − x′, τ)

∣∣∣∣
x=0

]

=
ix′

2α

∫ +∞

0

dτ e−sτκ(x′, τ)
K0(x

′, τ)

τ
. (52)

Equations (50) and (51) uniquely specify the function
K̄11(x, x

′, s).
Recalling that we are only interested in the case of

x′ < 0, we define the following three spatial intervals
(with respect to a fixed value of x′): the first interval R1

is the set of all points x such that −∞ < x < x′, the
second interval R2 corresponds to x′ < x < 0, and the
third interval R3 to 0 < x < +∞. The general solution
of Eq. (50) is given by

K̄11(x, x
′, s) = Aj e

k+x +Bj e
k−x for x ∈ Rj , (53)

where Aj = Aj(x
′, s) and Bj = Bj(x

′, s), with j = 1, 2, 3,
are arbitrary complex valued functions, and k+ and k−
are given by

k± = ± e−iπ4

√
s

α
. (54)

Restricting s to the complex plane branch −π < arg(s) <
π, so that Re (

√
s) > 0, we obtain from Eq. (51c):

B1 = A3 = 0 . (55)

The four remaining conditions, Eqs. (51a), (51b), (51d),
and (51e), lead to the matrix equation




− ek+x′

ek+x′

ek−−x′

0

k+e
k+x′

k+e
k+x′ −k−ek−x′

0

0 −1 −1 1

0 −k+ −k− k−







A1

A2

B2

B3


 =




0
i
α

0

Q̄


 .

(56)

The solution of this matrix equation gives the remaining
coefficients:

A1 =
e−iπ4

2

e−k+x′

√
αs

− ei
π

4

2

√
α

s
Q̄(s) , (57a)

A2 = − ei
π

4

2

√
α

s
Q̄(s) , (57b)

B2 =
e−i π

4

2

e−k−x′

√
αs

, (57c)

B3 =
e−iπ4

2

e−k−x′

√
αs

− ei
π

4

2

√
α

s
Q̄(s) . (57d)

Now we substitute Eqs. (55) and (57) into Eq. (53),
and take the inverse Laplace transform on each of the

three intervals, R1, R3, and R3. Here, we use the fact
that L −1 [exp (−a√s) /√s] = (πτ)−1/2 exp

(
−a2/4τ

)

for Re(a) ≥ 0 [39], and apply the convolution theorem
in computing the inverse Laplace transform of terms of
the form

[
exp (−a√s) /√s

]
Q̄(s) with Re(a) ≥ 0. This

computation shows that the propagator K11(x, x
′, τ) has

the same expression in all three spatial intervals, R1, R3,
and R3, reading

K11(x, x
′, τ) = K0(x − x′, τ)

+
1

2

∫ τ

0

dτ1
x′κ(x′, τ1)

τ1
K0(x, τ − τ1)K0(x

′, τ1) . (58)

3. Comparison between AFM and DPM

We are now in a position to compare the wave functions
ΨAFM(x, t) and ΨDPM(x, t). First we note that in view
of Eqs. (6) and (7) and Eqs. (20) and (58), both wave
functions can be written as

Ψ(x, t) =

∫ t

0

dτ

∫ 0

−∞

dx′FK0(x, t− τ)K0(x
′, τ)Ψ0(x

′) ,

(59)
where ΨAFM is obtained by taking F to be

FAFM(x, x′, τ, t) ≡ 1

2
χ(τ)

(
x

t− τ
− x′

τ

)
(60)

and ΨDPM by taking F to be

FDPM(x, x′, τ, t) ≡ 1

2

[
x

t− τ
− x′

τ
(1− κ(x′, τ))

]

=
1

2




x

t− τ
− x′

τ


1− 2

1 +
(

x′

τΩ(τ)

)2





 . (61)

Here, we have used Eq. (47), along with the integral rep-
resentation of the free-particle propagator

K0(x− x′, t) =

∫ t

0

dτ

2

(
x

t− τ
− x′

τ

)
K0(x, t− τ)K0(x

′, τ)

(62)
obtained from Eq. (7) by taking χ(τ) = 1.
We now show that if the functions χ and Ω are re-

lated through Eq. (15), then the values of ΨAFM(x, t)
and ΨDPM(x, t) are close in the vicinity of the point
x = xt, which is the center of the corresponding free
particle wave packet. Indeed, within the semiclassical
regime specified by Eq. (16) and for the values of x close
to xt, the dominant contribution to the double integral in
Eq. (59) comes from a neighbourhood of the spatial point
x′ = x0, around which the amplitude of Ψ0 is peaked, and
time τ = tc, at which the corresponding classical particle
reaches the barrier. Since the barrier, and so the func-
tion F , is assumed to change in time slowly compared to
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the exponential terms contained in K0 and Ψ0, the func-
tion F (x, x′, τ, t) in Eq. (59) can be effectively replaced
by F (xt, x0, tc, t). In the case of the AFM, we have

FAFM(xt, x0, tc, t) = v0χ(tc) , (63)

while in the case of the DPM,

FDPM(xt, x0, tc, t) =
v0

1 + [Ω(tc)/v0]
2 . (64)

It is now clear that, in view of Eq. (15),

FAFM(xt, x0, tc, t) = FDPM(xt, x0, tc, t) , (65)

and, consequently, ΨAFM(x, t) ≃ ΨDPM(x, t) around the
point x = xt.

B. Moshinsky shutter

We now address a regime opposite to that of a slowly
varying barrier. We consider the case in which the bar-
rier stays completely closed during 0 < τ < tc, opens
instantaneously at time τ = tc, and then remains fully
open during tc < τ < t. In the context of the AFM, this
regime is specified by the aperture function

χ(τ) = Θ(τ − tc) , (66)

where Θ denotes the Heaviside step function. In the lit-
erature, such an instantaneously opening barrier is com-
monly referred to as the Moshinsky shutter (see Ref. [7]
for Moshinsky’s original work). According to Eq. (15),
the atom-laser coupling strength Ω(τ), corresponding to
the aperture function given by Eq. (66), is

Ω(τ) =

{
+∞ , 0 < τ < tc

0 , tc < τ < t
. (67)

Our aim here is to compare the wave packets ΨAFM(x, t)
and ΨDPM(x, t), specified respectively by Eq. (66) and
Eq. (67), in the transmission region, x > 0.
In the AFM case, the wave function can be written as

ΨAFM(x, t) =

∫ 0

−∞

dx′′K0(x− x′′, t− tc)

×
∫ 0

−∞

dx′K0(x
′′ − x′, tc)Ψ0(x

′) . (68)

The equivalence of this composition-property-type rep-
resentation of the wave function and the time-integral
representation given by Eqs. (6), (7), and (66) has been
established in Ref. [19]. Now, within the semiclassical
regime specified by Eq. (16), we first evaluate the inte-
gral over x′ and then the other integral over x′′ to find

ΨAFM(x, t)

=
1

2
Ψfr(x, t)

[
1 + erf

(
ei3π/4

√
m(x− xt)2

2~(t− tc)

)]
, (69)

where erf(·) denotes the error function, and

Ψfr(ξ, τ) =

(
1

πσ2

)1/4

× exp

[
− (ξ − xτ )

2

2σ2
+ i

mv0
~

(ξ − xτ ) + i
mv20τ

2~

]
(70)

is the frozen Gaussian (or nondispersive) approximation
of the free particle wave packet defined by Eq. (4).
We now compute the wave function ΨDPM(x, t) corre-

sponding to Eq. (67). First, we express the full matrix

propagator K̂ as a sequence of two constant potential
propagators:

K̂(x, x′, t) =

∫ +∞

−∞

dx′′ K̂0(x− x′′, t− tc)K̂∞(x′′, x′, tc) ,

(71)

where K̂0 is the matrix free-particle propagator defined
by Eq. (26), and

K̂∞(ξ1, ξ2, τ) = lim
Ω0→+∞

K̂Ω0(ξ1, ξ2, τ) , (72)

where K̂Ω0 denotes the propagator corresponding to a
time-independent coupling frequency Ω(τ) = Ω0. An

exact expression for K̂Ω0 has been derived in Ref. [22],
and reads

K̂Ω0(ξ1, ξ2, τ) = K̂0(ξ1 − ξ2, τ)

− mΩ0

4~

∑

j=±1

ej
mΩ0

~
(|ξ1|+|ξ2|)ei

mΩ2
0

2~ τerfc(zj)

(
j 1
1 j

)

(73)

with

zj = j

√
i
mΩ2

0

2~
τ +

√
m

2i~τ
(|ξ1|+ |ξ2|) . (74)

Here, erfc(·) = 1−erf(·) is the complementary error func-
tion.
We readily see from Eq. (74) that −3π/4 < arg(zj) <

π/4 as long as ξ1, ξ2 6= 0, and also that lim
Ω0→+∞

|zj | = +∞.

Therefore, using the asymptotic expansion [40] erfc(zj) ≃
exp

(
−z2j

)
/
√
πzj in Eq. (73), substituting the resulting

expression into Eq. (72), and taking the limit Ω0 → +∞,
we obtain

K̂∞(ξ1, ξ2, τ) = K̂0(ξ1 − ξ2, τ)− K̂0(|ξ1|+ |ξ2|, τ) . (75)

A substitution of Eq. (75) into Eq. (71) yields the follow-
ing expression for the DPM propagator:

K11(x, x
′, t) = K0(x − x′, t)

−
∫ +∞

−∞

dx′′K0(x− x′′, t− tc)K0(|x′|+ |x′′|, tc) . (76)

The DPM wave function is then obtained by substitut-
ing Eq. (76) into Eq. (20) and evaluating the resulting
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integrals. So, performing the integration over the initial
position x′ and using the semiclassical limit, we get

ΨDPM(x, t) = Ψfr(x, t)

−
∫ +∞

−∞

dx′′K0(x− x′′, t− tc)Ψfr(|x′′|, tc) . (77)

Finally, calculating the integral in Eq. (77), we establish
the following relation between the DPM and AFM wave
functions:

ΨDPM(x, t) = ΨAFM(x, t) + ∆Ψ(x, t) , (78)

where, within the semiclassical regime defined by
Eq. (16),

∆Ψ(x, t) =

(
1

πσ2

)1/4
√

~(t− tc)

2πm(x+ xt)2
eiβ (79)

with β = mx2/2~(t− tc) +mv20tc/2~− 3π/4.
It follows from Eqs. (78) and (79) that the values of

ΨAFM(x, t) and ΨDPM(x, t) are close to each other in the
vicinity of the spatial point x = xt. Indeed, for x close
to xt, we have

|∆Ψ| <
√

~t

mx2t
|ΨAFM| ≪

√
~t

mσ2
|ΨAFM| ≪ |ΨAFM| .

(80)

Far in the tails however, the two wave functions exhibit
different behavior. Indeed, an asymptotic expansion of
the right-hand side in Eq. (69) shows that |ΨAFM|2 ∼
1/x2 as x → ±∞, whereas the corresponding expansion
of Eq. (78), with Eqs. (69) and (79) taken into account,
yields |ΨDPM|2 ∼ 1/x4 as x→ ±∞.

The analysis presented in this section only establishes
agreement between the predictions of the AFM and DPM
in a narrow spatial region centered around the point
x = xt, the point specifying the location of the corre-
sponding freely-propagating classical particle at time t.
In the next section, Sec. IV, we strengthen our state-
ment by numerically demonstrating that the agreement
between the two models holds in a much broader spatial
region.

IV. NUMERICAL RESULTS

In this section we numerically evaluate the wave func-
tions ΨAFM(x, t) and ΨDPM(x, t), and investigate the va-
lidity of the relation between χ and Ω, Eq. (15), in both
the semiclassical and deep quantum regimes. We begin
by outlining our strategy.
In our numerical study, we focus on two different mea-

sures of similarity between the wave functions. The first
one, the so-called fidelity, is an overlap between ΨAFM

and ΨDPM on a spatial interval 0 < xA < x < xB at a

fixed time t > 0. Denoted by M , the fidelity is defined
as

M(t) ≡

∣∣∣
∫ xB

xA
dxΨ⋆

AFM(x, t)ΨDPM(x, t)
∣∣∣
2

PAFM(t)PDPM(t)
, (81)

where

PAFM,DPM(t) ≡
∫ xB

xA

dx |ΨAFM,DPM(x, t)|2 (82)

represents the probability of finding the particle inside
the interval xA < x < xB at time t, as predicted by the
AFM or DPM, respectively. The interval boundaries, xA
and xB , are numerical parameters, and will be further
chosen such that the interval contains the dominant part
of the transmitted wave function. By construction, the
fidelity takes values between 0 and 1. M(t) = 0 means
that the two wave functions are mutually orthogonal at
time t, and so completely different from one another. On
the other hand, M(t) = 1 is reached whenever the func-
tional form of ΨAFM is identical to that of ΨDPM up to
an arbitrary normalization constant.
Since the fidelity, as defined by Eq. (81), is insensitive

to the global amplitudes of ΨAFM and ΨDPM, we use the
probability ratio

R(t) ≡ PDPM(t)

PAFM(t)
(83)

as our second tool to compare the AFM and DPM wave
functions. It is worth nothing that R merely compares
the overall probabilities of finding the particle inside the
region xA < x < xB at time t as predicted by the AFM
and the DPM, and thus complements the fidelity test.
In this section we numerically evaluate the fidelity,

M(t), and probability ratio, R(t), in four atom-barrier
systems that differ from each other only by the mass
of the atom. More specifically, we consider the dynam-
ics of the alkali atoms 7Li, 23Na, 41K, and 87Rb, which
are routinely used in modern ultracold atom-optics ex-
periments. The atomic masses are mLi = 7.016003 u,
mNa = 22.989767 u, mK = 40.961825 u, and mRb =
86.9091805 u, respectively. Other parameters are the
same for all four systems, and have the following values.
The initial wave packet, defined by Eq. (13), is charac-
terized by the initial position (with respect to the po-
sition of the barrier) x0 = −0.15 mm, spatial dispersion
σ = 30 µm, and average velocity v0 = 3 mm/s. The total
propagation time is taken to be t = 100 ms. These pa-
rameter values imply the classical barrier crossing time
tc = 50 ms = t/2 and the final position of the unper-
turbed classical particle xt = 0.15 mm = |x0|. We note
that the chosen parameter values are comparable to val-
ues in real laboratory experiments [33–35].
It can be easily seen that while the parameters of

the heaviest (rubidium) system satisfy the semiclassical
regime conditions, given by Eq. (16), the parameters of
the lightest (lithium) system do not. Indeed, in the case
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of 87Rb, we have mRbσ
2v0/~ ≃ 3.7 mm, which is more

than 20 times larger than v0(t − tc) = 0.15 mm; on the
other hand, in the case of 7Li, we have mLiσ

2v0/~ ≃
0.3 mm, which is comparable to v0(t − tc) = 0.15 mm.
Thus, by decreasing the mass of the moving particle
from mRb to mLi we can test the agreement between the
AFM and DPM both within and outside the semiclassical
regime.
Now, having specified the numerical values of all sys-

tem parameters, and equipped with Eq. (15), we eval-
uate and compare the wave functions ΨAFM and ΨDPM

in four different scenarios. First, we consider the case
of a time-independent barrier given by Ω(τ) = Ω0 and

χ(τ) = χ0 =
[
1 + (Ω0/v0)

2
]−1

. Second, we address the
exactly solvable case of a slowly (algebraically) varying
barrier characterized by Ω(τ) = Ω1/τ . Third, we ad-
dress barriers whose transparency changes exponentially
in time. And finally, we take a closer look at the instan-
taneous shutter case, previously discussed in Sec. III B.

A. Time-independent barrier

We begin by considering the simplest scenario in which
χ(τ) = χ0 and Ω(τ) = Ω0, where χ0 and Ω0 are con-
stants related to each other by Eq. (15), i.e., χ0 =[
1 + (Ω0/v0)

2
]−1

. In this case, the AFM wave func-
tion is simply an attenuated free-particle Gaussian wave
packet, ΨAFM = χ0Ψfree, with Ψfree defined by Eq. (4).
The DPM wave function can be obtained from Eq. (20)

by taking K11 =
(
K̂Ω0

)
11
, where K̂Ω0 is the exact DPM

propagator given by Eq. (73).
Our definitions of the fidelity and probability ratio,

given by Eqs. (81) and (83), respectively, depend on
the integration region xA < x < xB. Here, we choose
xA = xt − 4(∆x)t and xB = xt + 4(∆x)t, where

(∆x)t =
(
σ/

√
2
)√

1 + (~t/mσ2)2 is the position uncer-
tainty of the free-particle wave packet, Ψfree, at time t.
This choice guarantees that the comparison between the
AFM and DPM wave functions is performed on a very
broad spatial interval centered around the classically ex-
pected position of the particle. For the parameter val-
ues specified above, we have (∆x)t ≃ 30.1 µm for 7Li,
22.2 µm for 23Na, 21.5 µm for 41K, and 21.3 µm for
87Rb.
Figure 1(a) shows the values of the fidelity and prob-

ability ratio deviations from 1, (1 − M) and |1 − R|,
respectively, maximized over the wide range of barrier
strengths 0 ≤ Ω0 ≤ 100v0. We clearly see that the agree-
ment between ΨAFM and ΨDPM significantly improves –
maxΩ0(1 −M) and maxΩ0 |1 − R| decrease by over two
orders of magnitude – as the atomic mass increases from
mLi to mRb. On a more practical side, in the cases of
potassium and rubidium, the wave functions predicted
by the AFM and DPM appear to be almost indistin-
guishable: already for potassium, M and R deviate from
1 by less than 0.1%.
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FIG. 1. (Color online) Maximal deviations of the fidelity M
(red squares) and probability ratio R (blue circles) from 1 for
four different alkali atoms. (a) The data represent the case
of a time-independent barrier with Ω(τ ) = Ω0; the maximal
deviations are computed with respect to Ω0. (b) The data
correspond to Ω(τ ) = Ω1/τ ; the maximal deviations are com-
puted with respect to Ω1. See text for all parameter values.

B. Algebraic barrier

As our first example of a time-dependent barrier, we
consider the scenario in which the atom-laser interaction
is inversely proportional to time, i.e., Ω(τ) = Ω1/τ . The
DPM in this case is exactly solvable. Indeed, introducing
ψ± = ψ1 ± ψ2 one rewrites Eq. (8) as two uncoupled
Schrödinger equations for a single-channel potential of
the form τ−1δ(x). The latter problem has been solved
in Ref. [32]. Using this solution, we obtain the following
expression for the full propagator of the DPM:

K̂(x, x′, τ) = K̂0(x− x′, τ)

− Ω1

Ω2
1 + x′2

K0(|x|+ |x′| , τ)
(

Ω1 i|x′|
i|x′| Ω1

)
. (84)

We compute the DPM wave function by substituting

the first element of the matrix propagator K̂,

K11(x, x
′, τ) = K0(x− x′, τ)− Ω2

1

Ω2
1 + x′2

K0(|x|+ |x′|, τ) ,
(85)

into Eq. (20), and evaluating the resulting integral nu-
merically. The corresponding AFM wave function is ob-
tained from Eqs. (6) and (7) by taking χ(τ) =

[
1 +

(Ω1/v0τ)
2
]−1

, in accordance with Eq. (15). As in the
time-independent case of Sec. IVA, the fidelity and prob-
ability ratio are computed by taking xA = xt − 4(∆x)t
and xB = xt + 4(∆x)t.
Figure 1(b) shows maxΩ1(1 − M) (red squares) and

maxΩ1 |1 − R| (blue circles) corresponding to the range
0 ≤ Ω1 ≤ 100v0tc. Once again, we observe the agreement
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between the predictions of the AFM and DPM improve as
the mass of the atom increases. In particular, in the case
of rubidium, the fidelity and probability ratio deviate
from 1 by less than 0.1%.

C. Exponential barriers

We now consider absorbing barriers whose aperture
function χ(τ) exhibits exponential dependence on time
on some intervals. As recently shown in Ref. [21], such
barriers can be efficiently used to manipulate, e.g., shift,
split, or squeeze, the spatial wave function of the trans-
mitted particle. Here, we consider three different sce-
narios defined by the aperture functions presented in
Figs. 2(a)–2(c). The corresponding atom-laser interac-
tion strengths are computed using Eq. (15) and shown in
Figs. 2(d)–2(f). The AFM wave function is calculated by
evaluating the integrals in Eqs. (6) and (7). The DPM
wave function is obtained by solving the time-dependent
Schrödinger equation, Eqs. (8)–(11), numerically, using a
Crank-Nicolson algorithm [41].

Figure 3 shows the probability densities |ΨAFM(x, t)|2
(solid curves) and |ΨDPM(x, t)|2 (dash-dotted curves) for
all four atoms as functions of x. Blue curves correspond
to the barrier defined by χ(τ) = min

{
χ>(τ), 1

}
, with

χ>(τ) = exp[γ(τ−3tc/2)] and γ = 100 s−1 [see Figs. 2(a)
and 2(d)]. Red curves correspond to the barrier defined
by χ(τ) = min

{
χ<(τ), 1

}
, with χ<(τ) = exp[γ(τ−tc/2)]

and γ = −100 s−1 [see Figs. 2(b) and 2(e)]. The dotted
green curve represents the scaled probability density of
the free-particle Gaussian wave packet, 0.02 |Ψfree(x, t)|2,
that would be observed in the absence of a barrier, i.e., for
γ = 0. The effect of the barrier is to shift the transmitted
wave packet by the distance ∆ ≃ −γσ2/v0 with respect
to the position of the freely evolved Gaussian [21].

Figure 4 shows the probability densities predicted by
the AFM (solid red curve) and DPM (dash-dotted blue
curve) for the barrier defined by χ(τ) = min

{
χ∧(τ), 1

}
,

with χ∧(τ) ≡ cosh[γ(τ − tc)]/ cosh(γtc/2) and γ =
225 s−1 [see Fig. 2(c) and 2(f)]. For reference, the dotted
green curve shows the scaled probability density of the
free-particle Gaussian wave packet, 0.003 |Ψfree(x, t)|2.
The effect of the barrier is to spatially split the transmit-
ted wave packet in two as compared to the freely evolved
Gaussian wave packet.

As in the examples considered in Secs. IVA and IVB,
we observe in Figs. 3 and 4 that the agreement between
the AFM and DPM quickly improves as the atomic mass
is increased. More quantitatively, the values of (1 −M)
and |1−R| decrease by approximately two orders of mag-
nitude as we go from the case of lithium to that of ru-
bidium.

D. Moshinsky shutter

We conclude this section by considering the case of
the Moshinsky shutter, i.e. an instantaneously opening
barrier with the aperture function defined by Eq. (66).
As in the previous examples, ΨAFM is calculated by using
Eqs. (6) and (7), whereas ΨDPM is obtained from Eq. (20)
with the propagator K11 given by Eq. (76).
Figure 5 shows the probability densities |ΨAFM|2

(solid red curve), |ΨDPM|2 (dash-dotted blue curve), and
|Ψfree|2 (dotted green curve) as functions of the posi-
tion x. The Moshinsky barrier induces oscillations of
the probability density of the transmitted wave packet
as compared to that of a freely evolved Gaussian. These
oscillations get more and more pronounced as the mass
of the atom increases.
In accord with all other examples of this section, we

find better agreement between the predictions of the
AFM and DPM for heavier (more semiclassical) atoms.
In particular, the deviation of the fidelity from 1, (1−M),
decreases by approximately 14 times as we go from the
lithium to the rubidium system; the deviation of the
probability ratio, |1−R|, decreases by approximately 17
times.

V. SUMMARY AND CONCLUSION

In this paper we compared two different theoretical
descriptions of the motion of a quantum particle, e.g.,
an atom, through a time-dependent absorbing point-
like barrier, e.g., a sheet of laser light with a time-
dependent intensity. The first one, the aperture function
model (AFM), represents the barrier by a set of time-
dependent discontinuous matching conditions of Kottler
type, Eqs. (2) and (3). The key ingredient of the model
is a time-dependent transmission amplitude χ(τ), enter-
ing the matching conditions. The main advantage of the
AFM is that it allows for an explicit integral expression
of the quantum propagator, Eq. (7). The second de-
scription, the delta potential model (DPM), represents
the barrier by an off-diagonal δ-potential with a time-
dependent amplitude Ω(τ), Eq. (11). The DPM is a time-
dependent generalization of the stationary atom-laser in-
teraction model addressed in Ref. [22]. To date, only
few exactly solvable cases of the DPM are known, exam-
ples being the systems characterized by Ω(τ) = constant
and Ω(τ) = constant/τ . In general, the DPM has to
be solved by numerically integrating the time-dependent
Schrödinger equation, Eqs. (8)–(11).
Here, we have found a way of mapping the two mod-

els onto one another in the semiclassical regime. More
concretely, we have shown that, in the transmission re-
gion, the wave functions predicted by the AFM and DPM
are in good agreement with each other provided that
the aperture function χ and the amplitude Ω are re-
lated through Eq. (15). The agreement improves as the
mass of the moving particle increases, i.e. as the sys-



13

0.00 0.05 0.10
τ (s)

0.0

0.5

1.0

χ

χ> (τ )

(a)

0.00 0.05 0.10
τ (s)

0.0

0.5

1.0

χ

χ< (τ )

(b)

0.00 0.05 0.10
τ (s)

0.0

0.5

1.0

χ

χ∧ (τ )

(c)

0.00 0.05 0.10
τ (s)

0.00

0.07

0.14

Ω
(m

/
s)

Ω> (τ )

(d)

0.00 0.05 0.10
τ (s)

0.00

0.07

0.14

Ω
(m

/
s)

Ω< (τ )

(e)

0.00 0.05 0.10
τ (s)

0.00

0.07

0.14

Ω
(m

/
s)

Ω∧ (τ )

(f)

FIG. 2. (Color online) Aperture function χ(τ ) and the corresponding atom-laser interaction strength Ω(τ ) in three different
scenarios. (a) χ(τ ) = min

{

χ>(τ ), 1
}

, with χ>(τ ) ≡ exp[γ(τ − 3tc/2)] and γ = 100 s−1, (b) χ(τ ) = min
{

χ<(τ ), 1
}

, with

χ<(τ ) ≡ exp[γ(τ − tc/2)] and γ = −100 s−1, (c) χ(τ ) = min
{

χ∧(τ ), 1
}

, with χ∧(τ ) ≡ cosh[γ(τ − tc)]/ cosh(γtc/2) and

γ = 225 s−1, (d) Ω(τ ) = Ω>(τ ) ≡ v0
√

1/χ>(τ )− 1 for τ < 3tc/2, and Ω(τ ) = 0 for τ ≥ 3tc/2, (e) Ω(τ ) = 0 for τ ≤ tc/2, and

Ω(τ ) = Ω<(τ ) ≡ v0
√

1/χ<(τ )− 1 for τ > tc/2, and (f) Ω(τ ) = Ω∧(τ ) ≡ v0
√

1/χ∧(τ )− 1 for |τ − tc| < tc/2, and Ω(τ ) = 0 for
|τ − tc| ≥ tc/2.

tem becomes more semiclassical. Our conclusion is based
on both asymptotic analytical calculations, presented in
Sec. III, and a detailed numerical investigation of four
particle-barrier systems with experimentally realistic pa-
rameters, reported in Sec. IV.
Time-dependent absorbing barriers may be realized in

atom-optics laboratory experiments. Recently, such bar-
riers were identified as a promising tool for engineering
and reshaping (e.g., shifting, splitting, squeezing, and
cooling) of atomic wave packets [21]. The main prac-
tical value of the present study is that we have extended
the range of theoretical tools appropriate for investigat-
ing and making quantitative predictions related to light-
based manipulation of atomic wave functions. In future,
it would be interesting to construct and explore other
representations of time-dependent point-like absorbing
barriers, some promising candidates being the imaginary
δ-potential [42], and generalized point interactions of the
form c1δ(x) + c2δ

′(x) [43, 44].
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Appendix A: Derivation of Eq. (42)

We start by rewriting the Hessian, given by Eq. (41),
in the matrix form

H = 2

(
n+1∑

k=1

|ǫk − ǫk−1|
)3

A , (A1)

where

A =




b1 c1 0 · · · · · · 0

a2
. . .

. . .
. . .

...

0
. . .

. . .
. . .

. . .
...

...
. . .

. . .
. . .

. . . 0
...

. . .
. . .

. . . cn−1

0 · · · · · · 0 an bn




(A2)

with

aj = − 1

|ǫj − ǫj−1|
, 2 ≤ j ≤ n , (A3a)

bj =
1

|ǫj − ǫj−1|
+

1

|ǫj+1 − ǫj|
, 1 ≤ j ≤ n , (A3b)

and

cj = − 1

|ǫj+1 − ǫj|
, 1 ≤ j ≤ n− 1 . (A3c)
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FIG. 3. (Color online) Probability densities |ΨAFM|2 (solid curves) and |ΨDPM|2 (dash-dotted curves) for (a) 7Li, (b) 23Na,
(c) 41K and (d) 87Rb as functions of the position x. Blue curves correspond to the barrier specified in Figs. 2(a) and 2(d).
Red curves correspond to the barrier specified in Figs. 2(b) and 2(e). The dotted green curve represents the scaled probability
density of the corresponding free-particle wave packet.
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FIG. 4. (Color online) Probability densities |ΨAFM|2 (solid red curve) and |ΨDPM|2 (dash-dotted blue curve) for (a) 7Li, (b)
23Na, (c) 41K and (d) 87Rb as functions of the position x. The curves correspond to the barrier specified in Figs. 2(c) and 2(f).
The dotted green curve represents the scaled probability density of the corresponding free-particle wave packet.

It follows immediately from Eq. (A1) that

det(H) = 2n

(
n+1∑

k=1

|ǫk − ǫk−1|
)3n

det(A) . (A4)

In order to find det(A) we use an LU decomposition of
the matrix A. That is, we express A as

A = LU , (A5)

where

L =




1 0 0 · · · · · · 0

L2
. . .

. . .
. . .

...

0
. . .

. . .
. . .

. . .
...

...
. . .

. . .
. . .

. . . 0
...

. . .
. . .

. . . 0
0 · · · · · · 0 Ln 1




(A6)
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FIG. 5. (Color online) Probability densities |ΨAFM(x, t)|2 (solid red curve) and |ΨDPM(x, t)|2 (dash-dotted blue curve) for
(a) 7Li, (b) 23Na, (c) 41K and (d) 87Rb evaluated for the case of the Moshinsky shutter, Eq. (66). The dotted green curve
represents the probability density of the corresponding free-particle wave packet.

and

U =




U1 c1 0 · · · · · · 0

0
. . .

. . .
. . .

...

0
. . .

. . .
. . .

. . .
...

...
. . .

. . .
. . .

. . . 0
...

. . .
. . .

. . . cn−1

0 · · · · · · 0 0 Un




. (A7)

Substituting Eqs. (A2), (A6), and (A7) into Eq. (A5), we
see that the (2n − 1) matrix elements Lj and Uj must
satisfy the following (2n− 1) equations:




U1 = b1
Lj+1Uj = aj+1 , 1 ≤ j ≤ n− 1
Lj+1cj + Uj+1 = bj+1 , 1 ≤ j ≤ n− 1

. (A8)

Solving this system of equations, we find

Lj = −

j−1∑
k=1

|ǫk − ǫk−1|
j∑

k=1

|ǫk − ǫk−1|
(A9)

for all 2 ≤ j ≤ n, and

Uj =

j+1∑
k=1

|ǫk − ǫk−1|

|ǫj+1 − ǫj |
j∑

k=1

|ǫk − ǫk−1|
(A10)

for all 1 ≤ j ≤ n.
It is now straightforward to compute the determinant

of A. In view of Eqs. (A5), (A6) and (A7), we have

det(A) = det(L)det(U) =
n∏

j=1

Uj , (A11)

and thus, using Eq. (A10),

det(A) =

n+1∑
k=1

|ǫk − ǫk−1|
n+1∏
k=1

|ǫk − ǫk−1|
. (A12)

Finally, combining Eq. (A4) and (A12), we arrive at the
final result, Eq. (42).
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[29] E. Torrontegui, J. Muñoz, Y. Ban, and J. G. Muga,
“Explanation and observability of diffraction in time,”
Phys. Rev. A 83, 043608 (2011).

[30] M. Beau and T. C. Dorlas, “Three-dimensional quantum
slit diffraction and diffraction in time,” Int. J. Theor.
Phys. 54, 1882–1907 (2015).

[31] B. Navarro, I. L. Egusquiza, J. G. Muga, and G. C.
Hegerfeldt, “Suppression of Rabi oscillations for moving
atoms,” Phys. Rev. A 67, 063819 (2003).

[32] G. Scheitler and M. Kleber, “On the adiabaticity of con-
tinum states: tunnelling through a time-dependent bar-
rier,” Z. Phys. D 9, 267–271 (1988).

[33] C. M. Fabre, P. Cheiney, G. L. Gattobigio, F. Vermer-
sch, S. Faure, R. Mathevet, T. Lahaye, , and D. Guéry-
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