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ABSTRACT: Cold pools are mesoscale features that are key for understanding the organization of convection, but are

insufficiently captured in conventional observations. This study conducts a statistical characterization of cold-pool passages

observed at a 280-m-high boundary layer mast in Hamburg (Germany) and discusses factors controlling their signal

strength. During 14 summer seasons 489 cold-pool events are identified from rapid temperature drops below 22K asso-

ciated with rainfall. The cold-pool activity exhibits distinct annual and diurnal cycles peaking in July and midafternoon,

respectively. The median temperature perturbation is 23.3 K at 2-m height and weakens above. Also the increase in hy-

drostatic air pressure and specific humidity is largest near the surface. Extrapolation of the vertically weakening pressure

signal suggests a characteristic cold-pool depth of about 750m. Disturbances in the horizontal and vertical wind speed

components document a lifting-induced circulation of air masses prior to the approaching cold-pool front. According to a

correlation analysis, the near-surface temperature perturbation is more strongly controlled by the pre-event saturation

deficit (r520.71) than by the event-accumulated rainfall amount (r520.35). Simulating the observed temperature drops

as idealized wet-bulb processes suggests that evaporative cooling alone explains 64%of the variability in cold-pool strength.

This number increases to 92% for cases that are not affected by advection of midtropospheric low-Qe air masses under

convective downdrafts.

SIGNIFICANCE STATEMENT: Cold pools are areas of cool and dense air underneath precipitating clouds that often

trigger new convection as they spread outward. Although cold pools are key for correctly representing convection in

numerical simulations, their observational characterization is insufficient, focusing on few cases and surface measure-

ments. We analyze meteorological observations of nearly 500 cold-pool passages sampled during 14 years at a 280-m-

high mast in Hamburg (Germany). The robust data basis shows that the typical temperature perturbation associated

with cold pools is only23.3K and weakens with height. The surface temperature signal is mainly driven by evaporative

cooling of below-cloud air by rainfall, whereby the saturation deficit is a much better predictor than the often used

precipitation amount.

KEYWORDS: Convective-scale processes; Cold pools; In situ atmospheric observations; Updrafts/downdrafts;

Evaporation

1. Introduction

Cold pools are mesoscale areas of cool downdraft air that

form through evaporation underneath precipitating clouds.

The importance of cold pools for the variability of convective

precipitation is a long-standing topic in the literature. Many

studies have described a variety of dynamical and thermody-

namical processes that relate cold pools to the formation and

organization of convection. As the negatively buoyant air of a

cold pool horizontally propagates on Earth’s surface as a

density current, its leading edge represents a preferred region

for the initiation of secondary convection. While one factor is

the mechanical lifting of less dense air ahead of the cold-pool

front, the interplay between cold pools and vertical wind shear

also has a strong impact on the organization and hence life

cycle of convective squall lines (Rotunno et al. 1988; Grant

et al. 2018). Furthermore, the modification of the near-surface

moisture field by cold pools is thought to be important for the

life cycle of convection. Studies on numerical simulations of

oceanic cold pools identified their leading edge as a region of

enhanced moisture in the lower troposphere, where secondary

updrafts are preferably triggered (e.g., Tompkins 2001; Feng

et al. 2015; Torri et al. 2015). However, those cold-pool mois-

ture rings are rarely found in observational data (De Szoeke

et al. 2017; Chandra et al. 2018) and their primary origin is still

under debate (Langhans and Romps 2015; Schlemmer and

Hohenegger 2016; Zuidema et al. 2017).

Khairoutdinov and Randall (2006) proposed that cold pools

particularly favor the transition from shallow to deep convec-

tion, since they support the formation of large convective

clusters that are less affected by entrainment of drier envi-

ronmental air. In this context, Schlemmer and Hohenegger

(2014), Schlemmer and Hohenegger (2016), and Haerter and

Schlemmer (2018) argued that the modification of surface

fluxes and moisture fields by cold pools supports this positive

feedback loop and the subsequent organization of convective

clouds into larger clusters. As a consequence, the representa-

tion of cold-pool characteristics and dynamics is a critical

component for correctly simulating the diurnal cycle of pre-

cipitation (Rio et al. 2009; Boeing et al. 2012; Kurowski

et al. 2018).
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Cold pools are short-lived phenomena that lead to rapid

perturbations in various meteorological parameters. A large

number of studies have investigated cold-pool characteristics

based on model simulations with a spatial resolution of,1 km.

Such simulations are able to explicitly resolve the scale of

convective clouds. However, observational evidence is essen-

tial for validating simulated cold-pool properties and related

processes. Several observational studies have aimed to char-

acterize the signal of cold pools in different climatological

conditions. In the analysis of selected outflow passages in tower

measurement data inOklahoma, Goff (1976) found a sequence

of typical disturbances in meteorological parameters for dif-

ferent thunderstorm life cycle stages. This includes a mean

hydrostatic pressure rise of 2.5 hPa, followed by wind gusts of

12.8m s21 associated with a rapid shift in wind direction and a

potential temperature drop of 4.3 K, occurring within 35min

prior to the onset of rainfall. Engerer et al. (2008) reported

pressure increases between 3.2 and 4.5 hPa, potential temper-

ature deficits between 5.4 and 11K and wind gusts of at least

15m s21 associated with the passage of outflows from meso-

scale convective system (MCS) storms as seen in Oklahoma

Mesonet stations. Similar analyses for locations in northern

Africa can be found in Redl et al. (2015) and Provod et al.

(2016). Furthermore, there exists strong observational evi-

dence for generally much weaker signals of cold pools forming

in tropical oceanic environments compared to continental

midlatitude conditions (Terai andWood 2013; Feng et al. 2015;

De Szoeke et al. 2017; Vogel 2017).

There have also been numerous efforts to identify factors

controlling the thermodynamical properties of cold pools. In

an early study, Fujita (1959) assigned the cold-air production to

evaporation of precipitation in mesoscale thunderstorm sys-

tems based on surface and airborne observations over several

locations in the United States. He found the total density in-

crease by evaporation in the subcloud layer and the associated

hydrostatic pressure rise to be proportional to the surface

rainfall. Barnes and Garstang (1982) used radar and in situ

measurements over the tropical Atlantic to derive a precipi-

tation threshold of 2mmh21 to distinguish between non-

penetrative downdrafts that are associated with light rainfall

and mainly cool and moisten the subcloud layer, and pene-

trative downdrafts that rain heavily and import lower moist

static energy from above cloud base into the surface layer.

By affecting evaporative cooling and the characteristics of

downdraft air masses, the atmospheric profile critically

affects the strength of a cold pool. Warm and dry boundary

layers support strong cooling rates by rain evaporation,

which is usually more important for continental convec-

tion. The relationship between cold-pool strength and

midtropospheric conditions is less straightforward. Dry air

supports the formation of downdrafts through entrainment

and subsequent evaporation of midlevel air, which tends to

strengthen updrafts and increase the condensate mass

available for evaporation (Markowski and Richardson

2010; Böeing et al. 2012; Feng et al. 2015). The actual

evaporative cooling also depends on the type of hydrometeors,

e.g., rain versus ice particles, which in turn strongly depends on

the present thermodynamical conditions (Engerer et al. 2008;

Li et al. 2015). Turbulent mixing of environmental air into the

cold pool and erosion by surface heat fluxes finally contribute

to its dissipation (Ross et al. 2004; Gentine et al. 2016; Grant

and van den Heever 2016, 2018).

Considering the variety and complexity of parameters acting

on the thermodynamics of cold pools, the identification of

dominant processes determining their observed properties is a

challenging task that has not been satisfactorily addressed yet.

In the present study we use a multiyear observational dataset

to provide a robust characterization of continental cold pools.

Unlike existing studies, we do not restrict our analysis to pre-

selected events from specific types of convection, which tend to

be biased toward strong and less frequent events, but include

cold pools from a wide range of meteorological conditions.

Furthermore, we aim to quantitatively estimate the relevance

of the prevailing atmospheric conditions for explaining the

observed variability in the near-surface temperature signal and

disentangle the impact of evaporative cooling and convective

import of upper-level air masses. The presented results could

serve as a reference dataset for modeled cold-pool properties

in state-of-the-art large-eddy simulations (LES) and provide

guidance for the identification of potential model biases. The

study is structured as follows: after introducing the used dataset

and appliedmethod for cold-pool identification in section 2, we

discuss the signal characteristics of the observed events in

section 3. In section 4 we focus on the factors controlling the

cold-pool strength, followed by a summary of the overall

findings in section 5.

2. Data and methodology

a. Observational dataset

This study analyzes meteorological observation data from

the Hamburg weather mast boundary layer tower in Hamburg

(Germany). The measurement facility is installed at a tele-

vision broadcasting tower located in the eastern outskirts of

the city (53.51928N, 10.10298E). The 305-m-high main mast

is equipped with instrumentation at platforms in six differ-

ent heights, while near-surface measurements are conduct-

ed at a 12-m mast located in 170-m distance on a nearby

meadow. The instrumentation of the main mast relevant for

the present study consists of platinum resistance thermome-

ters (Pt-100), HMP 45 humidity sensors and 3D ultrasonic

anemometers, while the near-surface observations are ac-

complished by PTB 200 A pressure sensors and a tipping-

bucket rain gauge. All measurements are available at 1-min

temporal resolution. A more detailed description of the

measurement site and instrumentation can be found in

Brümmer et al. (2012).

For the present analysis we use observational data from 14

summer seasons (1 April to 30 September) between 2006 and

2019 from five height levels (2, 50, 110, 175, and 280m), while

the lowest wind speed measurements refer to 10-m height. For

years before 2011 the topmost available measurement height is

250m. Since air pressure is only recorded at the surface, we

calculate its values at the four upper levels from the respective

temperature data by applying the hydrostatic equation
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between the observed heights. These pressure values also go

into the calculation of the equivalent potential temperature

after Bolton (1980), which we mainly use to interpret controls

on cold-pool properties.

b. Detection and definition of cold-pool events

The investigation of observed cold-pool characteristics first

requires the identification of their footprints in local meteo-

rological parameters. Since a subjective identification of

single cold-pool events in multiyear data is unfeasible, we

apply an objective detection method based on simple

threshold criteria (Kirsch 2020). To minimize the influence

of prescribed constraints on our results, the algorithm only

takes 2-m air temperature T2 and rainfall rate R as input

parameters. For the identification of cold-pool-related sig-

nals in the measurement records, the algorithm scans the

input temperature time series for a difference of DT2#22 K

within 20 min after the current time step. The first of the

subsequent time steps satisfying a temperature decrease of

at least 0.5 K then defines the beginning of the cold-pool

event, denoted by t0. Subsequent decreases in temperature

within the following 60min are considered to be part of the

same event. To attribute the detected temperature drops to

the passage of a convectively driven cold pool rather

than local meteorological effects, identified events without

rainfall within 1 h after t0 are excluded. The same is true for

very rare events that include missing values either in the

temperature or rainfall record from 30min before to 60min

after t0.

The detection method identifies an overall number of 489

temperature drops satisfying the applied criteria. We consider

the discussed results as statistically representative, since the

temperature data availability per summer season is always

larger than 95.3% and above 99% in 11 out of 14 years. As the

applied cold-pool-detection algorithm is only based on the

local temperature and rainfall record and does not use any

information about the origin of the identified temperature

drops, the results are potentially affected by the misinter-

pretation of synoptic-scale cold-frontal passages as local-scale

cold-pool events. The manual inspection of 6-hourly surface

analysis charts (Deutscher Wetterdienst 2019) for 2017 and

2018, representing years with a very high and very low number

of identified events, shows that 20.5% and 11.5% of the de-

tected events occurred within a time range of 2 h before or

after a cold-front passage, respectively. Still these events might

not have been directly caused by the cold front itself, but rather

by prefrontal convection or convective cells embedded into

the front.

For a coherent description of short-term meteorological

signals during a cold-pool-front passage, we consider a unified

analysis scheme for the different variables. To calculate the

signal strength in each variable, we first define its unperturbed

state as the median value of the 30-min period prior to the

detected begin of the event t0, which is more robust against

the imprecise timing of t0 than taking the arithmetic mean. The

signal strength is then given by the difference between this

unperturbed state and the extreme value within 60min after t0.

According to the sign of the respective signal, we define the

extreme value as the minimum value for temperature T and

equivalent potential temperature Qe and the maximum value

for air pressure p, specific humidity q, horizontal wind speedU,

and vertical wind speedw. In the case ofw, the maximum value

refers to the entire 90-min period to include also signals prior to

the cold-pool-front passage. For each event, the same t0 is used

for all measurement heights and variables. Missing observa-

tions of p, q, or U slightly reduce the number of cases consid-

ered in the analysis to at least 448 of the 489 detected cases. The

data for w only includes between 216 and 245 cases, as the

variable was not measured before 2013.

3. Observed cold-pool characteristics

a. Frequency of events

As the first step to analyze the observed cold pools, we de-

termine the frequency and occurrence of events. The annual

number of events exhibits a large variability with a mean of

34.9 6 6.8 events (Fig. 1a); however, the cold-pool activity

follows a distinct annual cycle peaking in July (7.6 events per

month) and a sharp weakening toward the end of the sum-

mer season in September (3.2 events per month; Fig. 1b).

Furthermore, cold pools mainly occur during the second half

of the day with a pronounced frequency peak at 1500 local

time (Fig. 1c). These statistics confirm that the detected

temperature drops are tightly connected to convective ac-

tivity, as expected. The observed diurnal cycle in cold-pool

frequency with a distinct minimum in the early morning

hours also proves a lack of contamination of the presented

results by synoptic-scale cold fronts.

b. Strength and temporal evolution of signal

We further characterize the observed properties of cold

pools by studying the frequency distributions of the detected

signals (Fig. 2) and the mean time series during the events

(Fig. 3). Figure 2a indicates that the 2-m temperature pertur-

bation DT2 exhibits a median of 23.3K and a minimum value

of 210.8K. As expected, the magnitude of the values is by

several kelvins smaller than the ones reported by Engerer et al.

(2008), who only included cases from MCS storms into their

analysis. Width and skewness of the distribution is similar be-

tween the differentmeasurement heights; however, themedian

signal strength constantly weakens with height to 22.4 K at

280m. From the weakening temperature signal we can

conclude that the temperature inside the cold-pool air

generally decreases less strongly with height than outside of

it. Therefore, we find evidence for an increased atmospheric

stability within a cold pool compared to its surrounding.

According to Fig. 3a, DT generally exhibits its largest gra-

dient to the surrounding within 15min after t0. The early

onset of the temperature drop a fewminutes before t0 results

from the chosen thresholds to define a cold-pool event.

After the strongest perturbation is reached 20–25 min after

t0, the temperature only recovers marginally, since a large

fraction of the recorded events occurred after the diurnal

maximum of solar heating. Moreover, this slow recovery

could also indicate that the cold pool is still passing over the
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measurement site, even 1 h after its arrival. With a typical

advection velocity of 10m s21, this would imply a cold-pool

size of 30 to 40 km, which could also be potentially observed

in operational station networks.

The pressure signal Dp2 is mostly confined to #2 hPa, while

extreme cases of up to 5.9 hPa are observed (Fig. 2b). These

values are bymore than a factor of 2 smaller than forMCS-type

cold pools as found by Engerer et al. (2008). Similar to the

temperature signal, also Dp constantly decreases with height

from a median of 0.7 hPa near the surface to 0.5 hPa at the

uppermost height, as a direct result of the hydrostatic rela-

tionship employed to infer p at higher levels. The onset of Dp
starts approximately 15min earlier than that of DT (Fig. 3b),

which is in line with the findings of other authors (Goff 1976;

Engerer et al. 2008). The slight decline in pressure excess about

15min after t0 may be a sign of the partially nonhydrostatic

nature of the initial perturbation due to dynamical effects at

the propagating cold-air boundary (Houze 1993; Markowski

and Richardson 2010). The importance of nonhydrostatic ef-

fects for the observed pressure signal during cold-pool events

would require further investigation, which is beyond the scope

of this study.

The majority of observed cold-pool passages leads to an

moistening of the air, as shown in Figs. 2c and 3c. Based on a

median of 1 g kg21 near the surface and approximately

0.6 g kg21 at 280m above ground, Dq indicates a slight weak-

ening of the moistening with height; however, magnitude

and even sign of the signal are highly variable throughout all

FIG. 1. Occurrence of cold-pool events detected at Hamburg weather mast between 2006 and 2019: (a) number of events per summer

season (1 Apr–30 Sep), (b) mean annual cycle, and (c) mean diurnal cycle.

FIG. 2. Height-dependent distributions of perturbations in (a) air temperature T, (b) pressure p, (c) specific humidity q, (d) equivalent

potential temperatureQe, (e) horizontal wind speedU, and (f) vertical wind speedw during cold-pool passages at Hamburg weather mast

between 2006 and 2019. Vertical lines, boxes, andwhiskers representmedian, interquartile range, and 5%and 95%quantiles, respectively,

while crosses mark the extreme values.
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observation heights. For the present definition of Dq, i.e., using
the difference between the unperturbed state and the maxi-

mum postpassage value, about 10% of the cases even show a

decrease in humidity. This number increases to about 25%, if

the median value of q within 60min after the passage would be

considered to calculate Dq. The large variability in Dq most

likely reflects the interplay of different cold-pool-formation

processes, namely evaporation, that would moisten the cold

pool, and convective import of upper-layer air masses that

would dry it. This interplay is discussed in section 4.

However, a clear moisture ring along the cold-pool edge, as

reported from numerical simulations, is not visible. The

difficulty in observing a moisture ring is consistent with past

observational studies, which have revealed inconsistencies

in magnitude and sign of the cold-pool moisture signal in

different climatic regimes (Feng et al. 2015; Redl et al. 2015;

Provod et al. 2016; De Szoeke et al. 2017; Vogel 2017). The

weak temporary dip in Dq just after t0 in Fig. 3c is not of

physical nature, but an instrumental artifact of the humidity

sensor used before 2018 and relates to a longer response

time compared to the temperature sensor. Most likely this

issue also explains the longer equilibration time of the Dq
signal compared to DT and Dp.

Combining the effects of temperature and humidity, also the

perturbation in equivalent potential temperature DQe gives

insights into properties of the observed cold pools (Figs. 2d

and 3d). Similar to DT, the near-surface perturbation in Qe

exhibits a median of23.2K and much larger extreme values of

up to 215K. However, DQe does not significantly vary with

height. Since the pre-event Qe is also generally uniform with

height (not shown), this suggests that Qe inside the cold pool

does not significantly vary with height either. From this we

conclude that the horizontal mixing between cold pool and en-

vironmental air throughout the lowest 280m of the atmosphere

is generally very limited. The steeper time derivative in DQe just

after the detected cold-pool passage compared toDT also results

from the same instrumental artifact in the measurement of q, as

already discussed.

Finally, the passage of a cold-pool front goes along with a

significant disturbance of the local wind field. The mean tem-

poral evolution of DU indicates a distinct peak in horizontal

wind speed just after t0 throughout all heights (Fig. 3e). DU
exhibits a median of 3.6m s21 at 10m, while this value in-

creases to 5.4m s21 at 50m, but stays almost constant above

(Fig. 2e). Only for extreme cases DU continuously increases

with height from 11.0m s21 near the surface to 23.5m s21 at the

top of the mast. The profile of DU as well as the constantly in-

creasingwidth of the peakwith height result from the deceleration

of wind gusts close to the surface by friction. Themean time series

of the perturbation in vertical wind speedDw shows a distinct and

short-lived peak shortly before the detected passage of the cold-

pool front (Fig. 3f). Since the amplitude of the peak clearly ex-

ceeds the turbulence-induced noise level, it is indicative for a

laminar flow feature that is consistently present throughout a large

number of events. In combination with the following period of

negative perturbations, this signature clearly marks the lifting of

air masses prior to the arriving cold-pool air with compensating

subsidence afterward. In contrast to DU, both the median of Dw
(Dw10 5 0.6ms21, Dw280 5 1.8m s21) and its maximum values

constantly increase with height, which marks a stronger lifting of

air masses aloft (Fig. 2f). In summary, the coherent signals of DU
and Dw suggest the presence of a lifting-induced overturning

circulation ahead of the cold-pool front.

c. Cold-pool depth

Consistent with early studies on the vertical structure of

convective cold air outflows (e.g., Fujita 1959; Barnes and

Garstang 1982), our results in section 3b confirm the strongest

FIG. 3. As in Fig. 2, but for the mean temporal evolution of the quantities relative to the detected cold-pool-front passage t0.
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thermodynamical signal of a cold pool to be near the surface

and to constantly weaken with height. We use the information

of vertical gradients to infer the depth of individual cold pools.

According to the hydrostatic relationship, the perturbation in

air pressure Dp induced by the additional weight of the dense

cold-pool air decreases approximately linearly with height.

Therefore, the linear extrapolation of this gradient to the

height whereDp vanishes provides an estimate of the cold-pool

depth (Fig. 4a). We apply this method to cold-pool events that

exhibit positive pressure perturbations for all measurement

heights and satisfy the linear relationship between Dp and

height according to an overall correlation coefficient of at least

0.95 for the entire profile. Furthermore, we neglect three cases

for which the method yields unrealistically large (.4 km)

values. A potential source of uncertainty might be the fact that

the pressure signal is measured only at surface level and hy-

drostatically calculated from the respective temperature pro-

file for the levels above. Figure 4b illustrates the resulting

frequency distribution of cold-pool depths for 419 valid cases,

showing an estimated depth of between a few hundred meters

and almost 2000m for most events and a median of 746m. This

result is in good agreement with Markowski and Richardson

(2010), who reported a typical depth of 1 km for continental

convective outflows. In contrast, corresponding values for

tropical oceanic outflows are substantially smaller (,500m),

consistent with the lower cloud-base height (Terai and Wood

2013; De Szoeke et al. 2017).

4. Factors controlling the cold-pool strength

The results discussed in section 3 illustrate the distinct

footprint of observed cold-pool passages in various meteoro-

logical parameters. However, the cold-pool characteristics also

largely vary case-to-case from the average, e.g., reflected by the

temperature perturbation DT ranging between 22K and

almost 211K. Since the surface temperature signal of a con-

vective outflow is indicative of its mass excess and, therefore,

its potential to propagate and induce secondary convection, the

explanation of its variability is an important step toward an

improved understanding of convective organization. Based on

the present observational dataset we aim to identify the main

factors controlling the observed cold-pool strength. In our

analyses we consider the strength of cold pools solely in terms

of temperature perturbation DT.

a. Observational evidence

To investigate the variability in cold-pool strength, we first

quantify its observed degree of relation with potential con-

trolling factors. As a first approximation we assume cold pools

to be mainly formed by evaporation underneath precipitating

clouds and expect DT to be determined by the amount of

rainwater in the subcloud layer available for evaporation.

Figure 5a shows the distribution of DT as a function of the

accumulated rainfall amount measured during the 90-min ref-

erence period of the cold-pool event. Although the median

strength constantly increases from 22.7K for weak-precipitation

events to 24.0K for strong-precipitation events, the linear cor-

relation is weak (correlation coefficient r 5 20.35). One reason

for this weak relationship might be the poor representativeness

of a surface rainfall pointmeasurement.However, the inclusion of

radar-based spatially distributed rainfall information does not

significantly change the result (not shown).

The second relevant factor in controlling the degree of

cooling by rainfall is the evaporation potential of the subcloud

layer air. We quantify the potential for evaporative cooling via

the absolute saturation deficit, which is given by the difference

between saturation specific humidity qsat and specific humidity

q andmainly depends on the temperature and humidity of the

given air mass. This quantity can be considered as indepen-

dent from the rainfall amount, since both factors are practi-

cally uncorrelated (r 5 0.05). As Fig. 5b shows, DT has a

stronger dependence on the pre-event saturation deficit than

on the accumulated rainfall (r520.71). The amplification of

FIG. 4. (a) Height-dependent pressure perturbationDp for a cold-

pool event on 16 Jun 2018 and linear extrapolation for estimation of

cold-pool depth and (b) distribution of estimated cold-pool depth for

all cases between 2006 and 2019 that satisfy the linear model and

yield depths.4 km.Horizontal line, box, andwhiskers represent the

median, interquartile range, and the 5% and 95% quantiles, re-

spectively, while crosses mark the extreme values.

FIG. 5. Distribution of cold-pool 2-m air temperature perturba-

tion DT2 dependent on (a) event-accumulated rainfall and (b) pre-

event median saturation deficit qsat2 q. Boxplots use 20%quantile

interval bins labeled with the median values of each bin. Vertical

lines, boxes, and whiskers mark the median, interquartile range,

and the 5% and 95% quantiles, respectively. The linear correlation

coefficient r indicated in (a) is calculated between the logarithmic

rainfall amount and DT2.
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cold-pool strength with increasing saturation deficit is espe-

cially striking for the 20% most undersaturated cases that

exhibit a median temperature deficit of24.9 K. These results

provide observational evidence that both the amount of

rainfall and the evaporation potential of the pre-event air

actually control the strength of the cold-pool temperature

signal, with the latter being the more important one.

b. Role of evaporation

We further explore the importance of evaporative cooling

for the observed cold-pool strength by simulating it in a simple

thermodynamical model. In this model we assume that evap-

oration of rainfall cools and moistens an air parcel in the sub-

cloud layer according to the wet-bulb process. When liquid

water of mass DmW adiabatically and isobarically evaporates at

the expense of the thermal energy of the air parcel, then its

temperature approximately changes by

DT’2
L

y

c
p

Dr
y
. (1)

Accordingly, the water vapor mixing ratio ry increases byDry 5
Dmw/ma, where ma denotes the mass of dry air. Ly and cp are

the latent heat of evaporation of water and the specific heat

capacity of dry air, respectively, whereas we neglect the change

in specific heat capacity due to the increase in humidity.

For each cold-pool event we initialize the model with the

observed pre-event temperature and relative humidity and let

rainwater evaporate until the air mass reaches an equilibrium

state. We define two equilibrium states of the model: first, the

maximum wet-bulb temperature depression DTmod,sat, where

the considered air parcel cools and moistens until saturation is

reached; second, the temperature depression DTmod,obs that

denotes the state when the simulated relative humidity reaches

the maximum value that was actually observed after the re-

spective cold-pool passage, allowing for a more realistic un-

dersaturated state. Since the cooling of the air parcel during the

wet-bulb process also reduces its saturation vapor pressure and

again impacts the moistening required to reach the respective

equilibrium states, we cannot solve Eq. (1) directly. To real-

istically simulate this process we iteratively increase ry by suf-

ficiently small increments Dry,i ’ 1026 kg kg21 and adjust

temperature and humidity of the air parcel accordingly.

The statistical analysis in Fig. 6a shows a reasonable agree-

ment between the observed DT and its modeled values of

maximum evaporative cooling DTmod,sat with a correlation

coefficient of r 5 0.67 and a root-mean-square error (RMSE)

of 1.7K. In this configuration the simple model tends to over-

estimate the cold-pool strength, especially for strong events.

This indicates that in most cases the pre-cold-pool air is not

moistened to saturation and, therefore, the full evaporation

potential is not exploited. To test this hypothesis, we repeat the

same analysis using the second model configuration DTmod,obs

that takes into account the actually observed moistening of the

air (Fig. 6b). As a consequence, the agreement between ob-

served and modeled cold-pool strength considerably improves

(r 5 0.80, RMSE 5 1.3K). This leads to the conclusion that

64% of the variability in cold-pool strength may be explained

by local evaporative cooling in the subcloud layer.

In the previous considerations we have approximated the

process of cold-pool formation by moist-adiabatic cooling of

the subcloud air mass. However, under these conditions Qe

would be same inside and outside of the cold pool, which on

average is not the case (Fig. 3d). In fact, a negative perturba-

tion in Qe indicates the convective import of cooler and drier

midtropospheric air into the atmospheric surface layer, which

superposes with local evaporative cooling. Since the strength

and thermodynamical properties of local downdrafts are highly

case dependent, we can treat DQe as an indicator for the

strength of the vertical import of low-Qe air into the surface

layer. Figure 6c shows the skillfulness of the evaporation

model, as quantified by its RMSE, bias, and correlation coef-

ficient with respect to the observed cold-pool strength, as in

Figs. 6a and 6b, stratified by observed DQe. For the case of

evaporative cooling according to observed moistening, the

model RMSE is smallest for small DQe (0.6K) and constantly

FIG. 6. Relationship between observed 2-m air temperature perturbationDT2 andmodeled temperature perturbations (a)DTmod,sat and

(b) DTmod,obs, corresponding to evaporative cooling until saturation andmaximum relative humidity observed after the cold-pool passage

is reached, respectively. (c) Root-mean-square error, bias, and linear correlation coefficient r (indicated as numbers) for both cases as a

function of observed 2-m equivalent potential temperature perturbation DQe,2, binned in 20% quantile intervals and labeled with the

median values of each bin.
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increases for increasingly negative DQe (2.2K). In cases of

large absolute DQe the model bias is positive indicating an

underestimation in cold-pool strength in agreement with the

strong vertical advection of low-Qe air in such cases. In con-

trast, for the case of maximum evaporative cooling the model

error shows an opposite dependence on DQe, which mainly

reflects the previously described overestimation in cold-pool

strength that is compensated by increasingly larger DQe. In a

sense, the estimated too large evaporative cooling masks the

effect of the missing vertical advection of low-Qe air, the more

so, the stronger the advection.

Despite the simple concepts of the used analysis methods,

the presented results provide observational evidence for the

generation process of cold pools. Without the convective

import of cool and dry upper-level air (i.e., for the 20% of

cases with smallest perturbations in Qe corresponding to

DQe . 21.5 K), local evaporative cooling of the present

subcloud layer air by rainfall even explains 92% of the vari-

ability in observed near-surface temperature perturbation of a

cold pool (r 5 0.96). Figure 7a shows such a cold-pool event,

whose temperature signal is mainly driven by evaporation. In

those cases Qe is approximately conserved and the observed

temperature perturbation agrees well with DTmod,obs. In con-

trast, for the 20% of cases with largest DQe (,25.6K), the

evaporation model fails to reproduce the observed DT. For
such mainly downdraft-driven cold-pool events the model

lacks information about the thermodynamical properties of the

advected air mass and underestimates the strength of the ob-

served temperature signal that may even overcompensate the

error produced by DTmod,sat (Fig. 7b). This also becomes

manifest in the weak relationship between DT and DQe (r 5
0.37). Even though evaporative cooling explains the largest

part of variability in the temperature signal, only 13% of the

observed cold-pool passages are unaffected by convective

downdrafts (i.e., DQe . 21K) and, therefore, entirely evapo-

ration driven. Barnes and Garstang (1982) named a parent

rainfall rate of 2mmh21 as themain criterion for downdrafts to

transport upper-level air into the surface layer, still the present

data does not show a significant relationship between the

maximum observed rainfall rate andDQe (r520.38). Another

aspect in the interpretation of the results is the cold-pool life

cycle stage. Since our analysis does not include the horizontal

dimension of the observed cold pools, we miss information on

the position of the measurement site relative to the parent

convection as well as the cold-pool age. Engerer et al. (2008)

and others showed that the local outflow properties consider-

ably vary with the convective life cycle. Therefore, our 13% of

entirely evaporation-driven cold pools may also be interpreted

as young cold pools, although this needs to be confirmed by

further research.

5. Summary and conclusions

In this paper we use multiyear boundary layer mast obser-

vations in Hamburg (Germany) to derive an observational

reference dataset of the characteristics of convective cold

pools. We define a cold-pool event as a 90-min time period that

includes a drop in 2-m air temperature of at least 2K within

20min in association with local rainfall. For the analyzed 14-yr

period between 2006 and 2019 the annual number of observed

cold pools varies between 24 and 44 events per summer season,

while the monthly number follows an annual cycle with its

maximum in July. Furthermore, the average cold-pool activity

exhibits a distinct diurnal cycle peaking in the afternoon hours.

Based on themeteorological record we find that themajority

of events is associated with a median 2-m temperature per-

turbation of 23.3K, while extreme cases reach up to 210.8K.

The constant weakening of the observed temperature signal

with height suggests an increased atmospheric stability inside a

cold pool compared to its surrounding. For the analyzed events

we find an average hydrostatic air pressure rise of 0.7 hPa near

the surface with the tendency for a weaker signal above.

Consistent with the findings of other studies, the onset of the

pressure rise generally precedes the temperature signal by

approximately 15min. By extrapolating the vertical gradient in

hydrostatic pressure perturbation for individual cases we

estimate a median cold-pool depth of 746m. According to the

perturbation in specific humidity, a cold-pool passage leads to

an average moistening of the air by about 1 g kg21; however,

strength and even sign of the signal are highly variable

throughout all measurement heights. Also, a clear moisture

ring around the cold pool, as generally found in numerical

simulations, was not easily recognizable in our observations.

Finally, we find significant disturbances of the local wind field,

which are increasingly intense away from the surface, ex-

pressed by a median horizontal wind speed perturbation of 3.6

(5.3) m s21 at 10 (280)-m height. A distinct and short-lived

peak in the vertical wind component minutes prior to the ap-

proaching gust front also marks the presence of a lifting-

induced circulation ahead of the cold pool.

In the second part of the study we discuss controlling factors

of the variability in cold-pool strength to better understand the

cold-air production in convective outflows. Observational ev-

idence suggests that contrarily to usual thinking the near-

surface temperature perturbation only weakly correlates with

the amount of surface rainfall (r 5 20.35), whereas its statis-

tical relationship with the pre-event saturation deficit is much

stronger (r 5 20.71). To further explore the importance of

evaporation for the cold-pool formation, we use a simple

FIG. 7. Time series of observed 2-m temperature perturbation

DT2 and equivalent potential temperature perturbation DQe,2

during cold-pool events (a) at 1642 LT 25 Jul 2018 and (b) at 1612

LT 30 May 2016. Also indicated are the modeled temperature

perturbations DTmod,sat and DTmod,obs.
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thermodynamical model that simulates the wet-bulb cooling

process for air of given temperature and humidity. Under the

assumption of maximum evaporative cooling, i.e., when satu-

ration is reached, the model is able to reproduce the observed

temperature perturbations reasonably well (r5 0.67, RMSE5
1.7K), although it tends to overestimate especially the strength

of strong cold pools. The model error considerably decreases,

when the evaporative cooling is confined to moistening that

corresponds to the maximum observed relative humidity for

the respective event (r 5 0.80, RMSE 5 1.3K). Therefore, we

find that local evaporative cooling of subcloud layer air by

rainfall explains 64% of the overall variability in cold-pool

strength. For cases without considerable import of cooler and

drier midtropospheric air by convective downdrafts, indicated

by small perturbations of Qe, this number even increases to

92%. In contrast, DQe itself only explains 14% of the observed

variance (r 5 0.37), meaning that the vertical transport of

upper-level air masses is a secondary driver for the local tem-

perature signal of a cold pool, which more or less strongly su-

perposes the evaporation process.

Our current understanding of the dynamical and thermo-

dynamical characteristics of cold pools as well as how they

interact with their environment is very limited and needs to

rely on state-of-the-art convection-resolving simulations. Due

to the importance of cold pools for understanding and correctly

simulating the organization of convection, the validation of

these models requires robust reference data of cold pools.

Our work sheds light on the observed properties of conti-

nental cold pools over a wider range of meteorological con-

ditions than previous studies have described and identifies

processes controlling their signal strength. Nevertheless,

current operational networks lack spatial density and sufficient

temporal resolution that is vital to observe morphological prop-

erties like size, shape, and propagation velocity of cold pools and

the submesoscale variability of thermodynamical fields. Our re-

sults suggest that future research efforts should focus on the design

of observational networks at submesoscale resolution that allow

insights into the moisture distributions within cold pools, the in-

teraction with turbulent surface fluxes and the importance of

nonhydrostatic pressure effects as an indication of con-

vective downdrafts. This could be achieved using low-

budget weather stations and citizen-science approaches.

These are essential steps toward a comprehensive under-

standing of moist convection and its more realistic repre-

sentation in convection-resolving simulations.
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