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“Measure what can be measured,

and make measurable what cannot be measured.”
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Zusammenfassung

Die Kopplung des Topquarks an das Z-Boson ist ein elektroschwacher Prozess und im Standard-
modell der Teilchenphysik genau vorherbestimmt. Experimentell konnte die Stirke dieser Kop-
plung bislang nicht genau genug bestimmt werden, um mogliche Beitrdge von Prozessen, die von
tiber das Standardmodell hinausgehenden theoretischen Modellen vorhergesagt werden, sicher
ausschlieBen zu konnen. Ein fiir diesen Zweck geeigneter Prozess ist die assozierte Produktion
von Paaren von Topquark und Antitopquark mit einem Z-Boson. Aufgrund des kleinen Produk-
tionswirkungsquerschnitts ist es erst mit der hohen Schwerpunktsenergie des LHC und der grof3en
Datenmenge, die innerhalb der letzten Jahre gesammelt wurde, moglich geworden, die Produktion
von ttZ-Ereignissen zu vermessen.

Dazu wird eine Datenmenge von 139 fb~! an aufgezeichneten Proton-Proton-Kollisionen, die
in den Jahren 2015 bis 2018 vom ATLAS-Detektor am LHC mit einer Schwerpunktsenergie von
13 TeV aufgezeichnet wurden, verwendet. Die Anzahl zu erwartender Ereignisse des Signal-
prozesses und der durch das Standardmodell beschriebenen Untergrundprozesse wird mit Monte-
Carlo-Simulationen abgeschitzt. Das Z-Boson wird anhand seiner Zerfallsprodukte identifiziert,
die aus einem Elektron- oder Myonpaar mit entgegengesetzter elektrischer Ladung bestehen,
dessen invariante Masse mit der des Z-Bosons kompatibel ist. Die Signatur der untersuchten
ttZ-Ereignisse wird somit durch die Zerfallsprodukte des assoziierten t¢-Systems bestimmt.

Der erste Teil dieser Disseration beinhaltet mehrere Studien, die im Rahmen einer Messung des
inklusiven und differentiellen ¢¢Z-Wirkungsquerschnitts durchgefiihrt wurden. Hierzu werden
die sensitivsten ¢tZ-Zerfallskanile mit drei oder vier isolierten Leptonen mit groBem Tranver-
salimpuls im Endzustand verwendet. Mehrere simulierte Monte-Carlo-Datensitze zur Beschrei-
bung ttZ bzw. der assoziierten Produktion einzelner Topquarks mit einem Z- sowie einem W -
Boson werden validiert. Des Weiteren wird ein Versuch zur Minimierung der Beitrdge dominanter
Untergrundprozesse — der Produktion zweier Vektorbosonen sowie der assoziierten Produktion
einzelner Topquarks mit Vektorbosonen — aufgefiihrt. Um dabei ¢¢Z von den genannten Unter-
griinden hinreichend abzugrenzen, wird das ¢¢-System teilweise rekonstruiert.

Im zweiten Teil der vorliegenden Disseration wird ein neuer Ansatz zur Messung des inklusiven
Produktionswirkungsquerschnitts von ¢¢Z-Ereignissen mit zwei isolierten Leptonen im Endzus-
tand, dem sogenannten 2¢/OS-Zerfallskanal, eingefiihrt. Im Gegensatz zu den Zerfallskanélen
mit drei oder vier isolierten Leptonen im Endzustand ist der Anteil an Untergrundereignissen
wesentlich grofer. Zur Trennung von Signalereignissen von den beiden dominanten Unter-
grundprozessen — dileptonisch zerfallender ¢¢-Ereignissen und der assoziierten Produktion eines
Z-Bosons mit Jets — werden zwei Boosted Decision Trees unabhingig voneinander auf jew-
eils einen dieser beiden Untergriinde trainiert. Mithilfe des Unterscheidungsvermogens beider
Boosted Decision Trees konnen Phasenraumbereiche mit einer hohen Reinheit Signal- bzw. Un-
tergrundereignissen ausgezeichnet werden. Der Produktionswirkungsquerschnitt wird mittels
eines profile-likelihood-Fits der Anzahl von simuliertem Monte-Carlo-Ereignissen an die Daten
in diesen Regionen bestimmt, wobei ein Wert von

oz = 0,91 £ 0,08 (stat.) &0, 14 (syst.) pb

mit einer statistischen Signifikanz von 5,9 o gemessen wird. Der gemessene Wert des Produk-
tionswirkungsquerschnitts stimmt mit den genauesten theoretischen Vorhersagen iiberein.






Abstract

The coupling of the top quark to the Z boson is precisely predicted within the Standard model of
particle physics via the electroweak interaction. However, experimentally it is not yet well con-
strained and its value can vary significantly in many models featuring physics beyond the Standard
Model. A process that is particularly sensitive to this coupling is the associated production of a
top-antitop quark pair with a Z boson. The large centre-of-mass energy of the LHC and the
tremendous amount of data collected in recent years have opened up the possibility to study this
rare process which was previously inaccessible due to its small production cross section.

The production cross section of the t£Z process is measured, using 139 fb~! of proton-proton
collision data at a centre-of-mass energy of 13 TeV, recorded by the ATLAS detector at the LHC
in the years from 2015 to 2018. In order to estimate the expected number of events for both signal
and the associated Standard Model background, Monte Carlo simulations are employed. The Z
boson is identified by targeting events featuring a pair of electrons or muons with opposite electric
charge and an invariant mass consistent with the parent particle. The final targeted signature is
then characterised by the number of leptons from the decay of the associated ¢t system.

The first part of this thesis presents several studies conducted in the context of a ttZ cross-
section measurement that targets the most sensitive decay modes of the ¢¢Z process with three or
four isolated leptons with high transverse momentum in the final state and reports measurements of
both the inclusive and differential cross sections. A series of validation studies are performed for
sets of simulated Monte Carlo samples used in the analysis to describe the signal process as well
as one of the dominant backgrounds featuring the associated production of single top quarks with
both a W and a Z boson. Furthermore, an attempt to reduce the contributions from the dominant
background processes in these ttZ decay channels — the production of pairs of vector bosons and
single top quarks in association with vector bosons — is shown by exploiting the discrimination
provided by an algorithm based on a partial reconstruction of the t¢ system.

In the second part of this thesis, a new approach for a measurement of the ¢¢Z production cross
section in the dilepton channel, labelled 208, is introduced. In contrast to the ¢£Z decay modes
with three or four isolated leptons in the final state, the 2¢0OS channel suffers from significantly
larger background rates. In order to isolate the signal from the two dominant background processes
— dileptonically decaying ¢t events and the associated production of a single Z boson with jets —
two Boosted Decision Trees are independently trained, with each dedicated to a unique one of the
two major background contributions. The output of the two classifiers is then combined in order
to select phase space regions highly enriched in events from either signal or either one of the two
dominant background processes. A profile-likelihood fit of the Monte Carlo prediction to the data
within those regions is employed to determine the inclusive ¢¢Z production cross section, which
is measured to be

o4z = 0.91 £ 0.08 (stat.) & 0.14 (syst.) pb

with an observed statistical significance of 5.9 0. The result is found to be in agreement with the
most precise theoretical prediction.
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1. Introduction

The foundation of quantum physics at the beginning of the 20th century laid the cornerstone of
our current understanding of the universe on its smallest scales. Most of the theoretical works and
experimental findings since that time were based on the concepts of the quantised nature of phys-
ical observables, the wave-particle dualism and the indeterminism of physical processes. A first
comprehensive description of matter at the atomic level was provided by Niels Bohr [1], which
was inspired by the model developed by Ernest Rutherford based on his scattering experiments
with a-particles on gold nuclei [2]. Over the next two decades, the Bohr atomic model became re-
fined by the works of, for example, Arnold Sommerfeld, Erwin Schrodinger, Wolfgang Pauli and
Paul Dirac, and remained a valid description until today in its final version. Two notable events
which provided strong vindication of the quantum model were the experimental discovery of the
proton by Ernest Rutherford in 1919 [3] and of the neutron by James Chadwick in 1932 [4], both
of which contributing significantly to the our knowledge of the sub-atomic world. At the time,
a series of experiments confirmed that atoms consist of a central massive nucleus comprised of
positively charged protons and uncharged neutrons, and a negatively charged shell consisting of
several electrons. The electron was known to be fundamental already since it had been experi-
mentally verified by Joseph Thomson in 1897 [5]. However, both the proton and the neutron were
assumed to be fundamental as well until Robert Hofstadter discovered the proton to feature a fi-
nite charge distribution in the mid-1950s [6]. About ten years later, Friedman, Kendall and Taylor
experimentally proved that the proton itself is not a fundamental particle and were able to reveal
its internal structure [7]. These findings then led to the development of the parton model in order
to describe the inner structure of the proton [8].

In the 1950s and 1960s, a multitude of particles was discovered at collider and fixed-target ex-
periments which at the time had not been predicted by any theory. In light of these findings, Mur-
ray Gell-Mann and George Zweig introduced the quark model in 1964 [9—11], describing all the
newfound particles — collectively referred to as hadrons — as composite states of only three distinct
fundamental building blocks: the up, down and strange quarks (and their respective antiparticles).
Shortly thereafter in 1970, a fourth quark, denoted as charm, was postulated to exist based on
experimental absence of so-called flavour-changing neutral currents [12, 13]. It would take a fur-
ther four years for its discovery to be made at the Stanford Linear Accelerator (SLAC) [14, 15].
In order to explain the observed CP violation effects in weak interactions, a third generation of
quarks was theoretically predicted by Makoto Kobayashi and Toshihide Maskawa, [16] of which
the lighter of the pair, the bottom quark, was discovered in 1977 at SLAC [17]. Its weak-isospin
partner, the top quark, however, was given experimental proof in 1995 by the CDF and D@ ex-
periments at the Tevatron ring collider [18, 19]. Since then, characteristics of the top quark have
been extensively studied, in particular by the ATLAS and CMS experiments at the Large Hadron
Collider (LHC).

The Standard Model of particle physics describes the set of known fundamental particles mat-
ter is built from and their interactions. It was mainly developed in the 1960s and 1970s by the
pioneering work on quantum chromodynamics by Harald Fritzsch, Heinrich Leutwyler and Mur-
ray Gell-Mann as well as David Gross, David Politzer and Frank Wilczek and many more [20—
22], as well as the work on the electroweak theory by Sheldon Glashow, Abdus Salam and Steven
Weinberg [23-25]. In addition, electromagnetic interactions have been described by quantum elec-
trodynamics which was formulated by Richard Feynman, Julian Schwinger, Shinichiro Tomonaga
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and Freeman Dyson [26-31] already in the 1940s. Since then, the Standard Model remained to be
proven very successful in the description of nature at the smallest scales. After the observation of
the tau-neutrino in 2000 [32], the Higgs mechanism, which is responsible for the particles being
massive, was the last important piece of the Standard Model which had to be proven by experi-
ments. This was achieved by the ATLAS and CMS experiment with the discovery of the Higgs
boson in 2012 [33, 34]. Since the value of a given particles’ mass depends on the coupling strength
to the Higgs boson, the top quark plays an important role in the electroweak sector of the Standard
Model. Both the determination of its mass and of its coupling to the Higgs boson therefore serve
as a consistency check of the Standard Model. Of equal importance is the investigation of the cou-
pling of the top quark to the Z boson, which is an uncharged mediator of electroweak interactions
and the third heaviest particle in the Standard Model below the top quark and the Higgs boson.
The strength of the top-Z coupling is precisely predicted by the Standard Model but experimen-
tally not yet well constrained and its value may vary in many models including physics beyond the
Standard Model. A process which is particularly sensitive to the coupling strength of the top quark
to the Z boson is the associated production of a top-antitop quark pair with a Z boson (ttZ). The
large centre-of-mass energy of the LHC and the tremendous amount of data collected in recent
years have opened up the possibility to study this rare process which was previously inaccessible
due to its small production cross section. The t£Z process was observed in experiment by the CMS
collaboration only in 2018 for the first time [35]. Since then a series of measurements of the t£Z
production cross section have been performed by ATLAS [36—-39] and CMS [40] with increasing
precision. Any observed deviations in the coupling strength of the top quark to the Z boson from
its Standard Model prediction might hint to new effects in the electroweak symmetry breaking
mechanism. Furthermore, the t£Z process is an irreducible background to several searches for
phenomena predicted by theories describing physics beyond the Standard Model [41, 42], as well
as to measurements of important Standard Model processes such as the associated production of
a top-antitop quark pair with a Higgs boson [43] or single top-quark production in association
with a Z boson [44, 45]. Any additional insight into the characteristics of ¢¢Z production gained
through measurements can therefore lead to improved measurements of such processes. Due to
the large amount of available data, first differential cross-section measurements were performed
by ATLAS [46]and CMS [47] as a function of different variables which probe the Standard Model
predictions for the kinematics of the ¢ system. Such differential measurements offer sensitivity
to differences between the predictions from various Monte Carlo generators, which can therefore
serve as an important input to the modelling of physics processes.

For the measurements of the ¢¢Z production cross section presented in this thesis, the full LHC
Run 2 dataset of 139 fb~! of proton-proton collisions at a centre-of-mass energy of /s = 13 TeV,
collected by the ATLAS experiment during the years of 2015 to 2018, was used. The expected
rate of the signal and of various Standard Model background processes were estimated with Monte
Carlo simulations. The Z boson is identified from its decay products which are, in the context of
this thesis, a pair of isolated electrons or muons with opposite electric charge and an invariant
mass compatible with the parent particle. The t¢Z signature is therefore characterised by the final
states of the decay of the associated ¢¢ system.

This thesis is structured as follows: Chap. 2 provides an overview of Standard Model and its
important theoretical concepts. Additionally, an introduction to the physics of top quarks and
in particular of the t£Z process at the LHC is given. The experimental setup is described in
Chap. 3 with an introduction of the European Organisation of Nuclear Research (CERN) and the
LHC, followed by a general description of the functionality of the various detector modules of
the ATLAS experiment. In Chap. 4 the concepts of Monte Carlo simulation are introduced along
with a discussion of the simulated samples used to describe the observed data. Furthermore, the



collected dataset and the necessary steps of data preparation are explained. The reconstruction
of physics objects from recorded and simulated data is discussed in Chap. 5 focusing on the type
of objects which were explicitly considered within this thesis. In Chap. 6, several studies are
presented which were conducted in the context of an ATLAS #tZ cross-section measurement that
targets the most sensitive decay modes of the t£Z process with three or four isolated leptons with
high transverse momentum in the final state, and reports measurements of both the inclusive and
differential cross sections. A new approach for a measurement of the ¢¢Z production cross section,
using events which feature two leptons from the decay of the Z boson and six jets from the ¢
decay, is introduced in Chap. 7, which includes a discussion of the concepts of the multivariate
analysis techniques employed for the separation of signal from background events as well as of the
statistical tools used for the extraction of the measured cross section. Finally, a conclusive remark
and discussion of the results is given in Chap. 8

By convention, natural units are used throughout this thesis, which fixes the values for the speed
of light, the reduced Planck constant, the vacuum permittivity and the Boltzmann constant to unity:

C:hzeozk‘le (11)

Therefore, energies, momenta and masses are measured in base units of electronvolts (eV) where
typical scales at the LHC are in MeV, GeV, or TeV.






2. Theory

2.1. The Standard Model of Particle Physics

The Standard Model of Particle Physics sets out to describe our world at its most fundamental
level. Since its development in the 1960s and 1970s, it has been extremely successful in describing
elementary particles and its interactions. Up to the present, the Standard Model has met most
experimental tests within the field of particle physics with high precision and many unknown
characteristics of nature predicted by the Standard Model have been experimentally verified. One
of its most celebrated accomplishments was the experimental confirmation of a particle consistent
with the Higgs boson in 2012 by the two LHC experiments ATLAS and CMS [33, 34] since the
original theoretical prediction of its existence half a century ago. However, despite its outstanding
success, the Standard Model suffers from a few key limitations and leaves present physicists with
some open questions. The unification of all interaction has not yet been achieved within the
Standard Model, moreover, it does not account for the force of gravity at all. The various particle
masses are not fixed by the theory but have to be determined from experiment. Beyond that,
neutrinos are assumed to be massless which has been proven to be wrong as they undergo flavour
transitions while propagating over large distances. This might be an indication for CP violation
also being present in the lepton section of the Standard Model whereas it has only been measured
in the quark sector so far. As aresult, the Standard Model is not able to explain the huge asymmetry
between matter and antimatter in the universe [48, 49].

In the Standard Model of Particle Physics, the elementary particles can be grouped into two
main categories: particles with half-integer spin, referred to as fermions, which serve as the fun-
damental building blocks of matter, and particles with integer spin, referred to as bosons, that
mediate the fundamental forces between fermions. The three types of interactions described by
the Standard Model are the electromagnetic (EM) force, the weak force and the strong force. Most
often encountered in everyday life, electromagnetism encompasses both electricity and magnetism
and is mediated by the photon (7). The weak interaction has three massive force carriers, two W=
bosons and one neutral Z boson, and is the only fundamental interaction that allows for the direct
conversion of a particle into another, for example within radioactive 3-decays. The strong force is
mediated by eight massless gluons and, amongst others, prevents nuclei from breaking apart. The
fermions can be further subdivided into two groups, the so-called quarks and leptons. Whereas
both quarks and leptons interact via the weak force, only the quarks interact via the strong force.
In order to couple to the photon a particle has to be electrically charged which is true for quarks
and half of the leptons. One notable characteristic of the Standard Model is its periodic structure of
how particles are sorted into generations. For both quarks and leptons a total of three generations
exist, each consisting of an up- and a down-type quark and of a charged lepton and the correspond-
ing neutrino, respectively. A summary of all fermions and bosons of the Standard Model is given
in Tabs. 2.1 and 2.2, respectively [48-50].

The Standard Model of Particle Physics is formulated in terms of a quantum field theory. By
combining the principles of classical field theories on the one hand and of relativistic quantum
mechanics on the other hand, quantum field theories are comprehensive techniques to describe
elementary particles and their interactions with both the physical observables and the fields re-
sponsible for the interaction are quantised. In classical mechanics, the dynamics of a system can
described by its Lagrangian L(g;, ¢;) which is a function of a set of generalised coordinates ¢; and
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Generation Name Symbol Colour Charge [e] Mass
Up quark u yes +2/3 2.1670-22 MeV
| Down quark d yes -1/3 46735 MeV
Electron neutrino Ve no 0 < 2eV
Electron e no -1 0.511 MeV
Charm quark c yes +2/3 1.27 £+ 0.02 GeV
) Strange quark s yes -1/3 93+7151 MeV
Muon neutrino Yy no 0 < 0.19MeV
Muon I no —1 105.66 MeV
Top quark t yes +2/3 172.9 + 0.4 GeV
3 Bottom quark b yes -1/3 4187093 GeV
Tau neutrino Vs no 0 < 18.2MeV
Tau T no -1 1776.86 £ 0.12MeV

Tab. 2.1.: Overview of the fermions in the Standard Model of Particle Physics. For each particle an
antiparticle with opposite charge-like quantum numbers exists. In cases where no uncer-
tainty on the measured mass is quoted, the experimental uncertainty is more precise than
the number of significant digits states in the table. Upper limits for the neutrino masses
from direct observations are given at 95 % CL for the electron and the tau neutrino while
the limit for the muon neutrino mass is given at 90 % CL [51]

their time derivatives ¢;. The equations of motion are determined by solving the Euler-Lagrange

equations,
d (OL oL
—|z=)—-—5—=0 . 2.1
dt \ 9¢; 0q;

In quantum field theories, the system no longer comprises discrete particles but rather continuous
fields. The Lagrangian will thus be replaced by Lagrangian density .Z(¢;, d,,¢;) which is de-
scribed by the fields ¢; and their derivatives 0,,¢; and is related to the Lagrangian of Eq. (2.1) in
the following way:

L= / L (¢, Outps) PPz (2.2)
The Euler-Lagrange equation (2.1) can then be rewritten as
0L 0L
0 — =0 . 2.3
(aaz3) - 5 >

The overall Lagrangian density of the Standard Model consists of three parts,
Lsm = ZLQep + Lew + Liges s 2.4)

with Zqcp describing quantum chromodynamics (QCD), the theory of strong interactions, and
Zmw representing the electroweak (EW) theory, which is the theoretical foundation of the com-
bination of electromagnetism and the weak force. The final term, Ziggs, stands for the Higgs
mechanism which is responsible for electroweak symmetry breaking thereby giving the elemen-
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Name Symbol Mediated force Colour Charge [e] Mass

Photon y electromagnetic ~ no 0 <1-10718eV
Gluon g strong yes 0 0 (theory)
W+ boson w* weak no +1 80.379 + 0.012 GeV
Z boson A weak no 0 91.1876 4+ 0.0021 GeV
Higgs boson H Higgs field no 0 125.10 + 0.14 GeV

Tab. 2.2.: Overview of the bosons in the Standard Model of Particle Physics. In contrast to the
fermions, the gauge bosons in the Standard Models do not have an antiparticle associated
except for the W boson which can be seen as their respective antiparticles. In cases
where no uncertainty on the measured mass is quoted, the experimental uncertainty is
more precise than the number of significant digits states in the table [51].

tary particles their mass".

2.1.1. Gauge invariance and renormalisation

Two fundamental principles of quantum field theories are gauge invariance and renormalisability.
If a physics process is denoted gauge invariant, its underlying equations and thus the process itself
should not change under a phase transformation. In the following these two characteristics of
quantum field theories will be illustrated by means of quantum electrodynamics (QED) [26-31],
the quantum field theory of electromagnetic interactions.

For this purpose, it is convenient to start with the Lagrangian for a free spin-half particle,

Pirac = WPy O —mapp (2.5)

acting on the Dirac spinor fields ¢)(x) with the Einstein sum convention applied. The Dirac matri-
ces y* are a set of conventional 4 x 4 matrices generating a Clifford Algebra with the following
properties:

{4, 9"} = 29" (2.62)
(") =1 (2.6b)
() =-1  (i=1,23) (2.6¢)
with the Minkowski metric
1 0 0 0
0 -1 0 0
w

g 0 0 -1 0 2.7)

0 0 0 -1

The v* matrices are defined in the so-called Dirac representation by the Pauli spin matrices o;®

MIn addition to the stated references, this section is based on Ref. [48, 49, 52, 53].
@The 2 x 2 unitary Pauli spin matrices are

/(0 1 (0 —i (1 0
=\ o) 27U oo0) P70 -1
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and the unit matrix in two dimensions®,

1 0 ; 0 o
0 ) ) .
A0 = (0 _1> . A= (_Ji 0) , 1€{1,2,3} . (2.8)

Inserting Eq. (2.5)into the Euler-Lagrange equation (2.3) yields the famous Dirac equation
(iv" Oy — m)p(z) =0 (2.9)

which describes the free motion of a spin-half particle with mass m.

In quantum electrodynamics, gauge transformations are described by U (1), which is part of
the unitary group U () representing the set of N x N matrices that satisfy the unitary condition
UtU = 1. The subscript e denotes the electric charge which is the conserved quantity in QED. A

possible representation is A
U(f) = e 9 | (2.10)

in which G is called the generator of the group and 6 is the rotation angle or parameter of the
group. The Dirac equation (2.9) is invariant under a global U (1) phase transformation

P(x) = P (z) = "PY(x) 2.11)

where p can be any real number, and, most importantly, is constant. This means that the physical
result remains unchanged. However, the Dirac equation (2.9) is not invariant anymore under a
local gauge transformation

d(z) = ¥/ (2)e " @ep(z) (2.12)

with p now being a function of the space-time coordinates. Hence, inserting Eq.(2.12) into the
Dirac equation (2.9) yields

(i7" = m) ¢/ (x) = (ir"8, — m) V()
= P (70, — m) () — eByp(x)7 ¢ ()]

The additional factor ed,p(x)y*1p(x) # 0 spoils the invariance of Eq. (2.9) under a local gauge
transformation. In order to maintain the invariance of the Dirac equation, the additional factor
has to be counteracted. This can be achieved by replacing the partial derivative with the so-called
covariant derivative D,, which is defined as,

(2.13)

Oy — Dy =08, +icA,, (2.14)

thereby naturally introducing an interaction between the particle ¢)(z) and the vector gauge field
A, (x).This newly created gauge field corresponds to the photon which is the mediator of electro-
magnetic interactions and couples to electrically charged particles with a coupling strength pro-
portional to the electric charge e. The photon field has to transform similarly to the Dirac spinors

Ay — A, = Ay — Oup(x) (2.15)

with the imaginary unit 7 within oz.
®)The unit matrix in two dimensions is defined as

=5 )



2.1. The Standard Model of Particle Physics

in order to satisfy local gauge invariance. The redefined Dirac equation is thus invariant under
local gauge transformations and preserves its form,

(tvuDy —m)P(x) =0 . (2.16)
The full Lagrangian of quantum electrodynamics is then

_ _ 1 ,
ZqEp =V (ivF0, —m) Y + e Ayp — ZF’“’FM , 2.17)

where the first term describes the free motion of a spin-half particle with mass m, followed by the
second term representing the interaction of such a particle with a photon. The last summand in
Eq. (2.17) accounts for the kinetic term of the photon field and has to be added to QED Lagrangian
for consistency. The field strength tensor F),,, is constructed from the electromagnetic four-vector
potential A,,,

F, =0,A, -0,F, |, (2.18)

which makes up the electromagnetic Lagrangian for a free photon,
LEM = ! e
EM — _ZFMVF 5 (219)

and is also part of the Proca Lagrangian

1 1
Loroca = =7 Fuu P + §m2A#A“ , (2.20)

which describes a massive vector field. However, any additional (mass) term such as that in
Eq. (2.20) would spoil the local gauge invariance of the Dirac equation (2.17). On these grounds,
the condition of QED being gauge invariant under local U (1) transformations forces the photon
to be massless and vice versa, which is in good agreement with the experimental results setting
an upper limit of 1- 107!% eV on the photon mass [51]. The demand for massless force carriers
in general a crucial prerequisite for local gauge invariance which ultimately leads to the Brout-
Englert-Higgs mechanism [54-56] that causes particles to have a mass as well as the existence of
a Higgs boson itself.

An important feature of the Standard Model is renormalisability, for which gauge invariance
is an essential precondition [57]. Many theoretical calculations of physical observables as the
cross section of particular physics processes or decay rates are performed in terms of perturbation
theory since they are not analytically solvable anymore. In order for a theory to be classified
as renormalisable, all divergent terms of a calculation can be absorbed within finite measurable
quantities. The basic concept will be illustrated by means of electron-positron scattering, a process
in which an electron and its antiparticle scatter off each other via the exchange of a photon — a
process described within the framework of QED. The calculation of the so-called leading-order
process shown in Fig. 2.1a can be done analytically without difficulty, however, it only yields an
approximation. In quantum field theories, interactions between particles are used to be calculated
perturbatively. That is, the overall interaction is quantified by a perturbative expansion in the
coupling strength of the respective interaction force, taking into account all possible Feynman
diagrams including in principle an arbitrary number of vertices”. Since each additional vertex
contributes a factor proportional to the vertex coupling strength — a value less than unity — the
greater the number of vertices, generally the smaller the impact on the overall result. Starting

@Point of intersection of two or more particles.



2. Theory

from the ground state — the vacuum — it is often sufficient to only consider the lowest possible
number of virtual particles that are exchanged, referred to as leading order. In order to obtain the
exact result, all higher-order corrections including so-called vacuum polarisation terms associated
with the diagram depicted in Fig. 2.1b, have to be considered as well. In the calculation of the

e \/ e~ e \/ e~
. //\ . N //\ N
(a) (b)
Fig. 2.1.: Feynman diagrams of electron-positron scattering via the exchange of a virtual photon.
The leading-order process is shown on the left side in Fig. (a). A possible higher-order

correction in which a virtual photon splits up into an electron-positron pair that annihi-
lates again, is depicted on the right side in Fig. (b).

cross section of a given process, a divergent term in inevitably picked up which has the form

1
/ “dz (2.21)
m2 2

with z denoting the momentum of the virtual particle and m its mass.

The concept of virtual particles has its origin deep in the structure of quantum field theories
where interactions between particles are perturbatively described by the exchange of virtual par-
ticles. Therefore, in Feynman diagrams they only appear as internal lines and loop corrections,
and they cannot be observed without entirely changing a physics process they are involved in. It
is not necessary that a virtual particle has the same mass as the corresponding real particle thus
allowing for virtual massive photons with three polarisation states, for instance. However, energy
and momentum has to be conserved at the points of interaction. Since the vacuum polarisation
effect corresponds to a quantum fluctuation, the range of forces carried by a virtual particle is
limited by the uncertainty principle, which dictates an absolute upper limit on the product of the
two conjugated quantities, mass and time. Thus, virtual particles with a high mass have a shorter
lifetime [48, 49, 53].

The integral in Eq. (2.21) is logarithmically divergent for large z and thus the calculated cross
section would ultimately be infinite which obviously contradicts experiment. In order to avoid the
singularity, the integral is regularised by introducing a suitable upper cut-off mass M which, at a
later step, is taken to infinity. The integral then reads

M?2 2
1 M

and can be split into a analytically calculable, finite term which is independent of M, and a term
which blows up as M — oo. Crucially, all divergent terms that might appear in the calculation

10



2.1. The Standard Model of Particle Physics

will be absorbed into the physical quantities and are added in the calculation of the physical ob-
servables as corrections to the final result. Hence, the measured masses m’ and the couplings ¢’
are renormalised and are thus not the same as the bare quantities appearing in the Lagrangians (m,
g) as they contain extra corrections dm and dg, respectively,

m = m 4+ m (2.23a)
d=g+d9 . (2.23b)

Since the corrections depend on the masses and the couplings of the particles involved in certain
physical process, the final, measured masses and couplings are effectively energy-dependent, such
that they are referred to as running masses and running couplings, respectively. For the given
example of electron-positron scattering, it thus has to been distinguished between the bare electric
charge e used in theory calculations and the renormalised charge e that is measured in experiment.
Both are related to each other by

1
2 2\ \ 2
e M 2
e = eq <1 ~ {92 In (2 >> (2.24)

were the infinity contained in the cut-off M are absorbed in the definition of the renormalised
coupling. The electromagnetic charge is measured to be finite, though not to be constant, so the
divergence of the logarithm must be cancelled by a counterpart. As a direct consequence, the
coupling strength is no longer constant but depends on the energy scale of a particular physics
process. In leading order, the QED coupling constant can be written as

2 2 2
2y _ € (Q%) _ a(p”)
7T 12

where Q% denotes the momentum scale of the process being investigated and ;2 is a reference
renormalisation scale closely related to the cut-off value M?2. Fig. 2.2a shows experimental results
proving that the value of the electromagnetic coupling constant increases at a larger momentum
transfer and vice versa, as implied by Eq. (2.25)®.

2.1.2. Quantum chromodynamics

Quantum chromodynamics is the theory of the strong force and describes the interactions between
particles carrying a colour charge®, namely quarks and gluon. In total three different colours
charges exist: red, green and blue. According to QCD, colour charge is a conserved quantity and
the net colour of any bound state is required to be zero. The three colours can be considered
as axes spanning an abstract space with no axis in colour space being preferred to the others.
Transformations between different colours correspond to rotations in colour space based on the
SU(3)c symmetry group. In general, the special unitary group SU(N) is a subgroup of U (V)
and has to fulfil the requirement that the determinant of U be equal to one, detU = 1. Since any
group described by SU () has N2 — 1 generators, QCD has eight generators, the 3 x 3 Gell-Mann

©®In addition to the stated references, for this section Ref. [48, 49, 53, 58-60] have been used.
©®0ften referred to simply as colour.

11
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035 —y T T T
e'e wee i Td 3LO) e
2 A2 LzEP \ low Q* ::1?’ g%og e
] 1.81GeV* <-Q" < 6.07GeV .
08 - m 12.25GeV? <-Q? < 3434GeV? 03 F Heavy QuI:':IS{ Jes ﬁgi =]
2 2 2
] 1800GeV” <-Q° < 21600GeV ¢*e jets/shapes (NNLO+res)
— QED pp/pp (jets NLO) +=
o 025 | EW precision fit (N>LO)-e— ]
‘D_ pp (top, NNLO)
»* S nf 1
[=} o
075 - iy ]
015 | : s
a=constant=1/137.04
01| R
1 1l | 1
2 3 4 = a (M) = 0.1179 £ 0.0010
1 10 10" 10" 10 0.05 e i i
-Q2 (Gev2) 1 10 100 1000
Q[GeV]
(@) (b)

Fig. 2.2.: The running of coupling constants for the electromagnetic and strong force, o and a,
respectively, as determined from experiment. Fig. (a) shows the energy dependence of
« as measured at the LEP collider [61], while Fig. (b) depicts the experimental results
for a5 [51]. The three data points in Fig. (a) measured different momentum transfer
scales depicted as black and yellow dots perfectly match the theoretical expectation of
QED. A horizontal line indicates the constant unscreened value of «. The coloured data
points in Fig. (b) have been taken in various measurements. The quoted accuracy of
NLO, NNLO and N3LO associated with the measurements correspond to the consid-
eration of the next-to-leading-order, next-to-next-to-leading-order and next-to-next-to-
next-to-leading-order when comparing to the value calculated from QCD prediction at a
reference scale equal to the mass of the Z boson, respectively.

matrices \,'”) that perform unitary transformations in colour space in the form of

8
U = exp (z > pa)\a> , (2.26)
a=1

with p, being real coefficients. Accordingly, QCD comprises eight different gauge fields G¢,
the so-called gluons, which are the force mediators of quantum chromodynamics.The superscript
a € [1,...,8] refers to the index of a given gluon or generator.

The Lagrangian of quantum chromodynamics is given by

AN

8
Loco = =7 Y GawGh + > quliv' Dy — mi)a (2.27)
a=1

k

with G, as the gluon field strength tensor and g, representing the spinors for different quark

(M The Gell-Mann matrices are a set of generalised Pauli spin matrices for SU(3).

12



2.1. The Standard Model of Particle Physics

(a) b)

Fig. 2.3.: Two Feynman diagrams illustrating the self-coupling of gluons as the consequence of
the non-Abelian structure of quantum chromodynamics. Fig (a) depicts a vertex with
three gluons involved, whereas Fig. (b) shows a four-gluon vertex.

flavours k. The covariant derivative for QCD is defined as

8
Aa
D! =" +igs y Gl
o (2.28)

A
= 8“ + nggG"u
where g, is the strong coupling constant and A and G, are vectors of eight Gell-Mann matrices

and eight gluon gauge fields, respectively. Similar to as in QED, the field strength tensor is defined
as

Gl =or'Gy — 0"Gl — gsfach’gGZ (2.29a)
where the factor fu;. represents the SU(3) structure constants®with the indices a,b,c €
[1,...,8]. This can be expressed in a more condensed notation,

G, =0,G,-0,G, —9:G,xG, (2.29b)

which looks rather similar to the field strength tensor F},,, of QED given by Eq. (2.18), except
for the vector product at the end of the expression. This last term is a characteristic of quantum
field theories that are based on non-Abelian groups which has the effect that the gauge bosons
themselves carry charge and therefore may interact with each other. In case of QCD the gluons are
in fact bicoloured carrying both a colour and an anticolour. Two representative Feynman diagrams
of the self-interaction of gluons are shown in Fig. 2.3.
The QCD coupling constant is actually not constant but its value is dependent on the momentum
transfer scale similar to the electromagnetic coupling constant described at the end of Sec. 2.1.1.
At leading order, the coupling constant of quantum chromodynamics is given by

2 2
_ 9 _ s (1) , (2.30)

s 63— 2 (%)

Qs

with ny being the number of quark flavours participating in a particular interaction. Unlike the
electromagnetic coupling constant in Eq. (2.25) which has a minus sign in front of the logarithm in

®m SU (2) the structure constants are given by the totally antisymmetric tensor €; .
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the denominator, o features a plus sign at this position which has its roots in the self-interaction
of the gluons. Therefore, the strong coupling constant increases with decreasing momentum trans-
fer and vice versa thus showing the very opposite behaviour of o of QED. An illustration of this
feature can be found in Fig. 2.2b. This behaviour of the strong coupling constant is also referred
to as anti screening whereas, in contrast, the behaviour of the coupling constant in quantum elec-
trodynamics is called screening. If an electromagnetic charge is put into the vacuum, there will be
still electron-positron pairs around arising from quantum fluctuations. In the vicinity of a charge
the vacuum will be polarised, meaning that virtual particles of opposite charge will be attracted to
the probed charge, whereas virtual particles of like charge are repelled. This leads to an overall
cancellation of the field of the probed charge. However, as one approaches it, the vacuum effects
diminish and the effective charge of the probe increases. The same applies for colour charges in
QCD, with the crucial difference that the force-carrying particles themselves carry charges, unlike
in QED. As each gluon carries both a colour and an anticolour, the polarisation of the vacuum is
augmented, leading to an increase of the net coupling strength at larger distances. On the con-
trary, approaching the primary colour charge reduces the antiscreening effect of the surrounding
virtual particles. The QCD coupling constant would feature a screening behaviour if the logarithm
term of the denominator in Eq. (2.30) was greater than one, which requires more than 16 differ-
ent quark flavours. As only six quark flavours are known, quantum chromodynamics remains an
asymptotically free theory.

Two important phenomena of QCD, asymptotic freedom [21, 22] and confinement [62, 63],
are closely related to the coupling constant’s course. The first, asymptotic freedom, describes the
behaviour of quarks at high energies or, equivalently, at small distances. In this regime, quarks
behave as if there were quasi-free particles since the coupling constant g becomes increasingly
small. However, at small energies, i.e. large distances, the strong coupling constant grows contin-
ually thereby increasing the attraction among the quarks®. Quarks can consequently not exist as
free particles but are confined into bound colourless states called hadrons.

Depending on the quark content, hadrons can be further subdivided. Combinations of a quark
and an antiquark with its anticolour cancelling the colour of the quark are referred to as mesons,
whereas so-called baryons consist of either three quarks or three antiquarks with each quark carry-
ing another colour and each antiquark carrying another anticolour, respectively!?). Recently, the
existence of so-called pentaquarks, bound colourless states of four quarks and an antiquark, has
been revealed [64].

The formation of hadrons, referred to as hadronisation, is theoretically challenging to describe
due to the low energy scales that are involved in this process. Because of confinement, instead of
single quarks, bunches of colourless hadrons can be observed in experiment. At collider experi-
ments, these bunches typically appear to be cone-shaped due to momentum conservation and are
referred to as jets. The process of hadronisation and the construction of a jet will be discussed in
more detail later on in Chap. 4 and Sec. 5.4, respectively(!".

@ The breakdown of perturbation theory in the regime of large values of a5 as well as its experimental consequences
will be discussed in Sec. 4.1.1 later on.

U9Colour is an additive quantum number, so colours of the quarks of a baryon red, green and blue add up to “white”,
and for a meson the colour of the quark and the corresponding anticolour of the antiquark annihilate to “black”. The
picture that colours combine to “white”” and cancel each other leaving “black™ has been taken from chromatics in
order to illustrate the idea of colourless hadrons. Of course, neither white nor black hadrons exist in nature.

(D1n addition to the stated reference, this section is based on Ref. [48-50, 53, 58, 60, 65, 66].
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2.1. The Standard Model of Particle Physics

2.1.3. The electroweak theory

Although formulated separately, the electromagnetic and the weak interaction are both assumed
to be a low-energy representation of the unified electroweak interaction based on a SU(2)r ®
U(1)y gauge group. The electroweak theory contains four different gauge fields of which three
(Wj, Wi, W/f) are associated to the SU(2), group and couple to the so-called weak isospin,
whereas the B, belongs to the U(1)y group and couples to the weak hypercharge of particle,
which is given by

Y =2Q-15 |, (2.31)

with @) being the electric charge and I3 the third component of the weak isospin. Since parity
is not conserved within the weak interaction, left-handed and right-handed particles are treated
differently by the weak component of the electroweak force. The gauge bosons of SU(2)r, couple
only to left-handed particles and right-handed antiparticles which is known as parity violation [67,
68]. Thus, only left-handed particles and right-handed antiparticles carry a weak isospin other
than zero and are arranged in so-called weak isospin doublets

) ) ) @06 2.3)

For particles appearing in the upper portion of the doublets the third component of the weak isospin
is +1/2, whereas particles of the lower portion have a third component of the weak isospin equal
to —1/2 (for simplicity only particles and not antiparticles are given). In contrast, right-handed
particles and left-handed antiparticles are weak isospin singlets with I3 = 0. Commonly, particles
on top are called up-type, and particles below are referred to as down-type. The meaning of the
prime in the case of down-type quarks will be explained in Sec.2.1.4.

The electroweak Lagrangian,

- 1 1
LEw = Z “/Jk:'YuDywk - ZWWWW - ZBWBW (2.33)
k

has a similar structure than that of QCD given by Eq. (2.27) except for absence of any mass term.

As the electroweak coupling to left-handed and right-handed particles is different, the covariant
derivative in Eq. (2.33)

1. 1.

Dy =0+ Gigr - Wy + 5ig'Y B, (2.34)
1.

Dy =8+ 5ig'Y By (2.34b)

reads differently for the left-handed and right-handed component in Eqgs. (2.34a) and (2.34b),
respectively. Here, g represent the coupling strength of the SU(2)y, portion and ¢’ denotes the
coupling strength of the U (1)y portion of electroweak theory. Furthermore, 7 and W , are vectors
of the Pauli spin matrices, which are the generators of SU(2), and the associated gauge fields,
respectively. The field strength tensors of the electroweak interaction given in Eq. (2.33) are
defined as

Buu = 8MBV - al/BM (235&)
W =0, W, — 9, W, — gW, x W, . (2.35b)

As was the case for SU(3)¢ in QCD, the SU(2), group is a non-Abelian group which gives rise
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to a self-interaction of its gauge bosons indicated by the vector product in Eq. (2.35b). Similar to
QED the U(1)y part does not provide a self-interaction of its mediator particles.

In Sec. 2.1.1 it has been shown that in order to preserve local gauge invariance of the theory, the
gauge bosons have to be massless. However, experiments have shown that only the photon and
the gluons are massless but the weak force mediators are quite massive. As a consequence, the
electroweak symmetry has to be broken in order to both meet the experimental results and to satisfy
the theoretical principles. In the Standard Model, electroweak symmetry breaking is described by
the Brout-Englert-Higgs mechanism [54-56]. By adding a new complex scalar SU(2), doublet

field .
¢ ) 1 <<Z51 + i¢2>
e = =7 : 2.36
<¢O V2 \ @3 +ids (2.36)
to the electroweak Lagrangian of Eq. (2.33) results into an additional term
Liggs = (Du(I))T(DM(I)) - V(@) (2.37)

where the covariant derivative is simply the one used in electroweak theory. The potential is
defined by
V(®) = 12 0Td + \(0TD)? (2.38)

with X\ begin a positive real number. Crucially, the minima of the given potential depend on the
value of the parameter 2. If 42 > 0, there is only one minimum at ® = 0. However, in case of
u? < 0, the field ® has a ground state different from zero,

Py = 1 <O> , (2.39)

for which the potential is minimised. The two minima of the potential are then +v where v is

defined as
/ |N2’
=4/ ! 2.40
v A ( )

and referred to as the vacuum expectation value (VEV) of the Higgs field. The procedure described
is referred to as spontaneous symmetry breaking as the underlying symmetry is spoiled by the
selection of a particular ground state. Due to the freedom of gauge transformation, ¢ can be
written as an expansion around the VEV with a scalar field () which will be later identified with

the Higgs field,
o L ( 0 ) (2.41)
V2 \vtn@)) '

With this representation of ¢, the Higgs Lagrangian of Eq. (2.37) can be rewritten as
1 g%0v? _ 102 2
§gT [\WJ\Q +[W, ﬂ + 5 9By — Wil
(2.42)
incorporating the physical mass eigenstates of the gauge bosons. This Lagrangian is given at lead-
ing order and comprises the free propagation of the Higgs field n(x) with a mass muiggs = V2.
The mass terms for the electroweak gauge bosons arise from spontaneous symmetry breaking to-
gether with the subsequent expansion of ¢ around the Higgs field VEV and the demand that the
Lagrangian be locally gauge invariant under SU(2);, ® U(1)y symmetry. There are in general
higher-order terms occurring in Eq. (2.42) including cubic and quartic gauge boson couplings to
the Higgs field and self-interactions of the Higgs field which are not shown here. The free prop-

1
Lhiiggs = | 5(0um)(9"n) — |12 772] +
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2.1. The Standard Model of Particle Physics

agation of the electroweak gauge boson is not included in the Higgs Lagrangian as well as it has
been already given by Eq. (2.33).

The electroweak mixing angle, also referred to as Weinberg angle, is defined through the cou-
pling strengths of the electroweak symmetry groups,

/
1 (9 g . g
Oy = tan 1 () & cosby = ———, sinfy = ——— (2.43)
g /g2 + g/2 /g2 + g/2
and relates all couplings involved in the electroweak interaction by
e =g cosby = gsinfy . (2.44)

The electroweak gauge bosons and their masses can be expressed in terms of the electroweak
gauge fields and the Weinberg angle as

A, = sin GWW;’ + cos Oy By, with my =0 (2.45a)
7, = cos O W — sin Oy B,, with my = —WE (2.45b)
# cos Oy

+ 1 1 172 . _gv
W= = —(WM F zW#) with Myt = — (2.45¢)

Iz V2 2
Two SU(2), gauge fields, Wl} and Wﬁ, are absorbed into the W bosons. The remaining WS
and B,,, the gauge boson of the U(1)y group, form two orthogonal superpositions, which are
the photon known from electromagnetism and the electrically neutral but massive Z boson. The
Weinberg angle that relates the masses of the W= and Z boson has been measured to have a value
such that sin® Oy = 0.2313 [51].

The Higgs mechanism does not only give a mass to the electroweak gauge bosons but provides

a general mechanism within the Standard Model to give elementary particles a mass. Fermion

masses can are taken into account by expanding the Higgs Lagrangian with an additional mass
term of the form

G (@f ou! 4 ol otw/ ) (2.46

Ir\*L** R R L 46)

with U denoting the left-handed and right-handed Dirac spinors of a fermion f, respectively, and
gy being the corresponding Yukawa coupling strength of the fermion to the Higgs field. Hence,
the particular value of the given fermion mass,

ms =g (2.47)

<

is governed by its respective Yukawa coupling, which is a free parameter in the Standard Model
and thus has to be experimentally determined, and the Higgs VEV, which can be fixed by the Fermi
constant G g,

v = <\/§GF) o (2.48)

and has been found to have a value of 246 GeV [69-71]12.

(21 addition to the stated references, this section has been adapted from Ref. [48, 50, 53, 58, 59, 65].
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2.1.4. The weak decay

The breaking of electroweak symmetry discussed in the previous section causes the mass eigen-
states and weak eigenstates of massive strongly interacting particles not to be identical. They
are related to each other by the unitary 3 x 3 CKM{® flavour-mixing matrix that maps the mass
eigenstates to the weak eigenstates and vice versa. Historically it can be seen as an extension of the
GIM"'Y mechanism which only includes the first and second generation of quarks and relies on the
2 x 2 Cabibbo flavour-mixing matrix [12, 72]. The mass eigenstates are described as a superpo-
sition of several weak eigenstates which allows quarks to change their flavour in weak processes
mediated by a W+ boson. The flavour of a particle is not a conserved quantity in terms of the
weak interaction which gives rise to processes as radioactive 3-decay or quark/meson mixing!>.
The relation between weak eigenstates, which are furnished with a prime, and mass eigenstates is
given by

d/ Vud Vus Vub d
S =|Vea Ves Vb s . (2.49)
v Via Vis Vi b

The transition of a quark of flavour ¢ to flavour j is defined by the CKM matrix elements, and
the probability of a transition is given by |V;;|?. The values of the CKM matrix elements are not
predicted by the theory. They have been measured to be [51]:

0.97420 £ 0.00021 0.2243 £ 0.0005 0.00394 £ 0.00036
Vekm = 0.218 £ 0.004 0.997 £0.017  0.00422 £ 0.00008 (2.50)
0.0081 £0.0005  0.0394 £ 0.0023 1.019 £ 0.025

From the measured values it can be immediately seen that transitions within the same genera-
tion are most preferred since the diagonal elements are close to unity. Less likely are transitions
between the first and the second generation, followed by transitions between the second and the
third generation. The strongest suppression can be noted for transitions from the third to the first
generation and vice versa.

From the structure of the matrix it can be deduced that only transitions between up-type and
down-type quarks are permitted. In the Standard Model transitions of up-/down-type quarks into
other up-/down-type quarks of another generation, referred to as flavour-changing neutral currents
(FCNC), are forbidden at tree-level and moreover greatly suppressed at higher orders. In fact, the
suppression of FCNC led to the prediction of charm quarks via the GIM mechanism in 1970 [12].
Two quark generations had not been sufficient to explain the CP violation observed in weak in-
teractions on a theoretical basis, which is why a third generation of quarks had been postulated
and could be experimentally established with the discovery of the bottom quark in 1977 [16, 17].
Described and conceptually introduced by the complex phase of the CKM matrix, CP violation is
an explanation for the asymmetry observed between matter and antimatter in the universe. Prior
to the introduction of a third fermion generation it was not possible to include the observed CP vi-
olation into the Standard Model since the unitary mixing matrix requires at least three dimensions
in order to feature a non-vanishing complex phase.

However, CP violation in the quark sector is far too small to explain the amount of matter-
antimatter asymmetry in the universe by itself. Contrary to the Standard Model presumption,
neutrinos do have a small mass but non-zero mass [73, 74], which is the reason why they are ex-

(9 Named after Nicola Cabibbo, Makoto Kobayashi and Toshihide Maskawa for their outstanding pioneering work in
this field [16, 72].

UYDeveloped by Sheldon Lee Glashow, John Iliopoulos and Luciano Maiani.

U91n electroweak interactions the weak SU(2) 1, component of the theory that not conserve flavour and violates parity.
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2.2. Parton distribution functions

posed to a similar dissimilarity of weak and mass eigenstates as the quarks('® are. Thus, neutrinos
may change their flavour during free propagation since a mass eigenstate can be expressed as the
linear combination of various flavour eigenstates and vice versa. The relation between the two
kinds of eigenstates is given by the so-called PMNS!”) matrix [75],

Ve Uet Ue U "
vy = U,ul ng U,uS 1%0] (2.51)
vr UTI UT2 U’T3 V3

which is 3 X 3 unitary mixing matrix and equivalent to the CKM matrix from the quark sector.
The vy with f = e, u, 7 denote the three flavour eigenstates whereas v;, ¢ = (1,2, 3) refer to the
neutrino mass eigenstates. Similar to the CKM matrix, an irreducible complex phase of the PMNS
matrix also gives rise to CP violation in the lepton sector(!®).

2.2. Parton distribution functions

A proton consists of three quarks, two up quarks and one down quark. Inside the proton, however,
the quarks will interact with each other through the exchange of gluons. A powerful explanation
for the dynamics of this interacting system is provided by the parton model.

The partonic content of a proton can be classified into three main categories. The main con-
stituents are the three quarks previously mentioned, referred to as valence quarks, accounting for
the basic structure of the proton. They are embedded in a sea composed of many ephemeral
quark-antiquark pairs originating from quantum fluctuations, therefore referred to as sea quarks.
The third category is a multiplicity of gluons which mediate the interaction between both the va-
lence quarks and the sea quarks. The parton model was originally introduced by Richard Feynman
in order to describe collisions of hadrons at high energies [8, 76]. Even after the development and
experimental confirmation of quantum chromodynamics the parton model remains a justifiable ap-
proximation at high energies. In the parton model, partons are treated as quasi-free particles which
in QCD is a direct consequence of asymptotic freedom. For small distances between coloured ob-
jects the strong coupling constant is typically small thus allowing for perturbative calculations of
collision cross sections. At large distances, however, the strong coupling constant blows up which
therefore confines quarks into colourless hadrons. As the value of o is typically larger than one
in this regime, perturbative approaches cannot be applied below a certain energy scale. Instead,
probability density functions of quark momenta within the proton can be used for the calculations.
They are referred to as parton density or parton distribution functions (PDF) and give the proba-
bility to find a particular parton with a specific fraction z of the entire hadron’s momentum at the
resolution scale ). Due to the inherent non-perturbative nature of partons which cannot be ob-
served as free particles due to colour confinement, it is not possible to calculate the parton densities
analytically for a given momentum transfer scale. For this reason they have to be extracted from
fits to QCD-sensitive observables from deep-inelastic scattering experiments and hadron collider
data. Nevertheless, the evolution in momentum transfer of the parton densities from a high scale
to a lower scale, down to a cut-off scale of a few MeV, can be described by the DGLAP evolution
equations [77-80].

At hadron colliders such as the LHC, the incoming protons at a collision provide broad beams

9By convention, in the quark sector the down-type particles have been chosen to be rotated. In the lepton sector, it
appeared to be more convenient to rotate the up-type particles since it was the confirmation of them being massive
that provides the opportunity to explore the field of flavour oscillations in the lepton sector.

D Named after Bruno Pontecorvo, Ziro Maki, Masami Nakagawa and Shoichi Sakata.

U91n addition to the stated references, for this section Ref. [48, 49, 58, 65] have been used.
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2. Theory
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Fig. 2.4.: Values of the proton PDFs determined by the MSTW group [81] in 2008 at next-to-
leading-order for two different energy scales, Q? = 10 GeV? (left) and Q2 = 10* GeV?
(right). The valence quarks carry a high momentum fraction of roughly 1/3 with the
up quark component exceeding the down quark component by a factor of approximately
two. For smaller x, gluons and other quark flavours become more likely. Approaching
towards higher energies, which is similar to an on average higher momentum transfer,
more partons are involved each with a smaller x. For both figures the gluon contribution
has been divided by 10 in order to reasonably fit into the plotting range.

of partons carrying a fraction x of the original proton momentum. This is the reason why parton
distribution functions are commonly used at collider experiments to describe the substructure of
protons and to quantify the outcome of high-energy proton-proton collisions. Fig. 2.4 shows parton
density functions of the proton at two different momentum transfer scales. For a small momentum
transfer, the valence quarks carry on average rather high momentum fractions, and sea quarks and
gluons carry much smaller fractions of the proton’s momentum. On the other hand, at higher
momentum transfer, sea quarks and gluons contribute on average more and are thus more likely
involved in proton-proton collisions. A correct calculation of the total cross section of a particular
physics process requires all final-state hadrons to be considered. Difficulties in the calculation
arising due to the low energies involved can be overcome by making use of the factorisation
theorem [82] which states that a total inclusive cross section of a hadronic process A + B — X
can be written as

OAB = /dxadxb faja(@as 1) foy (@, uf) % [G0 + as(uB)or +--- ]y - (2.52)

In this way, the calculation of the overall cross section can be factorised into the calculation of the
leading-order partonic process 6y with higher-order corrections 6;, ¢« = 1,2,..., and the appro-
priate parton distribution functions f,/4 and f;/p of the initial-state partons a and b that belong
to the hadrons A and B, respectively. With a suitable factorisation scale ,u% and renormalisation
scale u%, the momentum fraction z; of the involved partons and other phase space variables asso-
ciated with the final-state X can be numerically integrated over. At the LHC, the partons a and b
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2.3. The top quark

would correspond to partons inside of two colliding protons. The final state could in principle be
any resonance produced in the collision, for instance a Z boson produced by the annihilation of a
quark-antiquark pair, ¢¢ — Z. (Furthermore, this section employs Ref. [49, 53])

2.3. The top quark

With a measured mass of approximately 173.3 GeV?) the top quark is by far the heaviest elemen-
tary particle known to date”. It has only been discovered in 1995 at the Tevatron experiments
CDF and D@ [18, 19] since the Tevatron was the first collider in history with a centre-of-mass
energy high enough to produce top quark pairs at an appropriate rate. Since then, its properties
have been extensively probed by various experiments. As with all fermions, the mass of the top
quark is a free parameter in the Standard Model and has thus to be determined by experiment. The
mass, m, of a particle can be related to its lifetime 7 and decay width I, by
1 1

T=LE™Yo3 o (2.53)
where 7 is the inverse of I' [48]. Due to the exceptionally high mass the top quark has a lifetime of
approximately 5 - 1072% s which is smaller than the hadronisation time scale of roughly 10™2*s.
The extremely short lifetime of the top quark allows the measurement of its bare properties. Fur-
thermore, the top quark may perhaps play an important role in electroweak symmetry breaking
as it has, according Eq. (2.47), a Yukawa coupling very close to unity, whereas all other fermions
feature considerably smaller values. In addition, the exact value of its mass could have implica-
tions in terms of the overall stability of the universe [84]. Aside from the mass of the top quark,
a growing effort in recent years has been placed on performing precision both theoretical calcu-
lations as well as measurements of its properties, for example its coupling to vector bosons, the
correlation of spins, or differential cross sections. The hope is to gain deeper insights into phenom-
ena which at present cannot be explained satisfactorily like flavour changing neutral currents or
the coupling between fermions and the Higgs boson. Experimentally a detailed understanding of
top quark processes is of great importance since they represent major backgrounds to searches for
new physics beyond the Standard Model, including the predictions of many Supersymmetry [85]
(SUSY) models.

2.3.1. Top quark production

Top quarks can either be produced individually in an electroweak process, referred to as single top
quark production, or as pairs of top and antitop quarks via the strong interaction.

2.3.1.1. Single top quark production

The electroweak production of single top quarks can be categorised into three different channels,
based on the lowest-order production diagrams at hadron colliders such as the LHC. An overview
of the corresponding Feynman diagrams of single top quark production is depicted in Fig. 2.5.
In the s-channel the annihilation of an up-type quark and a down-type antiquark (and vice versa)
creates a virtual W boson which then splits up into an (anti)top quark and an (anti)bottom quark.
The t-channel describes a flavour excitation process, whereby an up-type quark radiates a virtual
W boson that couples to a bottom quark. The latter originates either from the quark sea of the

(9The quoted value corresponds to a combination of measurements from the LHC experiments ATLAS and CMS and
the Tevatron experiments CDF and D@: miop = 173.34 & 0.36 (stat.) £ 0.67 (syst.) GeV [83]
©9The top quark mass has a value similar to that of an entire gold atom.
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2. Theory

proton or from gluon splitting, thereby being converted to a top quark. In the associated production
of a W boson and top quark in the so-called W¢-channel either a down-type quark is increased
in virtuality by a gluon and thus has sufficient virtuality to become a top quark by the radiation
of a W boson, or a down-type quark, most likely a bottom quark, splits up into a W boson and a
virtual top quark which subsequently becomes real through the coupling to a gluon.

s-channel t-channel Wt-channel

W=

W

q t

Fig. 2.5.: Representative Feynman diagrams for the electroweak production of single top quarks.
The bottom and antibottom quarks could be replaced by any down-type quarks and an-
tiquarks, respectively. Similarly, the quarks indicated by “q” depicted in red can be in
principle bottom and top quarks, respectively. Given the structure of the CKM matrix,

the cases depicted here are mostly favoured.

At proton-proton colliders such as the LHC, the cross section of single top quark production
are different for producing a top quark or an antitop quark. Charge conservation forces up-type
quarks to emit an W boson and down-type quarks to radiate W~ bosons only. Furthermore, a
W boson will convert a bottom quark into a top quark, whereas a W~ boson produces an antitop
quark from coupling to an antibottom quark. Since the proton has two up-type valence quarks but
only one down-type valence quark, in the s-channel and in the ¢-channel the number of up-type
quarks in the initial state of single top quark production is twice as large as the number of down-
type quarks. Consequently, more top quarks are produced via the electroweak interaction than
antitop quarks at proton-proton colliders, whereas at proton-antiproton colliders as the Tevatron
this asymmetry does not appear. However, the Wt-channel does not contribute to the asymmetry
between the number of produced top quarks and antitop quarks, respectively. In contrast to the
s-channel and the ¢-channel, only down-type quarks (or up-type antiquarks) appear in the initial
state of the W¢-channel which occur at the same rate for both proton-proton and proton-antiproton
colliders, irrespective of whether the initial quark was a valence quark or has been taken from the
quark sea of the proton.

2.3.1.2. Top quark pair production

At the LHC, top-antitop quark pairs (¢t) are predominantly produced via the strong interaction.
In Fig. 2.6 the leading Feynman diagrams for the three categories of top quark pair production
are depicted. As for the electroweak single top quark production, the s-channel describes the
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2.3. The top quark

annihilation of a quark and an antiquark thereby producing a gluon which subsequently splits up
into a top-antitop quark pair. As gluons carry colour as well, they may couple to each other as
discussed in Sec. 2.1.2 giving rise to a complementary process in the s-channel. In the so-called
gluon-gluon fusion, two incoming gluons combine to a single gluon which is in case of top quark
pair production a virtual particle and finally splits up into a top-antitop quark pair. As elaborated
in more detail in App. A, the dominant production mechanism of top quark pairs at the LHC is
gluon-gluon fusion to which not only the s-channel but also the ¢-channel contributes. The two
gluons in the initial state do not annihilate but exchange a virtual top quark that gets converted into
real particles at the coupling vertices with the gluons. The only difference to the u-channel is the
interchange of the outgoing quarks with respect to the the incoming gluons.

s-channel t-channel
q t i t
q t t
s-channel u-channel

£ t
Fig. 2.6.: Representative Feynman diagrams for the strong top quark pair production.

Aside from the leading-order processes depicted in Fig. 2.6, higher-order processes such as
those shown in Fig. 2.7 have to be taken into account. In strong processes additional gluons are
radiated in either the initial state or the final state, referred to as initial-state radiation (ISR) and
final-state radiation (FSR), respectively. Other corrections due to the exchange of purely virtual
particles might occur in form of the emission and absorption of the same gluon, so-called loops.

ISR loop correction
t t
i i
FSR loop correction
t t

/(

t

Fig. 2.7.: Representative Feynman diagrams for the strong top quark pair production including
higher-order corrections.
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To date, the cross section for top quark pair production at a proton-proton collider running with
a centre-of-mass energy of 13 TeV has been calculated up to the next-to-next-to-leading-order
(NNLO) in QCD including soft-gluon resummation at next-to-next-to-logarithmic order (NNLL)
yielding a theoretical value of
oNNLOPNNLL — 939420 (scale) + 35 (PDF + a5) pb (2.54)
assuming a top quark mass of 172.5 GeV [86]. The scale uncertainty reflects uncertainties on the
factorisation scale pr and renormalisation scale pr, while the second source of uncertainty stated
is associated to possible choices of the PDF and the strong coupling constant «s. Fig. 2.15 shows
an overview of recent measurements of the ¢¢ production cross section performed by the ATLAS
and CMS collaborations. The comparison with the theoretical prediction yields a good agreement
for all measured values.

2.3.2. Top quark decay

In the Standard Model, top quarks can only decay via the electroweak interaction into a ' boson
and a down-type quark in which the latter almost exclusively appears to be a bottom quark. In the
case of the top quark, the probability to decay to each of the particular three down-type quarks are,
as discussed in Sec. 2.1.4, governed by the square of the CKM matrix elements, with the measured
values [51] as given by Eq. (2.50):

Vg =6.6-107° (2.55a)
Vis)* =1.6-1073 (2.55b)
[Vip|? = 1.04 (2.55¢)

The W boson decays further into either a charged lepton and its corresponding neutrino referred
to as leptonic decay, or into an up-type and a down-type quark pair which is referred to as hadronic
decay. Although technically allowed, the hadronic decay of the W boson into an (anti)top quark
is kinematically forbidden. However, the other five quark flavours have to be considered as decay
products of the W bosons. In about one third of all cases the W boson decays leptonically and in
two thirds of all cases it decays hadronically. More details about the branching fractions") of the
W boson can be found in Tab. 2.3.

W = ente W — v, W = rv, W — qq

(10.71+£0.16)% (10.63+£0.15)% (11.384+0.21)% (67.41 +0.27) %

Tab. 2.3.: Branching fractions of the W boson [51]. The leptonic branching fractions are given
separately for each lepton flavour whereas the hadronic branching fraction is inclusive
in terms of possible quark flavours.

The decay of top quark pairs is thus categorised according the subsequent W boson decays,
resulting into three common decay channels. In the dileptonic channel, both W bosons decay
leptonically giving rise to two neutrinos in the final state. Contrarily, the fully-hadronic channel
features two hadronically decaying W bosons. The third so-called lepton+jets channel is a mixture
of the two previous channels, namely where one W boson decays leptonically and the other into

CDIf a particle can decay into more than one final state, the probability for each final state is given by to so-called
branching fraction which is defined as the fraction relative to the sum of all possible decays.
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2.3. The top quark

a quark-antiquark pair. Extra care must be taken within an analysis in the way 7-lepton decays
are treated, since they may further decay both hadronically and leptonically due to their mass of
roughly 1.8 GeV. A leptonic decay of a 7-lepton via a W boson creates additional neutrinos in the
final state of the ¢f decay which may cause problems at many hadron colliders as discussed later
in Secs. 3.3.1 and 5.7. For this reason two numbers are stated for the branching fraction in case of
the dileptonic and lepton-+jets channel, respectively.

2.3.2.1. The tt dileptonic channel

With a predicted branching ratio of approxi-
mately 10 % considering 7-leptons and 5 % if
not, the dileptonic channel is the least proba-
ble decay channel of the three main ¢t decay
channels. Its final state comprises two bottom
quarks from top quark decay and a total of two
leptons and two neutrinos as can be seen in
Fig. 2.8. Due to the two neutrinos in the fi-
nal state, highly elaborated techniques have to
be used in order to perform a kinematic recon-
struction of the top quark pair system. How-
ever, the dileptonic channel offers a very clean
event topology since it has a very low back-
ground contamination from strong processes
since it typically features two isolated leptons
in the final state.

Dy

&

Fig. 2.8.: Dileptonic ¢t decay

2.3.2.2. The tt lepton+jets channel

The lepton+jets channel has a branching frac-
tion of about 44 % with and roughly 34 %
without explicitly taking 7-leptons into ac-
count. The final state is characterised by two
bottom quarks, two light quarks from a W bo-
son, one high energetic charged lepton and one
neutrino (cf. Fig. 2.9). Despite the presence
of a single neutrino, the kinematic reconstruc-
tion of the ¢t system can be performed much
more straightforward compared to the dilep-
tonic channel. The main background of this
channel is the associated production of a vec-
tor boson with hadrons, while minor contribu-
tions originate from strong processes involving
numerous hadrons. From an experimental per-
spective, the lepton+jets channel offers a good
balance between a clean event signature and
large branching fraction.

Fig. 2.9.: Lepton+jets ¢t decay
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2.3.2.3. The tt fully-hadronic channel

In the fully-hadronic channel no 7-leptons
are expected in the signal signature as both
W bosons decay hadronically resulting in a
branching fraction of about 45 %. It thus is
the most probable channel which top quark
pairs decay in but also an experimentally very
challenging one. Due to its fully-hadronic fi-
nal state consisting of four light quarks from
the W bosons and two bottom quarks as de-
picted in Fig. 2.10, not a single neutrino from
either W boson has to be considered within
the kinematic reconstruction as it was the case
in dileptonic channel and partly in the lep-
ton+jets channel as well. However, combi- Fig. 2.10.: Fully hadronic ¢ decay
natoric effects caused by fully-hadronic back-

grounds becomes a main background to this

channel.

2.4. Top quarks in association with Z bosons

In addition to higher-order corrections mediated by the strong force as discussed in Sec. 2.3.1.2,
electroweak corrections may also appear but their relative impact on the total ¢¢ production cross
section is much smaller due to the lower coupling strength. A common case of such electroweak
corrections is the associated production of top quark pairs and a Z boson (t£Z) where the Z can
radiated either from the incoming quarks or from both real and virtual top quarks in the final state.
For real Z bosons the quark from which it was radiated had to be virtual as this process would
have been kinematically forbidden otherwise.

The investigation of the associated production of top-antitop quark pairs and a Z boson allows
one to directly measure the coupling strength between the top quark and the Z boson, which are
the heaviest and third heaviest particle in the Standard Model, respectively. In addition, single top
quark production in association with a Z boson has been studied as well, but higher background
rates and the electroweakly dominated production noticeably limits the signal purity [44, 45]. Yet
t-Z coupling is experimentally not well-constrained which is why its value may considerably vary
in some physics models beyond the Standard Model. The ¢t process serves furthermore as an
irreducible background to measurements of the coupling of the top quark to the Higgs boson as
well as to Supersymmetry searches because of a similar final-state signature.

The production cross section of ¢¢Z at 13 TeV has been calculated to be

oy NN = 08631550 % (scale) +3.2% (PDF + o) pb (2.56)

at next-to-leading (NLO) and NNLL accuracy in the calculation considering both electroweak and
strong corrections [87]. The most recent measurements of the cross section by the ATLAS and the
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CMS collaborations,

oA = 1.05 4 0.05 (stat.) 4 0.09 (syst.)pb  (139fb™1) (2.57a)
o4 =0.95 4+ 0.08 (stat.) £ 0.10 (syst.)pb  (36.1fb™ 1) (2.57b)
o M5 = 0.95 £ 0.05 (stat.) £ 0.06 (syst.)pb (77.5fb™ 1) (2.57¢)

are in reasonable agreement with the theoretical prediction [39, 46, 47]. The numbers in paren-
theses denote the amount of data used to derive the respective measured values in terms of the
integrated luminosity, whose concept will be introduced and further explained in Sec. 3.2. How-
ever, the cross section is by almost a factor of 1000 smaller than the cross section of ¢t production.
The main reason for this is the production of the Z boson which can only be accounted for by an
additional electroweak interaction which has a much smaller coupling strength than the strong in-
teraction. Furthermore, since the Z boson is a real particle, more energy per collision is needed to
produce the ttZ system in a hard-scatter process. In Fig. 2.11 two possible Feynman diagrams are
shown for ttZ production at the LHC. As for the case of ¢f production, also the decay of the ttZ

t q t

=,

t q A

Fig. 2.11.: Representative Feynman diagrams for the strong top quark pair production in associa-
tion with a Z boson.

process can be categorised which will be done in the following sections. Because of the additional
Z boson more than just three decay channels are defined based on the number of leptons from
the decays of the three vector bosons. Tab. 2.4 provides an overview of the dominant branching
fractions for the decay of the Z boson. Since for the studies presented later on only three particular
ttZ decay channels are dealt with, they will be looked at in greater detail. Single top quark pro-
duction with a Z boson associated mentioned above, however, is explicitly not taken into account
as desired processes.

Z — 1T~ Z — v Z —qq

(3.3658 £ 0.0023) %  (20.000 £ 0.055) % (69.911 + 0.056) %

Tab. 2.4.: Branching fractions of the Z boson [51]. The leptonic branching fractions are averaged
for all three lepton flavours.
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2.4.1. The ttZ dilepton channel

The ttZ dilepton (2¢) decay channel features
a fully-hadronic ¢t signature which has a fairly
high branching fraction. Thus, as can be seen
in Fig. 2.12, there is no neutrino present in the
signature which allows for a full kinematic re-
construction. Furthermore, the Z boson de-
cays into a pair of leptons with opposite elec-
tric charge and same flavour which can be ex-
perimentally well identified at the LHC. How-
ever, the small branching fraction of the Z bo-
son to decay into a pair of leptons further limits
the low statistics for an already rare process.
In total the dilepton channel has a branching
fraction of approximately 5 % (3 % without 7-
leptons) which is the highest value for t¢Z with
a leptonic Z boson decay.

This channel has high background contribu-
tions from the production of a Z boson associ-
ated with multiple hadrons as well as from top
quark pair production. Due to opposite-sign
requirement on the lepton pair this channel is
commonly referred to as 2¢0S channel.

2.4.2. The ttZ trilepton channel

The so-called trilepton (3¢) channel offers the
best sensitivity at present due a good balance
between a clean signal structure with a rel-
atively low background contamination and a
sufficiently high branching fraction with re-
spect to the tetralepton channel. As it features
a lepton+jets tt signature, a straightforward
kinematic reconstruction of the signal signa-
ture can be performed. As for all decay chan-
nels described in this thesis, the Z boson de-
cays to a pair of leptons with opposite sign
and same flavour (OSSF). Due to the third lep-
ton in the final state, the signal-to-background
ratio is higher than for the dilepton channel.
However, the branching fraction decreases to
4.5 % taking into account 7-leptons and 2 %
if not. Due to the fact that the trilepton chan-
nel currently offers the greatest sensitivity, the
first observation of ¢tZ at the LHC was made
in the trilepton channel [35]. A representative
leading-order Feynman diagram for the trilep-
ton final state is shown in Fig. 2.13.
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Fig. 2.12.: ttZ dilepton channel
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Fig. 2.13.: ttZ trilepton channel



2.4. Top quarks in association with Z bosons

2.4.3. The tiZ tetralepton channel

The tetralepton (4¢) channel, depicted in
Fig. 2.14, offers by far the cleanest signature
within the hadronic environment of the LHC.
Both W bosons from the tt system decay lep-
tonically giving rise to two final-state neutri-
nos. Thus the kinematic reconstruction of this
signature is very involved. In total four leptons
provide a good separation from backgrounds,
although the very small branching fraction of
1 % limits signal statistics. Neglecting the con-
tributions of 7-leptons the value of the branch-
ing fraction further drops down to 0.3 %. How-
ever, previous measurements have exploited
both the trilepton channel or the tetralepton
channel [35-38, 40].

Uy

Uyt

s

[+

Fig. 2.14.: tt Z tetralepton channel
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Summary of measurements of the top quark pair production cross section at the LHC
experiments ATLAS and CMS for 13 TeV compared to the exact NNLO QCD cal-
culation complemented with NNLL resummation [86]. The theory bands represent
uncertainties due to renormalisation and factorisation scale, parton density functions
and the strong coupling. The quoted results from measurement and theory calculation
are based on an assumed top quark mass value of My, = 172.5 GeV [88].
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3.1. Experiments at CERN

CERN® is the European Organisation of Nuclear Research founded in 1954 with its headquarters
and accelerator complex located near Geneva, Switzerland. The largest particle physics laboratory
in the world is operated at CERN, pursuing a variety of experiments in different areas of particle
physics. CERN is one of the most important institutes of physics research in the world nowadays
and was originally founded to provide a place for scientists of peaceful collaboration in Europe
after many scientists had left Europe in the first half of the twentieth century. Since the foundation
of CERN, the contributions of scientists from all over the world have led to remarkable progress
in particle physics of which the most recent incident that received worldwide attention was the
discovery of a new particle consistent with the Higgs boson predicted by the Standard Model [33,
34]. The main task of CERN is to probe the fundamental structure of the universe and has al-
ways been accompanied by revolutionary innovations helping day-to-day life. While trying to
exceed the limit of knowledge, often entirely new working materials had to be developed in order
to match with the technical challenges, thereby pushing the boundaries of technology at the time.
This led to a number of technical advancements such as the invention of an early touch screen in
1970s [89], new possibilities of medical treatment, and the World Wide Web in 1989 [90]. Work at
CERN must not have concerns with military requirements and, furthermore, all results have to be
published or made generally available [91]. During more than 60 years of research at CERN, data
have been measured by means of various experiments housed at accelerators of different types.
The first accelerator, the Synchrocyclotron (SC), was already put into action only three years af-
ter CERN’s foundation. Two years afterwards, the Proton Synchrotron (PS) was commissioned,
which was the first circular accelerator at CERN. Since then, ring colliders have proven to be
the dominant type of particles accelerators at CERN, most notably the Super Proton Synchrotron
(SPS) where the W and Z bosons had been discovered in 1983 [92-94], and the Large Electron
Position Collider (LEP) which served as the highest-energetic accelerator for leptons with a maxi-
mum centre-of-mass energy of /s = 209 GeV yet to date, enabling high-precision measurements
of the electroweak interaction and an excellent confirmation of the Standard Model [95].

Fig. 3.1 shows a schematic overview of the CERN accelerator complex. Aside from the LHC
accelerator complex which will be discussed in more detail in the following section, several other
experiments are situated at CERN, for example the Antiproton Decelerator (AD) and its smaller
equivalent ELENA®, where antiprotons from fixed-target collisions of protons from the PS are
decelerated in order to form bound states of antimatter. The antimatter is then investigated in
various experiments located inside of the AD ring. In addition, the AMS® experiment, a particle
detector mounted to the ISS™ has a ground control centre on the CERN compound.

(DThe acronym follows the French name Conseil européen pour la recherche nucléaire.
@Extra Low ENergy Antiproton

® Alpha Magnetic Spectrometer

®International Space Station
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The CERN accelerator complex
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Fig. 3.1.: A schematic depiction of the CERN accelerator complex. The LHC ring is shown in
dark blue with its four major experiments indicated by yellow dots. The pre-accelerator
chains for protons and heavy ions are shown below including the LINAC 2, PS Booster,
PS and SPS accelerators, as well as LINAC 3 and LEIR, respectively. Furthermore,
the antimatter decelerator facilities as well as a number of smaller experiments are also
included [96].

3.2. The Large Hadron Collider

The Large Hadron Collider (LHC) is the world’s largest particle accelerator and is located at
CERN. It has been built to probe the Standard Model of Particle Physics and to search for new
physics® phenomena in order to shed light on our understanding of physics at the high-energy
scale. One of the significant limitations of a lepton collider such as LEP, where electrons and
positrons were accelerated, is the high energy loss of the accelerated particles due to synchrotron
radiation [50]. For this reason, a hadron collider was favoured instead of an upgraded electron-
positron collider. The energy loss as a result of synchrotron radiation has to be compensated for

®New physics or physics beyond the Standard Model (BSM) comprises basically everything that cannot be described
by the Standard Model, including massive neutrinos and thus neutrino oscillations.
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in order to maintain a constant beam energy. The amount of energy a particle with electric charge
Ze and mass m loses per turn, AF, is

2 2 4
AEO((Z;)-’}AOC(Z;)'(?;) (3.1)

with beam energy F, radius R and the Lorentz factor v = E/m. Due to the mass dependence
to the power of four in the denominator of Eq. (3.1), protons (myproon = 939.272MeV [51])
lose a factor of about 10 - 10! less energy than electrons (Mejecron = 0.511MeV [51]) at the
same energy. Thus, hadron colliders operated with (anti-)protons typically reach higher beam
energies due to the reduced energy loss due to synchrotron radiation, and are therefore often called
discovery machines since new hypothetical particles are often expected to have high masses [85].
However, a notable disadvantage of hadron colliders are the hadronic remnants in the events(® that
likely impede to perform measurements at very high precision. Operation of the LHC started in
2008, and the first period of data taking at the LHC started on 20th November 2009 with a centre-
of-mass energy of 7TeV and continued through the end of 2013. Within this period, widely
called LHC Run 1, the centre-of-mass energy has been slightly increased to 8 TeV. Already on
30th November 2009, the LHC became the world’s highest-energy particle accelerator beating the
previous record of 1.96 TeV held by the Tevatron accelerator at Fermilab [97]. After two years of
technical shutdown, the LHC came back online in April 2015 to perform a most successful data
taking period until early December 2018 at a constant centre-of-mass energy of 13 TeV, referred
to as Run 2. Being in technical shutdown since then, the LHC is foreseen to restart operation in
2021 for another few years, denoted as Run 3, before being upgraded to the high-luminosity LHC
project which is supposed to be ready in 2026.

The LHC is circular machine composed of alternating straight and curved segments with a cir-
cumference of 27 km. It is located approximately 100 m underground in the same tunnel as its
predecessor LEP. Despite being able to accelerate protons to energies of up to 7TeV it is also
designed to be filled with lead nuclei reaching a centre-of-mass energy of 2.76 TeV per nucleon.
In order to reach those high values, it proved to be beneficial to increase the energies of the par-
ticles gradually by passing them through series of pre-accelerators. For this purpose, the existing
infrastructure of former accelerators and experiments was integrated into the LHC acceleration
chain.

Hydrogen atoms from a conventional gas bottle lose the electrons in an electric field and are
then passed to the LINAC 2 linear accelerator where they are accelerated to an energy of up to
50MeV. Then, the protons are injected into the Proton Synchrotron Booster (PSB) and the PS
itself to be further accelerated to 1.4 GeV and 25 GeV, respectively. The proton beam is split into
four parts of equal length before being injected into the Booster in which they are conducted in
four separate, superimposed rings. In this way, within the same acceleration cycle a higher number
of particles from the LINAC 2 can be filled into the PS and ultimately into the LHC. Furthermore,
the decrease of the beam quality due to repulsive forces between the particles at such low energy
intensities can be minimised. However, in the PS the beam parts are combined again. Besides, lead
ions begin their journey at the LINAC 3 accelerator and speed up within the LEIR(? before getting
injected into the PS. From the PS the particles are, irrespective of their kind, transferred to the SPS
where the energy of protons is further increased to 450 GeV. The SPS is the first accelerator in
the chain being located underground as up to the PS all acceleration devices have been situated at
the surface. In addition, a couple of fixed-target experiments are associated to the SPS ring, for

® An event is defined as the crossing of two particle beams which a hard scatter interactions occurs in.
(MLow Energy Ion Ring, the equivalent for heavy ions to the PSB.

33



3. Experiment

example the NA61/SHINE® and NA62 detectors or the COMPASS® experiment.

The particles are filled into the LHC where they circulate in two parallel vacuum beam pipes
rotating clockwise and counter-clockwise. In order to accelerate the protons to their collision
energy of 6.5 TeV, eight radiofrequency (RF) cavities operating at a frequency of 408 MHz are
employed per beam. Particles arriving at the RF cavities undergo either a local acceleration or
deceleration from the oscillating electric field depending on whether the particles are travelling too
fast or too slow, respectively. As a consequence, the beams at the LHC are actually not continuous
but are comprised of more than 2000 small bunches each consisting of roughly 6 - 10! particles.
The same technique as described above is used at all stages of the LHC complex to accelerate
the particles which is the reason why the beam has its bunch structure from the very beginning
on. In total 1232 dipole electromagnets, each 15 m in length, are employed to guide the particles
around the LHC. They generate a peak magnetic field of 8.33 T which requires an electric current
of 12500 A. A multitude of multipole magnets is used to steer and adjust the beams. For instance,
quadrupole magnets focus the particles in a beam closer together thereby increasing the number of
colliding particles in a collision. Those magnets have to be installed in pairs since they focus only
in one plane perpendicular to the beam direction. In fact, units of successive bending and focusing
magnets are installed throughout the whole LHC ring, while the RF cavities are situated at one
place only. Moreover, the particle beams are injected and ejected by a combination of horizontally
deflecting fast-pulsed magnets and vertically-deflecting magnets, referred to as kicker and septum
magnets, respectively. In order to control the particle beams at energies as high as those at the
LHC, both the RF cavities and most of the magnets including the dipole and quadrupole elements
have to be operated superconductively. The cables of the magnets are therefore made of niobium-
titanium alloy so superconductivity below a temperature of 10 K can be reached. It is sufficient
to operate the RF cavities at a temperature of down to 4.5 K, though the magnets are even further
cooled down to 1.9 K using gigantic amounts of liquid helium. In contrast, all the pre-accelerators
are operated at normal room temperature.

The protons tend to drift apart due to the electromagnetic repulsive force they expose to each
other inside the bunches. Several measures have been installed at the LHC to maintain focused
beams thus protecting the fragile inner layers of the experiments from damage and preventing
from unintentional interactions with the beam pipes. In addition to quadrupole magnets constantly
acting on the beam, dedicated multipole magnets were installed in order to reduce the amplitude
of the oscillation of the particle trajectories around the nominal which is induced by the repetitive
focusing and defocusing of the quadrupole magnets in a specific plane perpendicular to the beam
direction. Rather robust devices are the so-called beam collimators which are primarily installed
at the LHC in front of a detector and consist of two tight metal jaws which leave a narrow slit in
between. Hence, all particles at a beam radius greater than the width of the slit are scattered off
thereby preventing the outer particles of the beam from passing the collimator device.

The two beams cross each other at various points of the LHC accelerator ring for two different
purposes. On the one hand, the two beams cross without colliding in order to balance small spatial
displacements arising due to the slightly different radii of the inner and outer beam line. On the
other hand, with the help of dedicated multipole magnets the two beams are made to cross each
other at designated points corresponding to the centres of the detectors. The total rate of proton-
proton collisions, R, is given by

R=0o-L . 3.2)

where the instantaneous luminosity L describes the number of particles crossing a unit area per

®SPS Heavy Ion and Neutrino Experiment
®Common Muon and Proton Apparatus for Structure and Spectroscopy
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unit of time and ¢ denotes the interaction cross section. For particle colliders, Eq. (3.2) reads

_ nNi1 Ny
N drooy

o (3.3)

with f denoting the revolution frequency of n colliding proton bunches. The LHC is designed to
have bunch collisions at a rate of 40 MHz corresponding to a spacing of 25 ns in time between
adjacent bunches. The number of protons within the colliding bunches is given by N; and N,
respectively. The size of the beams at the collision point, o, and o, are determined by so-called
van-der-Meer scans [98].The total interaction cross section o serves as a measure for the probabil-
ity of an interaction to happen and has been originally interpreted as an effective area transverse
to the relative motion of two particles within which they must meet in order to scatter. It consists
of the sum of the inclusive cross sections ¢; of all processes that take place at the collision. The
total number of events of a certain process ¢ is then

NZ' =0y L (34)

where the time-integrated luminosity
L= / Ladt (3.5)

is a reflective of the amount of data collected within a certain time interval.

Additional corrections can be introduced to refine the approximate expression for the instanta-
neous luminosity given in Eq. (3.3). The beam quality is accounted for by the so-called normalised
emittance ¢ considering particles in the beams with transverse motion. In addition, an amplitude
function 3* quantifies the squeezing of the beam optics at the interaction point, where the star
indicates the value at the collision point. As the beams collide not exactly head-on but at an angle
0. # 0, a geometric reduction factor

-1

2
F= |1+ (0002> (3.6)

20*

is used to correct the luminosity with respect to head-on collisions. Here, o, denotes the average
longitudinal spread of the bunches and ¢* represents the transverse beam size at the interaction
point. With these corrections, Eq. (3.3) for the instantaneous luminosity at particle colliders can

be rewritten as
nV- 1 - 2

" ine BB,

where the beam width is expressed in terms of the emittance and amplitude function,

Ozy = \E Bey - (3.8)

Moreover, the relativistic proton velocities are accounted for with the relativistic Lorentz factor ~.

In total seven experiments are located at the LHC whereof the biggest is the ATLAS!'?) detector
which will be explained in detail in the next section. It is a general-purpose detector designed to
cover a broad field of topics in particle physics. The CMS('!) detector is located at the LHC ring
diametrically opposite to ATLAS. Both experiments have similar physics goals allowing com-
plementarity and share their areas of research and benefit from cross-checking each other. The

I = f-F 3.7

U9 A Toroidal LHC Apparatu$S
UDCompact Muon Solenoid
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largest special-purpose experiment of the LHC involves the ALICE'? detector. It was specifi-
cally designed to investigate the state of matter dominant shortly after the big bang, referred to as
quark-gluon plasma, which is produced in heavy-ion collisions. The fourth major LHC experiment
is LHCb'® which, in contrast to the ATLAS, CMS and ALICE detectors, features an asymmetric
setup. The LHCb detector was built to explore the origin of the matter-antimatter imbalance by
studying the B-hadron produced in proton-proton collisions. Next to CMS the TOTEM!'¥ detec-
tor measures remnants from deep-inelastic particle collisions scattered along the beam pipe and,
in addition, performs studies on the measurement of the proton size. The smallest detector at the
LHC is LHCf!"> which was designed to study particles generated almost directly in line with the
colliding proton beams but also to look for cosmic rays. It therefore consists of two detectors on
either side of the interaction point of ATLASU®).

3.3. The ATLAS detector

The ATLAS experiment [101, 102] is multi-purpose particle detector housed underground in the
experimental cavern at LHC point 1. It was designed to cover a wide range of research topics
in particle physics such as the top quark, the Higgs boson and the Standard Model in general,
but also physics beyond such as SUSY or Dark Matter searches most comprehensively. Thus
it supposed to provide high-grade particle detection within the high-luminosity environment of
the LHC peaking at a value of the instantaneous luminosity equal to 1073* cm~2s~!. For this
purpose, the information from several distinct layers, each featuring various subdetectors with
particular technologies, is combined. In summary, the overall concept of the ATLAS detector is to
prove identification and reconstruction of all fundamental particles of the Standard Model.

The ATLAS detector is situated around the LHC beam pipe with the nominal interaction point
at the geometric centre of the experiment. As depicted in Fig. 3.2, it has a cylindrical shape and
features a forward-backward symmetry. The cylindrical portion is divided into a central part,
commonly referred to as barrel, with most of the components concentrically aligned around the
beam pipe, and two disk-shaped outer parts at both ends of the cylinder, therefore called end-
caps. ATLAS consists of three main detector categories which are installed in concentric layers
around the interaction point: the inner detector, the calorimeters, and the muon spectrometer.
The momenta of charged particles are measured with very high precision by particular tracking
detectors. The ATLAS detector features an excellent electromagnetic calorimeter for electron and
photon identification as well as a hadronic calorimeter for the measurement of strongly interacting
particles producing jets. Special emphasis is placed on the detection and measurement of muons
by a dedicated detection system, and a reasonable identification power of 7-leptons and heavy-
flavour particles is provided. In addition, a system of superconducting electromagnets providing
magnetic fields is employed for the measurement of the particles’ momenta. The vast amount data
recorded by the various detector components is handled by a custom-designed trigger and data
acquisition system. Particles can be identified by reconstructing their way through the detector
using the combined information of all subdetectors. With an overall length of about 46 m and a
diameter of 25 m ATLAS is by far the largest detector of all LHC experiments. However, with a
weight of roughly 7000t it is a fairly low-weight construction with respect to its dimensions, as
for example the CMS experiment is almost twice as heavy but significantly smaller in size. The

U2 A Large Ion Collider Experiment

U9Large Hadron Collider beauty

UDTOTal Elastic and diffractive cross section Measurement

U971 arge Hadron Collider forward

(91 addition to the stated references, this section is based on Ref. [49, 50, 98—100].
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ATLAS detector would be able to swim on the ocean if it was made watertight.

Muon Detectors Tile Calorimeter Liquid Argon Calorimeter

Toroid Magnets Solenoid Magnet SCT Tracker Pixel Detector TRT Tracker

Fig. 3.2.: Computer-generated image of the ATLAS detector showing the three layers of main
detector components. From the nominal interaction point at the geometric centre going
outwards, the inner detector, the calorimeters and the muons system are concentrically
aligned. The big toroidal coils of the magnet system are clearly visible [103].

3.3.1. The coordinate system

The ATLAS experiment employs a right-handed coordinate system which has its origin at the
nominal interaction point in the centre of the detector. The z-axis is defined by the beam direction
with the positive side pointing eastwards and the negative side pointing westwards. In the trans-
verse plane perpendicular to the beam axis (z-y), the positive x-axis points towards the centre of
the LHC ring, while the positive y-axis points upwards to the surface. Due to the cylindrical shape
of the detector, a different coordinate system than Cartesian coordinates are conventionally used
to describe the positions of objects. The azimuthal angle ¢ is measured around the beam line in
the transverse plane with ¢ = 0 corresponding to the positive z-axis. As viewed from the positive
z-axis, ¢ describes the angle between the positive x-axis (¢ = 0) and another point in the x-y-
plane, increasing and decreasing in the counter-clockwise and clockwise direction, respectively,
such that is covers the range ¢ € [—7, 47| in radians. Therefore, the positive y-axis corresponds
to ¢ = +m/2, and the negative y-axis features a value of the azimuthal angle equal to —7 /2. The
polar angle ¢ defines the separation of an object from the beam axis with the origin defined on
the positive z-axis. For example, with a clockwise rotation around the x-axis, # increases until
it reaches the z-y-plane (§ = m/2) from where it continues to increase towards the negative z
axis (9 € [0, 7]). However, the polar angle ¢ is not invariant under Lorentz boosts which is the
reason why the rapidity y is instead used to describe the movement of particles in z-direction. The
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rapidity is defined as

1 |:E +pz:| (3.9)

=-1
4 2 . E—p,
relative to the beam axis and is Lorentz-invariant under boosts along the longitudinal axis for both
massive and massless objects. In the relativistic limit where the particles are travelling close to
the speed of light, or equivalently in the approximation of negligible particle masses (p > m),
rapidity becomes equal to the pseudorapidity 7, defined as

n=—1In [tan <g>] . (3.10)

As the value of 7 is exactly determined by the polar angle 6, the pseudorapidity is predominantly
used to describe the angle of a particle relative to the beam axis. An object in the transverse plane
(0 = 7/2) features n = 0, whereas coordinates parallel to the beam at either # = 0 and 6§ = 7
correspond to n = £oo. Due to the symmetry of the detector, coordinates are typically stated
in terms of the modulus, |n|. Coordinates with high values of || are said to be in the so-called
forward region. Differences in angular space (1-¢-plane) between two objects are defined by

AR = /An? + Ag? (3.11)

where An and A¢ is the difference in rapidity and the angular separation in the transverse plane,
respectively [51, 101].

The LHC collides protons which are no fundamental particles but are rather comprised of so-
called partons (quarks and gluons), each carrying a certain fraction of the proton’s momentum
in z-direction. In a collision of two protons, the hard-scatter interactions of interest take place
between one of the partonic constituents from each respective proton and not between the protons
themselves. The momentum fraction of a parton is not a priori known but can only be roughly
estimated with the help of parton distribution functions, as described in Sec. 2.2. However, since
the colliding particles propagate in z-direction at almost speed of light, the total momentum in
the transverse plane is roughly zero before the collision. It is therefore useful to make use of the
projections of a given object’s total momentum into the transverse plane only:

pr = /P2 + D (3.12a)
Er = \/m? + p2 (3.12b)

If a physics observable depends on the momentum, it will be restricted to the transverse plane, too,
as shown above for the case of the transverse energy.

3.3.2. The magnet system

The ATLAS magnet system, shown schematically in Fig. 3.3, consists of two parts: the central
solenoid magnet (CS) enclosing the inner detector in the barrel, and three toroid magnets within
the muon spectrometer which are further subdivided into a barrel toroid (BT) and two end-cap
toroids (ECT) [101, 102]. In total, the magnet system has a length of 26 m and a diameter of
22 m.Made of aluminium-stabilised niobium-titanium alloy, it is cryogenically cooled down to
4.5 K and has a stored energy amount of 1.6 GJ during operation. With more than 8000 m? of en-
closed volume and a total weight of approximately 1300 t it is the largest superconducting magnet
in the world [104].

With a length of 5.3 m and a bore diameter of 2.44 m, the CS is designed to provide a homoge-
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Fig. 3.3.: Schematic view of the ATLAS magnet system coloured in red [105]. The barrel solenoid
surrounds the inner detector inside of the calorimeters which are depicted in blue, purple,
green and orange. The toroid magnet comprises eight big coils in the barrel regions and
eight smaller coils in each end-cap being symmetrically arranged in circles.

neous magnetic field of 2 T in the central tracking volume of the inner detector with the magnetic
field lines parallel to the beam line. The central solenoid it is capable of generating a peak field of
2.6'T. Despite being only 4.5 cm thick it has an overall weight of about 5t since an iron yoke is
employed in order to contain the stray field and to amplify the magnetic field strength [106].

The three toroid magnets are comprised of eight large air-core coils each which radially aligned
around the calorimeters with at equal distances to each other. Extending over a length of 25.3 m
and with an outer diameter of 20.1 m and inner diameter of 9.4 m the barrel toroid is by far the
largest of all of the magnetic subsystems in ATLAS. The end-cap toroids are much more compact
in contrast, each with a length of 5 m and outer and inner diameters of 10.7 m and 1.65 m, respec-
tively. The toroid magnets deliver a magnetic field perpendicular to the beam line of approximately
0.5 T in the barrel region and 1.0 T in the end-caps for the muon detectors, yet much higher peak
values of 3.9 T and 4.1 T can be reached by the BT and the ECT, respectively. In contrast to the
barrel solenoid, for the ATLAS toroid magnets no iron yoke is employed. A single toroid coil has
weight of about 100t in the barrel region and 30t in the end-cap parts due to the large amounts
of so-called cold mass needed to sustain the cryogenic cooling. The end-cap magnets are inserted
into the barrel toroid at each end such that they close with the barrel outer boundary which can be
seen in Figs. 3.2 and 3.3. Furthermore, the ECT coils are rotated with respect to the BT coils by
22.5° in order to provide a radial overlap of the magnetic fields thereby optimising the bending
power in the interface region between barrel and end-caps. A slight decrease in bending power
has to be taken into account in the interface region corresponding to a pseudorapidity range of
1.3 < |n| < 1.6 [107, 108].

According to Lorentz’s law, a charge ¢ moving with a velocity v within a magnetic field with
flux density B experiences a force
FL =¢(v xB) (3.13)

which deflects the charge’s path perpendicular to both the velocity vector v and the magnetic field
B [109]. Hence, the trajectories of charged particles appear as curved paths inside the ATLAS
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detector. This phenomenon is exploited in the measurement of the momentum of charged particles
in the inner detector and the muon spectrometer as will be described in Secs. 3.3.3 and 3.3.5,
respectively. From the direction of the curvature with respect to the straight path the sign of the
electric charge of the reconstructed particle associated to the track can be deduced. The angular
deflection of a particle in a magnetic field is proportional to its momentum. Employing the relation

p|GeV] = 0.3 B[T] R[m| (3.14)

between the momentum p, the magnetic field strength B and the radius R of the deflected tra-
jectory, the latter provides a measure for a particle’s momentum [50]. The relative resolution of
the momentum measurement was found to be directly proportional to the transverse momentum
of a particle and to be anti-proportional to the magnetic field [110]. The use of superconduct-
ing magnets to provide sufficiently high magnetic field strengths is necessary in order to attain
high-precision momentum measurements in the LHC environment.

3.3.3. The inner detector

The inner detector (ID) is the innermost detector component of ATLAS assembled at a distance
to the beam of only 3 cm. The ATLAS ID is shown in Fig. 3.4 enabling a look inside of the inner
detector in both the barrel and the end-cap regions. From the beam line outwards it comprises
three independent parts: the pixel detector, the semiconductor tracker (SCT), and the transition
radiation tracker (TRT). In the barrel region the subdetector modules are arranged as concentric
cylinders enclosing the beam line, whereas in the end-caps the detector elements are mounted on
disks perpendicular to the beam axis. Separate images of the ID barrel and end-cap parts are also
depicted by Figs. 3.5a and 3.5b, respectively. With an overall length of 6.2 m and an outer radius
of 155 cm the ATLAS inner detector covers a region in space of |n| < 2.5. Precision tracking ele-
ments are installed in the ID centre within a radius of 56 cm, followed by the continuous tracking
portion.

The ATLAS inner detector was designed to provide a precise vertex and particle identification
as well as high-precision momentum measurements for charged particles. In order to meet the
high demands imposed by the benchmark physics processes and precision measurements within
the large track density at the LHC, a hybrid system of semiconducting layers and gas-filled tubes
is employed which is immersed in the 2 T magnetic field generated by the central solenoid mag-
net as described previously in Sec. 3.3.2. By convention, a track is defined as the reconstructed
trajectory based on the hits of the charged particle within several layers of the detector. Thus,
from the curvature of a track the momentum and charge of the corresponding particle can be in-
ferred. In addition, primary!”) and secondary!® vertices, positions corresponding to intersections
of two or more reconstructed tracks, are determined through the retracement of tracks. This offers
the possibility to separate particles originating from different parton collisions, and additionally
supports the identification of charged particles composed of heavy-flavour quarks as well as of
T-leptons [112, 113].

UDVertices are identified from an extrapolation of the measured tracks back to their origin. The point of the parton-parton
interaction of interest of a proton beam crossing is referred to as primary vertex (PV), defined as the interaction with
the highest sum of squared transverse momenta of the associated tracks.

U®The crossings of tracks of either particles from secondary decays of particles associated to the PV, for example
B-hadrons, or from particles from parton-parton collisions not associated to the PV are referred to as secondary
vertices (SV).
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End-cap semiconductor tracker

Fig. 3.4.: Computer-generated cut-away view of the ATLAS inner detector. The concentric cylin-
ders in the barrel region and the end-cap disks are partly removed so that the innermost
parts can be seen [111].

3.3.3.1. The pixel detector

Both the precise reconstruction of vertices and the accurate momentum measurement very close
to the interaction point are the tasks of the ATLAS pixel detector. In the barrel region, the pixel
detector consists of four layers of silicon pixel detectors concentrically aligned around the beam
axis at a distance of approximately 3 cm, 5cm, 9cm and 13 cm, respectively, which results in a
coverage of |n| < 1.7. Each layer is segmented into pixels with a minimum size in R-¢ X z of
50 x 400 um?, where R-¢ corresponds to the transverse plane and z to the beam direction. In
order to cover the volume in the pseudorapidity range of 1.7 < |n| < 2.5, five disks of silicon
pixels are mounted perpendicularly to the beam line at distances between 11 cm and 20 cm in the
end-caps. The granularity of approximately 10 ym in the R-¢ plane and 115 pm in the z-direction
is equal for both the barrel and end-cap regions [114].

In the original design of the ATLAS ID only the three outer barrel pixel layers were in place
which proved to be sufficient for the centre-of-mass energies of 7'TeV and 8 TeV in the first
years of LHC operation. However, before the centre-of-mass energy was increased to 13 TeV, an
additional pixel layer was inserted between the innermost layer of the barrel and the beam pipe
during the LHC shutdown lasting from February 2013 to April 2015. With the addition of the
new pixel layer the radius of the beam pipe was decreased by a few centimetres. The new pixel
layer, referred to as insertable B-layer (IBL), provides the necessary increase in the resolution
of both track and vertex measurement given the higher charged-track multiplicity caused by the
elevated centre-of-mass energy. The pixels of the IBL have a size of 50 x 250 in R-¢ X z, and are
thus of a higher granularity than for the other three layers. With a full coverage of |n| < 2.5 the
IBL provides a spatial precision of 8 pm and 40 um in the transverse plane and in beam direction,
respectively [115, 116].
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Fig. 3.5.: Computer-generated schematic views of the ATLAS inner detector. Fig. (a) shows the
components of the barrel region, while Fig. (b) depicts a cut-away image of one of the
two end-cap modules. The gas-filled tubes are aligned parallel to the beam line in the
barrel and perpendicular to the beam axis in the end-caps [111].

3.3.3.2. The semiconductor tracker

The ATLAS semiconductor tracker, which completely encompasses the pixel detector, consists
of eight concentric semiconducting silicon strip layers in the barrel located at radial separations
of between 30 cm and 51 cm running parallel to the beam line. In either end-cap nine disks with
radially aligned semiconducting silicon strips are mounted at distances between 85 cm and 273 cm
from the interaction point. In addition, in both the barrel and the end-cap regions so-called stereo
strips rotated by an angle of 40 mrad are employed in order to measure both the longitudinal
and transverse coordinates in each region of the detector. The barrel section of the SCT covers
In| < 1.4 in pseudorapidity range, and the end-cap modules cover the remaining 1.4 < || < 2.5.
The intrinsic resolution per SCT module is 17 pm in R-¢-plane for both barrel and end-caps and
580 um in z-direction in the barrel and in 580 um in R-direction for the end-caps. The SCT
modules are well visible in Fig. 3.4 and Fig. 3.5.

The pixel detector and the semiconductor tracker are both made of silicon which makes it prone
to irradiation damage over the course of the operation time. The detector modules are therefore
cooled below —5 °C in order to suppress electronic noise from radiation damage [112, 113].

3.3.3.3. The transition radiation tracker

In contrast to the pixel detector or the SCT, the ATLAS transition radiation tracker uses thin-
walled proportional drift-tubes, referred to as straws or straw tubes. The straws are filled with
xenon gas and are equipped with a thin gold-plated tungsten wire measuring 30 pm in diameter,
which features a fast response due to the good mechanical and electrical properties. The walls are
only 4 mm thick and kept at a voltage of 1.5 kV, while the wire is held at ground potential. When
a charged particle traverses a straw thereby ionising the gas inside the tube, the free electron inside
the tube will drift towards the wire being amplified and read out.

As depicted in Fig. 3.5, the straw tubes are aligned parallel to the beam axis in the barrel region
and have a length of 144 cm. The wires inside of those tubes are divided into half at around n = 0
to form two separate detectors. In the end-caps, the straws are shortened to 37 cm and are radially
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arranged on 18 circular layers. The TRT provides information about the particles’ tracks only in
transverse plane with a precision of 130 um per straw. However, due to the large number of hits a
particle leaves on average, the reconstruction of continuous tracks is enabled within pseudorapidity
ranges of || < 2.0.

Along with continuous tracking, the main purpose of the TRT is to discriminate between elec-
trons and heavier charged particles such as pions or kaons. The space between the straw tubes are
filled with polymeres in order to create so-called transition radiation which is emitted by highly
relativistic charged particles traversing a material boundary with different refractive indices. As
this effect depends on the relativistic factor v = E/m, it is strongest for electrons and less pro-
nounced for particles with a higher mass. The photons from transition radiation are absorbed by
the gas atoms inside the straw tubes therefore amplifying the measured signal [112, 113].

3.3.4. The calorimeter system

In order to measure the energy of particles, ATLAS employs a system comprised of two separate
subsystems, which are distinguished based on the differing type of dominant signatures being tar-
geted. The electromagnetic (EM) calorimeter was specifically designed to measure the energy of
electromagnetically interacting particles such as photons and electrons.In contrast, the hadronic
calorimeters were constructed to measure the energy of particles by means of the strong force, for
example of protons and neutrons. Both subdetectors are so-called sampling calorimeters which
means that they are not homogeneous blocks of a single material. Instead, the calorimeters con-
sist of alternating layers of high-density active material, where particles interact with the matter
and therefore lose energy, and read-out layers that measure the energy lost by the particles in the
adjacent active layers. The ATLAS calorimeter system covers a pseudorapidity range of || < 4.9
employing different techniques which are suited to the differing requirements of the physics pro-
cesses of interest and the different radiation environments depending on the respective regions
of space. The capability of covering such a large |n|-range is particularly important for the de-
termination of the so-called missing transverse energy which will be described in more detail in
Sec. 5.7. A crucial function of the calorimeters is to prevent all particles except for muons to reach
the muon spectrometer which fully encloses the calorimeters.

An overview of the various ATLAS calorimeters is given in Fig. 3.6. The innermost part is the
electromagnetic calorimeter which entirely surrounds the inner detector and the central solenoid
magnet. It is predominantly located in the barrel but extends somewhat into the end-cap regions.
In contrast, the end-caps host most parts of the hadronic end-cap and forward calorimeters. The
outermost subdetector is the hadronic tile calorimeter which extends over the whole length of the
calorimeter system [101, 102].

3.3.4.1. The electromagnetic calorimeter

For the ATLAS electromagnetic calorimeter liquid argon (LAr) is employed as the active medium
and lead serves as the absorber. A full coverage of the azimuthal angle and for a pseudorapidity of
In| < 3.2is provided due to the accordion-shaped kapton electrodes and lead plates. Particles orig-
inating from the inner detector will produce cascades of secondary charged particles and photons,
referred to as electromagnetic showers, due to electromagnetic interactions within the absorber.
The shower constituents then ionise the liquid argon atoms in the active layers. The energy of an
incoming particle is proportional to the number of charged shower constituents and can thus be
measured by counting the number of ionised atoms of the active material. Each time a particle
in the shower converts or radiates a photon, it loses a certain amount of its energy. This process

43



3. Experiment

Tile barrel Tile extended barrel

LAr hadronic
end-cap (HEC)

LAr electromagnetic

NS

LAr eleciromagnetic
barrel

LAr forward (FCal)

Fig. 3.6.: Computer-generated cut-away image of the ATLAS calorimeter system. The electro-
magnetic calorimeter fully encloses the inner detector with the central solenoid magnet
and is itself encompassed by the hadronic calorimeter. The end-cap regions consist of
the forward calorimeters which are surrounded by the electromagnetic and hadronic end-
cap calorimeters. The outermost parts are occupied by the hadronic tile calorimeter in
both barrel and end-cap regions [117].

proceeds until the particles are stopped. The exact shape of a shower and its position inside the
calorimeter is determined from the hits in the individual calorimeter cells.

The ATLAS EM calorimeter is divided into a barrel portion capable of covering regions of || <
1.475, and two end-cap modules that cover a pseudorapidity of 1.375 < |n| < 3.2. The overlap
between barrel and end-caps has been deliberately introduced in order to ensure a continuous
coverage in |n|. The barrel EM calorimeter itself consists of two identical halves separated by a
small gap of 4 mm in the middle (z = 0). The end-cap calorimeters can be further subdivided
into two coaxial wheels, with the inner wheel covering a region in space of 2.5 < |n| < 3.2
and the outer wheel covering a pseudorapidity range of 1.375 < |n| < 2.5, respectively. Over
the pseudorapidity range of |n| < 1.8, the so-called presampler, an instrumented layer of liquid
argon, precedes the actual calorimeter correcting for energy losses that may appear prior to the
EM calorimeter.

In total the electromagnetic calorimeter has a thickness of at least 22 radiation lengths"'® in the
barrel and of at least 24 radiation length in the end-caps. The barrel EM calorimeters is embedded
in the vacuum of the barrel cryostat which surrounds the inner detector and therefore shares its
vacuum vessel with the central solenoid. The two end-cap cryostats, however, are separate and
contain the electromagnetic and hadronic end-cap calorimeters as well as the integrated forward
calorimeters [118].

U9The radiation length is the characteristic length for the energy loss of high energy particles within matter electromag-
netically interacting with it.
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3.3.4.2. The hadronic calorimeter system

The ATLAS hadronic calorimeter is comprised of three different components: the tile calorimeter,
the hadronic end-cap calorimeters (HEC) and the forward calorimeters (FCal). All parts together
cover a pseudorapidity range of |n| < 4.9. Unlike in the EM calorimeter, impinging particles
deposit their energy mostly due to inelastic nuclear interactions with the absorber material, medi-
ated by the strong force. The particle cascades produced in the hadronic calorimeters are therefore
referred to as hadronic showers [50, 101, 102].

The tile calorimeter

As depicted in Fig. 3.6, the main part of the ATLAS hadronic calorimeter system is the tile
calorimeter which completely surrounds all other parts of the calorimeter system. The absorber
medium consists of steel whereas scintillating plastic tiles are employed as active material. At-
tached to the tiles are wavelength-shifting fibres converting the light from ionisation into visible
light which is then able to be detected by photomultiplier tubes. The energy of incoming particles
is proportional to the amount of collected light.

The tile calorimeter is composed of a barrel portion and, instead of an end-cap design, two
extended barrel regions featuring the barrel architecture. With the barrel cylinder a pseudorapidity
range of || < 1 is covered, overlapping with the coverage of the extended barrels of 0.8 < |n| <
1.7 in order to prevent gaps in |7|. The tile calorimeter extends radially from an inner radius of
2.28 m to an outer radius of 4.25 m. It is further segmented perpendicular to the beam axis into
three layers, approximately 1.5, 4.1 and 1.8 interaction lengths®?) thick in the barrel and 1.5, 2.6
and 3.3 interaction lengths thick in the extended barrels. At the outer rim of the instrumented
region of the tile calorimeter, the detector has a total thickness of 9.7 interaction lengths in the
barrel and of 10 interaction lengths in the end-caps [119].

The liquid-argon hadronic end-cap calorimeters

The hadronic end-cap calorimeter is comprised of two independent wheels with an outer radius
of 2.03 m in each end-cap. It is placed directly next to the EM calorimeter end-caps with which
it shares the LAr cryostats. In contrast to the electromagnetic calorimeter, copper is used as the
absorber material in the HEC while liquid argon serves as the active medium. As the hadronic
end-cap calorimeter covers a pseudorapidity range of 1.5 < |n| < 3.2, it overlaps with the tile and
forward calorimeters [118].

The liquid-argon forward calorimeters

The liquid argon forward calorimeter encompasses both the beam pipe outside of the inner detector
with its front face at roughly 4.7 m distance from the interaction point. It shares the end-cap
cryostat with the end-cap electromagnetic and hadronic calorimeters as this significantly reduces
the radiation background levels and provides uniformity of the calorimetric coverage at the same
time. In order to avoid back-scattering into the electromagnetic calorimeter, it is separated from
the FCal by approximately 1.2m. The gap severely limits the depth of the forward calorimeter
which is why it has an extremely high-density design. With a length corresponding to about ten
interaction lengths it covers a pseudorapidity range of 3.1 < |n| < 4.9 Each end-cap consists
of three modules which each employ liquid argon as the active medium but which differ in the

9The nuclear interaction length is defined as the mean distance a hadronic particle travels before undergoing an in-
elastic nuclear interaction [49].
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choice of the absorber material. The first part closest to the interaction point employs copper as
the absorber being optimised to predominantly measure electromagnetically interacting particles,
whereas the other two parts have much denser absorber elements made of tungsten in order to fully
contain hadronic showers along the beam line [118].

3.3.4.3. The calorimeter resolution

The ATLAS calorimeter is segmented in so-called calorimeter cells, which are distinct regions
within the calorimeter that can be read out separately. The granularity of the calorimeter is thus
defined by the size of the cells. The cell size of the EM calorimeter ranges from An x A¢ =
0.025 x 0.025 to 0.025 x 0.1 and 0.075 x 0.025 in the barrel, and from An x A¢ = 0.025 x 0.025
to 0.1 x 0.1 in the end-caps, respectively. This fine granularity of the electromagnetic calorimeter
is ideally suited for precision measurements of electrons and photons. However, the hadronic
calorimeter system features larger cells ranging from An x A¢ = 0.1 x 0.1 to 0.2 x 0.2. More
precisely, in the central and extended barrel regions of the tile calorimeter the cells have a size
of An x A¢ = 0.1 x 0.1 up to 0.2 x 0.1, while the forward calorimeter features a granularity
between Az X Ay = 3.0cm x 2.6 cm and 5.4 cm X 4.7 cm.

3.3.5. The muon spectrometer

As so-called minimally ionising particles muons lose little energy within the calorimeters and are
thus the only detectable Standard model particles that may travel beyond the calorimeter system.
Therefore, a giant detector system dedicated to the identification and reconstruction of muons
has been built around the calorimeter. With a mean lifetime of 2.2 us [51] muons are even able to
leave the detector. The muon spectrometer (MS) makes up the largest and outermost portion of the
ATLAS detector. It consists of several subdetector modules specifically designed to trigger on and
to measure the tracks and thus the momenta of muons within a pseudorapidity range of |n| < 2.7.
The measurement of muons is based on the deflection of their tracks in the magnetic field provided
by the large superconducting air-core coils of the toroid magnets. In the central region |n| < 1.4
the muon tracks are bent by the large barrel toroid magnet, whereas for 1.6 < |n| < 2.7 the
bending is exclusively provided by the two smaller end-cap toroids. In the transition region of
1.4 < |n| < 1.6 the deflection is provided by a combination of the barrel and the end-cap magnetic
fields.

Depicted in Fig. 3.7, the muon spectrometer is divided into a barrel and two end-cap portions
which differ in their design. In the barrel region three concentric cylinders consisting of two
types of tracking chambers, so-called monitored drift tubes (MDT) and resistive plate chambers
(RPC), surround the beam axis at distances of 5m, 7.5m and 10 m, respectively, and provide
a tracking coverage of || < 1.05. Each end-cap portion consists of three circular layers of
tracking chambers covering 1.0 < |n| < 2.7 which are mounted perpendicularly to the beam
line at distances of approximately 7m, 14 m and 21 m from the interaction point, respectively.
A fourth ring-shaped layer in the end-cap is mounted at roughly 11 m between the innermost
and the central wheel. In addition to the typically employed monitored drift tubes and thin gap
chambers (TGC), the innermost wheel features a layer of cathode strip chambers (CSC) in order to
cover large pseudorapidities close to the interaction point. The individual modules of the wheels
are symmetrically arranged in sixteen overlapping sections to prevent a particle from escaping
untracked.

Asides from allowing for muon identification and reconstruction, the MS features its own trigger
system for regions in space at |n| < 2.4. The MS trigger consists of resistive plate chambers in
the barrel and thin gap chambers in the end-caps. Serving a threefold purpose, its task is to
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Fig. 3.7.: Computer-generated cut-away view of the ATLAS muon spectrometer. It completely
encloses the calorimeter system and ensures no particle being untracked due to its dis-
tinctive design. The MS is comprised of four different types of detectors capable of
measuring and triggering on muon tracks [120].

identify and distinguish between bunch crossings which requires that it provide a time resolution of
better than 25 ns, to provide well-defined thresholds on the transverse momentum of muon tracks,
and to measure the muon coordinate orthogonal to the coordinates determined by the tracking
chambers [101, 102, 121].

3.3.5.1. The monitored drift tubes

The monitored drift tubes provide high-precision tracking measurements in the forward direction
over the full n-acceptance of the muon spectrometer. However, no information about the transverse
coordinates is provided. The MDT chambers consist of six to eight layers of aluminium drift tubes
of lengths between 70 cm and 630 cm. The tubes are filled by a gaseous mixture of argon and
carbon dioxide kept a high pressure such that impinging muons ionise the gas by creating electron-
ion pairs. The electrons drift towards the central gold-plated tungsten rhenium wire which is kept
at high voltage, where they create an avalanche of electrons that can be measured. Per tube an
average resolution in z-direction of 80 um is achieved with the previously described setup which
results in a z-resolution of approximately 35 um for each MDT chamber [101, 102, 121].

3.3.5.2. The cathode strip chambers

On the innermost disk of the end-cap muon spectrometer cathode strip chambers, capable to with-
stand the high rate of impinging particles close to the interaction point, are installed instead of
monitored drift tube chambers. The CSC modules are multi-wire proportional chambers covering
a pseudorapidity range of 2.0 < |n| < 2.7. In contrast to the monitored drift tubes which are
segmented into tubes each with a single wire, the cathode strip chambers employ multiple wires
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pointing radially outwards within a single module. In order to provide two-dimensional position
information, the read-out cathodes are segmented both parallelly and perpendicularly to the wires.
Each chamber has a longitudinal resolution of 40 pm and a transverse resolution of 40 mm [101,
102, 121].

3.3.5.3. The resistive plate chambers

Resistive plate chambers are high-precision tracking chambers used as triggers in the barrel region
of the muon spectrometer. Fast read-out modules were added to cope with the high rate of bunch
crossings at the LHC. In total three layers are employed in the barrel region covering |n| < 1.05.
The resistive plate chambers consist of parallel electrodes with a gas-filled gap of 2 mm between
the two plates and no wires. The read-out of the electric signals is segmented into strips capaci-
tively coupled to the electrodes. Due to the small size of the RPC modules, a time resolution of
less than 2 ns is achieved [101, 102, 121].

3.3.5.4. The thin gap chambers

In order to trigger on muons, thin gap chambers are employed in the end-caps of the muon spec-
trometer for regions in the pseudorapidity region of 1.05 < |n| < 2.7. Thin gap chambers are
small multi-wire proportional chambers with a fast response and thus are well-suited as trigger
detectors. In addition, as they are aligned perpendicularly to the monitored drift tubes, a rough
position measurement of the ¢-coordinate can be performed with a resolution of about 5 mm to
10mm [101, 102, 121].

3.3.6. The forward detectors

In addition to the main ATLAS detector, three smaller detector systems cover the far-forward
region of the ATLAS underground cavern. The main purpose for LUCID®" and ALFA®?, two
such detectors, is the exact determination of the luminosity delivered to the ATLAS experiment. At
a distance of £17 m from the interaction point LUCID detects inelastic proton-proton scattering
in order to both measure the integrated luminosity and to provide an online monitoring of the
instantaneous luminosity and beam conditions. It consists of 15 thin gas-filled aluminium tubes
outside of each ATLAS end-cap which are arranged parallel to the beam pipe at a radial distance
of 10 cm to the beam pipe [122]. The ALFA detector is located at a distance of approximately
4240 m at either side of ATLAS interaction point. It employs elastic scattering to measure the
absolute luminosity and was designed to approach as close as 1 mm to the beam line. By means of
the optical theorem, the elastic-scattering amplitude within the forward region can be connected
to the total scattering cross section and can then be used to extract the luminosity [123].

The third such detector, ZDC®® plays a key role in the determination of the centrality of heavy-
ion collisions which is strongly correlated to the number of far-forward neutrons. It is placed at
approximately +£140m from the ATLAS interaction point and detects neutrons within a pseudo-
rapidity range of |n| > 8.2. For this purpose, it consists of layers of alternating quartz rods and
tungsten plates [101, 102].

D1 Uminosity measurement using Cherenkov Integrating Detector
2 Absolute Luminosity For ATLAS
297Zero-Degree Calorimeter
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3.3.7. The trigger system and data acquisition

The 25 ns bunch spacing at the LHC translates into a bunch-crossing rate of 40 million times per
second. Such a collision rate requires incredibly fast read-out electronics and a sturdy detector
design, though the available disk space would be filled within a minute. In order to reduce the rate
of the data recorded by ATLAS, so-called triggers are used to select events that are potentially of
interest based on distinctive features and signatures.

The ATLAS experiment employs a two-stage trigger system comprised of a hardware-based
level-1 trigger (L1) and a software-based high-level trigger (HLT). Back in 2012, the LHC accel-
erated the proton beams such that a centre-of-mass energy of 8 TeV was reached, with a bunch
spacing of 50 ns. However, in 2015 the centre-of-mass energy was elevated to 13 TeV leading to
an increase of the total proton-proton cross section of 20 % and to an inclusive hard interaction
cross section twice as big as before. Furthermore, the halved bunch spacing of 25 ns caused an
increase in both luminosity and detector pile-up. In total, the overall interaction rate rose by a
factor of six. In order to cope with the more challenging conditions, the ATLAS trigger system
was upgraded between 2013 and 2015. At the beginning of the LHC operation, the HLT was
divided into two parts, the level-2 trigger and an event filter, The combination of the two mod-
ules in the scope of the trigger upgrade significantly reduces the complexity of the software-based
trigger [124, 125].

The L1 trigger uses preprocessed information from the calorimeters, the muon spectrometer
and the forward detectors applying custom electronics within the respective detector components.
At this stage the data rate is reduced from the LHC bunch cross rate of 40 MHz down to 100 kHz
thereby decreasing the amount of data to be stored from 100 PiB s~! without any filter applied to
approximately 160 GiBs~!. The decision as to whether or not to record an event has to be made
within 2 ps since the L1 trigger must be able to decide for each bunch crossing. The L1 trigger
consists of several parts, as illustrated schematically in Fig. 3.8. Coarse-grained information from
the liquid argon and tile calorimeters is used by the level-1 calorimeter trigger (LL1Calo) in order
to identify energy clusters and particle types providing a count of objects above certain energy
thresholds. It also delivers a preliminary estimate for the missing transverse energy as well as
particular information for 7-lepton identification. The level-1 muon trigger (L1Muon) employs
resistive plate chambers and thin gap chambers with fast read-out electronics in order to identify
muon candidates, as described in Sec. 3.3.5. The information from the several MS subsystems
is combined in the Muon-to-CTP interface (MUCTPI) which transmits the information to the L1
centrepiece, the central trigger processor (CTP). Topological criteria based on information from
the calorimeters and the muon spectrometer, for example angles between or invariant masses of
trigger objects, can be evaluated with the level-1 topological trigger (L1Topo). The CTP then
combines the information of all subdetectors and the interface systems and decides which events
to keep and to eventually pass to the HLT based on so-called regions of interest (ROI) [126-129].

The high-level trigger consists of computing farms employing a large number of rack-based
computers and further reduces the L1 output rate of 100 kHz to 1.5 kHz. With a typical event size
of 1 MiB at the ATLAS experiment approximately 1.5 GiB per second of data are finally recorded.
The events selected by the L1 trigger are further processed by many different sophisticated selec-
tion algorithms using full granularity detector information. Due to the complex event structure, the
high-level decision process is the very consuming in computing power and particularly in time. In
order speed up the decision, the regions of interest formed by the L1 CTP are used as input for the
HLT instead of whole events, thereby reducing the amount of information to be processed. Thus,
the HLT is able to decide within 200 ms whether an event should be saved or not. Typically about
more than 90 % of all collision data is rejected by the use of triggers. This is one of the reasons
why the LHC delivers such a tremendous amount of data given the often tiny cross sections of the
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Fig. 3.8.: Flowchart of the ATLAS level-1 trigger system depicting its subcomponents and in the
way in which are connected. The information from the various subdetectors is gathered
by interface modules before being transmitted to the central trigger processor. The final
decision as to which events to keep and thus to pass to the high-level trigger is performed
by the central trigger processor based on the regions of interest developed based on the
combined information from all detector components [126].

physics processes of interest [129, 130].

The events selected by the trigger system are fully read out by the detector and permanently
stored at the CERN Tier-0 computing centre. This so-called raw data undergoes several steps
of preprocessing, including the reconstruction of physics objects, calibration and the prepara-
tion of more user-friendly data formats. In order to handle the incredibly large amounts of data
in the range of several PiB per year produced by the LHC experiments, the Worldwide LHC
Computing Grid was developed. It is comprised of more than 170 computing centres in over
40 countries maintained by universities and scientific research institutes affiliated to an LHC ex-
periment. Copies of both raw and preprocessed data are transferred to thirteen large computing
centres, referred to as Tier-1, each with sufficient storage, computing power and data-transmission
bandwidth. The Tier-1 centres are responsible for larger areas that have typically been defined
according to geographical and political conditions. Several smaller so-called Tier-2 computing
centres are associated to a Tier-1 centre where the data is further distributed from. Besides han-
dling big parts of simulated data generation and reconstruction, a total of more than 160 Tier-2
centres provide the access for scientists to the grid infrastructure from local workstations and per-
sonal computers [131, 132].

3.4. Pile-up and underlying event

For a given bunch crossing, typically more than one scattering process takes place at high-
luminosity colliders. For each scattering process, a distinct vertex can be reconstructed by ex-
trapolating the measured tracks, leading to a multitude of vertices within a single event. A typical
event recorded by the ATLAS detector is shown in Fig. 3.9 which features 65 distinct vertices
along the beam line. The presence of additional vertices in the addition to that from the hard-
scatter process of interest makes it difficult to identify the primary vertex of interest and leads to
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additional signals in the various detector components. Such additional interactions thus degrade
the resolution of the measurement of objects from the interaction of interest and are therefore
considered as background to the hard-scatter interaction.

Fig. 3.9.: Display of a Z — u"pu~ candidate event recorded by the ATLAS experiment on 29th
September 2017 with a collision energy of 13 TeV. The event has a total of 66 recon-
structed vertices that are depicted as coloured dots along the beam line. The interaction
of interest is the one associated to the two muon tracks highlighted in yellow [133].

A common source of such undesired contributions is the presence of additional proton-proton
collisions within the same bunch crossing, referred to as in-time pile-up (PU). The number of
interaction per bunch crossing is continuously monitored and can be parametrised by a Poisson
distribution. The average number of particle interactions per bunch crossing (x) then provides a
measure of the hard-scatter activity not associated to the primary vertex. The measured distribu-
tions for the ATLAS experiment are presented in Fig. 3.10 for the years of 2015 to 2018. As can
be seen in the image, the mean number of interactions increased continuously over the years.The
rise of (u) goes along with the increase of the instantaneous luminosity in the respective years.
In 2017 a second peak towards the right side can be observed. Due to a technical shortcoming
the bunch spacing had to be increased which implies loss in statistic. In order to compensate, the
number of particles within a bunch had been raised leading to a slightly higher average value of
(p) than in 2018 [134, 135].

In contrast, so-called out-of-time pile-up is a detector-related effect caused by remnants from
the previous bunch crossing. In case the time certain detector components need to be prepared for
the recording of the subsequent collision is longer than the bunch spacing of the LHC, the retarded
detector signals contribute to the noise originating from in-time pile-up.

At hadron colliders an additional effect, commonly referred to underlying event (UE), has to be
taken into account. Since the colliding particles are not elementary but consist of smaller building
blocks, the parton-parton interaction of interest is likely polluted with a variety of interactions
occurring in the realm of the same proton-proton collision. The underlying event is mainly com-
posed of soft and semi-hard multiple parton scatterings, but it may also include gluon and photon
radiation as well, depending on the particular definition of the UE [136].
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Fig. 3.10.: Mean numbers of interactions per bunch crossing for the proton-proton collision data
recorded by ATLAS in Run 2 at a centre-of-mass energy of 13 TeV shown separately
for each year and in total. The Poisson distributions are weighted by the luminosity of
the respective year of data-taking. The total integrated luminosity stated in the plot is
the total amount of data that has been collected by the ATLAS detector within the four
years. The average values stated in the legend correspond to the mean of the respective
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4. Data and Monte Carlo samples

4.1. Simulated data

Monte Carlo (MC) simulations are widely used tools in many fields in physics to make predictions
of physical observables and verify models with experiment. In particular, they are important for
high-energy physics, where the aim is to generate large numbers of simulated collision events
which can then be compared to experimental data. The simulated data are produced with dedicated
computer programs, referred to as MC generators, which are passed to algorithms specifically
designed to simulate final states of high-energy physics in full detail down to the level of individual
particles.

4.1.1. Event generation

In quantum mechanics, the exact outcome of an experiment cannot be a priori predicted. Calcu-
lations only provide a probability to observe a certain measured value. Within the allowed region
of phase space, a particle is described by a complex wave function which contains the probability
information for the set of possible outcomes of measurements. Before the interaction with the
particle its state is undetermined, however, the probability distribution that the measured data fol-
lows is uniquely determined by the state of the quantum mechanical system. Therefore, single
measurements of a particular physics process feature different outcomes, though a large number
of measurements reproduce the corresponding probability distribution. As a natural consequence,
this principle is applied within quantum field theories to describe fundamental particles and their
interactions. In Monte Carlo generators, the concept of random numbers are employed to make
choices on the outcome of an experiment and to reproduce probability distributions for physical
processes [138].

The term Monte Carlo method refers to a numerical technique for calculating probabilities and
related quantities employing sequences of random numbers. In case of a single random variable,
a set of random values 71,72, ... uniformly distributed in [0, 1] is generated. In practice, this
task is typically accomplished by a computer algorithm called a random number generator. The
set 1,72, ... is then used to determine another sequence x1, T2, . . . such that they are distributed
according to a desired probability density function (p.d.f.) f(x). The values of x can be thought
of as a set of simulated measurements from which the probabilities for = to take on values in
certain regions of the phase space can be estimated. This is effectively similar to integrating over
f () in the regions of interest, however, the usefulness of this technique becomes apparent within
multidimensional problems where the integration of a joint p.d.f. f(z, vy, 2, ...) over a complicated
regions cannot be analytically done anymore [139].

Two important concepts relevant to Monte Carlo generators are perturbation theory and the
factorisation theorem. If the result for a given problem cannot be computed exactly, it can still be
approximated employing a perturbative ansatz, which is a common approach within quantum field
theories. This approach is justified if the problem can be expressed in terms of a power series,

f(zx) :a0+a1x+a2x2—|—a3$3—|—... ) 4.1

which safely converges as long the expansion parameter, x, is strictly smaller than one, z < 1.
If = is sufficiently small, the solution to a given problem is adequately approximated by taking
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into account the first few orders only. As one considers additional higher-order terms, the calcu-
lations become more involved. At the LHC, the underlying theory used to describe proton-proton
collisions is predominantly QCD. Thus, cross section calculations feature an expansion in powers
of the strong coupling constant, ;. The theoretical description of the hard-scatter interaction of
two partons is typically performed by deriving the matrix elements of the corresponding Feynman
diagrams. Similar to the wave function in quantum mechanics, the matrix element provides the in-
formation about the probability of an interaction. The Feynman diagram with the lowest number of
vertices is referred to as leading-order process or tree-level, and in case of ¢¢ production a few ex-
amples were shown in Fig. 2.6. Higher-order corrections, as depicted in Fig. 2.7, involve a higher
number of contributing fermion and boson lines which increases the accuracy of the calculation
but also its complexity. The matrix elements are then used for the calculation of the differential
cross section of the process of interest which again serves as the probability distribution for the
fundamental particles associated to that process. A multitude of candidate events are created by
scanning through the phase space of the generated particles spanned by their degrees of freedom,
each defined by the choice of parameters at a certain point in phase space. As the differential cross
section of such a candidate event is directly related to its probability to exist with the given set of
parameters, the overall pattern reproduces the underlying probability distribution of the process.
Therefore, the simulated events should in principle have the same particle content and kinematics
as the corresponding scatter process in a real experiment, given a sufficient theoretical understand-
ing of the process and its correct implementation in the Monte Carlo generator. From a technical
point of view, the differential cross sections derived for the candidate events are re-used as scale
factors, referred to as MC generator weights, in order to reflect the likelihoods of the events.

In order to reflect the conditions at a hadron collider, a couple of additional steps have to be per-
formed on top of the modelling of the hard-scatter interaction. The factorisation theorem allows
the event-generation step to be divided into several almost independent steps. The sets of rules
are iteratively applied to construct a physical state that becomes more complex with each step, as
schematically depicted in Fig. 4.1. Since the incoming hadrons are composite particles, the initial
state of the collision has to be determined by means of the appropriate parton distribution func-
tions. The hard-scatter interaction itself and the calculation of its cross section is perturbatively
described, including both the initial and final state partons and short-lived resonances, for example
top quarks or Higgs bosons, as well as the decay products.

Partons from the hard-scatter interaction emit gluon radiation somewhat analogously to the
radiated photons from electrically charged particles in the context of QED. The gluons can either
emit further gluons or split into an antiquark-quark pair, each of which can radiate gluons again.
The resulting cascade of partons, referred to as parton shower, represent higher-order corrections to
the hard subprocess and are convenient to model the effect of all higher-order processes. However,
since it is not feasible to calculate these corrections exactly, an approximate, perturbative treatment
of QCD is adopted instead which is typically formulated as an evolution from a high scale in
momentum transfer of the hard process down to a low scale of the order of 1 GeV associated with
the confinement of the partons into hadrons. An iterative approach is employed, starting with the
generation of one parton splitting subsequent to the hard process. The final state of that splitting
is then treated as a new hard process which undergoes the same procedure. The term splitting
refers to both the emission of a gluon and the decay of a gluon into a pair of quarks or gluons. The
probability of such a splitting is given by the DGLAP splitting functions, describing the evolution
from a high momentum transfer scale to a lower one. If a parton shower is developed from an
outgoing parton of the hard subprocess, it is referred to as final-state shower. In contrast, so-called
initial-state showers are simulated for the incoming partons of the hard-scatter interaction.

The various event-generation steps have to be merged in a consistent manner. In order not to
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Fig. 4.1.: Sketch of a proton-proton collision simulated by a Monte Carlo event generator. The
hard-scatter interaction of interest is illustrated as a big red spot in the middle centre of
the picture. Outgoing particles and subsequent decays are also depicted in red, whereas
the incoming gluons are shown in blue. Accompanying soft proton remnants are rep-
resented by light blue blobs. A secondary hard-scatter event and its associated decay
products are indicated by the purple blob. The light green blobs represent parton-to-
hadron transitions, followed by the decay of the hadrons indicated by dark green spots.
The yellow lines depict soft photon radiation [140].

double-count a certain feature and not to perform mismatching of particles belonging to different
stages of the event generation, the matrix elements and parton showers are typically simulated sep-
arately from each other and connected afterwards by employing dedicated matching algorithms. In
the so-called CKKW matching [141, 142], matrix elements are merged with the parton shower by
means of reweighting the matrix elements with the so-called Sudakov form factors [143], which
describe the probability for a parton to evolve from a harder momentum scale to a softer scale
without emitting another parton either in the initial or final state. Additionally, the emission of
showers is vetoed in phase space regions that have already been covered by the parton-level con-
figurations. In contrast, the MLM matching algorithm [144] matches partons from the matrix
element calculation to parton showers. In case the showers are either missing or fail to match the
partons created at matrix-element level, an event will be rejected and has to be re-generated. For
either matching algorithm, as this procedure might get computationally very intensive, the number
of additional partons considered in the hard-scatter process is usually limited.

In the regime of asymptotic freedom, the partons emerging from parton showers behave as if
they were free particles. Due to the non-Abelian nature of QCD, the strong coupling constant

55



4. Data and Monte Carlo samples

increases its value towards low momentum scales"). This leads to a breakdown of perturbation
theory in the evolution of parton showers, and the dynamics enter a non-perturbative phase. Thus,
parton shower can only be used down to a cut-off scale of approximately 1 GeV. Furthermore,
if the coupling strength increases, the quarks are confined into colourless bound states, referred
to as hadrons. Since the formation of colour-neutral hadrons, referred to as hadronisation, can-
not be perturbatively described, phenomenological QCD-inspired models are instead employed to
characterise the process of hadronisation.

Within the so-called string model [145, 146] a separate gluonic confinement field is assumed
to be stretched between each colour charge and its respective anticolour. Its name is derived from
the fact that at large distances the potential energy of colour sources induced by the gluon self-
attraction increases linearly with their separation which corresponds to an attractive force inde-
pendent of the distance. Therefore, the colour field is compressed into tube-like regions, referred
to as strings, which can be thought of a field lines similar to those in the case of classical electric
fields, for example. As two high-energy quarks from a colour-anticolour pair move apart from each
other, the potential energy of the gluonic string stretched between the two grows until it reaches
the typical scale of hadron masses. At this point it becomes energetically more favourable for the
string to break thereby creating a new quark-antiquark pair. The new quark is then connected to
the original antiquark by one of the two string segments, and the new antiquark is connected to the
original quark by the other string segment. As the two colour-anticolour pairs move further apart,
the intermediate strings stretch and break again, which leads to another two new quark-antiquark
pairs. This series of reactions continues until all the available energy has been converted into
partons which are connected by very short string segments which are then identified as hadrons.
The hadronisation within a system of numerous partons, as it is typically the case for hard-scatter
events at hadron colliders, is more complicated than that a for a single quark-antiquark pair. Each
parton in the system has a unique colour partner to which it is connected by a string that stretches
and breaks as previously described. Since gluons carry both a colour and an anticolour, they are
connected to two other partons which leads to kinks in the string evolution. In order to properly
model these soft, non-perturbative QCD effects, various parameters of the Monte Carlo generators
have to be adjusted such that the outcome is as data-like as possible, referred to as tuning. The
values of the tuning parameters are obtained from the comparison of Monte Carlo generated events
to measured data.

A complementary approach, the so-called cluster model [147], is based on the evidence that
at evolution scales much less than the hard subprocess, the partons in a shower are clustered in
colourless groups with an invariant mass distribution only depending on the momentum transfer
scale. This phenomenon, referred to as colour pre-confinement, implies that the colour flow is
local so that each colour line at the end of the shower is connected to an anticolour partner at
the same scale. The clusters are then identified as temporary hadronic states that decay into the
observed final-state hadrons according to the available phase space.

Aside from the hadrons originating from the hard-scatter interaction, extra hadrons are likely
produced from interactions between partons not taking part in the hard subprocess. Since protons
are not fundamental but consist of three valence quarks embedded in sea of quarks and gluons, a
high-energetic collision of two protons typically features a multitude of additional parton-parton
interactions. The interference between those multiple parton interactions and the hard process, as
well as with remnants of the collided protons further impede the modelling. The additional QCD-
induced activity within the same collision of two initial-state protons is referred to as underlying
event, which differs from pile-up since the latter refers to multiple proton-proton collisions within
the same bunch crossing. However, in experiment the combined and overlapping effects from both

(DThe concept of the running QCD coupling strength was introduced in Sec. 2.1.2.
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phenomena impact the measured signals in the detector. Many effects of the underlying event
cannot be adequately described from theory and are therefore controlled by tunable parameters
whose values have been determined from experimental data.

The final stage of the event generation is to model the subsequent decay of the unstable hadrons
produced during the hadronisation process. Some are deemed stable®®, or are sufficiently long-
lived, such that their decays are visible in the detector, so a large variety of final-state hadrons and
their decay modes has to be simulated.

4.1.2. Data preparation

After the event generation step, particles are propagated through a simulation of the interaction
with all components of the ATLAS detector using the GEANT4 toolkit [148]. The detector config-
uration reflects the full detector geometry including known misalignments and distortions. Sub-
sequently, the ATLAS digitisation software converts the hits produced by the detector simulation
into digitised detector responses, referred to as digits. Energy deposits are converted into voltages
and currents similar to the read-out signals created by real data events, thereby simulating the read-
out electronics. A digit is typically produced when the voltage or a current of a particular read-out
channel rises above a certain pre-configured threshold within a particular time window. At this
stage, the detector noise and other environmental backgrounds from the detector cavern and the
LHC are added. In order to save computing time for the detector simulation, the information of
several interactions from the same bunch crossing is overlayed to include pile-up effects during
digitisation as well [149].

Whereas the L1-trigger is implemented with hardware in the real detector, it is simulated for
Monte Carlo events using the digits constructed from artificial hits as input. The high-level trigger
then takes the L1 inputs in to order to make subsequent decisions related to the trigger selection.
The object reconstruction applied to the events selected by the HLT is identical for simulation and
data, with the exception that truth®® information is available only in MC datasets. Instrumental
calibrations and detector alignment are adapted from real data-taking conditions. In addition,
dedicated scale factors are applied to simulated events in order to match the object identification,
reconstruction and trigger efficiencies, energy scales and resolutions determined from real data.
In general, simulated events are treated equally to those from real data as much as possible and
undergo the same reprocessing procedure [132, 150].

Due to the complicated detector geometry and detailed physics description incorporated in the
GEANT4 framework, the full simulation of the ATLAS detector is very intensive both in com-
puting power and time. Therefore it is impracticable to achieve the required simulated statistics
for many physics studies without an alternative and faster solution. One such alternative, referred
to as ATLFAST-II, was established as the standard fast simulation, providing large statistics to
supplement full-simulation samples. With a simplified description of both the detector geometry
and the shower parametrisation within the calorimeters, events are simulated as fast as possible,
though keeping the ability to run the standard ATLAS reconstruction algorithms. However, in
order to maintain a reasonable level of accuracy, a full simulation with GEANT4 of only a few
essential subdetectors accompanies the fast simulation [149, 151].

The statistics of a Monte Carlo sample can be expressed by the ratio of the number of gener-
ated events NV and the cross section cross section oyjc a certain process has been produced with,
assuming each generated event corresponds to an event recorded in the experiment. The so-called

@A particle is typically considered to be stable if ¢ > 1 cm.

®The so-called truth information is a history of the interaction from the generator, including incoming and outgoing
particles, and consists of a detailed listing of all involved particles and their interactions at the various steps of the
event generation.
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integrated luminosity of a MC sample,

Lyc = N , 4.2)
Efilter * OMC " k

features two additional terms in the denominator. The first, egter, describes to so-called filter
efficiency, which is defined as the fraction of produced events compared to the case without any
filter applied. Since the generation of events is very time-consuming, dedicated filters are applied
during Monte Carlo generation in order to both enhance the speed and to increase the amount of
generated events in certain region of phase space. The generation of events can therefore be lim-
ited to those reflecting particular features of the physics processes of interest, for example certain
decay modes. The filter efficiency egqyier corrects for the reduced phase space that was available
during the event generation. The second factor, k, accounts for higher-order corrections to the pro-
duction cross section. In the numerator, the number of generated weights, IV, incorporates both the
experimental scale factors and the so-called generator weights. The generator weights are specific
for each event and account for the fact that some points in the available phase space are physically
more probable than others, as described previously in Sec. 4.1.1. In addition, generator weights
are employed to correct for double-counting of the same process, for example a leading-order pro-
cess which emits radiation at parton-shower level may reproduce a process that has already been
accounted for by a next-to-leading order calculation. In order to properly compare the simulated
events passing all selection criteria to data, they have to be scaled to the corresponding integrated
luminosity of the data to which they are compared. Therefore, a scale factor,

o Lata
Lyvc

4.3)

is applied to each individual simulated event. Simulated samples with a luminosity higher than
the integrated luminosity of the data are scaled down, meaning that one recorded data event is
represented by more than one generated event. In contrast, in the opposite case the simulated
samples are scaled up and a MC event represents more than one data event. It is therefore important
to keep that ratio below one in order not to be affected by statistical effects arising from the limited
number of Monte Carlo events.

4.1.3. List of simulated samples

Monte Carlo simulated samples are used to model both the signal and background processes con-
sidered in the studies that are presented in this thesis. They have been either passed through a
full simulation of the ATLAS detector based on GEANT4 or through a fast ATLFAST-II simu-
lation. In order to model the different physics processes studied at the LHC, a variety of Monte
Carlo generators is available, given the possibility to combine them with different sets of parton
distribution functions. Every MC generator shows a different level of accuracy within the various
steps of Monte Carlo generation as explained in Sec. 4.1.1, although some programs are capable
of covering several or even all steps of Monte Carlo generation. Thus, the simulated samples are
typically produced with a combination of different generators each best suited to the requirements
of the respective MC generator step and physics process it is responsible for.

For the generation of the hard-scatter interaction three main programs are typically employed
in ATLAS. POWHEG-BOX [152, 153] calculates the matrix elements (ME) at NLO which are
matched to the parton shower (PS) simulation according to the POWHEG method [154, 155].
The MADGRAPH5_AMC@NLO [156] event generator is a combination of MADGRAPHS [157],
which allows for the generation of any physics model that can be expressed with a Lagrangian,
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and the AMC@NLO [158] tool with which matrix elements calculated at NLO can be merged
with parton shower simulations. Multi-parton matrix elements can be calculated at NLO with
the SHERPA [159, 160] general-purpose event generator which is also suited to simulate parton
showers and to merge them with NLO matrix elements. In addition, the modelling of the under-
lying event and hadronisation can be performed by SHERPA. A broad range of collider physics
processes can be simulated with the PYTHIA [161-163] generator. Widely used as an interface to
hard-scatter generators except for SHERPA, the PYTHIA program models parton showers, the un-
derlying event and hadronisation. As an alternative to PYTHIA, the HERWIG [164, 165] generator
is employed. Heavy flavour decays, which are particularly important for the studies presented in
this thesis, are modelled using the EVTGEN [166] program, except for processes generated with
SHERPA. In all samples, the top quark mass value used in the generation of the hard-scatter pro-
cess is set 172.5 GeV, and the mass value of the Higgs boson is assumed to be 125 GeV. If the
generation of a sample involves the explicit modelling of bottom quarks, a mass value of 4.75 GeV
is adopted for the bottom quarks. A common approach to estimate the impact of systematic uncer-
tainties on a given measurements as a result of the choice of a certain MC generator is to compare
simulated samples of the same physical process which have been produced with a different set of
MC generators each. For example, if the uncertainty associated to the theoretical prediction of
the parton shower is investigated, the computation of the matrix element is made with the same
program.

The associated production of top-antitop quark pair with a heavy vector boson (W or Z) is
simulated with the MADGRAPHS5_AMC@NLO 2.3.3 which provides matrix element calcula-
tions at NLO in the strong coupling constant, as, using the NNPDF3.0NLO PDF set [167]. The
decay of top quarks is modelled at LO with the MADSPIN [168, 169] package in order to pre-
serve the correlation between the spins of the top and antitop quarks, which is a property that
can impact the kinematics of the final-state particles from the hard-scatter process. For the sim-
ulation of the parton shower and for the hadronisation process, the generation of the hard-scatter
interaction is interfaced with PYTHIA 8.210 using the A14 set of tuned parameters [170] and
the NNPDF2.3LO PDF set [171]. Decays of charm and bottom quarks are simulated with the
EVTGEN 1.2.0 program. The theoretical ttW and ttZ cross sections are calculated with MAD-
GRAPH5_AMC@NLO at NLO accuracy both in QCD and in EW theory according to Ref. [172],
including possible contributions to the cross section from virtual photons, v*, and from the in-
terference between the Z boson and ~* [173]. Contributions from off-shell Z bosons with an
invariant mass of below 5 GeV are not taken into account. Theoretical uncertainties on the signal
prediction are evaluated with several alternative simulated samples. The SHERPA 2.2.1 generator
at NLO accuracy with up to one additional parton was employed to generate ¢tZ samples with the
Z boson decaying only leptonically (Z — £¢), which were used to estimate uncertainties associ-
ated to the calculation of the matrix element. The default SHERPA parton shower is used along
with the NNPDF3.0NNLO PDF set [167]. A similar set of Sherpa samples, providing the most
precise prediction of the ¢¢Z process so far, was simulated with the MEPS @LO [174, 175] setup,
featuring up to one additional parton at NLO and two additional partons at leading order. In order
to estimate uncertainties related to the parton shower simulation, an alternative signal sample has
been generated with the MADGRAPHS_AMC @NLO generator interfaced to HERWIG 7 and HE-
UE for the underlying event tune. The evaluation of uncertainties associated to the modelling of
ISR is performed with two sets of simulated samples produced using the same settings as for the
nominal signal samples, but with an up and down variation in the A14 tune, respectively.

The production of two heavy vector bosons (W and Z) with additional partons, featuring two
charged leptons and two neutrinos (¢/vv), three charged leptons and one neutrino (£/¢v’), and four
charged leptons (£££¢) in the final state, is simulated using the SHERPA 2.2.2 generator. Such
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samples are referred to as WZ /Z Z+jets in the course of this thesis. Multiple matrix elements
are matched and merged with the SHERPA parton shower based on the Catani-Seymour dipole
factorisation scheme [176, 177] using the MEPS@NLO [174, 175, 178, 179] prescription. The
virtual QCD corrections for matrix elements at NLO are provided by the OPENLOOPS [180, 181]
library. The samples are generated using the NNPDF3.0NNLO PDF set, along with a dedicated
set of tuned parton shower parameters developed by the SHERPA authors. Events with not more
than one additional parton are simulated at NLO precision, whereas events with two or three
additional partons are simulated at leading order. An additional set of diboson samples, which are
each normalised to a respective cross section calculated at NNLO precision, has been generated
with SHERPA 2.2.1 using the NNPDF3.0NLO PDF set. The matrix elements are calculated for
up to one additional parton at NLO and two or three additional partons at LO precision and are
merged afterwards with the SHERPA parton shower using the MEPS @ NLO prescription.

The production of three massive vector bosons with up to six charged leptons in the final
state is simulated with SHERPA 2.2.2 using the NNPDF3.0NNLO PDF set. By means of the
CoMmix [176] and OPENLOOPS matrix element generators, final states with no additional partons
are calculated at NLO, whereas final states with up to three additional partons are calculated at
leading order.

For the production of single top quarks in association with heavy vector bosons sets of sam-
ples are employed for final states with two leptons and final states with three or four leptons,
respectively. For final states with three or four charged leptons, single top quarks in association
with a W and a Z boson (tW Z) are modelled using MADGRAPHS5_AMC@NLO 2.2.2 at NLO
with NNPDF3.0NNLO PDF set. The simulated events are interfaced with PYTHIA 8.235 us-
ing the A14 tune and the NNPDF2.3LO PDF set. Modelling uncertainties of the tWW Z process
have been evaluated by the comparison to a sample produced with the same generator but em-
ploying a different treatment of the interference between ¢tZ and tW Z, referred to as diagram
removal® [182] (DR) [183]. The production of single top quarks in association with a Z boson
and one extra parton (tZq) is generated using MADGRAPHS_AMC@NLO 2.3.3 at NLO with the
NNPDF3.0NNLO PDF set. The events are interfaced with the PYTHIA 8.230 generator along
with the A14 tune and the NNPDF2.3LO PDF set. As for t¢Z, the samples include contributions
from off-shell Z bosons, and samples with different variations of the A14 tune are compared.
However, alternative samples are used to simulate events with two leptons in the final state. The
tW Z process is simulated with the MadGraph5_aMc@NLO generator with the NNPDF3.0NLO
PDF set. The parton shower is modelled using PYTHIA 8.212 along with the A14 tune and the
NNPDF3.0NLO PDF set. tZq events are simulated with the MADGRAPHS generator at leading
order, while the parton shower is modelled using PYTHIA 8 in conjunction with the A14 tune and
the NNPDF2.3LO PDF set.

Both top quark pair production and the associated production of a single top quark with an
additional W boson (W) are generated at NLO using POWHEG and the NNPDF3.0NLO PDF
set. The parton shower, hadronisation and underlying event are modelled with PYTHIA 8.230,
using the A14 tune and the NNPDF2.3LO PDF set. Heavy-flavour decays are simulated with
EVTGEN-1.6.0. The events are normalised to their NNLO cross section including the resumma-
tion of soft gluon emission at NNLL accuracy derived with Top++ [184]. In case of single top
production, diagram removal® is applied in order to account for the interference with ¢Z.

The simultaneous production of three or four top quarks (¢t and tttt, respectively) as well as the

“® All NLO Feynman diagrams for tW Z overlapping with the the tZ definition are removed from the calculation of
the tW Z matrix element.

©® All NLO Feynman diagrams for Wt overlapping with the the tZ definition are removed from the calculation of the
Wt matrix element.

60



4.2. ATLAS data

production of a ¢t pair with two W bosons (¢tW W) are simulated at LO using MADGRAPH 2.2.2
interfaced to PYTHIA 8.186 with the A14 tune and the NNPDF2.3LO PDF set.

The simulated samples are showered with PYTHIA 8 using the A14 tune. Samples featuring the
production of a Higgs boson in association with a W or Z boson are generated with PYTHIA 8.186
using the A14 tune and the NNPDF2.3LO PDF set.

The production of a Z boson with jets (Z+jets) is simulated with SHERPA 2.2.1 using the
NNPDF3.0NLO PDF set. The matrix elements are calculated up to two additional partons at
NLO and for three and four additional partons at leading order, respectively.

Top-antitop quark pairs with an associated photon (tfy) are modelled using MAD-
GRAPH5_AMC@NLO 2.3.3 along with the NNPDF3.0NLO PDF set. The showering is simu-
lated with PYTHIA 8.212 using the A14 tune and the NNPDF2.3LO PDF set. The production
of single photons in association with a Z boson (vZ2) is produced with SHERPA 2.2.4 along with
the NNPDF3.0NLO PDF set.

In order to account for multiple parton-parton interactions in the same and neighbouring bunch
crossings, the pile-up is modelled by overlaying the original hard-scatter event with a set of
minimum-bias events simulated with PYTHIA 8.186 using the NNPDF2.3L.O PDF set and the
A3 tune for each hard-scatter interaction. As the Monte Carlo samples were simulated in some
cases before the data were collected, the distribution of the number of additional proton-proton
interactions for the simulated samples is reweighted in order to match the pile-up level present in
the experimental data.

During the LHC Run 2, the data-taking conditions, most notably the number of pile-up interac-
tions within a collision, were different in the years of 2015 and 2016, 2017 and 2018, respectively.
Therefore, different sets of MC samples, referred to campaigns, were produced for these time pe-
riods each reflecting the respective data-taking conditions. The list of the ATLAS MC campaigns
for Run 2 and the corresponding data-taking periods is given in Tab 4.1.

Data-taking period 2015 2016 2017 2018

MC campaign mcl6a mcléd mcl6e

Tab. 4.1.: List of Monte Carlo production campaigns with the corresponding data-taking periods.

4.2. ATLAS data

The data used for the studies presented in this thesis reflects the full dataset of proton-proton col-
lisions at a centre-of-mass energy of 13 TeV recorded by the ATLAS detector during the LHC
Run 2, which corresponds to an integrated luminosity of 139 fb~!. The number of parton-parton
collisions per beam crossing was steadily increased from 2015 to 2018. Whereas in the first
year of data-taking the maximum value of the instantaneous luminosity was 5 - 1033 cm™2s71,
the peak value in 2018 reached 21-10%3cm™2s~!, thereby exceeding the design value of
1034 cm~2 571 [99] by more than a factor of 2©). In Tab 4.2 both the integrated luminosity and the
peak value of the instantaneous luminosity per year are presented. The increase in instantaneous
luminosity led to a growing dataset for each single year of Run 2 but also to higher pile-up rates
as discussed in Sec. 3.4.

As the LHC is put into operation after a shutdown, a pilot beam consisting of a single proton
bunch is injected into either beam pipe in order to test the entire machine. If neither peculiar

©®The design value had already been reached in July 2016.
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4. Data and Monte Carlo samples

Integrated luminosity [fb™!] Peak instantaneous

Year

good for physics luminosity [cm™2s71]
2015 3.2 5.0-1033
2016 33.0 13.8 - 1033
2017 44.3 20.9-1033
2018 58.5 21.0-10%3
Full Run 2 139.0

Tab. 4.2.: Overview of the integrated luminosity recorded by ATLAS after applying data quality
requirements and of the instantaneous luminosity delivered to ATLAS in the years of
2015 to 2018. For the integrated luminosity the values per year are summed to show the
full amount of ATLAS data available for physics analysis of Run 2. The instantaneous
luminosity can be seen to increase from 2015 to 2018. All values are given at an accuracy
of one decimal place [137].

features of the beam nor a malfunction of the machine can be observed, the full beam is injected
and accelerated to the collision energy. Once stable-beam conditions, a state in which the LHC is
running as desired, are reached, the experiments at the LHC commence to take data. After a time
span of typically 10 h to 20 h of stable beams, the proton bunches have thinned out too much in
order to maintain a certain number of collisions per bunch crossing. Therefore, in such a case the
beams are dumped onto a solid target located in an underground cavern alongside the LHC tunnel,
and the LHC gets refilled with two new beams of proton bunches. It takes approximately half an
hour until the beams reach their maximum energy of 6.5 TeV.

Due to a slight inefficiency of the data acquisition system and various detector components, not
the entire data provided by the LHC can be recorded by the ATLAS detector. Once the LHC is
in stable-beam mode after a refill, the high voltage and the pre-amplifiers for the tracking system
have to ramp up, for example. Thus it takes some time until they work at full efficiency. Besides,
a few permille of the recorded data is employed for luminosity calibrations. As can be seen in
Fig. 4.2, this leads to a slightly smaller amount of data of 147 fb~! ATLAS was able to record
with respect to the 156 fb~! delivered by the LHC. A subset of the data recorded with stable
beams and optimal functional conditions of the ATLAS detector, corresponding to approximately
139 fb~1, passed all quality requirements on the reconstructed physics objects and can thus be
used for physics analysis, therefore referred to as good for physics.

The basic time unit for storing ATLAS data in the so-called luminosity block (LB), a period of
approximately one minute of data taking over which the experimental conditions are assumed to be
constant. In particular, it is assumed that the instantaneous luminosity stays almost constant over
the duration of the LB. Luminosity blocks of data passing all requirements on the beam stability,
the operational status of all ATLAS detector components and the reconstruction performance are
summarised in so-called Good Run Lists (GRL). However, if a LB has been identified to contain
data that has been recorded under suboptimal conditions, it will be excluded from physics analysis.
Several luminosity blocks which share roughly the same stable running conditions, for example
the filling scheme of the bunches or the pursued instantaneous luminosity, form a so-called period.
Depending on the year of Run 2, the ATLAS data consists of 15 to 20 periods per year [98].
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Fig. 4.2.: Evolution of the luminosity per time delivered to ATLAS (green), recorded by ATLAS
(yellow), and certified to be of good quality to be used for physics (blue) of proton-
proton collisions at a centre-of-mass energy of 13 TeV. The recorded luminosity reflects
the inefficiency of the data acquisition as well as the inefficiency of various detector
components during the data taking. For data to be of good quality all quality criteria for
the reconstructed physics objects have to be fulfilled [137].
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5. Physics objects

In order to make use of the recorded data, the detector signals have to be converted into physical
objects. Fundamental particles produced in a collision can be reconstructed with specialised algo-
rithms using the information from the various subdetector systems. The reconstruction procedure
is the same for real data and for Monte Carlo simulated events, providing preliminary candidates
for physics objects which are refined with additional identification requirements in order to be-
come the final physics objects used within analyses. After the actual reconstruction procedure
potential overlaps between the objects have to be removed.

The algorithms used to reconstruct and identify the physics objects were developed using knowl-
edge of the distinct detector signatures produced by different particles and particle types. Selec-
tions of events featuring well-known processes are used to continually improve those algorithms.
Fig. 5.1 shows a sketch of the signatures of all detectable particle types within a cut-out of the AT-
LAS detector in the barrel region. Particles which predominantly interact electromagnetically, for
example electrons and photons, deposit their energy in the electromagnetic calorimeter, whereas
hadrons such as protons, pions and kaons lose their energy primarily in the hadronic calorimeter.
The curved trajectories of electrically charged particles, such as electrons and muons, as a result of
the Lorentz force are depicted as solid lines in the figure. The trajectories can be reconstructed as
track segments in both the tracking region of the detector and, in case of muons, in the outermost
muon spectrometer. Muons are the only detectable particles described by the Standard Model that
travel beyond the calorimeters and therefore induce tracks in the muon system. Neutrinos interact
exclusively via the weak force, which makes it very hard to detect them. Thus, they typically leave
the detector unseen, indicated by a dashed line.

The studies presented in Chaps. 6 and 7 make use of reconstructed objects as electrons and
muons, jets, and the so-called missing transverse energy. Reconstructed photons or hadronically
decaying tau leptons are objects commonly employed in ATLAS analyses. but are not relevant to
the signal process of interest in this thesis and are therefore not further described.

5.1. Tracks and vertices

The trajectories of charged particles are reconstructed as tracks in the inner detector and in the
case of muons also in the muon spectrometer, as discussed in Secs. 3.3.3 and 3.3.5, respectively.
The momentum and the sign of the electric charge of the particles can be inferred from the bend-
ing of the reconstructed tracks within the magnetic fields of solenoid and toroid magnets [135,
186]. For the reconstruction of tracks an iterative algorithm is employed which is based on fitting
a set of measurements of the inner detector to a trajectory model. Triplets of hits in the pixel
and semiconductor tracker systems pointing towards the interaction point serve as seeds which
are identified using an inside-out approach. With a combinatorial Kalman filter technique [187],
additional hits in the pixel and SCT systems further away from the interaction point are associ-
ated to the reconstructed track in an iterative fashion. Each time another hit is added to the track
candidates, a x2-fit is re-evaluated using the ATLAS global x? track Fitter [188]. The ambiguity
due to hits associated with multiple track candidates is resolved with a dedicated algorithm that
employs track quality requirements in order to solve such ambiguities. However, these ambiguous
hits are not taken into account within the fit procedure of track segments. Only track candidates of
sufficient quality are passed onto the transition radiation tracker where its hits are included into the
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Fig. 5.1.: Schematic cross-sectional view of particle signatures in the ATLAS detector. From the
different patterns that are left in the detector components the particles produced in a
collision can be reconstructed. Trajectories of electrically neutral particles are indicated
by a dashed line [185].

track reconstruction procedure. Track segments within the TRT which were so far not included
in the reconstruction procedure are extrapolated into the pixel detector and semiconductor tracker
in order to form tracks of particles which were produced within interactions of particles from the
hard-scatter interaction. In addition, track candidates are reconstructed from segments in the TRT
that have no extension into the silicon detectors. In order to be considered, a track candidate has
to have a minimum transverse momentum of 400 MeV and must be within a pseudorapidity range
of |n| < 2.5. Furthermore, at least seven hits in the silicon detectors are required. Characteris-
tic parameters are the ratio of the track charge to its momentum, the azimuthal and polar angles
denoting its position within the detector, and the transverse and longitudinal impact parameters
which are defined as the minimum distance to the interaction point in the transverse plane and in
z-direction, respectively. These parameters are used to set quality requirements on the tracks but
are not used for the fitting procedure [189—-191].

The points in space corresponding to intersections or projected origins of two or more tracks
are referred to as vertices and are reconstructed with an iterative procedure which comprises two
main stages. In the first stage, for all tracks that originate from a point compatible with the in-
teraction region and survive certain quality requirements based on the track parameters, a vertex
seed is determined. The x- and y-coordinates of the starting point are taken from the centre of
the beam spot in the transverse plane. For the z-coordinate of the starting point the maximum of
the z-coordinates of all tracks, calculated at the point of the closest approach to the reconstructed
interaction point of the respective track, is used. The optimal vertex position is determined with
the so-called adaptive vertex fitting algorithm [192] which performs an iterative x2-minimisation
with the position of the seed as the starting point and the parameters of reconstructed tracks as
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input measurements. Each input track is assigned a weight which reflects the compatibility of the
track with the vertex estimate, and the vertex position is recomputed with the weighted tracks.
This procedure is repeated afterwards and the track weights are recalculated with respect to the
new vertex position. After the last iteration, the final track weights are evaluated and all tracks
found to be incompatible with the vertex position by more than seven Gaussian standard devi-
ations are removed from the vertex candidate and are considered as inputs for additional vertex
candidates. The above described procedure is repeated until all tracks in an event have been asso-
ciated to a vertex or no additional vertex can be found in the remaining set of tracks. Vertices with
at least two associated tracks with pr > 400 MeV are considered as valid primary vertex (PV)
candidates. The final primary vertex considered for a given events and deemed to be associated
with the hard-scatter interaction of interest is defined as the PV candidate with the largest sum
of squared transverse momenta, > _,;(pr;)?, of its associated tracks and serves as origin for the
physical objects of interest in an event [193, 194].

5.2. Electrons

An electron is defined as an object consisting of groups of isolated, neighbouring energy deposits
in the calorimeter, referred to as clusters, and at least one matched track of a charged particle
in the inner detector. For the reconstruction of electron and photon candidates, clusters of en-
ergy deposits measured in topologically connected cells of the electromagnetic and the hadronic
calorimeter, referred to as topo-clusters, are formed and matched to tracks in the inner detector.
The matched topo-clusters serve as an input to the reconstruction of so-called superclusters of
variable-size which are used to build the physical electron and photon objects. Depending on
whether ID tracks, photon conversion vertices or neither of them can be matched to such a super-
cluster, the reconstructed object will be classified as an electron, converted photon or unconverted
photon, respectively [195].

The topo-cluster reconstruction algorithm [196, 197] looks for local maxima of the cell signifi-
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cell
noise ’
cell
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which is defined as the ratio of the deposited energy F. over the average noise oggflse within the
respective calorimeter cells. Energy deposits are considered as seeds for the subsequent cluster
formation if the significance of the cell that initiated the cluster has a value of at least four. Neigh-
bouring clusters are sequentially scanned and added to the initial seed clusters based on their cell
significance which has to be greater than two. If two given clusters contain the same neighbouring
cell, these two are merged. In contrast, a cluster is split if it contains two or more local maxima
each with an energy deposit of above 500 MeV and at least four neighbouring cells with smaller
signals. The reconstruction of electron and photon candidates then starts from those topo-clusters
with a transverse energy of at least 400 MeV, using the energy of the corresponding cells in the
EM calorimeter only except in the crack-region [195].

Tracks from the inner detector are then associated with the topo-cluster candidates based on
the agreement of the respective n- and ¢-coordinates. Energy clusters which have a longitudinal
and lateral shower profile compatible with that of an EM shower are employed to create so-called
regions of interest (ROI). They are derived by sequentially scanning the EM calorimeter similarly
to the previous description in the context of the topo-clusters except for using a fixed-size window.
In order to discriminate electron candidates from pions, a pattern recognition algorithm is applied
which models the energy loss due to interactions of the particles with the detector material under
the hypothesis that the particles are pions by default. If a track candidate fails the pion hypothesis
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within an ROI due to large energy losses, it is fit again with the electron hypothesis from a modified
pattern recognition based on a Kalman filter formalism [187] which allows for energy losses of up
to 30 % at each material intersection, for example due to bremsstrahlung. The track candidates are
then fit with the global x2-fitter [ 188] allowing for additional energy losses when the standard track
fit fails. In addition, track candidates with hits in the silicon tracking detectors that can be matched
to the fixed-size clusters are refit by means of a Gaussian-sum filter method [ 198, 199], which takes
non-linear energy loss effects into account, to either confirm or reject the pion hypothesis. These
tracks are subsequently matched to the EM topo-clusters by extrapolation from the inner detector
into the calorimeter system. In the case that more than one track matches a cluster, a primary
track is chosen based on criteria such as the distance between extrapolated tracks and clusters, the
number of hits in the pixel detector, and the presence of a hit in the innermost silicon layer of the
tracking detectors [195, 200].

In the first stage of the supercluster reconstruction, the track-matched EM topo-clusters are
tested for the use as seed cluster candidates. The initial list of EM topo-clusters is sorted in de-
scending order according to their transverse energy which is calculated using the EM energy only.
Each cluster is separately tested and considered as seed cluster if it features a minimum transverse
energy of 1 GeV and if it matched to a track with at least four hits within the silicon tracking
detectors. In the second stage, EM topo-clusters near the seed candidates are identified as satellite
cluster candidates and added to the seed candidates if they satisfy the necessary selection criteria,
in order to form the final superclusters. A given cluster cannot be used as a seed cluster anymore
if it has already been considered as a satellite cluster and added to another seed cluster [195].

Afterwards, initial energy and position calibrations are applied to the superclusters. Tracks
of charged particles within the inner detector are matched to the superclusters similarly to the
procedure applied for the EM topo-clusters. Since electron and photon superclusters are build
independently, both an electron and a photon candidate can be built from a given seed cluster. In
the case that a particular object was reconstructed from a supercluster which has a track of good
quality attached and no photon conversion vertices, the object is identified as an electron candidate
and only this electron object is created. In contrast, if the cluster has neither any good tracks
attached nor photon conversion vertices, the only object built from the respective cluster is a photon
candidate. If neither of the two cases applies, both an electron and a photon object are created
and explicitly marked ambiguous. The final classification is based on a series of requirements
specific to each analysis, including both the existence and the number of silicon hits as well as of
conversion vertices [195].

Inaccuracies in the energy measurement due to the material in front of the calorimeter and the
choice of a predefined cluster size are accounted for by calibrating the cluster energy based on
simulated Z — eTe™ events. Uniformity corrections are applied to data in order to equalise the
response of the longitudinal EM calorimeter layers between data and Monte Carlo simulations.
Residual disagreements are corrected for with in-situ measurements of the energy scale within
Z — eTe” events. Simulated events are calibrated by efficiency scale factors which depend on
the cluster energies and pseudorapidities derived from reference measurements of Z — e*e™ and
J/1 — ete” events. The electron four-momentum is constructed from the fully calibrated cluster
energy as well as from the momentum and the angular information of the associated tracks [195,
201-203].

The tracks of so-called prompt electron candidates are required to be compatible with the pri-
mary vertex in order to ensure their association with the hard-scatter interaction of interest. Prompt
electrons are typically referred to as signal within the object reconstruction and identification pro-
cedure, whereas contributions from non-prompt electrons, such as the conversion of a photon in
an electron-positron pair or electrons from secondary vertices, are deemed to be background. In
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order to minimise contributions of non-prompt electron candidates, the longitudinal distance of the
electron candidate with respect to the PV, with polar angle 6 and with transverse impact parameter
dp, is required to satisfy both |zp - sin#| < 0.5mm and |dy|/o(dp) < 5. The quantity |do|/c(dp)
is referred to as the transverse impact parameter significance, where o (dp) is the uncertainty in the
measured value in the numerator [195, 201].

The candidates for prompt electrons have to pass various identification criteria which are de-
signed to discriminate from non-prompt electron candidates not associated with the primary ver-
tex. In addition, jets that left signatures in the detector similar to those of an electron and which
were thus misidentified as electrons, referred to as fake electrons, add to the fraction of non-prompt
electron candidates. For the identification of prompt electron candidates a likelihood (LH) method
is employed which takes properties from both the tracks and calorimeter clusters as inputs. In-
formation about the reconstructed electrons related to the shapes of the electromagnetic shower in
the electromagnetic calorimeter, the tracking and the track-to-cluster matching are simultaneously
evaluated and combined into a single discriminant,

Ls

dp = —=3
LT Ls+ Lp

(5.2)
Signal and background probability density functions, Pg,p, of the discriminating variables are
used to calculate an overall probability for an object to be identified as signal or background,
parametrised by the likelihood functions Lg, g which are defined as

N
Ls/p= H Ps/pi(zi) - (5.3)

i=1

The x; represents the value of the ith input variable out of in total N input quantities. Four
well-defined working points (WP) for electron identification are provided in ATLAS which are
referred to, in order of increasing background rejection, as VeryLooseLLH, LooseLH, MediumLH,
and TightLH". The working points are constructed such that the set of objects selected by a
certain WP is a strict subset of the set of objects passing the proximate WP with looser criteria.
The LH discriminant is defined identically for the various working points which differ only in
terms of the cut applied to this discriminant. A looser WP allows for a higher efficiency for
selecting true signal electrons, but allows a higher number of fake or non-prompt electrons to be
selected as well, and vice versa. The choice of a particular working point therefore corresponds to a
desired trade-off between these contrasting effects. Depending on the choice of the working point,
the signal efficiencies for selecting true electron candidates with a given value of the transverse
energy of 25 GeV are in the range of 78 % to 90 % As the shower shapes are dependent on the
energy and pseudorapidity values of the electron candidates, the identification working points have
slightly different efficiencies depending on the respective location of an electron candidate in the
detector. Electrons considered in the studies presented in this thesis have to pass the MediumLH
quality requirements. However, for the overlap removal discussed in Sec. 5.6, electron objects are
required to fulfil the looser criteria imposed by the LooseAndBLayerLH WP. This working point
is identical to the Loose WP except for the fact that in addition at least one hit in the innermost
layer of the pixel detector of the primary track is required [200, 203].

The prompt production of an electron from a semi-leptonic decay of a hadron, hadrons misiden-
tified as leptons or photons, as well as the conversion of a photon into an electron-position pair
can degrade the resolution of the electron reconstruction. Therefore, in addition to identification

(W« H” stands for “likelihood”.
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criteria, electrons are required to be sufficiently isolated from other reconstructed objects.For this
purpose, two isolation variables were used of which one, referred to as p%moneo'z, uses track-
ing data, whereas the other, E¥ar°°“e°'2, uses information from the calorimeter. The track-based
pyareone02 g defined as the scalar sum of the transverse momenta of all associated tracks within a
cone of

AR = min (0.2,10 GeV/pr) (5.4)

around the electron candidate, excluding the primary track of the electron candidate and tracks
from background effects such as converted bremsstrahlung photons. Similarly, E¥°"¢02 consists
of the sum of transverse energies of all clusters associated to the electron candidate within a cone
of AR = 0.2 around the seed cluster. Both the relative amount of the transverse momentum

and the transverse energy within the angular cone, py°%-2 with respect to the total transverse
momentum is required to be below 6 %,
PY™ "2 /pr < 0.06 (5.52)
pyareone02 /. < 0.06 (5.5b)

for the electrons considered in this thesis in order to be selected after the overlap removal, which
will be described in Sec. 5.6 [195, 201]. Furthermore, electron candidates must feature a minimum
pr of 7GeV. The corresponding calorimeter clusters have to be within a range of || <
2.47, though electron candidates situated in the transition region between the barrel and end-cap
calorimeters of 1.37 < || < 1.52, referred to as crack-region, are excluded. A summary of
the requirements posed on electron objects used for this thesis is given in Tab. 5.1.

Electrons Muons
pr > 7GeV pr > 7GeV
Acceptance |ncluster‘ <947
| In| < 2.5
except 1.37 < |nuster| < 1.52
i efore 0oseAn ayer edium
Qualit (before OR) L AndBLayerLH Medi
uali
Y (after OR) MediumLH Medium
Iolation  (track-based) pyeene02 /pr < 0.06 pyreene0s3 /pp < 0.06
(calorimeter-based) E¥arconeo.2 /pr < 0.06 -
Impact parameters |do|/o(do) <5 |do|/o(do) <3
|zp - sin @] < 0.5 mm |zp - sinf] < 0.5 mm

Tab. 5.1.: Summary of the object definitions for electrons and muons. The electron identification
criteria are looser before the overlap removal (OR) procedure than those afterwards. In
contrast, for muons a single working point is applied.

5.3. Muons

Muons candidates are reconstructed independently in the inner detector and the muon spectrometer
and are combined afterwards to form a muon track. The reconstruction in the inner detector
is identical to the procedure described for electrons in Sec. 5.2. Within the muon spectrometer
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however, track segments are formed from hit patterns identified in each single muon chamber
separately [204].

Inside the monitored drift chambers, tracks segments are formed by fitting straight lines to the
measured hits. This yields particle trajectories in the bending plane of the muon spectrometer,
whereas the trajectories in the orthogonal plane are determined within the resistive plate chambers
and the thin gap chambers, respectively. Separate measurements of track segments are performed
within the cathode strip chambers. After all segments that were identified separately in the var-
ious subdetectors, an overlap removal procedure prevents the repeated use of the same segments
from different subsystems and layers of the muon spectrometer for more than one muon track
candidate [204].

In order to combine the information from the separate reconstruction procedures in the inner
detector and the muon spectrometer, four different algorithms are applied and, accordingly, four
types of muon candidates can be distinguished, based on the available information from both de-
tectors. If a track can be fully reconstructed in both the inner detector and the muon spectrometer,
so-called combined muons are built by extrapolating tracks from the muon system to the inner
detector and matching to an ID track. However, in a small fraction of cases the extrapolation is ex-
ecuted reversely, starting in the ID and trying to find matching track segments in the MS. A global
fit of the track is then performed to hits in both detector systems. If the signatures left in the muon
spectrometer by a muon candidate are insufficient for a full reconstruction, muon candidates de-
noted as segment-tagged muons are reconstructed from a track in the inner detector which matches
at least one track segment inside the MDT or CSC chambers. Such cases occur when a muon can-
didate passes only one layer of the muon system because of its low pr or if it is measured in a phase
space region with a reduced acceptance. Calorimeter-tagged muons consist of tracks in the inner
detector which can be matched to energy deposits in the calorimeter system that are compatible
with signatures from minimally ionising particles. Such muon candidates have thus a lower purity
with respect to track-based reconstructed muons. However, due to the big pseudorapidity range
covered by the calorimeter system, calorimeter-tagged muons provide the possibility to compen-
sate for regions with a lower acceptance in the muon spectrometer. The so-called extrapolated
muons are built with the help of information from the MS only. The tracks have to originate from
a point compatible with the collision point. Furthermore, hits in at least two layers of the muon
spectrometer in the barrel region and at least three layers in the end-caps are required. The muon
acceptance is thereby extended into the pseudorapidity region of 2.5 < |n| < 2.7 which exceeds
the acceptance of the inner detector. In order to resolve possible overlaps between the different
types of muon candidates, ID tracks matchable to more than one type are assigned based on a
hierarchy. Preference is given to combined muons first, then to segment-tagged muons and finally
to calorimeter-tagged muons. The overlap removal for extrapolated muons is executed separately
as it relies on additional criteria such as the track fit quality and the number of hits [204].

The muon transverse momentum is calibrated in order to correct for observed differences be-
tween data and Monte Carlo simulation. As in the case of electrons, the calibration weights for
the momentum scale and resolution in both the inner detector and the muon spectrometer are de-
rived from reference measurements in Z — p*u~ and J/¢ — pTp~ events, and are functions
of the transverse momentum itself and the pseudorapidity of the muon candidate. The transverse
muon momentum is then evaluated from the combination of the weighted average of the corrected
momenta from both detector systems [204].

The decay of hadrons such as pions and kaons is an important background for the identification
of muons since those decays causes kinked tracks and induce significant differences between the
transverse momentum measurements in the inner detector and in the muon spectrometer, respec-
tively. A set of quality criteria is therefore applied to the muon candidates in order to target only
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prompt muons from the hard-scatter interaction. Based on the ratio of the charge and the trans-
verse momentum of a muon candidate, () /pr, the absolute value of the difference between the
momentum measurements inside the inner detector and the muon system, the number of hits in
the respective detector layers and the fit quality of the combined track fit, five muon identification
working points are defined. These working points are denoted as Loose, Medium, High, Low-pt
and High-pt. Similarly to the case of electron identification, the probability to select background
decreases with tighter identification criteria, and the signal efficiency slightly diminishes at the
same time. For the Loose, Medium and Tight working points, a muon passing tighter criteria
must also have passed the looser requirements. Low-pr and High-pr working points have been
explicitly developed to increase the identification efficiency for the respective momentum regimes.
The muon candidates considered in this thesis are identified using the Medium WP which has an
efficiency of 97 % for muons with py > 5GeV. The muon efficiencies of the various working
points are evaluated with simulated ¢f events and defined as the fraction of ID tracks associated
with a reconstructed muon passing the Medium selection criteria [204, 205].

Muon isolation requirements are derived similarly to those for electrons based on the additional
activity within a cone around the muon candidate. However, for muons considered in this thesis
only track-based isolation criteria have been applied, using the isolation variable p%arc"“eos which
is defined as the scalar sum of transverse momenta of all tracks not associated to the muon can-
didate under investigation within a cone size AR which depends on the transverse momentum

AR =min (0.3,10GeV/pr) . (5.6)

Due to the distinct signature muons leave in the detector, the cone size has been chosen to be
slightly larger with respect to the electron case. In order to be sufficiently isolated, the pr-weighted
track-based isolation variable for a muon candidate has to be smaller than 0.06,

Y03 /pr < 0.06 (5.7)

after the overlap removal to be described in Sec. 5.6 [204].

Muons candidates are required to have a minimum transverse momentum of 7 GeV and ab-
solute pseudorapidity value satisfying |n"®"| < 2.5. Moreover, as the muon tracks need to be
compatible with the primary vertex, the significance of the transverse impact parameter, defined
in the same way as for the electron case, has to be |dy|/o(dy) < 3 and the longitudinal distance
of the muon candidate with respect to the PV is required to be |z( - sin #] < 0.5 mm, respectively.
In addition, background from cosmic muons® is suppressed by vetoing muon candidates with
|z0] > 1mm and |dg| > 0.22mm [204, 205]. A summary of the object definitions for muons is
shown in Tab 5.1.

5.4. Jets

Due to colour confinement in the context of QCD, quarks and gluons hadronise and form cone-
shaped showers of colourless particles, referred to as jets which serve as a proxy to the original
partons for experimentalists. Each hadron induces a cascade of hadronic particles in the hadronic
calorimeter which are used for the measurements of the jet energies.

@When high-energy cosmic rays hit the Earth’s atmosphere, they create numerous secondary particles such as pions
or kaons which further decay into muons. Those muons travel towards the Earth’s surface without further decaying,
due to the relativistic effect of time dilation. Since muons are minimally ionising particles, they penetrate the
ground and can therefore be detected by the underground experiments at the LHC such as ATLAS. Cosmic muons
are typically not compatible with particles that originate from the interaction point.
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Various methods have been developed to reconstruct a jet and to separate the set of correspond-
ing hadron showers out of thousands of calorimeter signals which can be categorised into two basic
classes. The cone algorithms [206-208] perform an iterative top-down approach, starting with a
cone of a defined radius around the energy deposit with highest measured value in an event. For
each iteration the vector sum of the momenta of all particles enclosed by that cone is calculated.
If the resulting direction is not compatible with the cone axis of the seed particle, it is taken as the
new seed for the next iteration. In the other case, the cone is taken as a jet and all its constituents
are removed from the iteration. Then, the procedure is repeated with the next most-energetic par-
ticle as seed for a cone. Such algorithms are typically infrared and collinear unsafe, which means
that the emission of partons with low momentum and collinear splitting changes the outcome of
the jet reconstruction noticeable. On top of that, the resulting jets are substantially dependent on
accuracy of MC generators and resolution of the detector.

In contrast, sequential recombination algorithms [209] follow a bottom-up approach. Their
defining parameter is the measure of distance between two entities in the 7-¢-plane,

ARZ
2 2p 1.2p (]
d%; = min (sz7i,kT7j)~ e (5.8)
where kT ; and kr ; denote the transverse momentum of the jet constituents ¢ and j, respectively,
being considered for the particular step in the iteration. The distance in angular space between the
two partons, AR;;, is according to Eq. (3.11) defined as

AR} = (i — n) + (¢ — 65)° . (5.9

The radius parameter R defines the size of the cone which encloses all partons j that can be
found within that cone around the entity ¢, and has to be given to the algorithm by the user. The
algorithms iteratively combines all possible jet constituents and recalculates the distances between
the remaining partons for each iteration, starting from the two entities with the smallest d;;. This
procedure stops if the distance d;p,

dip = ki, (5.10)

between the ¢th parton and the beam axis is smaller than its distance to any other entity 7, call-
ing ¢ an jet an removing it from the list of entities. Depending on the choice of the parameter
p, different variations of the family of sequential recombination algorithms have been defined.
The kr-algorithm [210, 211] corresponds to p = 1 and is hierarchical in the relative transverse
momentum of the constituents, whereas the Cambridge-Aachen algorithm [212, 213] has p = 0
is therefore momentum-independent. The current standard choice for the majority of ATLAS
analyses, including those described in this theses, features p = —1 and is referred to as anti-k
algorithm [214]. It has the advantage of being both collinear and infrared safe [215] and is efficient
in computing time. Due to the minimum requirement in Eq. (5.8), the jets grow around hard seeds
and are grown with an almost circular profile.

In ATLAS jets can be built from different types of constituents. The jets used for the studies
in the 3¢ and 44 channels of ttZ are reconstructed from topo-clusters of calorimeter cells and are
therefore called topological jets [196]. Seeds are localised in the hadronic calorimeter as single
calorimeter cells if the cell significance exceeds a threshold of four. Neighbouring cells from the
same calorimeter layer and in adjacent layers are added to the cluster if their cell significance
exceeds half of the threshold. If multiple local maxima in the energy distribution of the previously
formed cluster are found, the seeds are merged to a single cluster. The energy of the cells is
measured as if the deposits were induced electromagnetic showers without taking into account
appropriate corrections for hadronic shower. The topological clusters constructed from all these
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input cell energies are then used to build jet candidates using the sequential anti-kT algorithm with
a radius parameter of R = 0.4. Tracks measured in the inner detector are matched with the jet
candidates employing a method referred to as ghost-association [216]. A set of so-called ghost-
tracks with the same angular information as the measured tracks but with infinitesimal momentum
is added to the list of topological clusters to be combined to jets. In this way, the list of tracks
that are associated with a jet is obtained without altering the result of the anti-kT reconstruction
algorithm. Contributions to the jet energy from additional pile-up activity are subtracted both
on a per-jet and per-event level by means of so-called jet areas [217], which are a measure for the
susceptibility of a given jet to radiation such as pile-up or underlying event, and are determined via
ghost-association. An evenly-distributed sea of ghost particles is added to the set of jet constituents
to be clustered by the jet reconstruction algorithm. From the number of ghosts that have been
included in the jet its volume can be determined.

An alternative approach to topological jets has been developed, referred to as particle-
flow [218], which picks up the idea of the ghost-association of ID tracks to clusters within the
calorimeter system. For the particle-flow jets that are used within the studies in the 2¢0S chan-
nel, the measurements from both the inner detector and the calorimeter are combined to form
signals representing individual particles. The energy deposited in the calorimeter by all charged
particles is subtracted and the jet reconstruction is then performed on an ensemble of particle-
flow objects consisting of the remaining calorimeter energy and tracks which are matched to the
hard-scatter interaction. The advantage of this method is that by combining the two subdetector
systems, the strength of the tracker in reconstructing charged particles are complemented by the
ability of the calorimeter to reconstruct both charged and neutral particles in order to obtain an
optimal reconstruction. At low energies, the tracker has the better resolution, whereas at high en-
ergies the calorimeter resolution is superior. Furthermore, outside the geometrical acceptance of
the ID only calorimeter information is available, so it is necessary for the algorithm to carefully
decide which energy measurement to be used in order to avoid double counting. In advance of
the actual formation of particle-flow objects, a cell-based subtraction algorithm removes possible
overlaps between momentum and energy measurements in the inner detector and the calorimeters,
respectively. Well-measured tracks are matched to single topological clusters based on their com-
patibility in angular space and the expected energy deposited by the particle which also created the
track is computed based on the cluster position and the track momentum. For each track-cluster
system, the probability that the particle has deposited its energy in more than one cluster is evalu-
ated and, if necessary, additional clusters are added to the track-cluster system in order to recover
the full shower energy. Then, the expected energy is subtracted from the set of matched clusters
cell-by-cell. If the remaining energy in the track-cluster system is consistent with the expected
shower fluctuations of the signal created by a single particle, the remnant clusters are removed,
and vice versa. After this final step, the set of selected tracks and the remaining topo-clusters in the
calorimeter should ideally represent the reconstructed objects of an event without double counting
of energy between the subdetectors. Hence, they are used as input to the anti-kT algorithm to build
jets with a radius parameter of R = 0.4 [218].

In order to account for differences in the detector performance for electromagnetically and
hadronically interacting particles, the energy measurements within each single cell are calibrated
to the energy scale of the electromagnetic calorimeter. Jet candidates are calibrated to correct for
contributions from the underlying event and for residual detector effects. The jet energy scale
(JES) calibration is a multi-stage procedure involving a correction of the origin of jet candidate to
point into the direction of the PV instead of the centre of the detector, which does not affect the jet
energy. Additional corrections are performed accounting for pile-up, based on the density of tracks
and the number of simultaneous parton-parton scatter interactions. The jet four-momenta are cor-
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rected such that their values agree with those from jets from MC simulated reference samples
without the detector simulation applied. These corrections are dedicated to transitions between
different calorimeter technologies, a varying detector response with respect to different pseudora-
pidity regions, and changes in the calorimeter granularity. The corresponding calibration factors
are functions of both pr and |n|. The particle composition as well as the shape of the hadronic
showers are dependent on whether a jet was initiated by a quark or by a gluon [219-221]. The
global sequential correction method [222] has been designed to reduce the impact of the par-
ton flavour on detector response and jet reconstruction by using global jet properties such as the
fraction of the measured energy in particular regions of the calorimeters or the track multiplic-
ity. Finally, in-situ calibrations account for differences in the jet pr measurement between real
and simulated data using well-calibrated objects as a reference [223-225]. Such differences arise
from imperfections in the description of the detector response and material within the simulation,
electromagnetic and hadronic interactions with the detector, as well as from limitations in the
modelling of the underlying event, jet formation and pile-up. Similarly, the jet energy resolution
(JER) is calibrated using reference measurements of the pr asymmetry in dijet events [224-226].

Jets which are not associated with the primary vertex of an event but arise from pile-up activity
can be identified with a likelihood-based discriminant, referred to as jet-vertex-tagger (JVT). The
JVT discriminant is constructed as a multivariate combination of two variables which include both
tracking and calorimeter information and are designed to separate jets associated to the hard-scatter
interaction from pile-up jets [227, 228].

The jets considered in this thesis have a minimum transverse momentum of 25 GeV and are
required to be within |n| < 2.5. In addition, topological jets with a transverse momentum below
120 GeV must satisfy JVT > 0.59 in order to suppress pile-up contributions. Jets built with the
particle-flow algorithm, however, are required to feature a value of the JVT discriminant greater
than 0.2 if pr < 60GeV and || < 2.4. Tab. 5.2 provides an overview of the jet definitions
including flavour tagging which is discussed in the next section, Sec. 5.5.

Topological jets Particle-flow jets
pr > 25GeV pr > 25GeV
Acceptance
In| <2.5 In] < 2.5
JVT > 0.59 JVT > 0.2

Jet-Vertex-Tagger ) )
if pr < 120GeV and |n| < 2.5 if pr < 60GeV and || < 2.4

MV2c10 algorithm DL1 algorithm

b-taggin
geing Fixed 85 % WP and PCBT Fixed 85 % WP

Tab. 5.2.: Summary of the object definitions for jets. For topological jets, the MV2c10 b-tagging
algorithm is used employing both a fixed WP and a pseudo-continuous technique,
wheres particle-flow jets are tagged with the DL.1 algorithm at a fixed WP only.

5.5. Flavour tagging
Jets which have been initiated by a bottom quark, referred to as b-tagged jets or simply b-jets, can

be identified and separated from jets originating from lighter quarks, gluons or hadronically de-
caying taus, based on the slightly different signatures in the detector of the respective jets. Bottom
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quarks typically hadronise to B-hadrons which have a significant lifetime of ¢7 > 450 um [51]
since the decay of a b-quark into a top quark is kinematically forbidden and the decay into a quark
of a lighter generation is strongly suppressed due to the CKM matrix elements as explained in
Sec. 2.1.4. Therefore, they travel a visible distance through the detector before further decaying at
a secondary vertex which is displaced from the PV.

In order to identify b-jets, the so-called MV2c10 algorithm [229, 230] is applied within the stud-
ies concerning the ttZ decay channels with three or four leptons in the final state. This algorithm
combines the outputs of three independent algorithms in a boosted decision tree which is trained to
discriminate b-jets from jets initiated by charm quarks, referred to as c-jets, and other jet activity.
Due to the large lifetime of B-hadrons, tracks generated by them tend to feature a large transverse
and longitudinal impact parameter, which are defined as the closest approach of a track to the PV
in the transverse plane and z-direction, respectively. This feature is exploited by the IP3D [229,
230] algorithm which combines both impact parameters into a likelihood-based discriminant. The
likelihood-based SV1 [229, 230] algorithm aims to identify secondary vertices by building two-
track vertices from all tracks matched to a jet and calculating the probability that those vertices
originate from the decay of long-lived particles, photon conversion or hadronic interactions with
the detector material. JetFitter [229, 230] is a decay chain multi-vertex reconstruction algorithm
which exploits the topological structure of weak decays of charmed hadrons and B-hadrons inside
jets and tries to reconstruct the full B-hadron decay chain, taking into account subsequent hadron
decays.

A complementary method, referred to as the DL1 tagger [230, 231], was used for b-jet identifi-
cation in the analyses of t¢Z final states with two leptons. The DL1 tagger uses inputs from various
flavour tagging algorithms The DL1 tagger incorporates all inputs used by the MV2c10 tagger as
well as a number of additional inputs and combines them in a deep neutral network [232]. Several
variables created by the SMu algorithm [230], which exploits the topology of muons coming from
semi-leptonic decays of heavy-flavoured hadrons, and by RNNIP [230], an algorithm based on
a recurrent neural network [233] which relies on properties of tracks associated to jets similarly
IP3D, are employed as discriminating variables.

A jet is said to be deemed to have originated from a b-quark if the output values of the MV2c10
and DL1 algorithms are above a threshold of 0.11 and 0.41, respectively. Those values correspond
to an 85 % efficiency for the MV2c10 tagger and an efficiency of 77 % for the DL1 tagger in
order to select true b-jets, and were evaluated from simulated ¢¢ events and validated in data using
a tt-enriched selection [234]. The given b-tagging efficiencies correspond to a mistag®® rate of
1/2 for c-jets and 1/28 for light-flavoured jets for the MV2c10 tagger applied to jets built from
topological clusters only, whereas the mistag rates for the DL1 tagger in conjunction with jets
built from particle-flow objects are 1/4 and 1/141 for c-jets and light-flavoured jets, respectively.
Hadronically decaying taus can be rejected with an efficiency of 84 % by the MV2c10 and with an
rejection efficiency of 94 % by the DLI1 tagger, based on the b-tagging efficiency working points
which were employed for the respective b-taggers.

In addition, the analyses in the 3¢ and 4¢ channels employ an alternative method, referred to
as pseudo-continuous b-tagging (PCBT), in order to optimise the b-jet identification. Rather than
using a single fixed working point for the categorisation of a whole event, different thresholds on
the b-tagging discriminant out of a set of four working points with b-tagging efficiencies of 60 %,
70 %, 77 % and 85 % are applied to individual jets. A more detailed prescription of the choices of
combinations b-tagging working points will be given later in Sec. 6.1.

Similar to other physics objects, simulated events are calibrated with scale factors dependent on
the jet transverse momentum and pseudorapidity which are employed to account for discrepancies

®1f a jet other than a b-jet was tagged as such, it is denoted mistagged.
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in the b-tagging between data and Monte Carlo simulation. The scale factors are determined from
different reference processes best suited for the respective flavour to tag on [234, 235].

5.6. Overlap removal

The object candidates are reconstructed by specialised algorithms tailored to identify the respective
type of objects. Since the algorithms share information among each other from various subdetec-
tors, the reconstruction and identification of particles not always gives an unambiguous result, for
example an electron typically being reconstructed as a candidate for both an electron and a jet. In
order to resolve ambiguities between objects that were reconstructed twice and to avoid double
counting of the same physics object, a procedure referred to as overlap removal is employed after
the reconstruction. If two object candidates are too close to each other, one will be removed in
favour of the other and thus will no longer be considered within any further step.

Electron candidates which share a track in the inner detector with a muon candidate are dis-
carded. In the case that two electron candidates are reconstructed with a common associated track
in the inner detector, the electron candidate with lower transverse momentum is dropped. Further-
more, the closest jet to an electron candidate within an angular distance of AR < 0.2 is removed
in order to avoid double-counting of energy deposits in the calorimeters. However, if the distance
between this jet and the electron candidate is 0.2 < AR < 0.4, the jet is rather kept and the elec-
tron candidate rejected instead. Background contributions from muons originating from meson
or heavy-flavour hadron decays inside jets are suppressed by removing muon candidates which
are separated from the nearest jet by AR < 0.4. In case this jet has fewer than three associated
tracks, the muon candidate is rather kept and the jet is dropped instead in order to preserve the
high-energy muon candidate [236, 237].

5.7. Missing transverse energy

Neutral weakly-interacting particles, such as the neutrino, rarely interact with matter. Hence, such
particles leave the detector without leaving any noticeable signatures and thus cannot be recon-
structed. However, their kinematic properties an sometimes be inferred by employing momentum
conservation. Since the incoming protons are composite particles with their net momentum exclu-
sively aligned in the z-direction, the exact momentum fraction carried by the colliding partons in
a particular event are not known. Therefore, at the LHC momentum conservation applies only in
transverse plane in which the momenta of all visible and invisible particles have to add up to zero.
Consequently, a significant imbalance in the sum of the transverse momenta of all visible particles
implies that a particle must have left the detector unseen. This momentum imbalance, referred to
as missing transverse momentum p%, is defined as the negative vector sum of all reconstructed
objects surviving the overlap removal,

P == (5.11)

where IV denotes the number reconstructed objects.

The reconstruction of 7% can be divided into the sum over all hard objects and a so-called soft
term. The hard component comprises all calibrated hard objects, which in the studies presented in
this thesis are electrons, muons and jets. If one considered additional physics objects such as taus
or photons, those would have to be taken into account for the calculation as well. Otherwise they
enter the calculation either as electrons, jets, or via the soft term which consists of contributions
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from tracks from the primary vertex which could not be associated to any reconstructed object.
The soft term, in contrast, can derive from energy deposits in the calorimeters which includes
contributions from electrically neutral particles, but this method is by far less robust with respect to
pile-up. The precision of the determination of the missing transverse momentum can be increased
by employing jet vertex tagging technique which suppresses the events to be polluted with jets
originating from pile-up, as discussed in Sec. 5.4. In order to achieve the best possible ﬁTmiSS
resolution, the objects used for the calculation have to be calibrated. However, the final resolution
is limited due to detector inefficiencies and a finite resolution of the reconstructed objects [238—
240].

In addition, ISR disrupts the momentum balance in the transverse plane. Instead of the vector
quantity ﬁTmiss, its magnitude E%‘iss, referred to missing transverse energy, and the angular infor-
mation of the missing momentum vector in the transverse plane, denoted by the azimuthal angle

%‘iss, are commonly used in physics analyses.

With the method described the number of undetectable particles in an event cannot be deter-
mined as the calculation will always result in a single vector. This poses a challenge to analyses
with more than one expected invisible particle, for example measurements of ¢¢ in the dileptonic
channel, or in particular searches for new hypothetical particles predicted by BSM theories which
are typically constructed to leave the detector unnoticed. In such cases, other techniques, which
usually employ parts of or the entire event topology, have to be applied.
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trilepton channel

The studies presented in Secs. 6.2 and 6.3 were performed in the context of the most recent mea-
surement of the ¢tZ cross section at the ATLAS experiment [46], using the full Run 2 set of data
collected by the ATLAS experiment in proton-proton collisions from 2015 to 2018 at a centre-of-
mass energy of 13 TeV which corresponds to an integrated luminosity of 139 fb~!. In advance of
the sections dedicated to the studies, an outline of the analysis will be given in Sec. 6.1, highlight-
ing the parts which are necessary in order to provide the relevant context to the above-mentioned
studies.

6.1. Analysis overview

The production of a top-antitop quark pair is a relatively rare SM process compared to ¢t pro-
duction and a source of different multilepton final states, as discussed in Sec. 2.4. Precise mea-
surements of the ¢tZ cross section are therefore of particular interest. Aside from the inclusive
measurement to determine the total ¢£Z production cross section, differential cross-sections mea-
surements were performed as functions of several variables which are sensitive to the underlying
kinematic properties as well as to subtleties in the production mechanism of the t£Z system, using
the Iterative Bayesian Unfolding technique [241]. These differential cross-section measurements
are sensitive to differences between the settings of various Monte Carlo generators, and thus could
potentially provide an important input to the tuning of MC parameters.

In addition to the criteria specified in Chap. 5, the reconstructed objects used for the ttZ cross-
section measurement have to fulfil certain quality requirements in order for the corresponding
events not to be rejected. Events for which a certain subdetector was observed not to work at
full functionality are removed. A given event must contain at least one electron or one muon
that caused a trigger not to reject the respective event. The analysis focuses on the two most
sensitive signatures with a high sensitivity to the ¢¢Z process, namely on events with three or
four light leptons, comprising electrons and muons'!, in the final state, referred to as trilepton
and tetralepton channels, respectively. Based on these signatures, several phase-space regions
were selected, intended to achieve the best sensitivity to ¢¢Z production with either one or both
top quarks featuring a leptonically decaying W boson, referred to as signal regions. They were
optimised to feature a high signal purity and a low contributions from other processes. In order to
restrict the uncertainties on the measurement due to limited statistics, a sufficiently high number
of events has to be selected while keeping the signal-to-background ratio high. In total three
signal regions targeting the trilepton or 3¢ channel were defined for which the selection criteria
are listed in Tab 6.1. Since the studies presented in the two subsequent sections focus on the
3¢ channel, the definitions of regions corresponding to this channel are given here, whereas, the
selection criteria chosen for the 4¢ channel can be found in Ref. [46]. The minimum requirement
on the transverse momentum on the leading, subleading and third lepton® is 27 GeV, 20 GeV

(DIn the frame of this thesis, only electrons and muons are considered as leptonic final states. Since their masses are
small with respect to taus, they are grouped together as light leptons. Leptonically decaying taus are implicitly
considered either as electron or muon.

@The physics objects of a certain type in a given event, for example electrons or jets, are for convenience arranged in
descending order according to their transverse momentum. For instance the electron with the highest or second-
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and 20 GeV, respectively, and the sum of the three lepton charges is required to be 1. Since the
Z boson is expected to decay into a pair of electrons or muons, the opposite-sign-same-flavour
(OSSF) lepton pair with the invariant mass closest to the Z boson mass is considered to originate
from the Z boson. Additionally, its invariant mass, labelled as myy, has to be compatible with
the Z boson mass within a range of 10 GeV. Furthermore, all OSSF lepton combinations that
can be found in an event must have an invariant mass of greater than 10 GeV in order to remove
potential contributions from events featuring low-mass resonances. Only those jets satisfying
pr > 25 GeV are considered for a given event. The three signal regions differ only by their values
of the requirements imposed on the multiplicity of reconstructed jets and b-jets which are given in
Tab 6.1. For the differential measurement, the b-jet requirement is fixed to an 85 % efficiency WP,
requiring at least two b-tagged jets for the 3/-Z-2b3j signal region, which in the following will
be denoted as differential signal region. In contrast, the inclusive measurement is performed with
a combination of two orthogonal regions employing the pseudo-continuous b-tagging technique:
30-Z-1b4j-PCBT with a tight WP of 60 % to identify a single b-jet, and 3¢-Z-2b3j which features
two b-jets at 70 % efficiency. In order to ensure these two regions to be orthogonal, a veto is
applied to events which pass the 60 % requirement featuring an additional b-jet tagged with 70 %
efficiency. The different approaches are intended on the one hand to reduce the contributions of
the W Z+jets background, which becomes dominant within the signal regions if one did not apply
the PCBT technique, for the inclusive measurement, and on the other hand to achieve sufficient
statistics for the differential measurement which motivates the choice of a looser b-tagging WP.
In addition to the definitions of the specialised signal regions, the so-called preselection level is
defined by the requirements of exactly three light leptons and at least two jets with a minimum
transverse momentum of 25 GeV imposed on top of the quality requirements described above.

Variable 3¢-Z-1b4j-PCBT 30-Z-2b3j-PCBT  3¢-Z-2b3j 3¢-W Z-CR
3 3 3 3

Ny(l =e,p) > 1 OSSF pair with |mg — mz| < 10 GeV

for all OSSF combinations: my, > 10 GeV
pr(l1, l2, £3) > 27GeV , > 20GeV , > 20GeV
]Vjets Z 4 Z 3 Z 3 Z 3

1@60 % >2@70% >2@85% 0@85 %

Nb—jets

veto add. b-jets @70 %

Tab. 6.1.: Definitions of the 3¢ signal regions and the W Z control region to constrain the W Z+jets
background. For the inclusive cross-section measurement, a combination of the two sig-
nal regions with PCBT and the W Z control region is employed, whereas for the dif-
ferential measurement only the 3/-Z-2b3j signal region with a fixed b-tagging working
point is used [46].

Several physics processes described by the Standard Model other than ¢¢Z can lead to final
states very similar to ¢t and thereby contaminate the signal regions. Such processes are referred
to as backgrounds and can be subdivided into so-called prompt and non-prompt contributions. In
addition to the signal regions, the definition for a region intended to be dominated by the prompt

highest transverse momentum in an event is referred to as the leading or subleading electron, respectively. The
analogous pr-based ordering is used for jets.
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W Z+jets background with only a small amount of contamination from signal events, referred to
as W Z+jets control region, is given in Tab 6.1. Since W Z+jets production suffers from large
theoretical uncertainties, a dedicated W Z control region was introduced in order to help use the
measured data to constrain the production rates. The definition of the W Z control region is equal
to those for the signal regions except for the requirements on the jet and b-jet multiplicities. The
same ATLAS analysis employs a similar control region to constrain the Z Z+jets background in
the case of the tetralepton channel. In addition, various background processes that comply with
the requirements from Tab. 6.1, such as the associated production of single top quarks with one
or two heavy vector boson (tW Z, tZq), are included. Other processes such as the associated
production of a ¢t pair with a Higgs or W boson (ttH or ttW, respectively), Z Z+jets and those
listed in Sec. 4.1.3 only contribute to a limited extent and are therefore estimated with Monte Carlo
simulated samples, just as tW Z and tZq.

Background contributions from non-prompt and so-called fake® leptons, however, are esti-
mated employing a data-driven, so-called matrix method [242, 243]. The matrix method relies
on a differing response of the prompt and fake leptons to the identification, isolation and impact
parameter requirements imposed during the object reconstruction procedure. Thus, two sets of
data events with the same selection criteria as for the signal regions but with modified lepton iden-
tification and isolation requirements are employed. Leptons passing the object criteria required in
the signal regions are referred to as tight leptons, whereas leptons which fail those requirements
are denoted as loose leptons. For loose leptons, no isolation requirements are applied, and the
identification criterion for loose electrons is relaxed to the working point that is used before the
overlap removal procedure. The simplified case of a single lepton can be used to illustrate the
general concept of the matrix method mathematically: The total number of fake leptons that enter
the signal regions, N, can be evaluated by inverting the matrix of a linear system of equations,

G@ B <(1f5) (1 fX)) ‘ (%ﬁ) , (6.1)

where N7 and Ny, denote the observed number of events with a lepton passing or failing the tight
object definitions, respectively. They are related to the number of events with a real or fake lepton,
Ng and Np, by the so-called real lepton efficiency ¢ and fake lepton efficiency y. These two
values have to be determined separately. In case of the t£Z 3¢ channel it is obtained from data
events with exactly two leptons with the same electric charge and at least one b-jet tagged with
the 85 % WP, indicating the probabilities of a real lepton and a fake lepton satisfying the tight
lepton requirements, respectively. The matrix is inverted via the maximisation of a likelihood
function [244] which consists of a product of Poisson probability functions. The observed number
of leptons selected with looser criteria, Ny, and of prompt leptons, N, which satisfy the nominal
lepton requirements are fixed, while the expectation values of the Poisson functions, the number of
real and fake leptons in the signal region, Ny and N, are obtained from likelihood maximisation.
The single-lepton case shown in Eq. (6.1) can be extended to an arbitrary number of leptons. For
more than one lepton, the estimate for fake leptons then comprises all possibilities for a fake lepton

®Objects which were unintentionally misidentified as light leptons are typically referred to as fakes or fake leptons.
They can originate from meson decays, photon conversion, or light jets that accidentally create detector signatures
similar to those from a light lepton. In contrast, non-prompt leptons typically originate from heavy-flavour hadron
decays. If not stated otherwise, fake and non-prompt leptons will not be distinguished anymore in the following but
commonly denoted as fake leptons or fakes.
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to occur in an event, and reads in case of the t¢Z 3¢ channel:

Nr = Nrrr
+ Nppr + Nprr + NrRF
+ Nprr + Nrpr + Nrrre . (6.2)

The formula explicitly takes into account the order of the leptons, such that for example the number
of events with exactly one fake lepton is given by the sum of all summands in the third line of
Eq. (6.2). The expected contributions from fake leptons are subtracted from the data sample and
considered as a distinct background process. Uncertainties related to the evaluation of real and
fake rates are quantified and translated into an associated systematic uncertainty which has to be
taken into account in the cross-section measurement.

The production cross section of the ¢tZ process is extracted by performing a simultaneous
maximum-likelihood fit [139, 245] to the number of events in the trilepton and tetralepton signal
regions, as well as the W Z+jets and Z Z+jets background control regions. For events from the 3/
channel, only the two PCBT signal regions dedicated to the inclusive measurement are included
in the fit. The ratio between the measured value of the inclusive ¢£Z production cross section
and its corresponding Standard Model prediction, referred to as signal strength 177, as well as the
normalisation factors of the W Z+jets/Z Z+jets backgrounds used to extrapolate the corresponding
event yields into the signal regions, are free parameters of the fit. In contrast, the contributions
from the other backgrounds are fixed at their respective expected value obtained from Monte Carlo
simulation and are allowed to only vary within the associated uncertainties. Since the fit is based
on the so-called profile-likelihood technique, the corresponding likelihood function is composed
of the product of Poisson probability functions given by the observed event yields in the signal
and control regions. The sources of experimental, theoretical and statistical uncertainties related
to the considered objects and physics processes are accounted for in the fit by nuisance parameters
which are constrained by Gaussian functions. The measured values of ;7 from the individual fits
in the trilepton and tetralepton regions, as well as in the combination of all regions, are converted
to an inclusive measurement of the t£Z cross section using the theoretically predicted value of
0.88pb [172, 173] from the nominal MC simulated signal sample, calculated for a centre-of-
mass energy of 13 TeV. The uncertainties on this theoretical value originate from variations of the
factorisation and renormalisation scale, as well as of the PDF and «s. The inclusive ¢ Z production
cross section in proton-proton collisions was measured to be

o(pp — ttZ) = 1.05 + 0.05 (stat.) + 0.09 (syst.)pb = 1.05 +£0.10pb (6.3)

which is within the uncertainties in good agreement with the Standard Model prediction given in
Eq. (2.56),
oL = 0.86440-07 (scale) +0.03 (PDF + a,)pb (6.4)

calculated for a centre-of-mass energy of 13 TeV at NLO and NNLL accuracy in the calculation
considering both electroweak and strong corrections [87].

Further details on this measurement as well as of the differential cross-section measurements
can be found in Ref. [46].

6.2. Comparison of Monte Carlo generators

Systematic uncertainties on a given measurement from the choice of the Monte Carlo generator are
typically estimated by assessing the impact on the measurement of simulated samples of the same
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physical process, each generated with a different set of Monte Carlo algorithms. As discussed in
Sec. 4.1.3, a so-called nominal sample is employed to perform the various measurements. In order
to derive the systematic uncertainties for the description of the hard-scatter process, a different
Monte Carlo generator is used for the modelling while the parton shower is simulated using the
same program for both samples, and vice versa. In this section such systematic uncertainties for
the signal process and for the important tWW Z background are investigated.

6.2.1. Comparison of matrix element generators for simulated ttZ production

The nominal sample employed to model the ¢tZ process was produced with the MAD-
GRAPHS5_AMC@NLO generator interfaced to with PYTHIA 8 to simulate both the hadronisation
process and the parton shower, as discussed in Sec. 4.1.3. Two additional sets of simulated samples
were generated with SHERPA 2.2.1 at NLO accuracy in the description of the hard-scatter inter-
action, where one of which features the radiation of multiple partons within the calculation of the
matrix element, referred to as the multileg® sample. Although this technique is computationally
intensive, it provides the most precise description of the ttZ process so far available. However,
due to differences in the implementation of the MADGRAPH5_AMC@NLO and SHERPA genera-
tors the content of the samples produced with either of them were seen to slightly differ from each
other in terms of the number and kinematics of generated particles. A validation was therefore
necessary in order to facilitate the use of the SHERPA samples for the analysis.

The comparison of nominal and alternative samples was performed both in terms of yields
within the defined phase-space regions as well as graphically. For convenience only the signal
region designed to perform the differential cross-section measurement and the W Z control region
were used. The weighted yields within the selected regions before any fit was performed are
shown in Tab. 6.2, scaled to the theoretical cross sections of the respective samples and to the
integrated luminosity of the full Run 2 ATLAS dataset. As the SHERPA samples only feature ¢t
final states with a leptonically decaying Z boson, events with a Z boson decaying to a pair of
quarks or neutrinos from the inclusive nominal dataset were not considered. The numbers from

3¢-7-2b3j 3¢-W Z-CR
MADGRAPHS_AMC@NLO+PYTHIA 8 354.87 + 1.41 43.29 + 0.51
SHERPA 2.2.1 NLO 380.42 +0.84 (7.2%) 37.11 £0.23 (14.2 %)
SHERPA 2.2.1 NLO multileg 402.84 £ 1.20 (13.5 %) 39.12 £0.41 (9.6 %)

Tab. 6.2.: Expected yields in the 3¢ differential signal region and W Z control region, stated for
the nominal MADGRAPH5_AMC@NLO+PYTHIA 8 and SHERPA samples separately.
The values quoted in parentheses correspond to the relative difference with respect to
the MADGRAPHS_AMC@NLO+PYTHIA 8 sample. The uncertainties on the yields
correspond to the Monte Carlo statistical error.

both SHERPA samples exceed those from the nominal sample by 7 % to 14 % in the signal region,
whereas in the W Z control region the yields of both SHERPA samples are 10 % to 14 % lower.

A comparison of the shapes of some kinematic variables was performed by means of the dis-
tributions of the various signal samples which have been normalised to the respective number of

@A line in a Feynman diagram is often called a leg. The term multileg refers to so-called external legs which cor-
respond to the incoming and outgoing particles of an interaction. The greater the number of outgoing particles
originating from higher-order corrections are considered in the calculation of the matrix element, the more precise
the description of the hard-scatter process.
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6. Studies for the ttZ cross-section measurement in the trilepton channel

entries, as illustrated in Fig. 6.1. Each row corresponds to a particular variable: the jet multiplicity
in the upper row and the leading lepton transverse momentum in the lower row. The different
lines in the figures represent the three respective simulated signal samples. The subfigures on the
left show the distributions for the differential signal region, and those on the right side the same
variables for the W Z control region. In the lower panels below the main figures the ratio of the
yields from the SHERPA samples with respect to the nominal sample is depicted. As for the case of
the event yields summary, the error bars show the Monte Carlo statistical errors. The distributions
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Fig. 6.1.: Normalised distributions of the jet multiplicity in the top row and the leading lepton
transverse momentum in the bottom row, shown for the differential signal region in the
left column and the W Z control region on the right side, respectively. The coloured
lines correspond the various ¢¢Z Monte Carlo samples. The pads below the normalised
distributions show the ratios of either SHERPA sample to the nominal signal model. The
error bars in all subfigures are statistical only.

show a good level of agreement between the two SHERPA samples. Differences between the nom-
inal and the alternative samples are of the order of 10 % to 20 % and within statistical uncertainties
most of the time. In the case of a few bins in more extreme phase-space regions of either a high
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6.2. Comparison of Monte Carlo generators

jet multiplicity or at high values of transverse momentum the differences are seen to be larger.

The checks showed the alternative ¢t samples to be reasonably consistent with the nominal
signal model and the differences to be within the expected range. Both SHERPA samples were
then used to show different Monte Carlo predictions for the differential results.

6.2.2. Comparison of diagram removal techniques for simulated tWZ productions

The tW Z background was modelled at NLO accuracy using the combination of the MAD-
GRAPH5AMC@NLO+PYTHIA 8 Monte Carlo generators. During the generation of the simu-
lated sample the diagram removal (DR) technique was employed to prevent overlaps between 2
and tW Z. Although ttZ and tW Z are the processes of interest in the context of these studies, the
DR techniques can be more clearly illustrated by the analogous processes of Wt and t¢ produc-
tion, respectively. The production of a single top quark in association with a W boson, Wt may
interfere with the production of ¢¢ and tWWb, which describe NLO contributions to the Wt process
with additional b-quarks. The relevant Feynman diagrams are shown in Fig. 6.2. The top-antitop

tt ~ Ay tWb~ Ay Wt

W= t

t t

Fig. 6.2.: Feynman diagrams for the ¢¢ production on the left, the production of ¢W¥b in the middle,
and for the electroweak production of a single top quark in association with a W boson
on the right. Both the left and middle diagram represent a NLO contribution to the W't
process. The additional b-quark for Wt is likely produced within the LHC environment.

quark production involves the production of two on-shell quarks each decaying to a W boson and
a b-quark with its matrix element denoted by .As;. In contrast, the t1¥/b process features only one
on-shell top quark and is therefore labelled with 4;;. The squared matrix element for Wb pro-
duction, which enters the calculation of the Wt cross section at NLO accuracy, can thus be written
as

|Aavol? = |Are + Aze)?

(6.5)
= Ay |? + 2R (A1 AS,) + | Ag)?

where A%, represents the complex conjugate of the ¢t amplitude. In order to subtract the contribu-
tion from the second top quark, the nominal sample employs the first version of diagram removal
that was developed, referred to as DR1, where Ay is simply set to zero such that both ¢¢ production
and the interference between t¢ and tWb is cancelled in the production of the simulated samples.
In order to estimate the impact of systematic uncertainties from the application of the diagram
removal procedure, an alternative sample was employed which was generated with the same set
of Monte Carlo generators as the nominal sample but features a different version of the diagram
removal technique, referred to as DR2. In the case of the DR2 technique, rather than completely
preventing the generation of ¢Z, only the square of the corresponding amplitude, |Az|?, is set to
zero such that the interference term in Eq. (6.5), 2% (A14.A4%,), is kept.
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6. Studies for the ttZ cross-section measurement in the trilepton channel

A comparison of the tWWZ event yields between the nominal and the alternative sample was
performed for the three 3¢ signal regions before the Monte Carlo samples were fit to data. The
numbers quoted in Tab 6.3 are scaled to both the theoretical cross sections of the respective Monte
Carlo samples, which differ on the order of 10 %, and to the integrated luminosity of the full
Run 2 dataset. In addition, the yields are decomposed into the contributions from the various
Monte Carlo production campaigns. It can be seen that the numbers from the DR2 sample are

mcl6a mcl6d mcl6e All campaigns

3¢-Z-1b4j-PCBT 5.84/521 (10.8%) 598/555 (71.2%) 10.18/6.51 (36.1%) 22.00/17.27 (21.5%)
3¢-Z-2b3j-PCBT 4.68/339 (27.6%) 5.24/3.11 (40.6%) 830/4.22 (492%) 18.22/10.73 (41.1 %)
30-Z-2b3j 9.53/7.78 (18.4%) 10.13/7.00 (309%) 16.13/9.17 (43.2%) 35.79/23.95 (33.1%)
Preselection 88.45/81.52 (7.9%) 89.33/83.95 (6.0%) 148.89/112.67 (24.3%) 326.67/278.14 (14.9 %)

Tab. 6.3.: Expected yields in the various 3¢ signal regions and the preselection decomposed into
the various MC campaigns and stated separately for the nominal DR1 (left) and alter-
native DR2 (right) sample. The values quoted in parentheses correspond to the relative
difference with respect to the nominal sample, calculated with Eq. (6.6). The numbers
are given without any statement about the statistical error.

consistently lower that those from the DR1 sample. The relative yields differences with respect
to the nominal sample range from 6 % to almost 50 %, where the largest discrepancies can be
observed for the mc16e campaign.

In order to check whether the observed differences in event yields are concentrated in particular
regions of phase space, a set of distributions of several kinematic quantities, normalised to the
respective number of entries, are shown in Fig. 6.3 as well as in Figs F.1 and F.2. Each panel
of those figures shows a particular variable for a single MC campaign, and the different coloured
lines correspond to the two samples either produced with DR1 or DR2. For convenience only the
signal region used for the differential cross-section measurements is shown. The error bars are
statistical only. The distributions of the two tW Z samples show a reasonable level of agreement
with each other. Notable differences between the shapes are visible for the distributions of the
jet multiplicity and the leading lepton transverse momentum. In case of jet multiplicity, the DR2
curve shows a different behaviour in the first two bins from the left for mc16a than for the other
two MC campaigns. The course of the DR2 curve of the leading lepton pr is different for the
mc16e campaign than for mc16a and mc16d.

A similar set of distributions to those of Fig. 6.3 is shown in Fig. 6.4, but for which the simu-
lated process is fixed to either DR1 or DR2 and the three coloured lines correspond rather to the
various MC campaigns. The shapes of all MC campaigns seem to be consistent with each other
within statistical uncertainties for all distributions of the DR1 sample and for both the jet and b-
jet multiplicity of the DR2 sample. The distribution of the leading lepton transverse momentum
for the mc16e campaign of the DR2 sample, however, can be seen to be clearly different from
expectation.

The reason for the considerably high values of the relative difference between the two tW 2
samples as well as the disagreements observed in both sets of normalised distributions will be
investigated in the next section.

86



6.2. Comparison of Monte Carlo generators

0.5

@ @ ———
[0 [0}
£ F tWZ Simulation b £ 05 twz Simulation 7
e L --DR1 DR2 i e r -- DR1 DR2 q
w [ Vs=13TeV ] u F /s=13TeV g
$ r 3l-Z-2b3j b 8 [ 31-Z-2b3j ]
5 04— — 3 04l i
E E ] E F B
o I~ n o |- -
z R RN i P C b
03NN - osRRNNY ;
T | s o2l E
R — - o s ' 4
L H ] L ' ]
F RN i Fe T H ]
PRI RS U R SN RSP U S Ss il b b e Ly BT
% 4 5 9 % 5 6 8
Jet multiplicity Jet multiplicity
(@) (b)
8 L e B e e o e e e M A e  a
=] [_tWZ Simulation DR DR2 ]
c 05— - —
g h Vs=18Tev ]
8 [ 3l-Z-2bgj ]
= L ]
E 04— 4
o r -
=z = m
o= T -
02 RN 4
01 ]
£ hRanues i ]
Cow v v b v b by 1y mpeees
o3 4 5 6 9
Jet multiplicity
(©)

Fig. 6.3.: Normalised distributions of the jet multiplicity for mc16a, mc16d and mc16e in Figs. (a),
(b) and (c), respectively, shown for the 3¢ differential signal region. The red line corre-
sponds to the DR1 sample, and the green line to the DR2 tW Z sample. The error bars
in all panels include only MC statistical uncertainties.
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Fig. 6.4.: Normalised distributions of the jet multiplicity in the top row, the b-jet multiplicity in
the middle row and the leading lepton transverse momentum in the bottom row, shown
for the 3¢ differential signal region. The coloured lines correspond to the three MC
campaigns, on the left for the DR1 sample and on the right for the DR2 sample. The
error bars in all subfigures are statistical only.
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6.2.3. Investigation of large Monte Carlo generator weights on tWZ estimations

The tW Z samples were generated at next-to-leading order, as mentioned in Secs. 4.1.3 and 6.2.2
causing an interference effect of ¢V Z and ttZ which is accounted for by the diagram removal
technique during the production of the simulated samples. In addition to that, the samples pro-
duced at NLO accuracy have an impact on the distributions of the generator weight which accounts
for the fact that some points in the available phase space are physically more probable than others,
as described in Sec. 4.1.1. In order to properly compare simulated events to data, the Monte Carlo
samples have to be scaled to the respective cross section they were produced with and normalised
to the integrated luminosity of the data. The various scale factors from the calibration and recon-
struction procedures, as explained in Sec. 4.1.2 and Chap. 5, respectively, and the generator weight
have to be applied as well.

As a measure for the differences between the nominal and alternative tWW Z samples the relative
in yields between the nominal and alternative tWW Z samples with respect to the nominal sample,

A Npg, was chosen:

Npri — N
ANpg = —DR;VDRI = (6.6)

The Npr; and Npg; denote the event yields of the DR1 and DR2 tW Z samples, respectively. The
values calculated according to Eq. (6.6) in the 3¢ signal regions can be found in Tab. 6.4. The
left column presents the yields from unweighted samples, also referred to as raw yields. The MC
generator weight was applied to the yields in the central column, and for those in the right column
the whole set of weights, including the scale factors from object reconstruction, were taken into
account. From the numbers quoted in Tab. 6.3, the generator weight can be seen to be one of the
main causes of the large yield differences between the DR1 and the DR2.

Unweighted Generator weight only  All weights

3¢-Z-1b4j-PCBT 0.9% 16.0% 21.5%
3¢-Z-2b3j-PCBT 0.2% 36.8 % 41.1%
30-7-2b3 1.8% 28.1% 33.1%
Preselection 1.1% 8.9% 14.9%

Tab. 6.4.: Relative yields differences between the tWZ DR1 and DR2 samples with respect to
DRI, calculated with Eq. (6.6), given for the 3/ signal regions and the preselection.
The numbers are shown for completely unweighted yields in the left columns, for partly
weighted yields with only the MC generator weight applied in the middle column and
for fully weighted yields in the right column.

The Monte Carlo generator weights were further investigated separately for the various MC
campaigns. As can be seen in Tab. 6.5, the fractions of negative generator weights within the 3¢
signal regions as well as for the preselection are consistently higher for the DR1 sample than for
the DR2 sample. Since in the implementation of DR2 the interference term between ¢t and tWb
is not forbidden, the available phase space is different with respect to that of the DR1 version and
different fractions of negative and positive MC generator weights were expected. However, this
does not account for the features observed in Fig. 6.5, which depicts the absolute value of the MC
generator weight normalised to the respective number of entries in red for DR1 and in blue for DR2
at preselection level. Each subfigure corresponds to a particular MC campaign. In the Fig. 6.5a
depicting the generator weight for mc16a, both the DR1 and DR2 sample feature one sharp peak
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DR1 DR2
3(-Z-1b4j-PCBT 22.9% 28.2%
3(-Z-2b3j-PCBT 18.1% 30.5%
30-Z-2b3j 19.8% 28.8%
Preselection 21.0% 24.8%

Tab. 6.5.: Fractions of negative Monte Carlo weights for both tWWZ samples. The values for the
DR1 sample in the left column and the DR2 sample in the right column are given for the

3¢ signal regions and the preselection.

each. In the Fig. 6.5b presenting the generator weights for mc16d, however, an additional smaller
peak can be observed at an approximately ten times higher value of the generator weight than
for the large peak. The extra peak account for roughly 3900 raw events in the case of DRI, and
3700 raw events for DR2, respectively. In Fig. 6.5¢, which shows the generator weight for mc16e,
only the DR2 samples reveal such an additional peak which accounts for approximately 3800 raw

events, whereas the DR1 sample features only one peak.
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Fig. 6.5.: Normalised distributions of the MC generator weights for the mc16a, mc16d and mc16e
production campaigns depicted in Figs. (a), (b) and (c), respectively. The distributions
for DR1 in red and DR2 in blue are normalised to their respective number of entries and

shown on a logarithmic scale. Only preselection selection criteria were applied.
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The events with a generator weight ten times higher than for the rest, thus causing the three
additional peaks in the distributions shown in Fig. 6.5, amount for only 2 % of all generated events.
However, the overall impact of these is roughly an order of magnitude larger due to the large
weight which makes them subject to large statistical fluctuations. A fault within the Monte Carlo
generation procedure was finally identified as the reason of the unbalanced distribution of the MC
generator weights, which is why those events are neither physically nor statistically meaningful
and were consequently removed from the pool of simulated tW Z events. In order to preserve
a proper scaling of the tWW 27 Monte Carlo samples according to Eq. (4.3), the initial number of
weighted tWW Z events had to recalculated since it is affected by the generator weights. All other
quantities which enter Eq. (4.2) remained constant, though.

The effect of the removal of the events with a high generator weight modulus can be seen in
Fig. 6.6 which depicts the relative yield differences between the DR1 and DR2 sample with respect
to DR1 for the 3¢ signal regions as well as at preselection level. The values are given separately for
each MC campaign as well as for their combination. The left subfigure shows the initial situation
with all values of the generator weight included. The stated values therefore correspond to those
from Tab. 6.4. In the right subfigure, however, events with an absolute value of the Monte Carlo
generator weight of greater than 0.1 are vetoed which is equal to simply ignoring all events within
the lower peaks on the right of the various panels of Fig. 6.5. While relative differences of up to
40 % remain, these can be seen to be more consistent between the various Monte Carlo campaigns.

Simulation Vs=13 TeV Simulation Vs=13 TeV

Preselection T Preselection
[a)

3-Z-2b3] 31-2-2b3]

31-Z-2b3j-PCBT 4 31-Z-2b3j-PCBT

3I1-Z-1b4j-PCBT 31-Z-1b4j-PCBT

mci6e  All Campaigns mci6d All Campaigns

Fig. 6.6.: Relative yield differences in per cent between the DR1 and DR2 sample shown for the
various 3/ signal regions as well as at preselection level, as written on the y-axis. The
values are stated for each MC campaign separately as well as for the combination of all
campaigns, indicated by the x-axis. In the left figure all selected events have been used
to compute A Npr, whereas in the subfigure on the right events with an absolute value of
the MC generator weight of greater than 0.1 are vetoed which requires to reevaluate the
initial number of weights tW Z events. All weights and scale factors have been applied.

In order to check the impact of the removal of events with high absolute values of the MC
generator weight on the physics effects intended to model by the variation of the diagram removal
scheme, several kinematic variables sensitive to the t£Z signature were investigated. For example,
the distributions of the transverse momentum of the Z boson are shown in Fig. 6.7, whereas the
rapidity of the Z boson and the azimuthal difference between the Z boson and the top quark with
a subsequent decay into a charged lepton and the corresponding neutrino are depicted in Figs. F.3
and F.4, respectively. All those variables were built from the parton-level® information of the

®Parton-level objects are obtained from the Monte Carlo generation history of the t£Z system and can therefore be used
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6. Studies for the ttZ cross-section measurement in the trilepton channel

Monte Carlo truth® record in order to highlight the differences between DR1 and DR2 induced by
the physics effects and avoid them being disturbed by any detector or reconstruction inefficiencies.
For each figure, the various panels correspond to another Monte Carlo production campaign. All
distributions are normalised to their respective number of entries. The DR1 sample is depicted
as a red solid line, and the DR2 sample is represented by the blue dots. Both the normalised
distributions and the ratios of DR2 to DR1 shown below each subfigure feature statistical errors
only. Since no events were removed from the mc16a dataset, it serves as the reference for the two
other MC campaigns. The distributions of the various MC campaigns are consistent with each
other within the statistical uncertainties, and no significant deviations of either mc16d or mc16e
from mc16a can be observed.

The tW Z samples were used in the 3¢ and 4/ analysis with a veto applied on absolute values of
the MC generator weight greater than 0.1 in order to avoid a potential overestimation of the sys-
tematic uncertainty related the diagram removal scheme due to single events with a large absolute
value of the MC generator weight.

6.3. Optimisation studies based on top quark reconstruction

The targeted resonances of the t¢Z process, the top quarks and the Z boson, cannot be directly
detected due to their short lifetime, and only the signatures left by their decay products are able
to be measured in the detector. However, from the detected objects the original particles can be
reconstructed by employing an algorithm which associates the detector-level objects with the orig-
inal partons of interest. In order to reduce the number of possible assignment, several kinematic
requirements based on the final-state signature as well as information about the electric charge of
the particles and, in case of quarks, about b-tagging are employed. Such a kinematic reconstruction
provides the possibility to probe the t£Z system and its heavy resonances directly, and furthermore
allows for background contributions to be suppressed as they feature different kinematics than the
signal the reconstruction algorithm is optimised for. The aim of the studies presented in the sub-
sequent sections is to minimise the uncertainties on the measured ¢tZ cross section by employing
the kinematic reconstruction of the ¢£Z system.

6.3.1. Leptonic-side top quark reconstruction

The top or antitop quark of the ¢ system for which the W boson decays into an electron or a muon
and the corresponding neutrino (¢v), referred to as leptonic-side top quark, was reconstructed for
events in the 3/ regions. This partial reconstruction of the ¢ system allows for the construction of
several variables which are sensitive to the kinematics of the top quarks and the Z boson of the
ttZ process. For the reconstruction it is assumed that the neutrino of the leptonically decaying W
boson is the dominant source of missing transverse energy for a given event. Both the magnitude
and the azimuthal angle of P are assigned to the neutrino directly. The four-vectors of the
neutrino and the lepton not associated to the Z boson, referred to as non-Z lepton, are added
together and the combined mass is set to 80.385 GeV [51]. With the application of such a W

boson mass constraint, the neutrino momentum in the z-direction, p%, can be determined via a

only for simulated events. At parton level, the information about both initial and final state partons of a collision
as well as about short-lived resonances such as top quarks and Z bosons and their decay products is available.
In contrast to reconstructed objects, neither the hadronisation process of coloured objects nor the interaction of
particles with the detector material is simulated at this stage.

©®Common denomination for the information about the generated particles and their decay a Monte Carlo generator
typically provides in addition to what is known for real data. In addition to parton-level information it includes
information about the final-state objects such as jets but without any simulation of them with the detector.
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Fig. 6.7.: Normalised distributions of the Z boson transverse momentum at parton level. The
various panels (a), (b) and (c) corresponds to the mc16a, mc16d and mc16e campaigns,
respectively. All distributions for DR1 in red and DR2 in blue are normalised to their
respective number of entries. The ratio pads below each plot show the ratio of DR2 to
DRI1. The error bars only statistical MC uncertainties.
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quadratic equation,
AW+ Bp, +C =0 | 6.7)

where the terms A, B and C depend on the transverse momentum and the azimuthal angle of
neutrino, the fixed value of the W boson mass, and the kinematics of the non-Z lepton(”.

For the case that the discriminant of Eq. (6.7) is positive, namely that B?> — 4AC > 0, two
possible solutions of p¥ are obtained, giving rise to two unique candidate four-vectors of the neu-
trino. Both values are considered for the subsequent step which is to combine a neutrino candidate
with the non-Z lepton and a jet in order to reconstruct a top quark candidate. For a certain frac-
tion of events, however, the values of A, B and C' are such that the discriminant of the quadratic
equation is negative and thus no real solution can be found. In such cases, the missing transverse
energy, which is equivalent to the assigned neutrino transverse momentum, will be smeared until
a single solution for p% can be found. This procedure is equivalent to solving analytically for the
value of the neutrino transverse momentum for the case which yields a non-negative discriminant,
B% = 4AC.

The single neutrino candidate, or, in the case of two solutions, the pair of neutrino candidates is
then combined with a jet in order to form a leptonic-side top quark candidate. From the two jets
with the highest b-tagging output score, the one with the smaller A R separation from the given /v
system is selected. It is possible that the selected jets differ for the two neutrino candidates in a
given event since the AR criterion is applied separately.

An output weight from the leptonic-side top quark reconstruction is defined based on the invari-
ant mass distribution (myy,,) from correctly reconstructed top quarks in simulated ¢¢Z events. The
reconstructed top quarks used to fill the reference distribution are formed from parton-level neutri-
nos and reconstructed leptons and jets which have been matched to the corresponding parton-level
objects. The weighting function therefore represents the idealised distribution that can be achieved
with a perfect assignment of reconstructed objects to their corresponding parton-level objects aside
from residual corrections to the object kinematics. The my, distribution which was employed in
the context of this thesis can be found in Fig. 6.8. For events with a possible top quark candidates,
the two invariant masses are assigned an output weight based on an interpolation of the my,,, refer-
ence distribution and the candidate with an invariant mass most consistent with a leptonic-side top
quark is selected, whereas the other solution is not considered at any later point. The interpolated
value of the output weight which was seen highest for a given event was stored in order to pro-
vide a discriminating variable suppressing contributions of background processes. The reference
distribution of mpe, was normalised such that its maximum has a value of one. Consequently, the
interpolated value is thus representative of the probability of how consistent a reconstructed top
quark candidate is with a leptonic-side top quark.

In addition to the definition of the signal regions, the output weight from the leptonic-side
reconstruction can be used to further suppress contributions of background processes by cutting
away events with an output weight below a certain value. This cut has to be set in favour of a
high signal efficiency while rejecting most of the background events. The studies presented in this
thesis were designed such that while keeping the signal-to-background ratio sufficiently high, the
impact of the systematic and statistical uncertainties associated with the signal and background
contributions is to be minimised.

6.3.2. Minimisation of the relative uncertainty on the measured cross section

Monte Carlo simulated samples are widely used in high energy physics to make predictions about
and verify or reject certain physics models based on the comparison with data. Under ideal cir-

(M A detailed calculation of the neutrino kinematics be found in App. B.
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Fig. 6.8.: Invariant mass distribution from correctly reconstructed top quarks in simulated t£Z
events (mype,). The reconstructed top quarks used to fill the distribution are formed
from the parton-level neutrino and the reconstruction-level lepton and jet matched to the
corresponding parton level objects.

cumstances, real data and Monte Carlo predictions would be in perfect agreement with each other,
provided the knowledge of all necessary theoretical and experimental parameters. However, errors
on the measured data are caused by experimental uncertainties such as a finite resolution of the
detector or noise from the read-out electronics. Similarly, the production of simulated samples is
affected by theoretical uncertainties related to the limited degree of precision of the theoretical de-
scription of both perturbative and non-perturbative processes such as hard processes at high-order
accuracy and hadronisation, respectively. All these factors have to be corrected for with dedi-
cated calibration methods which themselves entail certain uncertainties. Therefore, the data-MC
agreement is typically not perfect within most physics analyses.

Many analyses of LHC data represent a form of counting experiment. That is, an analysis can be
seen as consisting of n € N measurements which follow an underlying p.d.f. f(x) that is a priori
unknown. The properties of f(z) can be inferred, however, based on the observations 1, . .., x,
by constructing appropriate functions of the x; in order to estimate the various properties of f(z).
Often there is a hypothesis for the p.d.f., f(x;6) which depends on an unknown parameter 6
or a set of unknown parameters & = (61,...,60,,),m € N. The goal is then to construct a
function of the observed x; to estimate those parameters. This procedure of estimating parameter
values given the data 1, ..., z, is called parameter fitting and is widely used in particle physics.
Both experimental and theoretical uncertainties, denoted as systematic uncertainties, as well as the
statistical error are accounted for with a distinct parameter [139].

In order to reject or accept the hypothesis of the existence of some physics process, and in the
latter case also to measure its production cross section, the compatibility of the observed data with
the expectation needs to be determined. The probability distribution of the data is inferred with
by a fit and the compatibility of data and expected events is tested. The parameter of interest is
the so-called signal strength, u,7, which represents the ratio of the observed number of events
for the given process in measured data with respect to the number predicted from simulation. As
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an example, a value of u;;; = 0 corresponds to the case of absent signal, whereas a value of
iz = 1 indicates that the amount of signal events predicted from Monte Carlo and measured in
data is equal.

The methodology just described is employed for the ATLAS cross-section measurement in the
3¢ and 4/ channels [46]. However, in order to get a sense of the sensitivity achievable by applying
a kinematic reconstruction of the leptonic-side top quark, the impact of the combined uncertainties
on the measured cross section was estimated using the yields and corresponding errors for a given
cut on the reconstruction output weight. The rate of events® for some physical process produced
within the proton-proton collisions inside the ATLAS detector can be described, according to
Eq. (3.2), by the product of the corresponding cross section and the instantaneous luminosity:

dN

5. L )

m o (6.8a)

dN =o¢ - /dtL (6.8b)
o= % (6.8¢)

The production cross section ¢ can thus be expressed in terms of the number of events of the
respective process, IV, and the total amount of data, represented by the integrated luminosity
L. The signal contribution is then estimated from the difference between data and simulated
background events. The number of observed ¢tZ events for a specific process, N, is rewritten in
terms of data and Monte Carlo events of all background processes:

N = NData - NBkg (69)

The signal Monte Carlo samples were produced inclusively with respect to the ¢t and Z boson
decay modes. As only electrons and muons were targeted as the final states of the Z boson de-
cay, the number of events in Eq. (6.8¢c) has to be corrected for with a branching fraction BR of
approximately 2.3 %®. Instrumental inefficiencies of the detector and a small fraction of signal
events that are found to be outside of the acceptance of the signal regions are accounted for by a
correction factor €,7,. This factor is defined as the number of selected signal events N divided
by the total amount of generated ¢¢Z events of the targeted final state,

iy = ————F5—= 6.10

ttZ oMC - L -BR ) ( )
where opc denotes the cross section value employed at the production of the respective Monte
Carlo samples. The measurable production cross section of ¢£Z including all those correction
factors therefore reads

NData - NBkg
Fy=——= 6.11
Otz ey - L-BR ( )
which can be transformed into
Npata — NV
Oty = ~ BKE e 6.12)
tt

®The event rate is the number of events per unit of time.

@ The branching fraction of the ¥ system decaying in the lepton+jets channel equals roughly 34 % (cf. Sec. 2.3.2).
Multiplied with the branching fraction of a Z boson to decay into a pair of electrons or muons of 6.73 % [51], the
overall t£Z branching fraction for 3¢ events has a value of 2.3 %.
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by inserting Eq. (6.10) into Eq. (6.11). The expression for the cross section is now dependent
on the uncertainties of both the modelling and the data, but is also sensitive to potentially miss-
ing contributions of background processes which are not considered. The dependencies on the
integrated luminosity £ and on the correction factor £,7;, however, are absorbed. The fraction
(Npata — NVBke)/Nizz in Eq. (6.12) corresponds to the signal strength,

[y = —n 5K (6.13)

scaling the amount of predicted signal events from Monte Carlo.

The errors on the luminosity and on ¢, were assumed to be sufficiently small with respect to
the systematic uncertainties related to the various simulated processes. For this reason, Eq. (6.12)
is a function of three parameters, Npat, Npkg and V;zz. The uncertainty on the measured cross
section can therefore be derived by means of Gaussian error propagation [245]. Given a function
f of several variables z; which have to be statistical independent from each other, the error on f
is given by

2
Af(x;) = Z(‘Wa(s)mo . (6.14)

The error on the cross section in Eq. (6.12) thus reads

and the relative uncertainty on the cross section can hence be written as

AO't{Z 1 9 9 (NData . NBkg>2 )
- ANpaw)” + (AN + [ — = AN, . (6.16
01z Npata — NBkg (ANDaw)” + (ANsig) (ANz) (6.16)

From Eq. (6.16) it can be seen that the overall relative cross-section uncertainty depends on the
number of data and simulated events but also on their associated errors. As previously mentioned
in Sec. 6.3.1, the output weight of the leptonic-side top quark reconstruction method was employed
to perform an iterative search for a minimum of Eq. (6.16). The number of respective events and
uncertainties given to the formula depends on the respective cut value on the output weight. For
this purpose, the range in the signal efficiency of 70 % to 100 % was scanned in integer steps
of 1%. Values below 70 % were not considered in order to maintain a sufficiently high number
of signal events. At each efficiency point the relative cross section uncertainty was calculated
from data and simulated events and their uncertainties determined by the respective cut on the
reconstruction output weight. The set of considered uncertainties contains various experimental
uncertainties related to the measurement and reconstruction of the physics objects, electrons and
muons, jets, and missing transverse energy, as well as from calibration and flavour tagging. In ad-
dition, theoretical uncertainties on the modelling of the signal and various background processes,
as well as uncertainties induced by the choice of certain Monte Carlo generators, as described in
Sec. 6.2, were taken into account. The statistical uncertainty of a certain number of events N was
derived from the Poisson error, v/ N [245], applied on the fully weighted yields.

The result of this procedure is depicted in Fig. 6.9 which shows the relative cross section uncer-
tainty as a function of the signal efficiency in the range of 70 % to 100 %. The red dots indicate the
found values of Ao,z /0,77 for the respective signal efficiency values. As a reference value for
the case without setting any cut on the output weight, a dashed blue line was added to the figure,
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Fig. 6.9.: Distribution of the relative uncertainty on the cross section derived by means of
Eq. (6.16), plotted against the signal efficiency of the respective cuts on the output weight
distribution within the range of 70 % to 100 %. The red dots represent the found values
of the relative uncertainty and the dashed blue line serves as reference for the case with-
out any cut. The distribution of the red dots has a minimum at a signal efficiency value
of 84 % and features a horizontal form close to the reference line at a signal efficiency of
89 % and higher.

corresponding to a value of approximately Aoz /077 = 10.15 %. The resulting distribution of
the values of the relative uncertainty has a spread of below 1% and yields a minimum of about
Aoz /o7 = 9.4 % for a signal efficiency of 84 %. At a signal efficiency of 89 % a sharp cut-
off can be observed from the red dots gathered close to the reference line in this range. This is
on the one hand related to the finite binning of the histograms that were used to evaluated both
the event yields and their uncertainties, and on the other hand above 89 % signal efficiency the
distribution of signal and background events do not change anymore. The study was performed
with events passing the selection criteria of the 3¢ differential signal region only. In Fig. 6.10 the
output weight, Wy, from the leptonic-side top quark reconstruction, used for the evaluation of
the relative cross section uncertainty, is shown. Although the full background composition was
employed to determine the values of Aoy; /0,7, presented in Fig. 6.9, only the three dominant
background processes, tW Z, tZq and W Z, are depicted in Fig. 6.10. The distributions of simu-
lated signal and background events, depicted by the coloured lines, were scaled such that the most
populated bin has a peak height of unity and individually normalised for each process. The vertical
red dashed line on the left indicate the cut value which corresponds to a signal efficiency of 84 %.
The direction of the red arrow on top of the vertical red line implies that the events left to the red
line are cut away.

Ultimately for the final t#7 cross-section measurement analysis [46], it was decided not to apply
a cut on the reconstruction output. This was primarily due to the fact that the modest gains in pre-
cision did not justify the additional time that would be required for a detailed systematic study. For
example, the reduced number of events impacts the statistical error and a good balance between
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systematic and statistical uncertainties has to be determined, in particular for the differential part
of the cross-section measurement. It could be shown, however, that the method presented in this
section offers, as intended, the prospect for improved precision in future versions of the analysis,
when additional time would allow for a more detailed optimisation.
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Fig. 6.10.: Normalised distributions of the output weight from the leptonic-side top quark recon-
struction, depicted for the signal in black and the three dominant backgrounds in red,
pink and blue, respectively. The distributions are normalised such that the maximum
of either distribution is equal to one. The position for setting a cut corresponding to a
signal efficiency of 84 % is indicated by the vertical red dashed line.
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7. Prospects for a new ttZ cross-section measurement in the
dilepton channel using multivariate techniques

Observation of the ¢tZ process with a statistical significance of more than five standard deviations
was so far achieved for the 3¢ and 4/ channels only, as they offer the highest sensitivity [35, 39,
46, 47]. However, the so-called 2¢OS channel constitutes a promising extension to explore the tt.7
process and thereby probe the Standard Model. The latest ATLAS measurement in the 2¢OS chan-
nel was performed with data collected in 2015 and 2016, corresponding to an integrated luminosity
of 36.1 fb~! [39]. In the course of this chapter, a new attempt for the measurement of the ¢£Z pro-
duction cross section in the 2¢0S channel will be presented using a dataset of 139fb~!. The
analysis strategy is based on the approach adopted in Ref. [39], but employs a refined procedure
and novel approaches in order to separate signal events from the various background processes
with respect to Ref. [39].

7.1. Analysis strategy

The present section outlines the overall strategy of the 2¢OS analysis. The two subsequent sections
will then describe the multivariate analysis techniques employed and the statistical interpretation
of the analysis, respectively.

7.1.1. Targeted analysis regions

Three phase-space regions were defined and optimised in order to feature both a high signal purity
and low background contribution. The 2/0S channel targets events which feature a leptonically
decaying Z boson and a fully-hadronically decaying ¢t system. Based on the final-state signatures
of such targeted decays, the following selection criteria were defined.

In addition to the object definition criteria specified in Chap. 5, all detector components are
required to have been operating according to detector-specified quality standards at the time the
event was recorded. In addition, a given event must contain at least one electron or one muon
which caused a trigger to fire and, specifically for real data events, have to recorded within a lumi-
nosity block where the detector was known to be functioning under proper running conditions. The
selected events are required to contain exactly two light leptons(!) with opposite measured electric
charge and the same flavour. The invariant mass of this opposite-sign-same-flavour (OSSF) lepton
pair, myy, must be consistent with the Z boson mass within a 10 GeV window in order to accom-
modate detector response and resolution effects. Minimum requirements of 30 GeV and 15 GeV
were placed on the leading and subleading lepton® transverse momentum, respectively. The tar-
geted phase-space regions differ in the number of required jets and b-jets, respectively, where only
jets with a minimum transverse momentum of 25 GeV and a fixed b-tagging WP with 77 % effi-
ciency to tag a true b-jet, as defined in Sec. 5.5, are considered. An ideal candidate 2/0S event
is expected to feature at least six hadronic jets, with two of these being identified (“b-tagged”)
as having originated from b-quarks. In order to maximise the sensitivity to the ¢£Z process due
to limited statistics, two of the regions are defined for cases where either one jet or one b-jet of

(D As in the case of the 3¢ and 4¢ selections described in Sec. 6.1 for the studies in the 2¢0S channel, only electrons
and muons were explicitly taken into account. Taus implicitly contribute if they decay leptonically.
@The physics objects are are listed in descending order according to their transverse momentum.
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the 2¢0OS final-state signature is missing, labelled as 2¢-Z-1b6j and 2¢-Z-2b5j, respectively. The
third region, 2/-Z-2b6j, targets the full signature of the ¢t process. The selection criteria of the
three targeted phase-space regions are presented in Tab. 7.1 A list of the expected yields within

Variable 2-Z-166]  20-Z-2b5] 20-7-2b6]
2 2 2
No(¢ =e,p) OSSF (ee, pp) pair with |mg — mz| < 10 GeV
pr(l1, 0s) > 30GeV , > 15GeV
Niets >0 5 >0
Npjers 1@77T% >2@77T% >2@77%

Tab. 7.1.: Definitions of the 2/0S target regions. The requirements on the leptons are specifi-
cally designed to select an on-shell Z boson. The targeted phase-space regions differ in
the respective number of selected jets and b-jets. For the b-tagging the 77 % efficiency
working point was employed.

the targeted regions is given in Tab. 7.2. The numbers for the ¢¢Z signal and the considered back-
ground processes are taken from Monte Carlo simulation and are quoted with the corresponding
statistical uncertainties based on the limited number of simulated events. The most dominant
background is the associated production of a Z boson with additional jets for which the yields are
given separately for the different flavour contributions of the final-state jets. The smallest rela-
tive contribution in terms of the overall Z+jets yields in the signal regions corresponds to events
which do not contain any bottom- or charm-flavoured hadrons at parton-level. Such events are la-
belled as Z+light flavour and can be sufficiently suppressed due to the high rejection efficiency of
light-flavoured jets of the DL1 b-tagging algorithm of above 99 % 5.5. The next higher fraction of
Z+jets, denoted as Z+c, has at least one jet found to stem from a charmed hadron in the final state,
and the majority of Z+jets events features at least one hadron originating from a bottom quark.
The second-largest background contribution in the 2¢OS channel is the production of ¢t events
decaying in the dilepton channel. For the estimation of the contribution from dileptonic ¢t events
a data-driven method was employed which will be elaborated on in Sec. 7.1.2 in further detail.
The contributions from other SM background processes, such as the associated production of top
quark pairs and single top quarks and either a vector or Higgs boson, as well the production of two
bosons, are substantially smaller based on simulation, but are still significant and their predicted
yields are incorporated into the analysis. With the exception of the 2¢-Z-1b6j region, where the
amount of predicted events exceeds the data by a factor of 20 %, the agreement of the observed
data events with the expected yields is very good. A significant difference in the background com-
position of the 2¢-Z-1b6j region with respect to the other target regions is the by construction the
restriction to events featuring a single b-jet. The increased amount of Z+light flavour as well as of
Z+c events was deemed to be the reason for the increased Z+light flavour and Z+c fractions. Due
to the b-jet requirement in this region the suppression of those backgrounds is not as substantial
as for the region with the requirement of at least two b-jets. For the Z+light flavour background
fraction dedicated phase-space regions which feature a high purity of such events were able to be
defined with the purpose to estimate the rate of this background from data. This procedure will be
elaborated on later in Sec. 7.1.3.

The modelling of various kinematic variables was checked within all targeted phase-space re-
gions. In Fig. 7.1 the transverse momentum of both the leading lepton and the leading jet are
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Process 20-Z-1b6j 20-7-2b5j 20-Z-2b6j
ttZ 302.3 +1.5 264.1 +1.3 443.2 4+ 1.8
DD tt 1209 + 36 3857 + 63 1875 +44
Z+light flavour 1209 + 28 74 +17 18 + 14
Z+c 3573 + 30 670 + 22 375 +11
Z+b 4774 + 17 5221 + 23 2697 + 11
ttX (X =W, H, ’y) 33.67 +£0.93 93.8 +1.6 574 +£1.1
VV,VH (V =Z, W) 4919 +4.5 225.7 +£3.8 1504 +2.9
Other (W Z,tZq, Wt) 105.7 +£2.1 1624 +3.2 1184 +2.1
Total SM 12553 + 58 10762 + 73 5832 + 49
Data 9929 10661 5425
Data/SM 0.79 0.99 0.93

ttZ purity 2.4% 2.5% 7.6%

Tab. 7.2.: Estimated and measured yields from simulation as well as those from measured data of
the targeted analysis regions of the 2¢0S analysis. The simulated processes are scaled
to their respective theoretical cross section and to integrated luminosity of 139 fb=1. All
relevant weights were applied. Only the Monte Carlo statistical errors are shown.

presented. The distributions of the simulated processes were normalised to their respective cross
section and scaled to an integrated luminosity of 139 fb—!. In addition, the generator and calibra-
tion weights were applied. For each figure the rightmost bin contains, in addition to the events
falling into it, the contributions from outside the depicted variable range, referred to as overflow.
The data agree reasonably well with the Monte Carlo prediction within the uncertainties except for
the 2¢-Z-1b6j target region where an excess of simulated events of roughly 20 % can be observed
for all kinematic variables. Additional distributions of various kinematic variables can be found in
Figs. F.5-ES8.

Although the target regions were constructed to target signal events specifically, the 2¢OS chan-
nel is characterised by large background contributions, especially from dileptonically decaying ¢t
events with additional jets and the associated production of a Z boson and jets. In order to suf-
ficiently isolate the signal from the vast amount of selected background events, a multivariate
analysis (MVA) technique referred to as a Boosted Decision Tree (BDT) was employed. Rather
than training one BDT per target region in order to separate ¢tZ from the total background as
was done in the previous ATLAS measurement in the 2¢0S channel, two Boosted Decision Trees
were trained separately against each of the two dominant backgrounds, dileptonic ¢ and Z+jets,
within each of the targeted phase-space region. In this way, each BDT can focus entirely on the
characteristics of the respective background process in order to increase its separation power. The
two classifiers are then depicted in two-dimensional representation as illustrated in Fig. 7.2, such
that for each of targeted phase-space regions (2/-Z-1b6j, 2¢-Z-2b5j, 2¢-Z-2b6j) three dedicated
subregions are selected in order to feature predominantly t¢Z, t¢ or Z+jets events, respectively.
The detailed procedure of the multivariate analysis will be elaborated on in Sec. 7.2.
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right column, shown for the three target regions. The 2/-Z-1b6j, 2¢-Z-2b5j and 2¢-Z-
2b6j regions are depicted in the top, middle and bottom row, respectively. The contri-
butions from the simulated Monte Carlo datasets were scaled to their respective theoret-
ical cross section and to an integrated luminosity of 139 fb~1
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Monte Carlo simulation.
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7.1. Analysis strategy

BDTZ+jets

tt ttz

enriched region enriched region

BDT,;

Fig. 7.2.: Sketch of the multivariate analysis strategy for the ¢£Z cross-section measurement in the
2¢0S channel. In each of the target regions one BDT is trained against the ¢¢ background
and a second BDT is trained against Z+jets events. By constructing a two-dimensional
space based on the two BDT outputs, phase-space regions can be determined which are
enriched predominantly in either, ¢t or Z+jets events.

7.1.2. Estimation of the tt background

Dileptonically decaying tt events are a particularly important background to the ¢¢Z process in
the 2¢0OS channel. An ideal such event features only two b-jets from the decay of top quarks
themselves into a W boson and a b-quark at tree-level. Therefore, at least three additional jets have
to be produced within the dileptonic ¢t events, for example from pile-up, in order to be selected.
As the modelling of this large number of additional jets suffers from large theoretical uncertainties,
the ¢t background was estimated using a data-driven technique, following the approach employed
in Ref. [39].

For each of the target regions a complementary region is constructed which is identical in all
details to the original target region, but with the same-flavour (ee, 1) requirement replaced with
a different-flavour (ey) requirement, referred to as t¢ validation regions. The corresponding selec-
tion criteria are summarised in Tab. 7.3 and differ to those of the target regions given in Tab. 7.1
in the requirement on the two leptons to be of different flavour (DF), which strongly suppresses
at a very large extent all Standard Model processes featuring a real Z boson. As can be seen
from the numbers given with the corresponding statistical uncertainties from Monte Carlo listed
in Tab. 7.4, all selected phase-space regions feature a purity of dileptonic ¢t events of above 95 %.
Possible contributions from any other processes are highly suppressed. A generally good level of
agreement between data and simulated events was observed.

In Fig. 7.3 the distributions of the leading lepton as well as the leading jet transverse momen-
tum are presented for all #¢ validation. The simulated events were normalised to their respective
theoretical cross sections as well as an integrated luminosity of 139 fb—!. Both generator and cal-
ibration weights were applied and the overflow bin was added. The data are well described by the
Monte Carlo simulation within the statistical uncertainties for the two validation regions featuring
at least two b-jets. Irrespective of the phase-space regions all distributions feature higher yields in
the measured data with respect to the Monte Carlo simulation within the most populated range of
the shown distributions. The observed deviations are at a level of roughly 20 % and are deemed
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Variable eu-1b6j eu-2b5j eu-2b6j
Ne(t = e, ) OSliF (1) pairivith Imee — mz) 2< 10 GeV
pr(ty, b2) > 30GeV , > 15GeV

N > 6 5 > 6

Nijes 1@77% >2@77% > 2@77%

Tab. 7.3.: Definitions of the ¢t validation regions for the data-driven tf estimation. The require-
ments on the leptons are specifically designed to select two leptons of opposite flavour,
e, as taus are not explicitly considered. The targeted phase-space regions differ in the
respective number of selected jets and b-jets, respectively. For the b-tagging the 77 %
efficiency working point was employed.

Process eu-1b6j eu-2b5j eu-2b6j
ttZ 6.69 £ 0.56 17.71+£0.74 14.11+£0.78
MC tt 1071.8 £6.5 3695 £12 1697.8 +8.1
Z+light flavour 0.04 £0.03 - -

Z+c 0.19 +0.07 0.19+0.14 -

Z+b 0.50 +0.11 0.61+0.14 0.30 £0.08
ttX (X =W, H,~) 34.19£0.99 98.8 £1.6 534 £1.1
VV,VH(V =Z,W) 6.05 £ 0.28 2.10£0.34 1.134+0.12
Other tW Z,tZq, W) 25,5 +£1.9 66.8 +3.0 31.3 £2.0
Total MC 10973 £6.5 3720 £12 17156 +£8.1
Data 1251 3971 1925

Data/MC 1.14 1.07 1.12

tt purity 98 % 99 % 99 %

Tab. 7.4.: Estimated and measured yields from simulation as well as those from measured data
of the tt-enriched regions featuring the ep-selection criteria. The simulated processes
are scaled to their respective theoretical cross section and to integrated luminosity of
139 fb~1. All relevant weights were applied. Only the Monte Carlo statistical errors are
shown.

to be related to the somewhat limited precision of the description of ¢ by Monte Carlo generators
events in the high-jet-multiplicity regime as in the 2¢/OS channel [246]. Additional distributions
of various kinematic variables can be found in Figs. F.10-F.13.

As a check whether the simulated ¢f events selected with the same-flavour (SF) requirement
represent the same physics as those featuring an different-flavour lepton pair, the shapes of several
kinematic variables were tested for consistency. For this purpose, distributions of either sample
normalised to their respective number of entries were compared with each other, such as the exam-
ples depicted in Fig. 7.4. Before the distributions were normalised, all appropriate weights were
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7.3.: Distributions of the leading lepton pr in the left column and of the leading jet pr in
the right column, shown for the three ¢t validation regions. The eu-1b6j, eu-2b5j and
e/1-2b6j regions are depicted in the top, middle and bottom row, respectively. The con-
tributions from the simulated Monte Carlo datasets were scaled to their respective theo-
retical cross section and to an integrated luminosity of 139 fb~!. The errors indicated by
the striped and the yellow band, respectively, represent the statistical uncertainties from
Monte Carlo simulation.
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7. Prospects for a new ttZ cross-section measurement in the dilepton channel

applied and contributions to the overflow bins were included. Both ¢¢ samples were found to be
consistent with each other within the statistical uncertainties for all investigated variables. Further
such control plots can be found in Figs. F.14-F.17.

For the data-driven ¢t estimation, the Monte Carlo prediction of all background processes except
for tt are subtracted from the data within the DF-selected phase-space regions. The different
detector acceptance and selection efficiencies for the SF and DF selections for dileptonic ¢t events
are taken into account with a correction factor C;z, which is defined as the ratio between the Monte
Carlo prediction of dileptonic ¢ for the same- and different-flavour selection, respectively:

o
N, tt

th = Ner
tt

(7.1)

The values of C,; were calculated according to Eq. (7.1) separately for each target region with the
results quoted in Tab. 7.5. The quoted errors consists of the statistical uncertainties of both set
of tt events, selected with either an DF or SF criterion, and the amount of mismodelling within
the respective validation region. Despite a certain mismodelling of the data in the eu-validation
region the values for Cz are very close to unity. However, a further investigation of this issue was
not feasible on the time scale of this thesis.

20-Z-1b6 20-7Z-2b5i 20-7-2b6j
1.005 +0.140  1.000 +0.070  0.999 = 0.120

Tab. 7.5.: Correction factors for the data-driven ¢t estimation to take the different detector accep-
tance and selection efficiencies of the dileptonic ¢¢ events into account. The factor was
calculated for each target region separately according to Eq. (7.1). The stated errors are
built from statistical uncertainties from the ¢¢ yields and the amount of mismodelling
within the validation regions.

The data-driven ¢t estimate was employed within most steps of the analysis, such as the extrac-
tion of event yields and within the statistical treatment employed for the cross-section measure-
ment. For the training of the various Boosted Decision Trees, however, the Monte Carlo estimation
of the tf process, featuring the standard SF-selection, was used. The numbers and distributions of
tt events in Tab. 7.4 and Fig. 7.3 are taken from MC ¢t simulation only as the data-driven estimate
was based on those.

7.1.3. Z+light background normalisation

The associated production of a Z boson and additional jets is the major background to the ttZ
signal within the 2¢/OS channel. Due to the limited precision of the modelling of this important
background process in phase-space regions with particularly high jet and b-jet multiplicities, the
simulated numbers of jets and b-jets suffer from large systematic uncertainties. Therefore, it is
more favourable to obtain the normalisation of the Z+jets process not from Monte Carlo simu-
lation but rather to measure it from data within dedicated phase-space regions highly enriched in
Z+jets events.

From the yields in Tab. 7.2 and the distributions in Fig. 7.1 one can observe a rather uni-
formly distributed increased level of predicted events with respect to data within phase-space
regions which feature an elevated fraction of Z+light flavour events. For the determination of the
Z+light flavour normalisation two dedicated regions in phase space, referred to as Z+light flavour
control regions, were defined with the selection criteria summarised in Tab. 7.6. The requirements
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. 7.4.: Distributions of the leading lepton pr in the left column and of the jet pr in the right

column, shown for ¢¢ events selected with a SF-criterion in red and for ¢ events selected
with an DF-criterion in blue. The eu-1b6j, eu-2b5j and eu-2b6j regions are depicted
in the top, middle and bottom row, respectively. All distributions were normalised to
their respective number of entries. The errors indicated by the striped bands represent

the statistical uncertainties from Monte Carlo simulation.
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7. Prospects for a new ttZ cross-section measurement in the dilepton channel

on the lepton selection are equal to those in the target regions. In order to ensure a dominant
contribution from Z+light flavour events as well as orthogonality to the target regions, a veto on
b-tagged jets is applied using a b-tagging efficiency of 77 %. Due to the different kinematics with
respect to the jet multiplicity within Z+jets events, one phase-space region featuring exactly five
jets and another region with six or more jets was defined, respectively. The yields of data and sim-

Variable 20-Z-0b5j 2¢-Z-0b6j
2 2
No(¢ =e,i) OSSF (ee, pp) pair with |mg — mz| < 10 GeV
pr(ly, ) > 30GeV , > 15GeV
Niets 5 > 6
Nijers 0@77 % 0@77 %

Tab. 7.6.: Definitions of the Z+light flavour control regions. The requirements on the leptons are
specifically designed to select an on-shell Z boson. The targeted phase-space regions
differ in the respective number of selected jets while b-jets are vetoed. For the b-tagging
the 77 % efficiency working point was employed.

ulated events within the Z+light flavour control regions are listed in Tab. 7.7 which also quotes
the statistical uncertainties on each value based on the generated Monte Carlo statistics for the
respective process. Both control regions were found to feature a purity of Z+light flavour events
of higher than 60 % as well as an increased amount of predicted events over data which is deemed
to be caused by the dominant fraction of the Z+light flavour background. The number of pre-
dicted tt events was taken from Monte Carlo simulated samples in the Z+light flavour control
regions rather than from the data-driven estimate described in Sec. 7.1.2 since this method was not
validated for phase spaces without any b-jet.

As it was done for the target regions, the modelling of the Z+light flavour control regions was
investigated with the help of various kinematic variables. The transverse momentum of both the
leading lepton and the leading jet as well as the missing transverse energy are depicted in Fig. 7.5.
All simulated processes were normalised to their respective cross section and scaled to an inte-
grated luminosity of 139 fb~!. Both generator and calibration weights were applied and contribu-
tions to the overflow bins were included. In the range where most of the events are cumulated the
agreement between data and simulated events is sufficiently flat, albeit a slight negative slope trend
is visible. The predicted events generally exceed the data by a factor of approximately 20 % as
it was similarly observed within the 2¢-Z-1b6j region which features the highest Z+light flavour
fraction of all target regions. Therefore, the Z+light flavour was deemed to be causing this factor
of 20 % also for the 2¢-Z-1b6j target region and the selected control regions were able to be proven
a reasonable choice in order to determine of the Z+light flavour normalisation from data. Distri-
butions similar t