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Abstract<br>Stochastic Methods in Optimization and Machine Learning Fengpei Li

Stochastic methods are indispensable to the modeling, analysis and design of complex systems involving randomness. In this thesis, we show how simulation techniques and simulation-based computational methods can be applied to a wide spectrum of applied domains including engineering, optimization and machine learning. Moreover, we show how analytical tools in statistics and computer science including empirical processes, probably approximately correct learning, and hypothesis testing can be used in these contexts to provide new theoretical results. In particular, we apply these techniques and present how our results can create new methodologies or improve upon existing state-of-the-art in three areas: decision making under uncertainty (chance-constrained programming, stochastic programming), machine learning (covariate shift, reinforcement learning) and estimation problems arising from optimization (gradient estimate of composite functions) or stochastic systems (solution of stochastic PDE).

The work in the above three areas will be organized into six chapters, where each area contains two chapters. In Chapter 2, we study how to obtain feasible solutions for chance-constrained programming using data-driven, sampling-based scenario optimization (SO) approach. When the data size is insufficient to statistically support a desired level of feasibility guarantee, we explore how to leverage parametric information, distributionally robust optimization and Monte Carlo simulation to obtain a feasible solution of chance-constrained programming in small-sample situations.

In Chapter 3, We investigate the feasibility of sample average approximation (SAA) for general stochastic optimization problems, including two-stage stochastic programming without the relatively complete recourse. We utilize results from the Vapnik-Chervonenkis (VC) dimension and Probably Approximately Correct learning to provide a general framework. In Chapter 4, we design a robust importance re-weighting method for estimation/learning problem in the covariate shift setting that improves the best-know rate. In Chapter 5, we develop a model-free reinforcement learning approach to solve constrained Markov decision processes (MDP). We propose a two-stage procedure that generates policies with simultaneous guarantees on near-optimality and feasibility. In Chapter 6, we use multilevel Monte Carlo to construct unbiased estimators for expectations of random parabolic PDE. We obtain estimators with finite variance and finite expected computational cost, but bypassing the curse of dimensionality. In Chapter 7, we introduce unbiased gradient simulation algorithms for solving stochastic composition optimization (SCO) problems. We show that the unbiased gradients generated by our algorithms have finite variance and finite expected computational cost.

## Table of Contents

Acknowledgments ..... vii
Dedication ..... viii
Chapter 1: Introduction ..... 1
Chapter 2: Parametric Scenario Optimization under Limited Data: A Distributionally Ro- bust Optimization View ..... 5
2.1 Introduction ..... 6
2.2 From Data-Driven DRO to Scenario Optimization ..... 13
2.2.1 Overview of Data-Driven DRO ..... 13
2.2.2 Monte Carlo Sampling for DRO ..... 14
2.2.3 Constructing Uncertainty Sets ..... 18
2.3 Bounding Functions and Generating Distributions ..... 21
2.3.1 Neyman-Pearson Connections and A Least Powerful Null Hypothesis ..... 22
2.3.2 Nonparametric DRO ..... 24
2.3.3 Parametric DRO ..... 28
2.3.4 Choice of Statistical Distance ..... 30
2.4 Improving Generating Distributions ..... 31
2.4.1 A Framework to Reduce Divergence Ball Size by Incorporating Parametric Information ..... 31
2.4.2 Mixture as Generating Distribution ..... 33
2.4.3 Mixing with a Proposed Distribution ..... 35
2.4.4 Enlarging Mixture Variability ..... 39
2.4.5 Numerical Demonstrations ..... 40
2.5 Procedural Description ..... 41
2.6 Numerical Experiments ..... 43
2.6.1 Single Linear Chance Constraint Problem ..... 44
2.6.2 Joint Linear Chance Constraint Problem ..... 47
2.6.3 Non-Linear Chance Constrained Problems ..... 48
2.7 Conclusion ..... 50
2.8 Supplementary A: Regularity Conditions to Verify Assumption 1 ..... 51
2.9 Supplementary B: Alternate Bounds Using $\chi^{2}$ Distance ..... 52
2.10 Supplementary C: Proofs and Other Technical Results ..... 53
Chapter 3: General Feasibility Bounds for Sample Average Approximation via Vapnik- Chervonenkis Dimension ..... 69
3.1 Introduction ..... 69
3.2 Review of Related Results ..... 72
3.3 Framework and Main Results ..... 74
3.3.1 Main Result ..... 76
3.4 Examples and Special Structures ..... 78
3.4.1 Two-Stage Stochastic Programming ..... 79
3.4.2 Two-Stage Stochastic Integer Programming ..... 85
3.4.3 Chain-Constrained Domain ..... 89
3.4.4 Finite Feasible Region ..... 91
Chapter 4: Robust Importance Weighting for Covariate Shift ..... 93
4.1 Introduction ..... 93
4.2 Background and Motivation ..... 96
4.2.1 Preliminaries and Existing Approaches ..... 96
4.2.2 Motivation ..... 98
4.3 Robust Estimator ..... 101
4.4 Empirical Risk Minimization ..... 103
4.5 Experiments ..... 107
4.5.1 Toy Dataset Regression ..... 107
4.5.2 Real World Dataset for ERM ..... 107
4.5.3 Simulated Dataset for Estimation ..... 109
4.6 Conclusion ..... 110
4.7 Supplementary ..... 110
4.7.1 Preliminaries ..... 111
4.7.2 Learning Theory Estimates ..... 112
4.7.3 Main Proofs ..... 115
Chapter 5: Constrained Reinforcement Learning via Policy Splitting ..... 122
5.1 Introduction ..... 122
5.2 Problem Setting ..... 125
5.3 Lagrangian with Reduced Policy Space ..... 126
5.4 Policy Mixing and Dual $Q$-Learning ..... 128
5.5 Discussion and Implementation ..... 135
5.6 Numerical Experiments ..... 138
5.6.1 Environment Description and Setup ..... 138
5.6.2 Algorithm Performances ..... 140
5.7 Conclusion ..... 142
Chapter 6: Unbiased Sampling of Multidimensional Partial Differential Equations with Random Input ..... 143
6.1 Introduction ..... 143
6.1.1 Background and review of related results ..... 145
6.1.2 Contribution ..... 146
6.2 Preliminaries ..... 147
6.2.1 Notations and assumptions ..... 147
6.2.2 Definitions ..... 149
6.3 Construction of the unbiased estimator ..... 150
6.3.1 Probabilistic representation of $u(x, t)$ ..... 150
6.3.2 Multilevel Monte Carlo ..... 151
6.3.3 Bias removal via additional randomization ..... 153
6.4 Main results ..... 155
6.4.1 Unbiasedness ..... 155
6.4.2 Variance and computational cost ..... 158
6.4.3 Main theorem ..... 160
6.5 Simulation ..... 161
6.6 Supplementary: Proofs ..... 163
6.6.1 Proof of Lemma 19 ..... 163
6.6.2 Proof of Lemma 20 ..... 165
6.6.3 Definitions and supporting lemmas ..... 165
6.6.4 Proof of Lemma 13 ..... 167
6.6.5 Proof of Lemma 14 ..... 169
6.7 Supplementary Material ..... 174
6.8 Proof of Lemma 4.3 ..... 175
6.9 Proof of Supporting Lemmas ..... 181
Chapter 7: Unbiased Gradient Simulation for Stochastic Composition Optimization ..... 191
7.1 Introduction ..... 191
7.1.1 Contributions ..... 193
7.1.2 Related work ..... 194
7.1.3 Organization ..... 195
7.2 Problem Description and Algorithms ..... 196
7.2.1 Problem description and Notations ..... 196
7.2.2 Unbiased stochastic gradient simulation ..... 199
7.2.3 Optimization Algorithms ..... 200
7.3 Examples ..... 202
7.3.1 Conditional Random Fields (CRF) ..... 203
7.3.2 Softmax optimization ..... 204
7.3.3 Cox's partial likelihood ..... 205
7.4 Theory ..... 206
7.4.1 Definitions, Assumptions and Lemmas ..... 206
7.4.2 Properties of the Unbiased Gradient Simulation Algorithm ..... 208
7.4.3 Convergence of the Simulated Gradient Descent Algorithm ..... 217
7.4.4 Lipschitz Continuity of the Simulated Variance Reduced Gradient ..... 218
7.4.5 Convergence of the Simulated Variance Reduced Gradient Algorithm ..... 221
7.4.6 Convergence of the Stochastically Controlled Simulated Gradient Algorithm 225
7.5 Numerical Experiments ..... 229
7.5.1 Cox's partial likelihood ..... 230
7.5.2 Conditional Random Fields ..... 233
7.6 Conclusion and Future Work. ..... 233
7.7 Supplementary A:Proof of Lemma 32 ..... 236
7.8 Supplementary B: Proof of Lemma 33 ..... 237
7.9 Supplementary C: Proof of Lemma 34 ..... 238
7.10 Supplementary D: Proof of Lemma 35 ..... 239
7.11 Supplementary E: Proof of Lemma 37 ..... 241
7.12 Supplementary F: Proof of Lemma 38 ..... 243
7.13 Supplementary G: Proof of Lemma 40 ..... 246
7.14 Supplementary H: Proof of Lemma 42 ..... 252
References ..... 254

## Acknowledgements

I want to thank my advisor Henry Lam and co-advisor Jose Blanchet for their guidance, patience and inspiration. It has been a wonderful journey and I feel extremely fortunate to have worked with them.

I also thank my collaborators Garud Iyengar, Donald Goldfarb, Chaoxu Zhou, Xiaoou Li, Haoxian Chen and Siddharth Prusty for the opportunities to accomplish exciting work together. I want to thank Jing Dong, Adam Elmachtoub and Garud Iyengar for serving on my committee. I want to thank many IEOR students before me and after me, for their friendship. I especially want to thank the PhD students in our cohort, for their encouragement and for the great times we had. Some of you have become my closest friends and I wish all of you the best.

I also want to give a special thanks to a few people I've known since high school, who help me grow as a person and a friend.

Finally, I thank my parents, Wei Li, Shu Li and my grandparents Jingxiu Li, Shijie Jiang. My deepest gratitude to all of you.

To my parents.

## Chapter 1: Introduction

Stochastic methods are indispensable to the modeling, analysis and design of complex systems involving randomness. In this thesis, we show how simulation techniques and simulation-based computational methods can be applied to a wide spectrum of applied domains including engineering, optimization and machine learning. Moreover, we show how analytical tools in statistics and computer science including empirical processes, probably approximately correct learning, and hypothesis testing can be used in these contexts to provide new theoretical results. In particular, we apply these techniques and present how our results can create new methodologies or improve upon existing state-of-the-art in three areas: decision making under uncertainty (chance-constrained programming in Chapter 2, stochastic programming in Chapter 3), machine learning (covariate shift in Chapter 4, reinforcement learning in Chapter 5) and unbiased estimation arising from optimization (gradient estimate of composite functions in Chapter 7) or stochastic systems (solution of stochastic PDE in Chapter 6). Most of the materials in this thesis are published or submitted works contained in $[1,2,3,4,5,6,7]$.

The work in the above three areas will be organized into six chapters, where each area contains two chapters. Chapter 2 and 3 are topics on decision making under uncertainty. Chapter 2 is on how to solve the chance-constrained problem using scenario generation approach but with only limited data. We investigated a systematic approach to use simulated Monte Carlo samples in lieu of real data, under a parametric distribution, and maintain a rigorous certificate of feasibility just as solutions obtained from real data. Our approach makes use of a distributionally robust optimization (DRO) formulation that translates the data size requirement into a Monte Carlo sample size requirement drawn from what we call a generating distribution. We show that, while the optimal choice of this generating distribution is the one eliciting the data or the baseline distribution in a nonparametric divergence-based DRO, it is not necessarily so in the parametric case. Cor-
respondingly, we develop procedures to obtain generating distributions that improve upon these basic choices. Chapter 3 investigates the feasibility of sample average approximation (SAA) for general stochastic optimization problems, including two-stage stochastic programming without the relatively complete recourse assumption. In this chapter, we introduce a new framework based on the Vapnik-Chervonenkis (VC) dimension and Probably Approximately Correct learning to study the feasibility of SAA solutions which includes, but is not limited to two-stage stochastic programming. Following [8, 9], we focus on showing the exponential decrease of the portion of infeasible solutions as sample size grows. As a key contribution, we show how our framework produces feasibility bounds that are both general and explicit. In particular, for solutions of SAA, we provide feasibility bounds with explicit and computable constants, with no requirement on the geometric or distributional properties of (3.1) and with no specific regularity conditions on the objective function (i.e., Lipschitz continuity or the existence of certain moment generating function as in [ 9,8$]$ ). Moreover, the analysis itself also does not hinge on the specific type of the problem (i.e., not limited to two-stage stochastic programming) and is widely applicable in both scenarios where some of the best-known results on SAA feasibility have been presented, and other scenarios where no similar results have been established.

Chapter 4 and 5 show how applied probability techniques can be used on topics in machine learning. Chapter 4 address how to design robust version of importance sampling weight under the context of Kernel Mean Matching (KMM) and covariate shift. In many learning problems, the training and testing data follow different distributions and a particularly common situation is the covariate shift. To correct for sampling biases, most approaches, including the popular kernel mean matching (KMM), focus on estimating the importance weights between the two distributions. Reweighting-based methods, however, are exposed to high variance when the distributional discrepancy is large and the weights are poorly estimated. On the other hand, the alternate approach of using nonparametric regression (NR) incurs high bias when the training size is limited. In this chapter, we propose and analyze a new estimator that systematically integrates the residuals of NR with KMM reweighting, based on a control-variate perspective. The proposed estimator can
be shown to either strictly outperform or match the best-known existing rates for both KMM and NR, and thus is a robust combination of both estimators. Chapter 5 explores how efficient simulation can speed up the finding of optimal policy for reinforcement learning problem. We develop a model-free reinforcement learning approach to solve constrained Markov decision processes, where the objective and budget constraints are in the form of infinite-horizon discounted expectations, and the rewards and costs are learned sequentially from data. We propose a two-stage procedure where we first search over deterministic policies, followed by an aggregation with a mixture parameter search, that generates policies with simultaneous guarantees on near-optimality and feasibility. We also numerically illustrate our approach by applying it to an online advertising problem. Applications of Reinforcement Learning (RL) in online advertising with recommendation systems have been a topic of major research interests ([10, 11, 12]). However, despite their tremendous success, most RL-methods are not designed to learn optimal policies under constraints, yet they appear ubiquitously when facing budget or safety considerations. A standard framework for studying RL under constraints is the Constrained Markov Decision Process (CMDP), where the objective is to maximize the long-run return, with constraints on one or several types of longrun costs. In this chapter, we consider the case where both the objective and the constraint are in the form of an infinite-horizon cumulative discounted expectation, whereas the returns, costs and transitions are revealed from sequential data. The goal is to design an efficient methodology for the constrained problem by assimilating classical optimality properties of CMDP into RL, in order to efficiently use established RL approaches and obtain policies that enjoy both near-optimality and feasibility.

Chapter 6 and 7 are estimation problems. They show how to construct unbiased estimator from biased estimators, with finite variance and computational cost, under the context of gradient estimate of composite optimization problem, as well as solutions of random partial differential equations. Partial differential equations (PDEs) are important tools for modeling physical or financial systems. However, intrinsic variability of the system or measurement errors bring uncertainty into the model and are commonly represented by random input data. In Chapter 6, we use multilevel

Monte Carlo to construct unbiased estimators for expectations of random parabolic PDE. Building on previous works of Giles (2008) and Li et al.(2018), we obtain estimators with finite variance and finite expected computational cost, but bypassing the curse of dimensionality. Regarding error analysis in the random PDE, we combine rough path theory with numerical stochastic analysis in a novel way. In Chapter 7, We introduce unbiased gradient simulation algorithms for solving stochastic composition optimization (SCO) problems. We show that the unbiased gradients generated by our algorithms have finite variance and finite expected computational cost. Therefore, the unbiased gradients can be directly used to solve SCO problems by applying the Stochastic Gradient Descent method (SGD). We also show how to combine unbiased gradient simulation with variance reduction techniques such as stochastic variance reduced gradient (SVRG) or stochastically controlled stochastic gradient (SCSG) to achieve state-of-the-art theoretical convergence rates as well as practical performances. Finally, we illustrate the effectiveness of our algorithms through experiments on datasets arising from statistics and machine learning, specifically, Cox's partial likelihood model and conditional random field models.

## Chapter 2: Parametric Scenario Optimization under Limited Data: A Distributionally Robust Optimization View

We consider optimization problems with uncertain constraints that need to be satisfied probabilistically. When sufficient data are available, a common method to obtain feasible solutions for such problems is to impose sampled constraints, following the so-called scenario optimization approach. However, when the data size is small, the sampled constraints may not statistically support a feasibility guarantee on the obtained solution. This chapter studies how to leverage parametric information and the power of Monte Carlo simulation to obtain feasible solutions for small-data situations. Our approach makes use of a distributionally robust optimization (DRO) formulation that translates the data size requirement into a Monte Carlo sample size requirement drawn from what we call a generating distribution. We show that, while the optimal choice of this generating distribution is the one eliciting the data or the baseline distribution in a nonparametric divergencebased DRO, it is not necessarily so in the parametric case. Correspondingly, we develop procedures to obtain generating distributions that improve upon these basic choices. We support our findings with several numerical examples.

It is also worth noting that there are other possible ways to approach this problem. For example, the requirement of uncertainty set of DRO to include the true distribution is usually considered to restrictive. However, to establish a theorem that would work in any black-box situation where the feasible set $\mathcal{X}_{\xi}$ is not specified or in most general form, we use this restrictive assumption to avoid case-by-case analysis. Also, the problem can also be efficiently solved by empirical process/learning theory concepts such as VC-dimension or Radamacher complexity, if we assume these types of structure on $\mathcal{X}_{\xi}$, but we again consider the most general form here. So the setup here is most appropriate for the setting where insufficient data is still considered adequate to
characterize the parametric distribution. The main difficulty, when considering a black-box version of $\mathcal{X}_{\xi}$, is to transfer the feasibility under a sampling distribution, to the (unknown) true distribution.

### 2.1 Introduction

We consider optimization problems in the form

$$
\begin{align*}
\min _{x \in \mathcal{X} \subseteq \mathbb{R}^{d}} & c^{T} x,  \tag{2.1}\\
\text { s.t. } & \mathbb{P}\left(x \in \mathcal{X}_{\xi}\right) \geq 1-\epsilon,
\end{align*}
$$

where $\mathbb{P}$ is a probability measure governing the random variable $\xi$ (independent of decision variable $x$ ) on some space $\mathcal{Y}$ and $\mathcal{X}_{\xi} \subseteq \mathcal{X} \subseteq \mathbb{R}^{d}$ is a set depending on $\xi$. Problem (2.1) enforces a solution $x$ to satisfy $x \in \mathcal{X}_{\xi}$ with high probability, namely at least $1-\epsilon$. This problem is often known as a probabilistically constrained or chance-constrained program (CCP) [13]. It provides a natural framework for decision-making under stochastic resource capacity or risk tolerance, and has been applied in various domains such as production planning [14], inventory management [15], reservoir design [16, 17], communications [18], and ranking and selection [19].

We focus on the situations where $\mathbb{P}$ is unknown, but some i.i.d. data, say $\xi_{1}, \ldots, \xi_{n}$, are available. One common approach to handle (2.1) in these situations is to use the so-called scenario optimization (SO) or constraint sampling [20, 21]. This replaces the unknown constraint in (2.1) with $x \in \mathcal{X}_{\xi_{i}}, i=1, \ldots, n$, namely, by considering

$$
\begin{align*}
\min _{x \in \mathcal{X} \subseteq \mathbb{R}^{d}} & c^{T} x,  \tag{2.2}\\
\text { s.t. } & x \in \mathcal{X}_{\xi_{i}}, i=1, \ldots, n
\end{align*}
$$

Note that CCP (2.1) is generally difficult to solve even when the set $\mathcal{X}_{\xi}$ is convex for any given $\xi$ and the distribution $\mathbb{P}$ is known [13]. Thus, the sampled problem (2.2) offers a tractable approximation for the difficult CCP even in non-data-driven situations, assuming the capability to generate these samples.

Our goal is to find a good feasible solution for (2.1) by solving (2.2) under the availability of i.i.d. data described above. Intuitively, as the sample size $n$ increases, the number of constraints in (2.2) increases and one expects them to sufficiently populate the safety set $\left\{\xi: x \in \mathcal{X}_{\xi}\right\}$, thus ultimately give rise to a feasible solution for (2.1). To make this more precise, we first mention that because of the statistical noise from the data, one must settle for finding a solution that is feasible with a high confidence. More specifically, define, for any given solution $x$,

$$
V(x, \mathbb{P})=\mathbb{P}\left(x \notin \mathcal{X}_{\xi}\right)
$$

to be the violation probability of $x$ under probability measure $\mathbb{P}$ that generates $\xi$. Obviously, $x$ is feasible for (2.1) if and only if

$$
\begin{equation*}
V(x, \mathbb{P}) \leq \epsilon \tag{2.3}
\end{equation*}
$$

We would like to obtain a solution, say $\hat{x}$, from the data such that

$$
\begin{equation*}
\mathbb{P}_{\text {data }}(V(\hat{x}, \mathbb{P}) \leq \epsilon) \geq 1-\alpha, \tag{2.4}
\end{equation*}
$$

where $\mathbb{P}_{\text {data }}$ is the distribution that generates the i.i.d. data $\xi_{i}, i=1, \ldots, n$ (each sampled from $\mathbb{P}$ ), and $1-\alpha$ is a given confidence level (e.g., $\alpha=5 \%$ ). In other words, we want $\hat{x}$ to satisfy the chance constraint in (2.1) with the prescribed confidence rigorously. On the other hand, the optimality $\hat{x}$ is mostly studied empirically and we do not discuss it in detail here.

Under the convexity of $\mathcal{X}_{\xi}$ and mild additional assumptions (namely, that every instance of (2.2) has a feasible region with nonempty interior and a unique optimal solution), the seminal work [22] provides a tight estimate on the required data size $n$ to guarantee (2.4). They show that a solution $\hat{x}$ obtained by solving (2.2) satisfies

$$
\begin{equation*}
\mathbb{P}_{\text {data }}(V(\hat{x}, \mathbb{P})>\epsilon) \leq \sum_{i=0}^{d-1}\binom{n}{i} \epsilon^{i}(1-\epsilon)^{n-i} \tag{2.5}
\end{equation*}
$$

with equality held for the class of "fully-supported" optimization problems [22]. Thus, suppose
we have a sample size $n$ large enough such that

$$
\begin{equation*}
B(\epsilon, d, n)=\sum_{i=0}^{d-1}\binom{n}{i} \epsilon^{i}(1-\epsilon)^{n-i} \leq \alpha, \tag{2.6}
\end{equation*}
$$

then from (2.5) we have $\mathbb{P}_{\text {data }}(V(\hat{x}, \mathbb{P})>\epsilon) \leq \alpha$ or (2.4).
However, in small-sample situations in which the data size $n$ is not large enough to support (2.6), the feasibility guarantee described above may not hold. It can be shown [22] that the minimum $n$ that achieves (2.4) is linear in $d$ and reciprocal in $\epsilon$, thus may impose challenges especially in high-dimensional and low-tolerance problems. Similar dependence on the key problem parameters also appears in other related methods such as [23], which uses the Vapnik-Chervonenkis dimension to infer required sample sizes, the sampling-and-discarding approach in [20], and the closely related approach using sample average approximation in [24]. Several recent lines of techniques have been suggested to overcome these challenges and reduce sample size requirements, including the use of support rank and solution-dependent support constraints [25, 26], regularization [27], and sequential approaches [28, 29, 30, 31].

In this Chapter, we offer a different path to alleviate the data size requirement than the above methods, when $\mathbb{P}$ possesses known parametric structures. Namely, we assume $\mathbb{P} \in\left\{\mathbb{P}_{\theta}\right\}_{\theta \in \Theta}$ for some parametric family of distribution, where $\mathbb{P}_{\theta}$ satisfies two basic requirements: It is estimatable, i.e., the unknown quantity or parameter $\theta$ can be estimated from data, and simulatable, i.e., given $\theta$, samples from $\mathbb{P}_{\theta}$ can be drawn using Monte Carlo methods. Under these presumptions, our approach turns the CCP (2.1), with an unknown parameter, into a CCP that has a definite parameter and a suitably re-adjusted tolerance level, which then allows us to generate enough Monte Carlo samples and consequently utilize the guarantee provided from (2.5). On a high level, this approach replaces the data size requirement in using (2.2) (or, in fact, any of its variant methods) with a Monte Carlo size requirement, the latter potentially more available given cheap modern computational power. Our methodological contributions consist of the development of procedures, related statistical results on their sample size requirement translations, and also showing some key
differences between parametric and nonparametric regimes.
Our approach starts with a distributionally robust optimization (DRO) to incorporate the datadriven parametric uncertainty. The latter is a framework for decision-making under modeling uncertainty on the underlying probability distributions in stochastic problems. It advocates the search for decisions over the worst case, among all distributions contained in a so-called uncertainty set or ambiguity set (e.g., [32, 33, 34]). In CCP, this entails a worst-case chance constraint over this set (e.g., $[35,36,37,38,39,40,41,42,43,44,45,46]$ ). When the uncertainty set covers the true distribution with a high confidence (i.e., the set is a confidence region), then feasibility for the distributionally robust CCP converts into a confidence guarantee on the feasibility for the original CCP. We follow this viewpoint and utilize uncertainty sets in the form of a neighborhood ball surrounding a baseline distribution, where the ball size is measured by a statistical distance (e.g., [47, $48,49,50,51,52,53,41,54,55,56,57,58,59])$. In the parametric case, a suitable choice of this distance (such as the $\phi$-divergence that we focus on) allows easy and meaningful calibration of the ball size from the data, so that the resulting DRO provides a provable feasibility conversion to the CCP.

Our next step is to combine this DRO with Monte Carlo sampling and scenario approximation. The definition of DRO means that there are many possible candidate distributions that can govern the truth, whereas the statistical guarantee for SO assumes a specific distribution that generates the data or Monte Carlo samples. To resolve this discrepancy, we select a generating distribution that draws the Monte Carlo samples, and develop a translation of the guarantee from a fixed distribution into one on the DRO. We highlight the benefits in using SO to handle this DRO, as opposed to other potential methods. While there exist many good results on tractable reformulations of DRO for chance constraints (e.g., [35, 37, 46, 38, 43]), the reformulation tightness typically relies on using moment-based uncertainty sets and particular forms of the safety condition. Compared to moments, divergence-based uncertainty sets can be calibrated with data to consistently shrink to the true distribution. Importantly, in the parametric case, the calibration of divergence-based sets is especially convenient, and achieves a tight convergence rate by using maximum likelihood theory
that efficiently captures parametric information. Our condition for applying SO to this DRO is at the same level of generality as applying SO to an unambiguous CCP, which, as mentioned before, only requires the convexity of $\mathcal{X}_{\xi}$ and mild conditions.

To exploit the full capability of our approach, we investigate the optimal choice of the generating distribution in relation to the target DRO, in the sense of requiring the least Monte Carlo size. We show that, if there is no ambiguity on the distribution (i.e., a standard CCP), or when the uncertainty set of a DRO is constructed via a divergence ball in the nonparametric space, the best generating distribution is, in a certain sense, the true or the baseline distribution at the center of the ball. However, if there is parametric information, the optimal choice of the generating distribution can deviate from the baseline distribution in a divergence-based DRO. We derive these results by casting the problem of selecting a generating distribution into a hypothesis testing problem, which connects the sampling efficiency of the generating distribution with the power of the test and the Neyman-Pearson lemma [60]. The results on DRO in particular combine this Neyman-Pearson machinery with the established DRO reformulation of chance constraints in [39, 41], with the discrepancy between the best generating distribution and the baseline distribution in the parametric case stemming from the removal of the extremal distributions in the corresponding nonparametric uncertainty set. These connections among hypothesis testing, SO and DRO are, to our best knowledge, the first of its kind in the literature.

Finally, given the non-optimality of the baseline distribution of a divergence-based DRO in generating Monte Carlo samples, we further develop procedures to search over generating distributions that improve upon this baseline. On a high level, this can be achieved by increasing the sampling variability to incorporate the uncertainty of the distributional parameters (one may intuit this from the perspective of a posterior distribution in a Bayesian framework), which is implemented by utilizing suitable mixture distributions. We provide several classes of mixture distributions to attain such a variability enlargement, and study descent-type algorithms to search for good distributions in these classes. In the experiments, we show our methods can be combined with SO or other SO-based methods including FAST [28] to solve a variety of optimization problems and
data distributions, some of which are not amenable to RO, especially when the objective function is non-linear or the feasible sets are jointly chance-constrained. Furthermore, we also demonstrate how to search for more judicious choices of generating distributions that can significantly reduce the required number of Monte Carlo samples.

We conclude this introduction by briefly discussing a few other lines of related literature. The first is the so-called robust Monte Carlo or robust simulation that, like us, also considers using Monte Carlo sampling together with DRO [61, 62, 63, 64, 65, 66]. However, this literature focuses on approximating DRO with stochasticity in the objective function, and does not study the chance constraint feasibility and SO that constitute our main focus. We also contrast our work with [53] that also considers likelihood theory and utilizes simulation in tackling uncertain constraints. The study [53] focuses on the nonparametric regime and uses the empirical likelihood to construct uncertainty sets. Unlike our work, there is no parametric information there that can be leveraged to overcome sample size requirements in SO. Moreover, the simulation used in [53] is for calibrating the uncertainty set, instead of drawing sample constraints. Next, [67] considers a scenario approach to distributionally robust CCP with an uncertainty set based on the Prohorov distance. Like [23], [67] utilizes the Vapnik-Chervonenkis dimension in studying feasibility, in contrast to the convexity-based argument in [22] that we utilize. More importantly, we aim to optimize the efficiency of Monte Carlo sampling in handling limited-data CCP, thus motivating us to study the choice of distance, calibration schemes, and selection of generating distributions that are different from [67]. Finally, a preliminary conference version of this work has appeared in [68], which contains a basic introduction of our framework, without detailed investigation of the optimality of generating distributions, improvement strategies, and extensive numerical demonstrations.

To summarize, our main contributions of this Chapter are:

1. We propose a framework to obtain good feasible solutions in data-driven CCPs in smallsample situations, where the data size is insufficient to support the use of SO with valid statistical guarantees. Focusing on the parametric regime, our framework operates by setting up a DRO, with an uncertainty set constructed from parameter estimates using the data, that
can in turn be tackled by using SO with Monte Carlo samples. In doing so, our framework effectively leverages the parametric information to convert the SO requirement on the data size into a requirement on the Monte Carlo size, the latter can be much more abundant given cheap modern computational power. The overview of this framework and the DRO construction are in Sections 2.2.1 and 2.2.3.
2. We investigate and present the Monte Carlo size requirements needed to give statistically feasible solutions to the divergence-based DRO used in our framework. This relies on developing an implementable mechanism to connect the sample size requirement for SO , which attempts to solve a CCP with a fixed underlying distribution, to the sample size requirement needed to solve a DRO, by selecting a suitable generating distribution to draw the Monte Carlo samples. This contribution is presented in Section 2.2.2.
3. We study the optimality of generating distributions, in a sense of minimizing the Monte Carlo effort that we will describe precisely. In particular, we show that the optimal generating distributions for an unambiguous CCP , and for a distributionally robust CCP with nonparametric divergence-based uncertainty sets, are simply their respective natural choices, namely the original underlying distribution and the baseline distribution (i.e., center of the divergence ball). In contrast, the optimal generating distribution for a distributionally robust CCP in the parametric case is more delicate, and the baseline distribution there can be readily dominated by other generating distributions. These results are derived by bridging the Neyman-Pearson lemma in statistical hypothesis testing with SO and DRO, which appears to be the first of its kind in the literature as far as we know. This contribution is presented in Section 2.3.
4. Motivated by the non-optimality of the baseline distribution, we propose several approaches to construct generating distributions that dominate the baseline distributions for parametric DRO, by using mixture schemes that, on a high level, enlarge the variability of the generating distributions. We show how to use descent-type search procedures to construct these
distributions. This contribution is presented in Section 2.4.

Lastly, we also present in full detail our implementation algorithms in Section 2.5, numerically demonstrate our approach and compare with other methods in Section 5.6, and conclude in Section 2.7.

### 2.2 From Data-Driven DRO to Scenario Optimization

This section introduces our overall framework. Recall our goal as to find a good (good in the sense that we still try to solve for a version of SO instead of only focusing on feasibility) feasible solution $\hat{x}$ for (2.1), and suppose that we have an i.i.d. data size $n$ possibly less than the requirement shown in (2.6). As discussed in the introduction, we first formulate a DRO that incorporates the parametric estimation noise and subsequently allows us to resort to Monte Carlo sampling to obtain a feasible solution for (2.1). In the following, Section 2.2.1 first describes the basic guarantees from DRO. Section 2.2.2 investigates Monte Carlo sampling that provides guarantees on DRO. Section 2.2.3 discusses the choice of the uncertainty set.

### 2.2.1 Overview of Data-Driven DRO

For concreteness, suppose the unknown true distribution $\mathbb{P} \in \mathcal{P}$, the class of possible probability distributions for $\xi$ (to be specified later). Given the observed data $\xi_{1}, \ldots, \xi_{n}$, the basic steps in our data-driven DRO are:

- Step 1: Find a data-driven uncertainty set $\mathcal{U}_{\text {data }}=\mathcal{U}_{\text {data }}\left(\xi_{1}, \ldots, \xi_{n}\right) \subseteq \mathcal{P}$ such that

$$
\begin{equation*}
\mathbb{P}_{\text {data }}\left(\mathbb{P} \in \mathcal{U}_{\text {data }}\right) \geq 1-\alpha, \tag{2.7}
\end{equation*}
$$

where $\mathbb{P}_{\text {data }}$ denotes the measure generating the data $\xi_{i}, i=1, \ldots, n$.

- Step 2: Given $\mathcal{U}_{\text {data }}$, set up the distributionally robust CCP:

$$
\begin{align*}
\min _{x \in \mathcal{X} \subseteq \mathbb{R}^{d}} & c^{T} x,  \tag{2.8}\\
\text { s.t. } & \min _{\mathbb{Q} \in \mathcal{U}_{\text {data }}} \mathbb{Q}\left(x \in \mathcal{X}_{\xi}\right) \geq 1-\epsilon,
\end{align*}
$$

where the probability measure $\mathbb{Q}$ is the decision variable in the minimization in the constraint.

- Step 3: Find a solution $\hat{x}$ feasible for (2.8).

It is straightforward to see that $\hat{x}$ obtained from the above procedure is feasible for (2.1) with confidence at least $1-\alpha$ : If $\mathbb{P} \in \mathcal{U}_{\text {data }}$, then any $\hat{x}$ feasible for (2.8) satisfies

$$
\mathbb{P}\left(\hat{x} \in \mathcal{X}_{\xi}\right) \geq \min _{\mathbb{Q} \in \mathcal{U}_{\text {data }}} \mathbb{Q}\left(\hat{x} \in \mathcal{X}_{\xi}\right) \geq 1-\epsilon
$$

Thus

$$
\begin{equation*}
\mathbb{P}_{\text {data }}\left(\mathbb{P}\left(\hat{x} \in \mathcal{X}_{\xi}\right) \geq 1-\epsilon\right) \geq \mathbb{P}_{\text {data }}\left(\mathbb{P} \in \mathcal{U}_{\text {data }}\right) \geq 1-\alpha, \tag{2.9}
\end{equation*}
$$

which gives our conclusion.

### 2.2.2 Monte Carlo Sampling for DRO

To use the above procedure, we need to provide a way to construct the depicted $\mathcal{U}_{\text {data }}$ and to find a (confidently) feasible solution for (2.8). We postpone the set construction to the next subsection and focus on finding a feasible solution here. We resort to SO, via Monte Carlo sampling, to handle (2.8). Note that, unlike in the standard SO discussed in the introduction, the distribution $\mathbb{Q}$ here can be any candidate within the set $\mathcal{U}_{\text {data }}$. Thus, let us select a generating distribution, called $\mathbb{P}_{0}$ (which can depend on the data), to generate Monte Carlo samples $\xi_{i}^{M C}, i=1, \ldots, N$, and solve

$$
\begin{array}{ll}
\min _{x \in \mathcal{X} \subseteq \mathbb{R}^{d}} & c^{T} x,  \tag{2.10}\\
\text { s.t. } & x \in \mathcal{X}_{\xi_{i}}, i=1, \ldots, N .
\end{array}
$$

For convenience, denote, for any $\epsilon, \beta>0$,

$$
\begin{equation*}
N_{\text {exact }}(\epsilon, \beta, d)=\min \left\{n: \sum_{i=0}^{d-1}\binom{n}{i} \epsilon^{i}(1-\epsilon)^{n-i} \leq \beta\right\} . \tag{2.11}
\end{equation*}
$$

From the result of [22] discussed in the introduction, using $N_{\text {exact }}(\epsilon, \beta, d)$ or more Monte Carlo samples from $\mathbb{P}_{0}$ in (2.10) would give a solution $\hat{x}^{M C}$ that satisfies $V\left(\hat{x}^{M C}, \mathbb{P}_{0}\right) \leq \epsilon$ with confidence level $1-\beta$. This is not exactly the distributionally robust feasibility statement for problem (2.8). To address this discrepancy, we consider, conditional on the data $\xi_{1}, \ldots, \xi_{n}$,

$$
\begin{array}{cl}
\max _{\mathbb{Q} \in \mathcal{U}_{\text {data }}} & V\left(\hat{x}^{M C}, \mathbb{Q}\right)  \tag{2.12}\\
\text { s.t. } & V\left(\hat{x}^{M C}, \mathbb{P}_{0}\right) \leq \delta
\end{array}
$$

This optimization problem serves to translate a guarantee on the violation probability under $\mathbb{P}_{0}$ to any $\mathbb{Q}$ in $\mathcal{U}_{\text {data }}$. If we can bound the optimal value in (2.12), then we can trace back the level of $\delta$ that is required to ensure a chance constraint validity of tolerance level $\epsilon$. However, the event involved in defining $V\left(\hat{x}^{M C}, \mathbb{P}_{0}\right)$ and $V\left(\hat{x}^{M C}, \mathbb{Q}\right)$, namely $\left\{\xi: \hat{x}^{M C} \notin \mathcal{X}_{\xi}\right\}$, can be challenging to handle in general. Thus, we relax (2.12) to

$$
\begin{array}{cl}
\max _{\mathbb{Q} \in \mathcal{U} \text { data }, A \subset \mathcal{Y}} & \mathbb{Q}(A)  \tag{2.13}\\
\text { s.t. } & \mathbb{P}_{0}(A) \leq \delta .
\end{array}
$$

where the decision variables now include the set $A$ in addition to the probability measure $\mathbb{Q}$. Conditional on the data $\xi_{1}, \ldots, \xi_{n}$, the optimal value of optimization problem (2.13), which we denote $M\left(\mathbb{P}_{0}, \mathcal{U}_{\text {data }}, \delta\right)$, is clearly an upper bound for that of (2.12). In fact, it is also clear from (2.13) that $M\left(\mathbb{P}_{0}, \mathcal{U}_{\text {data }}, \delta\right)$ is non-decreasing in $\delta>0$ and

$$
\begin{equation*}
\max _{\mathbb{Q} \in \mathcal{U}_{\text {data }}} V\left(\hat{x}^{M C}, \mathbb{Q}\right) \leq M\left(\mathbb{P}_{0}, \mathcal{U}_{\text {data }}, V\left(\hat{x}^{M C}, \mathbb{P}_{0}\right)\right) \tag{2.14}
\end{equation*}
$$

by simply taking $A=\left\{\xi: \hat{x}^{M C} \notin \mathcal{X}_{\xi}\right\}$ and $\delta=V\left(\hat{x}^{M C}, \mathbb{P}_{0}\right)$ in (2.13). We have the following guarantee:

Theorem 2.2.1. Given $\mathbb{P}_{0}, \mathcal{U}_{\text {data }}$ and $\epsilon>0$, suppose there exists $\delta_{\epsilon}>0$ small enough such that

$$
\begin{equation*}
M\left(\mathbb{P}_{0}, \mathcal{U}_{\text {data }}, \delta_{\epsilon}\right) \leq \epsilon, \tag{2.15}
\end{equation*}
$$

then if we solve (2.10) with $N_{\text {exact }}\left(\delta_{\epsilon}, \beta, d\right)$ number of samples drawn from $\mathbb{P}_{0}$, the obtained solution $\hat{x}^{M C}$ would be feasible for (2.8) with confidence at least $1-\beta$. Furthermore, if

$$
\begin{equation*}
\mathbb{P}_{\text {data }}\left(\mathbb{P} \in \mathcal{U}_{\text {data }}\right) \geq 1-\alpha, \tag{2.16}
\end{equation*}
$$

where $\mathbb{P}_{\text {data }}$ is the measure governing the real-data generation under the true distribution $\mathbb{P}$, then the obtained solution $\hat{x}^{M C}$ would be feasible for (2.1) with confidence at least $1-\alpha-\beta$.

Proof. By results in [22], we know that by solving (2.10) with $N_{\text {exact }}\left(\delta_{\epsilon}, \beta, d\right)$ number of samples from $\mathbb{P}_{0}$, the obtained solution $\hat{x}^{M C}$ would satisfy

$$
\begin{equation*}
\mathbb{P}_{M C, 0}\left(V\left(\hat{x}^{M C}, \mathbb{P}_{0}\right)>\delta_{\epsilon}\right) \leq \beta \tag{2.17}
\end{equation*}
$$

where $\mathbb{P}_{M C, 0}$ is the measure with respect to the Monte Carlo samples drawn from $\mathbb{P}_{0}$. Moreover, based on the monotonicity property of $M(\cdot)$ and (2.14), we have

$$
\begin{equation*}
V\left(\hat{x}^{M C}, \mathbb{P}_{0}\right) \leq \delta_{\epsilon} \Longrightarrow \max _{\mathbb{Q} \in \mathcal{U}_{\text {data }}} V\left(\hat{x}^{M C}, \mathbb{Q}\right) \leq M\left(\mathbb{P}_{0}, \mathcal{U}_{\text {data }}, \delta_{\epsilon}\right) \tag{2.18}
\end{equation*}
$$

Thus (2.15) implies that

$$
\mathbb{P}_{\text {data }}\left(\max _{\mathbb{Q} \in \mathcal{U}_{\text {data }}} V\left(\hat{x}^{M C}, \mathbb{Q}\right)>\epsilon\right) \leq \mathbb{P}_{\text {data }}\left(V\left(\hat{x}^{M C}, \mathbb{P}_{0}\right)>\delta_{\epsilon}\right) \leq \beta
$$

and hence $\hat{x}^{M C}$ is feasible for (2.8) with confidence at least $1-\beta$. Furthermore, if $\mathbb{P} \in \mathcal{U}_{\text {data }}$, then
a $\hat{x}^{M C}$ feasible for (2.8) is also feasible for (2.1) since $\max _{\mathbb{Q} \in \mathcal{U}_{\text {data }}} V\left(\hat{x}^{M C}, \mathbb{Q}\right) \geq V\left(\hat{x}^{M C}, \mathbb{P}\right)$ and hence

$$
\begin{equation*}
\max _{\mathbb{Q} \in \mathcal{U}_{\text {data }}} V\left(\hat{x}^{M C}, \mathbb{Q}\right) \leq \epsilon \Longrightarrow V\left(\hat{x}^{M C}, \mathbb{P}\right) \leq \epsilon \tag{2.19}
\end{equation*}
$$

Thus, if we denote $\Xi=\left\{\xi_{1}, \ldots, \xi_{n}, \xi_{1}^{M C}, \ldots, \xi_{N}^{M C}\right\}$ to be entire sequence consisting of real data and the generated Monte Carlo samples, it then follows that

$$
\begin{equation*}
\left\{\Xi: V\left(\hat{x}^{M C}, \mathbb{P}\right)>\epsilon\right\} \subseteq\left\{\Xi: \mathbb{P} \notin \mathcal{U}_{\text {data }}\right\} \cup\left\{\Xi: V\left(\hat{x}^{M C}, \mathbb{P}_{0}\right)>\delta_{\epsilon}\right\} . \tag{2.20}
\end{equation*}
$$

It now follows by (2.16) and (2.17) that $\hat{x}^{M C}$ is feasible for (2.1) with probability at least $1-\alpha-$ $\beta$.

Theorem 2.2.1 can be cast in terms of asymptotic instead of finite-sample guarantees by following the same line of arguments. We summarize it as the following corollary.

Corollary 2.2.1.1. In Theorem 2.2.1, if the condition $\mathbb{P}_{\text {data }}\left(\mathbb{P} \in \mathcal{U}_{\text {data }}\right) \geq 1-\alpha$ is substituted by the asymptotic condition

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \mathbb{P}_{\text {data }}\left(\mathbb{P} \in \mathcal{U}_{\text {data }}\right) \geq 1-\alpha \tag{2.21}
\end{equation*}
$$

then the feasibility of $\hat{x}^{M C}$ in the last conclusion of Theorem 2.2.1 holds with confidence asymptotically tending to at least $1-\alpha-\beta$.

To summarize, in the presence of data insufficiency, if we choose $\mathcal{U}_{\text {data }}$ to satisfy the confidence property (2.7), and are able to evaluate the bounding function $M\left(\mathbb{P}_{0}, \mathcal{U}_{\text {data }}, \delta\right)$ that translates the violation probability under $\mathbb{P}_{0}$ to a worst-case violation probability over $\mathcal{U}_{\text {data }}$, then we can run SO with $N_{\text {exact }}\left(\delta_{\epsilon}, \beta, d\right)$ Monte Carlo samples from $\mathbb{P}_{0}$ to obtain a solution for (2.1) with confidence $1-\alpha-\beta$.

We also note that the above scheme still holds if the $N_{\text {exact }}(\epsilon, \beta, d)$ in (2.11) is replaced by the sample size requirements of other variants of SO (e.g., FAST [28]) that are potentially smaller. This works as long as we stay with the same SO-based procedure in using the Monte Carlo samples. For
clarity, throughout most of our exposition we will focus on the sample size requirement depicted in (2.11), but we will discuss other variants in our implementation and numerical sections.

Finally, let us take a step back and justify why we use SO to tackle (2.8), as opposed to other potential means. Indeed, as pointed out in the introduction, there exist many good results on tractable reformulations of DRO. As will be discussed in detail in the next subsection, in the present context we will choose an uncertainty set that can leverage parametric information efficiently. Sets based on the neighborhoods of distributions measured by $\phi$-divergences are particularly attractive choices, as they can be calibrated easily (both the ball center and the size) in a way that efficiently uses parametric information. The dependence on the parameter dimension in particular is reflected in the degree of freedom in the $\chi^{2}$-distribution used in the calibrating the ball size, which shrinks to zero at a canonical rate as the data size increases. Other sets, such as moment-based ones, though possibly amenable to tight tractable reformulations, do not enjoy these statistical properties in the parametric context. Thus, in view of tackling $\phi$-divergence-based DRO, SO appears to be a natural choice, and we have set up a framework to utilize it under conditions at the same level of generality as required for the unambiguous counterpart. Sections 2.3 and 2.4 will study this framework in further depth and enhance its efficiency. We caution, however, that the conservativeness in our proposed uncertainty set (which affects the optimality of the obtained solution) relies on the dimensionality of the distributional parameters. Our approach is expected to work well when this dimension is moderate, but not in high-dimensional problems where other approaches could be better choices.

### 2.2.3 Constructing Uncertainty Sets

In this section we discuss the construction of the uncertainty set $\mathcal{U}_{\text {data }}$, using the $\phi$-divergence approach [47]. We assume the true distribution $\mathbb{P}$ of $\xi$ lies in a parametric family. We denote the true parameter as $\theta_{\text {true }}$. To highlight the parametric dependence, we call the true distribution $\mathbb{P}_{\theta_{\text {true }}} \in \mathcal{P}_{\text {para }}=\left\{\mathbb{P}_{\theta}\right\}_{\theta \in \Theta \subset \mathbb{R}^{D}}$ indexed by $\theta$, where $D$ is the dimension of parameter space. Given
data $\xi_{1}, \xi_{2}, \ldots, \xi_{n}$, we want to construct an uncertainty set $\mathcal{U}_{\text {data }}$ satisfying

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbb{P}_{\text {data }}\left(\mathbb{P}_{\theta_{\text {true }}} \in \mathcal{U}_{\text {data }}\right)=1-\alpha \tag{2.22}
\end{equation*}
$$

so that Corollary 2.2.1.1 applies. To do so, we first estimate $\theta_{\text {true }}$ from the data. There are various approaches to do so; here we apply the common maximum likelihood estimator (MLE) $\hat{\theta}_{n}$, and set $\mathcal{U}_{\text {data }}$ to be

$$
\begin{equation*}
\mathcal{U}_{\text {data }}=\left\{\mathbb{Q} \in \mathcal{P}_{\text {para }}: d_{\phi}\left(\mathbb{P}_{\hat{\theta}_{n}}, \mathbb{Q}\right) \leq \frac{\phi^{\prime \prime}(1) \chi_{1-\alpha, D}^{2}}{2 n}\right\} \tag{2.23}
\end{equation*}
$$

where $\chi_{1-\alpha, D}^{2}$ is the $1-\alpha$ quantile of $\chi_{D}^{2}$, the $\chi^{2}$-distribution with degree of freedom $D$, and $d_{\phi}(\cdot, \cdot)$ is the $\phi$-divergence between two probability measures, i.e., given a convex function $\phi: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$, with $\phi(1)=0$, a distance between two probability measures $\mathbb{P}_{1}$ and $\mathbb{P}_{2}$ defined as

$$
\begin{equation*}
d_{\phi}\left(\mathbb{P}_{1}, \mathbb{P}_{2}\right)=\int_{y} \phi\left(\frac{d \mathbb{P}_{2}}{d \mathbb{P}_{1}}\right) \mathbb{P}_{1}(d y) \tag{2.24}
\end{equation*}
$$

assuming $\mathbb{P}_{2}$ is absolutely continuous with respect to $\mathbb{P}_{1}$ with Radon-Nikodym derivative $\frac{d \mathbb{P}_{2}}{d \mathbb{P}_{1}}$ on $\mathcal{Y}$. Moreover, we assume that $\phi$ is twice continuously differentiable with $\phi^{\prime \prime}(1) \neq 0$, and if necessary set the continuation of $\phi$ to $\mathbb{R}_{-}$as $\phi(x)=+\infty$ for $x<0$. In (2.23), we call the center $\mathbb{P}_{\hat{\theta}_{n}}$ of the divergence ball, the baseline distribution.

To guarantee desirable asymptotic properties of our uncertainty set, we make the following assumption:

Assumption 1. Let $\theta_{\text {true }} \in \Theta$ be the true parameter and let $\hat{\theta}_{n}$ be the MLE of $\theta_{\text {true }}$ estimated from $n$ i.i.d. data points. Then, as $n \rightarrow \infty, \hat{\theta}_{n}$ satisfies consistency and asymptotic normality condition:

$$
\begin{equation*}
\hat{\theta}_{n} \xrightarrow{\mathbb{P}} \theta_{\text {true }} \quad \text { and } \quad \sqrt{n}\left(\hat{\theta}_{n}-\theta_{\text {true }}\right) \xrightarrow{\mathcal{D}} \mathcal{N}\left(0, \mathcal{I}^{-1}\left(\theta_{\text {true }}\right)\right), \tag{2.25}
\end{equation*}
$$

where $\mathcal{I}(\theta)$ is the Fisher information for the parametric family $\mathcal{P}_{\text {para }}$ with well-defined inverse that is continuous in the domain $\theta \in \Theta$.

Assumption 1 of MLE estimator is known to hold under various regularity conditions [69, 70]. We list a set of such conditions in supplementary section 2.8.

Under Assumption 1, it can be shown $[71,69]$ that $\mathcal{U}_{\text {data }}$ in (2.23) satisfies the confidence guarantee (2.22). Furthermore, since we can identify each $\mathbb{P}_{\theta}$ in $\mathcal{P}_{\text {data }}$ with $\theta$, we can equivalently view $\mathcal{U}_{\text {data }}$ as a subset of $\theta \in \Theta$, and write it as

$$
\begin{equation*}
\mathcal{U}_{\text {data }} \triangleq\left\{\theta \in \Theta: d_{\phi}\left(\mathbb{P}_{\hat{\theta}}, \mathbb{P}_{\theta}\right) \leq \frac{\phi^{\prime \prime}(1) \chi_{1-\alpha, D}^{2}}{2 n}\right\} \tag{2.26}
\end{equation*}
$$

For convenience, we shall use the two definitions of $\mathcal{U}_{\text {data }}$ interchangeably depending on the context. It is also known that the asymptotic confidence properties of (2.23) or (2.26) are the same among different choices within the $\phi$-divergence class. These can be seen via a second order expansion of the $\phi$-divergences. Moreover, they are asymptotically equivalent to

$$
\begin{equation*}
\left\{\theta \in \Theta:\left(\theta-\hat{\theta}_{n}\right)^{T} \mathcal{I}\left(\hat{\theta}_{n}\right)\left(\theta-\hat{\theta}_{n}\right) \leq \frac{\chi_{1-\alpha, D}^{2}}{n}\right\}, \tag{2.27}
\end{equation*}
$$

where $\mathcal{I}\left(\hat{\theta}_{n}\right)$ is the estimated Fisher information, under the regularity conditions above [71, 72, 69]. In other words, under Assumption 1, both (2.26) and (2.27) satisfy

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbb{P}_{\text {data }}\left(\theta_{\text {true }} \in \mathcal{U}_{\text {data }}\right)=1-\alpha \tag{2.28}
\end{equation*}
$$

Note that the convergence rate of (2.22) or (2.28) depends on the higher-order properties of the parametric model, which in turn can depend on the parameter dimension. Different from the sample size requirements in SO, this convergence rate is a consequence of MLE properties. Some details on finite-sample behaviors of MLE can be found in [73].

The $\mathcal{U}_{\text {data }}$ discussed above is a set over the parametric class of distributions (or parameter values). Considering tractability, DRO over nonparametric space could be easier to handle than parametric, which suggests a relaxation of the parametric constraint to estimate the bounding function M. This also raises the question of whether one can possibly contain $\mathcal{U}_{\text {data }}$ in a nonparametric
ball with a shrunk radius and subsequently obtain a better $M$. These would be the main topics of Sections 2.3 and 2.4.

### 2.3 Bounding Functions and Generating Distributions

Given the uncertainty set $\mathcal{U}_{\text {data }}$ in (2.26), we turn to the choice of the generating measure $\mathbb{P}_{0}$ and the bounding function $M\left(\mathbb{P}_{0}, \mathcal{U}_{\text {data }}, \delta\right)$ which, as we recall, is the optimal value of optimization problem (2.13). In the discussed parametric setup, the latter becomes

$$
\begin{array}{cl}
\max _{\theta \in \mathcal{U} \text { data }, A \subset \mathcal{y}} & \mathbb{P}_{\theta}(A)  \tag{2.29}\\
\text { s.t. } & \mathbb{P}_{0}(A) \leq \delta .
\end{array}
$$

From Theorem 2.2.1 and the fact that $M\left(\mathbb{P}_{0}, \mathcal{U}_{\text {data }}, \delta\right)$ is non-decreasing in $\delta$, we want to choose $\mathbb{P}_{0}$ that minimizes $M\left(\mathbb{P}_{0}, \mathcal{U}_{\text {data }}, \delta\right)$ so that we can take the maximum $\delta_{\epsilon}$ and subsequently achieve overall confident feasibility with the least Monte Carlo sample size. Note that $M\left(\mathbb{P}_{0}, \mathcal{U}_{\text {data }}, \delta\right)$ is a multi-input function depending on both $\mathbb{P}_{0}$ and $\delta$, and so a priori it is not clear that a uniform minimizer $\mathbb{P}_{0}$ can exist across all values of $\delta$ so that the described task is well-defined. It turns out that this is possible in some cases, which we shall investigate in detail. In the following, we discuss results along this line at three levels: The unambiguous case, namely when $\mathcal{U}_{\text {data }}$ in (2.29) is a singleton (Section 2.3.1), the case where $\mathcal{U}_{\text {data }}$ is nonparametric (Section 2.3.2), and the case where $\mathcal{U}_{\text {data }}$ is parametric (Section 2.3.3). The first two cases pave the way to the last one, which is most important to our development and also motivates Section 2.4. With these results in hand, we also discuss the possibility of using other statistical distances in our framework in Section 2.3.4.

### 2.3.1 Neyman-Pearson Connections and A Least Powerful Null Hypothesis

We first consider, for a given $\theta_{1} \in \mathcal{U}_{\text {data }}$, the optimization problem

$$
\begin{array}{ll}
\max _{A \subset \mathcal{Y}} & \mathbb{P}_{\theta_{1}}(A)  \tag{2.30}\\
\text { s.t. } & \mathbb{P}_{0}(A) \leq \delta .
\end{array}
$$

This problem can be viewed as choosing a most powerful decision rule in a statistical hypothesis test. More precisely, one can think of $A$ as a rejection region for a simple test with null hypothesis $\mathbb{P}_{0}$ and alternate hypothesis $\mathbb{P}_{\theta_{1}}$. Subject to a tolerance of $\delta$ Type-I error, optimization problem (2.30) looks for a decision rule that maximizes the power of the test. By the Neyman-Pearson lemma [60], under mild regularity conditions on the parametric family, the optimal set $A_{0, \theta_{1}, \delta}^{\star}$ of (2.30) takes the form

$$
\begin{equation*}
A_{0, \theta_{1}, \delta}^{\star}=\left\{\xi \in \mathcal{Y}: \frac{d \mathbb{P}_{\theta_{1}}}{d \mathbb{P}_{0}}(\xi)>K_{0, \theta_{1}, \delta}^{\star}\right\} \tag{2.31}
\end{equation*}
$$

with $K_{0, \theta_{1}, \delta}^{\star}$ chosen so that $\mathbb{P}_{0}\left(A_{0, \theta_{1}, \delta}^{\star}\right)=\delta$. Also, then, the optimal value of (2.30) is $\mathbb{P}_{\theta_{1}}\left(A_{0, \theta_{1}, \delta}^{\star}\right)$. Generalizing the above analysis to all $\theta \in \mathcal{U}_{\text {data }}$, we conclude that

$$
\begin{equation*}
M\left(\mathbb{P}_{0}, \mathcal{U}_{\text {data }}, \delta\right)=\sup _{\theta \in \mathcal{U}_{\text {data }}} \mathbb{P}_{\theta}\left(A_{0, \theta, \delta}^{\star}\right), \tag{2.32}
\end{equation*}
$$

is the optimal value of (2.29). These observations will be useful for deriving our subsequent results.
Our goal is to choose $\mathbb{P}_{0}$ to minimize (2.32). To start our analysis, let us first consider the extreme case where the uncertainty set $\mathcal{U}_{\text {data }}$ consists of only one point $\mathbb{Q}$. In this case, we look for $\mathbb{P}_{0}$ that minimizes $M\left(\mathbb{P}_{0},\{\mathbb{Q}\}, \delta\right)$, the optimal value of

$$
\begin{array}{ll}
\max _{A \subset \mathcal{Y}} & \mathbb{Q}(A)  \tag{2.33}\\
\text { s.t. } & \mathbb{P}_{0}(A) \leq \delta .
\end{array}
$$

That is, for a given measure $\mathbb{Q}$, we seek for the maximum discrepancy between $\mathbb{Q}$ and $\mathbb{P}_{0}$ over all $\mathbb{P}_{0}$-measure sets that have $\delta$ or less content. This is similar to minimizing the total variation
distance between $\mathbb{Q}$ and $\mathbb{P}_{0}$, and hints that the optimal choice of $\mathbb{P}_{0}$ is $\mathbb{Q}$. The following theorem, utilizing the Neyman-Pearson lemma depicted above, confirms this intuition. We remark that the assumptions of the theorem can be relaxed by using more general versions of the lemma, but the presented version suffices for most purposes and also the subsequent examples we will give.

Theorem 2.3.1. Given a measure $\mathbb{Q}$ with continuous density on $\mathcal{X}$, among all $\mathbb{P}_{0}$ such that $\frac{d \mathbb{Q}}{d \mathbb{P}_{0}}$ exists and is continuous and positive almost surely, the minimum $M\left(\mathbb{P}_{0},\{\mathbb{Q}\}, \delta\right)$ is obtained by choosing $\mathbb{P}_{0}=\mathbb{Q}$, giving $M\left(\mathbb{P}_{0},\{\mathbb{Q}\}, \delta\right)=\delta$.

Proof. Under the assumptions, by the Neyman-Pearson lemma, for a fixed measure $\mathbb{P}_{0}$, the set achieving the optimal value of (2.33) takes the form $A^{\star}=\left\{\xi \in \mathcal{Y}: \frac{d \mathbb{Q}}{d \mathbb{P}_{0}}(\xi)>K^{\star}\right\}$ for some $K^{\star} \geq 0$ with $\mathbb{P}_{0}\left(A^{\star}\right)=\delta$. It then follows that

$$
M\left(\mathbb{P}_{0},\{\mathbb{Q}\}, \delta\right)-\delta=\mathbb{Q}\left(A^{\star}\right)-\mathbb{P}_{0}\left(A^{\star}\right)=\int_{\frac{d \mathbb{Q}}{d \mathbb{P}_{0}}(\xi)>K^{\star}}\left(\frac{d \mathbb{Q}}{d \mathbb{P}_{0}}-1\right) d \mathbb{P}_{0}(\xi) .
$$

Under the absolute continuity assumption, we define

$$
g(K)=\int_{\frac{d \mathbb{Q}}{d \mathbb{P}_{0}}(\xi)>K}\left(\frac{d \mathbb{Q}}{d \mathbb{P}_{0}}-1\right) d \mathbb{P}_{0}(\xi),
$$

which can be seen to be a non-increasing function for $K \geq 1$ and a non-decreasing function for $K \leq 1$. To see this, take $K_{1} \geq K_{2}$, and we have

$$
g\left(K_{2}\right)=g\left(K_{1}\right)+\int_{K_{1} \geq \frac{d \mathbb{Q}}{d \mathbb{P}_{0}}(\xi)>K_{2}}\left(\frac{d \mathbb{Q}}{d \mathbb{P}_{0}}-1\right) d \mathbb{P}_{0}(\xi)
$$

Thus, when $K_{1} \geq K_{2} \geq 1$, we have $g\left(K_{2}\right) \geq g\left(K_{1}\right)$ because

$$
\int_{K_{1} \geq \frac{d \mathbb{Q}}{d \mathbb{P}_{0}}(\xi)>K_{2}}\left(\frac{d \mathbb{Q}}{d \mathbb{P}_{0}}-1\right) d \mathbb{P}_{0}(\xi) \geq\left(K_{2}-1\right) \mathbb{P}_{0}\left(K_{1} \geq \frac{d \mathbb{Q}}{d \mathbb{P}_{0}}(\xi)>K_{2}\right) \geq 0
$$

while when $1 \geq K_{1} \geq K_{2}$, we have $g\left(K_{2}\right) \leq g\left(K_{1}\right)$ because

$$
\int_{K_{1} \geq \frac{d \mathbb{Q}}{d \mathbb{P}_{0}}(\xi)>K_{2}}\left(\frac{d \mathbb{Q}}{d \mathbb{P}_{0}}-1\right) d \mathbb{P}_{0}(\xi) \leq\left(K_{1}-1\right) \mathbb{P}_{0}\left(K_{1} \geq \frac{d \mathbb{Q}}{d \mathbb{P}_{0}}(\xi)>K_{2}\right) \leq 0 .
$$

Then, to identify the minimum of $g(K)$, we either decrease $K$ from 1 to 0 which gives

$$
\begin{equation*}
\liminf _{K \rightarrow 0} g(K)=\int\left(\frac{d \mathbb{Q}}{d \mathbb{P}_{0}}-1\right) d \mathbb{P}_{0}(\xi)=0 \tag{2.34}
\end{equation*}
$$

by using the dominated convergence theorem (e.g., by considering the set $\left\{1>d \mathbb{Q} / d \mathbb{P}_{0}(\xi)>K\right\}$ ) or we increase $K$ from 1 to $\infty$ which gives

$$
\begin{equation*}
\liminf _{K \rightarrow \infty} g(K) \geq 0 \tag{2.35}
\end{equation*}
$$

by Fatou's lemma. Observations (2.34) and (2.35) suggest that $g(K) \geq 0$ for all $K \geq 0$ and imply that $g\left(K^{\star}\right) \geq 0$. Thus, we must have $M\left(\mathbb{P}_{0},\{\mathbb{Q}\}, \delta\right) \geq \delta$. Note that this holds for any $\mathbb{P}_{0}$. Now, since choosing $\mathbb{P}_{0}=\mathbb{Q}$ gives $M(\mathbb{Q},\{\mathbb{Q}\}, \delta)=\delta$, an optimal choice of $\mathbb{P}_{0}$ is $\mathbb{Q}$.

Theorem 2.3.1 shows that under mild regularity conditions, in terms of choosing the generating distribution $\mathbb{P}_{0}$ and minimizing $M\left(\mathbb{P}_{0},\{\mathbb{Q}\}, \delta\right)$, we cannot do better than simply choosing $\mathbb{Q}$ itself. This means that if we had known the true distribution was $\mathbb{Q}$, and without additional knowledge of the event of interest, the safest choice (in the minimax sense) for sampling would be $\mathbb{Q}$, a quite intuitive result. In the language of hypothesis testing, given the simple alternate hypothesis $\mathbb{Q}$, the null hypothesis $\mathbb{P}_{0}$ that provides the least power for the test, i.e., makes it most difficult to distinguish between the two hypotheses, is $\mathbb{Q}$.

### 2.3.2 Nonparametric DRO

Building on the discussion in Section 2.3.1, we now consider the choice of generating distribution $\mathbb{P}_{0}$ to minimize the bounding function obtained from (2.29). Before so, we first discuss the
nonparametric case, where the analog of (2.29) is in the form:

$$
\begin{array}{rl}
\max _{d_{\phi}\left(\mathbb{P}_{\boldsymbol{\theta}}, \mathbb{Q}\right) \leq \lambda, A \subset y} & \mathbb{Q}(A)  \tag{2.36}\\
\text { s.t. } & \mathbb{P}_{0}(A) \leq \delta .
\end{array}
$$

for some ball radius $\lambda>0$, where the decision variables are $\mathbb{Q}$ in the space of all distributions absolutely continuous with respect to $\mathbb{P}_{\hat{\theta}}$, and $A$.

We show that the above setting can be effectively reduced to the unambiguous case, i.e., when $\mathbb{Q}$ lies in a singleton discussed in Section 2.3.1. This comes from an established equivalence between a distributionally robust chance constraint and an unambiguous chance constraint evaluated by the center of the divergence ball, when the event $A$ is fixed [41, 39]. In particular, suppose the stochasticity space is $\boldsymbol{y}=\mathbb{R}^{k}$, and $\mathbb{P}_{\hat{\theta}}$ admits a density $p_{\hat{\theta}}$. Theorem 1 in [39] shows that for any A,

$$
\begin{equation*}
\max _{d_{\phi}\left(\mathbb{P}_{\hat{\theta}}, \mathbb{Q}\right) \leq \lambda} \mathbb{Q}(A) \leq \epsilon \Longleftrightarrow \mathbb{P}_{\hat{\theta}}(A) \leq \epsilon^{\prime}, \tag{2.37}
\end{equation*}
$$

where $\epsilon^{\prime}=\epsilon^{\prime}(\epsilon, \lambda, \phi)>0$ can be explicitly determined by $\epsilon, \lambda$ and $\phi$ as

$$
\begin{equation*}
\epsilon^{\prime}(\epsilon, \lambda, \phi)=\max \left\{1-\inf _{\substack{z>0, z+\pi z \leq \ell_{\phi} \\ \underline{m}\left(\phi^{*}\right) \leq z_{0}+z \leq \bar{m}\left(\phi^{*}\right)}}\left\{\frac{\phi^{*}\left(z_{0}+z\right)-z_{0}-\epsilon z+\lambda}{\phi^{*}\left(z_{0}+z\right)-\phi^{*}\left(z_{0}\right)}\right\}, 0\right\} \tag{2.38}
\end{equation*}
$$

with $\phi^{*}(t)=\sup _{x}\{t x-g(x)\}$ being the conjugate function of $\phi$ and $\underline{m}\left(\phi^{*}\right)=\sup \{m \in \mathbb{R}$ : $\phi^{*}$ is a finite constant on $\left.(-\infty, m]\right\}, \bar{m}\left(\phi^{*}\right)=\inf \left\{m \in \mathbb{R}: \phi^{*}(m)=+\infty\right\}, \ell_{\phi}=\lim _{x \rightarrow+\infty} \phi(x) / x$, and $\pi=-\infty$ if $\operatorname{Leb}\left\{\left[p_{\hat{\theta}}=0\right]\right\}=0,0$ if $\operatorname{Leb}\left\{\left[p_{\hat{\theta}}=0\right]\right\}>0$ and $\operatorname{Leb}\left\{\left[p_{\hat{\theta}}=0\right] \backslash A\right\}=0$, and 1 otherwise, where $\operatorname{Leb}\{\cdot\}$ is the Lebesgue measure on $\mathbb{R}^{k}$.

The above equivalence can be used to obtain the following result.
Theorem 2.3.2. Suppose $\mathcal{Y}=\mathbb{R}^{k}$ and $\mathbb{P}_{\hat{\theta}}$ admits a density. Among all $\mathbb{P}_{0}$ such that $\frac{d \mathbb{P}_{\hat{\theta}}}{d \mathbb{P}_{0}}$ exists and is continuous, positive almost surely, an optimal choice of $\mathbb{P}_{0}$ that minimizes $M\left(\mathbb{P}_{0},\left\{\mathbb{Q}: d_{\phi}\left(\mathbb{P}_{\hat{\theta}}, \mathbb{Q}\right) \leq\right.\right.$
$\lambda\}, \delta)$, namely the optimal value of (2.36), is the center of the $\phi$-divergence ball $\mathbb{P}_{\hat{\theta}}$. Moreover, this gives $M\left(\mathbb{P}_{0},\left\{\mathbb{Q}: d_{\phi}\left(\mathbb{P}_{\hat{\theta}}, \mathbb{Q}\right) \leq \lambda\right\}, \delta\right)=\epsilon^{\prime(-1)}(\delta, \lambda, \phi)$, where $\epsilon^{(-1)}(\cdot, \lambda, \phi)$ is the inverse of the function $\epsilon^{\prime}=\epsilon^{\prime}(\epsilon, \lambda, \phi)$ defined in (2.38) with respect to $\epsilon$, given by

$$
\begin{equation*}
\epsilon^{\prime(-1)}(x, \lambda, \phi) \triangleq \min \left\{\epsilon \geq 0: \epsilon^{\prime}(\epsilon, \lambda, \phi) \geq x\right\} \tag{2.39}
\end{equation*}
$$

Proof. From Theorem 1 in [39], we know that, for any $A \subset \mathcal{Y}$ and $0 \leq \epsilon \leq 1$, (2.37) holds. We can rewrite the optimal value of problem (2.36) in the form:

$$
\begin{array}{ll}
\min _{\epsilon \geq 0} & \epsilon  \tag{2.40}\\
\text { s.t. } & \max _{d_{\phi}\left(\mathbb{P}_{\hat{\theta}}, \mathbb{Q}\right) \leq \lambda} \mathbb{Q}(A) \leq \epsilon \text { for all } A \subset \mathcal{Y} \text { such that } \mathbb{P}_{0}(A) \leq \delta,
\end{array}
$$

which, according to (2.37), has the same optimal value as

$$
\begin{array}{ll}
\min _{\epsilon \geq 0} & \epsilon  \tag{2.41}\\
\text { s.t. } & \mathbb{P}_{\hat{\theta}}(A) \leq \epsilon^{\prime} \text { for all } A \subset \mathcal{Y} \text { such that } \mathbb{P}_{0}(A) \leq \delta
\end{array}
$$

Since, fixing $\phi$ and $\lambda, \epsilon^{\prime}$ is a non-decreasing function of $\epsilon$, we see that minimizing $\epsilon$ is equivalent to minimizing $\epsilon^{\prime}$. Denoting $v^{\star}$ as the optimal value of the optimization problem

$$
\begin{array}{ll}
\max _{A \subset \mathcal{Y}} & \mathbb{P}_{\hat{\theta}}(A)  \tag{2.42}\\
\text { s.t. } & \mathbb{P}_{0}(A) \leq \delta,
\end{array}
$$

then the optimal value of $(2.41)$ is $\epsilon^{\prime(-1)}\left(v^{*}, \lambda, \phi\right)$. Moreover, this is achievable by setting $\mathbb{P}_{0}=\mathbb{P}_{\hat{\theta}}$ that gives the optimal value $v^{*}=\delta$ to (2.42) by Theorem 2.3.1.

An implication of Theorem 2.3.2 is that, by noting that a parametric divergence ball lies inside a corresponding nonparametric ball, we can compute a bound for $M$ to obtain a required Monte Carlo
size, drawn from the baseline $\mathbb{P}_{\hat{\theta}}$, to get a feasible solution for the distributionally robust CCP (2.8) and subsequently the $\mathrm{CCP}(2.1)$. More precisely, recall the bounding function $M\left(\mathbb{P}_{0}, \mathcal{U}_{\text {data }}, \delta\right)=$ $M\left(\mathbb{P}_{0},\left\{\mathbb{Q}: d_{\phi}\left(\mathbb{P}_{\hat{\theta}}, \mathbb{Q}\right) \leq \lambda, \mathbb{Q} \in \mathcal{P}_{\text {para }}\right\}, \delta\right)$ with $\lambda=\phi^{\prime \prime}(1) \chi_{1-\alpha, D}^{2} /(2 n)$, given by (2.29), as the optimal value of

$$
\begin{array}{cl}
\max _{d_{\phi}\left(\mathbb{P}_{\hat{\theta}}, \mathbb{Q}\right) \leq \lambda, \mathbb{Q} \in \mathcal{P}_{\text {para }, A \subset y}} & \mathbb{Q}(A)  \tag{2.43}\\
\text { s.t. } & \mathbb{P}_{0}(A) \leq \delta .
\end{array}
$$

We have:
Corollary 2.3.2.1. Given a data size $n$, suppose $\mathcal{Y}=\mathbb{R}^{k}$ and $\mathbb{P}_{\hat{\theta}}$ admits a density, where $\hat{\theta}$ is the MLE under Assumption 1. If we choose $\delta_{\epsilon}=\epsilon^{\prime}\left(\epsilon, \phi^{\prime \prime}(1) \chi_{1-\alpha, D}^{2} /(2 n), \phi\right)$ and draw $N_{\text {exact }}\left(\delta_{\epsilon}, \beta, d\right)$ Monte Carlo samples from the generating distribution $\mathbb{P}_{\hat{\theta}}$ to construct the sampled problem (2.10), then the obtained solution will be feasible for (2.1) with asymptotic confidence level at least 1 -$\alpha-\beta$.

Proof. Note that a parametric divergence ball lies inside a corresponding nonparametric ball in the sense that

$$
\left\{\mathbb{Q}: d_{\phi}\left(\mathbb{P}_{\hat{\theta}}, \mathbb{Q}\right) \leq \lambda, \mathbb{Q} \in \mathcal{P}_{\text {para }}\right\} \subseteq\left\{\mathbb{Q}: d_{\phi}\left(\mathbb{P}_{\hat{\theta}}, \mathbb{Q}\right) \leq \lambda\right\}
$$

Thus, by the definition of $M$, we have

$$
M\left(\mathbb{P}_{0},\left\{\mathbb{Q}: d_{\phi}\left(\mathbb{P}_{\hat{\theta}}, \mathbb{Q}\right) \leq \lambda, \mathbb{Q} \in \mathcal{P}_{\text {para }}\right\}, \delta\right) \leq M\left(\mathbb{P}_{0},\left\{\mathbb{Q}: d_{\phi}\left(\mathbb{P}_{\hat{\theta}}, \mathbb{Q}\right) \leq \lambda\right\}, \delta\right)
$$

In particular,

$$
M\left(\mathbb{P}_{\hat{\theta}},\left\{\mathbb{Q}: d_{\phi}\left(\mathbb{P}_{\hat{\theta}}, \mathbb{Q}\right) \leq \lambda, \mathbb{Q} \in \mathcal{P}_{\text {para }}\right\}, \delta\right) \leq M\left(\mathbb{P}_{\hat{\theta}},\left\{\mathbb{Q}: d_{\phi}\left(\mathbb{P}_{\hat{\theta}}, \mathbb{Q}\right) \leq \lambda\right\}, \delta\right)=\epsilon^{\prime-1}(\delta, \lambda, \phi)
$$

where the equality follows from Theorem 2.3.2. Thus, if we choose $\delta_{\epsilon}$ such that $\epsilon^{\prime-1}\left(\delta_{\epsilon}, \lambda, \phi\right) \leq$ $\epsilon$, or $\delta_{\epsilon}=\epsilon^{\prime}(\epsilon, \lambda, \phi)$, where $\lambda=\phi^{\prime \prime}(1) \chi_{1-\alpha, D}^{2} /(2 n)$ as presented in (2.23), and the generating distribution as $\mathbb{P}_{\hat{\theta}}$, then Corollary 2.2.1.1 guarantees that running SO on $N_{\text {exact }}\left(\delta_{\epsilon}, \beta, d\right)$ Monte Carlo samples gives a feasible solution for (2.1) with confidence asymptotically at least $1-\alpha-$

Corollary 2.3.2.1 thus provides an implementable procedure to handle (2.1) through (2.8).

### 2.3.3 Parametric DRO

Next we discuss further the choice of generating distributions in parametric DRO beyond $\mathbb{P}_{\hat{\theta}}$. While the ball center $\mathbb{P}_{\hat{\theta}}$ is a valid choice, the equivalence relation (2.37) does not apply when the divergence ball is in a parametric class, and the optimal choice of the generating distribution may no longer be $\mathbb{P}_{\hat{\theta}}$, as shown in the next result.

Theorem 2.3.3. In terms of selecting a generating distribution $\mathbb{P}_{0}$ to minimize $M\left(\mathbb{P}_{0},\left\{\mathbb{Q}: d_{\phi}\left(\mathbb{P}_{\hat{\theta}}, \mathbb{Q}\right) \leq\right.\right.$ $\left.\left.\lambda, \mathbb{Q} \in \mathcal{P}_{\text {para }}\right\}, \delta\right)$, the optimal value of (2.43), the choice $\mathbb{P}_{\hat{\theta}}$ can be strictly dominated by other distributions.

Intuitively, Theorem 2.3.3 arises because the extreme distribution that achieves the equivalence relation (2.37) may not be in the considered parametric family. It implies more flexibility in choosing the generating measure $\mathbb{P}_{0}$, in the sense of requiring less Monte Carlo samples than using $\mathbb{P}_{\hat{\theta}}$.

From the standpoint of hypothesis testing in Section 2.3.1, the imposed minimax problem (2.43) in searching for the best $\mathbb{P}_{0}$ can be viewed as finding a simple null hypothesis that is uniformly least powerful across the uncertainty set. This question is related and appears more general than finding the least favorable or powerful prior in testing against composite null hypothesis [60]. In the latter context, given a set $\Theta_{1}$, one aims to find a distribution $\mu^{\star}\left(d \theta_{0}\right)$ such that $\Gamma\left(\mu^{\star}\right) \leq \Gamma(\mu)$ for all distributions $\mu\left(d \theta_{0}\right)$ on $\Theta_{0}$, where $\Gamma(\mu)$ is the optimal value of

$$
\begin{array}{ll}
\max _{\theta_{1} \in \Theta_{1}} & \mathbb{P}_{\theta_{1}}(A) \\
\text { s.t. } & \int_{\Theta_{0}} \mathbb{P}_{\theta_{0}}(A) \mu\left(d \theta_{0}\right) \leq \delta . \tag{2.44}
\end{array}
$$

The distribution $\mu\left(d \theta_{0}\right)$ is interpreted as a prior on a composite null hypothesis parametrized by $\theta_{0}$, and $\mu^{*}\left(d \theta_{0}\right)$ is the least favorable prior. The difference between (2.44) and our formulation (2.43) lies in the restriction to measures of the form $\mathbb{P}_{0}=\int_{\Theta_{0}} \mathbb{P}_{\theta_{0}} \mu\left(d \theta_{0}\right)$ for the former, leading
to a smaller search space than ours. This mixture-type $\mathbb{P}_{0}$ and the Bayesian connection will partly motivate our investigation in Section 2.4.

To prove Theorem 2.3.3, we present a counter example and also some related discussion.
Consider the uncertainty set $\mathcal{U}_{\text {data }}=\left\{\mathbb{P}_{\theta},:-1 \leq \theta \leq 1\right\}$ within Gaussian location family on $\mathbb{R}$ with $\mathbb{P}_{\theta}(d y)=\frac{1}{\sqrt{2 \pi}} e^{-\frac{(y-\theta)^{2}}{2}}$. This can be thought of, e.g., as an uncertainty set based on the $\chi^{2}$-distance, the latter defined between two probability measures $\mathbb{P}_{1}$ and $\mathbb{P}_{2}$ as

$$
\begin{equation*}
\chi^{2}\left(\mathbb{P}_{1}, \mathbb{P}_{2}\right)=\int_{y}\left(\frac{d \mathbb{P}_{2}}{d \mathbb{P}_{1}}-1\right)^{2} \mathbb{P}_{1}(d y) \tag{2.45}
\end{equation*}
$$

Note that the $\chi^{2}$-distance is in the family of $\phi$-divergences, by choosing $\phi=(x-1)^{2}$. We aim to find a generating distribution $\mathbb{P}_{0}$ to minimize $M\left(\mathbb{P},\left\{\mathbb{P}_{\theta}: \theta \in \mathcal{U}_{\text {data }}\right\}, \delta\right)$, the optimal value of

$$
\begin{array}{cl}
\max _{\theta \in \mathcal{U}_{\text {data }, A \subset \mathbb{R}}} & \mathbb{P}_{\theta}(A)  \tag{2.46}\\
\text { s.t. } & \mathbb{P}_{0}(A) \leq \delta .
\end{array}
$$

We consider several symmetric distributions as $\mathbb{P}_{0}$ (symmetry is reasonably conjectured as a good property since an imbalanced shift might increase the power for the alternative hypothesis on one side and the worst case overall). We list these symmetric distributions in increasing variability:

$$
\begin{align*}
& \mathbb{P}_{0}^{1}(d y)=\frac{1}{\sqrt{2 \pi}} e^{-\frac{y^{2}}{2}} \\
& \mathbb{P}_{0}^{2}(d y)=\frac{1}{\sqrt{2 \pi \cdot 2}} e^{-\frac{y^{2}}{2 \cdot 2}}  \tag{2.47}\\
& \mathbb{P}_{0}^{3}(d y)=\frac{1}{2 \sqrt{2 \pi}}\left(e^{-\frac{(y-1)^{2}}{2}}+e^{-\frac{(y+1)^{2}}{2}}\right) .
\end{align*}
$$

Given $0 \leq \theta \leq 1$, it can be shown by the Neyman-Pearson lemma that the rejection region $A^{\star}$ (i.e. the set giving the optimal value of (2.46) for a given $\theta$ ) for $\mathbb{P}_{0}^{1}$ has the form $\left\{y: y>c_{1}\right\}$, for $\mathbb{P}_{0}^{2}$ the form $\left\{y: y-2 \theta \leq c_{2}\right\}$ and for $\mathbb{P}_{0}^{3}$ the form $\left\{y: \frac{e^{\theta y}}{e^{y}+e^{-y}}>c_{3}\right\}$, for some $c_{1}, c_{2}$ and $c_{3}$. Let $\delta=0.05$
be the tolerance level, it can be shown through numerical verification that

$$
\begin{align*}
& M\left(\mathbb{P}_{0}^{1},\left\{\mathbb{P}_{\theta}: \theta \in \mathcal{U}_{\text {data }}\right\}, 0.05\right)=0.2595 \\
& M\left(\mathbb{P}_{0}^{2},\left\{\mathbb{P}_{\theta}: \theta \in \mathcal{U}_{\text {data }}\right\}, 0.05\right)=0.1160  \tag{2.48}\\
& M\left(\mathbb{P}_{0}^{3},\left\{\mathbb{P}_{\theta}: \theta \in \mathcal{U}_{\text {data }}\right\}, 0.05\right)=0.0995
\end{align*}
$$

Thus, the natural choice $\mathbb{P}_{\hat{\theta}}=\mathbb{P}_{0}^{1}$ based on relaxing to nonparametric DRO yields a bounding function $M(\cdot)$ that is outperformed by $\mathbb{P}_{0}^{2}$ or $\mathbb{P}_{0}^{3}$. Later in Section 2.4 we will see numerically how $\mathbb{P}_{0}^{2}$ and $\mathbb{P}_{0}^{3}$ can lead to a smaller sample size requirements.

Although Theorem 2.3.3 reveals room to search for the best generating distribution, the involved optimization, or even just finding an improved distribution over $\mathbb{P}_{\hat{\theta}}$, appears to be nontrivial. In particular, the maximization problem in (2.43) depends on the computation of $A^{\star}$ for each alternative of $\theta \in \mathcal{U}_{\text {data }}$. Section 2.4 discusses some approaches to search for improvements. We conclude the current section with some discussion on the choice of statistical distances used in the uncertainty set.

### 2.3.4 Choice of Statistical Distance

We have chosen to use $\phi$-divergence to construct our uncertainty set $\mathcal{U}_{\text {data }}$, and we have seen how this allows us to effectively translate sample size requirements from the data to Monte Carlo. Note that another common type of distance is the Wasserstein distance (e.g., [56, 57, 59]). If one can translate the violation probability under a generating distribution into the worst-case violation probability over a Wasserstein ball, then the same line of arguments in Section 2.2 applies to using SO on this DRO. Presuming that the size of a parametric Wasserstein-based confidence region can be properly calibrated from data, it is conceivable that the above can give rise to an alternate solution route. It is known (Theorem 3 in [57]), under suitable regularity conditions, that one can equate a Wasserstein-ambiguous probability $\sup _{d_{W}\left(\mathbb{Q}, \mathbb{P}_{\hat{\theta}}\right) \leq \lambda} \mathbb{Q}(\xi \in A)$, where $d_{W}$ denotes a Wasserstein distance of order 1 and cost function $c$, and $A$ is an event, to $\mathbb{P}_{\hat{\theta}}\left(c(\xi, A) \leq 1 / v^{*}\right)$ where $v^{*} \geq 0$ is a dual multiplier for the associated optimization problem, and $c(\xi, A)$ denotes the cost-induced
distance between a point $\xi$ and a set $A$. Thus, $M\left(\mathbb{P}_{0},\left\{\mathbb{Q}: d_{W}\left(\mathbb{P}_{\hat{\theta}}, \mathbb{Q}\right) \leq \lambda\right\}, \delta\right)$ can be written as

$$
\begin{array}{ll}
\max _{A \subset \mathcal{Y}} & \mathbb{P}_{\hat{\theta}}\left(c(\xi, A) \leq 1 / v^{*}\right)  \tag{2.49}\\
\text { s.t. } & \mathbb{P}_{0}(A) \leq \delta
\end{array}
$$

Compared to the evaluation of $M\left(\mathbb{P}_{0},\left\{\mathbb{Q}: d_{\phi}\left(\mathbb{P}_{\hat{\theta}}, \mathbb{Q}\right) \leq \lambda\right\}, \delta\right)$ in Theorem 2.3.2, the tightening of the tolerance level from $\epsilon$ to $\epsilon^{\prime}$ is now replaced by the set inflation from $A$ to the $\left(1 / v^{*}\right)$ neighborhood of $A$ given by $\left\{\xi: c(\xi, A) \leq 1 / v^{*}\right\}$. Note that, regardless of the distance used, one could reduce the conservativeness of our analysis by focusing on $A$ in the form $\left\{x \notin \mathcal{X}_{\xi}\right\}$, but this would require looking at the specific form of the safety set $\mathcal{X}_{\xi}$.

### 2.4 Improving Generating Distributions

This section discusses some approaches to search for better generating distributions beyond the baseline distribution in a divergence ball of DRO. Section 2.4.1 first states a general result to create better generating distributions. Section 2.4.2 then specializes to using a mixture distribution on $\theta$ to exploit this result. Sections 2.4.3 and 2.4.4 then provide two specific ways to construct these mixtures. Finally, Section 2.4.5 demonstrates some numerical comparisons in using these new mixing generating distributions and also simply using the baseline.

### 2.4.1 A Framework to Reduce Divergence Ball Size by Incorporating Parametric Information

The reason why the best choice of generating distribution $\mathbb{P}_{0}$ is not the baseline of the divergence ball, $\mathbb{P}_{\hat{\theta}}$, in minimizing $M\left(\mathbb{P}_{0},\left\{\mathbb{Q}: d_{\phi}\left(\mathbb{P}_{\hat{\theta}}, \mathbb{Q}\right) \leq \lambda, \mathbb{Q} \in \mathcal{P}_{\text {para }}\right\}, \delta\right)$ is that the equivalence relation (2.37) does not hold when $\mathbb{Q}$ is restricted to a parametric class. In some sense the reduction to the unambiguous chance constraint in the right hand side of (2.37) is over-conservative as it does not account for parametric information. Suppose we would still like to use the analytically tractable relation (2.37), but at the same time be less conservative. Then, one approach is to find a new baseline distribution, say $\tilde{\mathbb{P}}$, such that the parametrically restricted divergence ball
$\left\{\mathbb{Q}: d_{\phi}\left(\mathbb{P}_{\hat{\theta}}, \mathbb{Q}\right) \leq \lambda, \mathbb{Q} \in \mathcal{P}_{\text {para }}\right\}$ lies inside a new nonparametric divergence ball at the center $\tilde{\mathbb{P}}$, namely $\left\{\mathbb{Q}: d_{\phi}(\tilde{\mathbb{P}}, \mathbb{Q}) \leq \tilde{\lambda}\right\}$. If we can obtain a nonparametric ball size $\tilde{\lambda}$ such that $\tilde{\lambda}<\lambda$ and the set inclusion holds, then this new ball is also a valid uncertainty set, and, when simply setting the generating distribution as $\mathbb{P}_{0}=\tilde{\mathbb{P}}$ and applying Theorem 2.3.2, we have a smaller upper bound for $M\left(\mathbb{P}_{0},\left\{\mathbb{Q}: d_{\phi}\left(\mathbb{P}_{\hat{\theta}}, \mathbb{Q}\right) \leq \lambda, \mathbb{Q} \in \mathcal{P}_{\text {para }}\right\}, \delta\right)$ than $\epsilon^{\prime-1}(\delta, \lambda, \phi)$ obtained from using Theorem 2.3.2 directly with the parametric constraint relaxed.

To above mechanism can be executed as follows. Let $\mathcal{U}_{\text {data }}=\left\{\mathbb{Q}: d_{\phi}\left(\mathbb{P}_{\hat{\theta}}, \mathbb{Q}\right) \leq \lambda, \mathbb{Q} \in \mathcal{P}_{\text {para }}\right\}$. For any $\mathbb{P}_{0}$, let

$$
\begin{equation*}
\mathcal{D}_{\text {data }}\left(\mathbb{P}_{0}, \phi\right) \triangleq \sup _{\mathbb{Q} \in \mathcal{U}_{\text {data }}} d_{\phi}\left(\mathbb{P}_{0}, \mathbb{Q}\right) \tag{2.50}
\end{equation*}
$$

Then we clearly have

$$
\begin{equation*}
\mathcal{U}_{\text {data }} \subseteq\left\{\mathbb{Q}: d_{\phi}\left(\mathbb{P}_{0}, \mathbb{Q}\right) \leq \mathcal{D}_{\text {data }}\left(\mathbb{P}_{0}, \phi\right)\right\} \tag{2.51}
\end{equation*}
$$

since the right-hand-side set includes distributions outside of the parametric family as well.
Our goal is to find $\mathbb{P}_{0}$ to minimize $\mathcal{D}_{\text {data }}\left(\mathbb{P}_{0}, \phi\right)$ or any upper bound of $\mathcal{D}_{\text {data }}\left(\mathbb{P}_{0}, \phi\right)$ so that it is smaller than the ball size $\lambda$ appearing in the original parametric divergence ball $\mathcal{U}_{\text {data }}$. We state the implication of this as follows:

Theorem 2.4.1. Suppose $\mathcal{Y}=\mathbb{R}^{k}$ and $\mathbb{P}_{\hat{\theta}}$ admits a density. Consider the parametric divergence ball $\mathcal{U}_{\text {data }}=\left\{\mathbb{Q}: d_{\phi}\left(\mathbb{P}_{\hat{\theta}}, \mathbb{Q}\right) \leq \lambda, \mathbb{Q} \in \mathcal{P}_{\text {para }}\right\}$. Suppose we can find $\mathbb{P}_{0}$ such that $\mathcal{D}_{\text {data }}\left(\mathbb{P}_{0}, \phi\right)$ defined in $(2.50)$ satisfies $\mathcal{D}_{\text {data }}\left(\mathbb{P}_{0}, \phi\right)<\lambda$. Then we have

$$
\begin{align*}
\min _{\mathbb{P}_{1}} M\left(\mathbb{P}_{1},\left\{\mathbb{Q}: d_{\phi}\left(\mathbb{P}_{\hat{\theta}}, \mathbb{Q}\right) \leq \lambda, \mathbb{Q} \in \mathcal{P}_{\text {para }}\right\}, \delta\right) & \leq \min _{\mathbb{P}_{1}} M\left(\mathbb{P}_{1},\left\{\mathbb{Q}: d_{\phi}\left(\mathbb{P}_{\hat{\theta}}, \mathbb{Q}\right) \leq \mathcal{D}_{\text {data }}\left(\mathbb{P}_{0}, \phi\right)\right\}, \delta\right) \\
& \leq \min _{\mathbb{P}_{1}} M\left(\mathbb{P}_{1},\left\{\mathbb{Q}: d_{\phi}\left(\mathbb{P}_{\hat{\theta}}, \mathbb{Q}\right) \leq \lambda\right\}, \delta\right) \tag{2.52}
\end{align*}
$$

and

$$
\begin{equation*}
\min _{\mathbb{P}_{1}} M\left(\mathbb{P}_{1},\left\{\mathbb{Q}: d_{\phi}\left(\mathbb{P}_{\hat{\theta}}, \mathbb{Q}\right) \leq \lambda, \mathbb{Q} \in \mathcal{P}_{\text {para }}\right\}, \delta\right) \leq \epsilon^{\prime-1}\left(\delta, \mathcal{D}_{\text {data }}\left(\mathbb{P}_{0}, \phi\right), \phi\right) \leq \epsilon^{\prime-1}(\delta, \lambda, \phi) \tag{2.53}
\end{equation*}
$$

where $\epsilon^{\prime-1}(\epsilon, \lambda, \phi)$ is defined in (2.39).

Proof. By the definition of $\mathcal{D}_{\text {data }}\left(\mathbb{P}_{0}, \phi\right),(2.51)$ holds. Together with the condition $\mathcal{D}_{\text {data }}\left(\mathbb{P}_{0}, \phi\right)<$ $\lambda$, we have the set inclusions

$$
\begin{equation*}
\left\{\mathbb{Q}: d_{\phi}\left(\mathbb{P}_{\hat{\theta}}, \mathbb{Q}\right) \leq \lambda, \mathbb{Q} \in \mathcal{P}_{\text {para }}\right\} \subseteq\left\{\mathbb{Q}: d_{\phi}\left(\mathbb{P}_{0}, \mathbb{Q}\right) \leq \mathcal{D}_{\text {data }}\left(\mathbb{P}_{0}, \phi\right)\right\} \subseteq\left\{\mathbb{Q}: d_{\phi}\left(\mathbb{P}_{\hat{\theta}}, \mathbb{Q}\right) \leq \lambda\right\} \tag{2.54}
\end{equation*}
$$

The inequalities (2.52) then follow from the definition of $M$. The inequalities (2.53) in turn follow immediately from Theorem 2.3.2.

Theorem 2.4.1 stipulates that choosing $\mathbb{P}_{0}$ depicted in the theorem as the generating distribution, and setting $\epsilon^{\prime-1}\left(\delta, \mathcal{D}_{\text {data }}\left(\mathbb{P}_{0}, \phi\right), \phi\right)$ as an upper bound for $M\left(\mathbb{P}_{0},\left\{\mathbb{Q}: d_{\phi}\left(\mathbb{P}_{\hat{\theta}}, \mathbb{Q}\right) \leq \lambda, \mathbb{Q} \in\right.\right.$ $\left.\left.\mathcal{P}_{\text {para }}\right\}, \delta\right)$ to obtain the required Monte Carlo size $N_{\text {exact }}\left(\delta_{\epsilon}, \beta, d\right)$ implied by Corollary 2.2.1.1, will give a lighter Monte Carlo requirement than using the bound $\epsilon^{\prime-1}(\delta, \lambda, \phi)$ directly obtained by relaxing the parametric constraint and using $\mathbb{P}_{\hat{\theta}}$ as the generating distribution as in Corollary 2.3.2.1.

### 2.4.2 Mixture as Generating Distribution

Since optimization (2.50) can be difficult to solve generally, we focus on finding improved generating distribution $\mathbb{P}_{0}$ so that the implication of Theorem 2.4.1 holds, instead of fully optimizing (2.50). In this and the next subsections, we design a search space $\mathcal{P}_{0}$ for $\mathbb{P}_{0}$ that allows the construction of tractable procedures to achieve such improvements, while at the same time ensures the obtained $\mathbb{P}_{0}$ are amenable to Monte Carlo simulation.

From now on we will focus on $\chi^{2}$-distance as our choice of $\phi$ for convenience (as will be seen). Suppose that $\mathbb{P}_{\theta}$ has density $p(y ; \theta)$. We then set $\mathcal{P}_{0}$ to be the collection of distributions with densities in the form

$$
\begin{equation*}
p_{0}(y)=\int_{\Theta} p(y ; \theta) \mu(d \theta) \tag{2.55}
\end{equation*}
$$

for some probability measure $\mu$ on $\Theta$. This class of distributions is easy to sample assuming $p(y ; \theta)$
and $\mu$ are, as one can first sample $\theta \sim \mu(d \theta)$ and then $\xi \sim \mathbb{P}_{\theta}$ given $\theta$.
Searching for the best $p_{0}(y)$ requires minimizing $\mathcal{D}_{\text {data }}\left(\mathbb{P}_{0}\right)$ over $\mathbb{P}_{0} \in \mathcal{P}_{0}$ (where for convenience we denote $\mathcal{D}_{\text {data }}\left(\mathbb{P}_{0}\right)$ as $\mathcal{D}_{\text {data }}\left(\mathbb{P}_{0}, \phi\right)$ with $\phi$ representing the $\chi^{2}$-distance $)$. We first use (2.45) to write

$$
\begin{align*}
\mathcal{D}_{\text {data }}\left(\mathbb{P}_{0}\right) & =\sup _{\theta \in \mathcal{U}_{\text {data }}} \int_{y}\left(\frac{p(y ; \theta)}{p_{0}(y)}-1\right)^{2} p_{0}(y) d y \\
& =\sup _{\theta \in \mathcal{U}_{\text {data }}} \int_{y} \frac{(p(y ; \theta))^{2}}{p_{0}(y)} d y-1 \\
& =\sup _{\theta \in \mathcal{U}_{\text {data }}} \int_{y} \frac{(p(y ; \theta))^{2}}{\int_{\Theta} p\left(y ; \theta^{\prime}\right) \mu\left(d \theta^{\prime}\right)} d y-1 . \tag{2.56}
\end{align*}
$$

Denoting $\mathcal{P}(\Theta)$ as the space of probability measures on $\Theta$, we define the function $L: \mathcal{P}(\Theta) \times \Theta \rightarrow$ $\mathbb{R}$ to be

$$
\begin{equation*}
L(\mu, \theta) \triangleq \int_{y} \frac{(p(y ; \theta))^{2}}{\int_{\Theta} p\left(y ; \theta^{\prime}\right) \mu\left(d \theta^{\prime}\right)} d y \tag{2.57}
\end{equation*}
$$

assuming the integral is well-defined for $\mathcal{P}(\Theta) \times \Theta$ and further define

$$
\begin{equation*}
l(\mu) \triangleq \sup _{\theta \in \mathcal{U}_{\text {data }}} L(\mu, \theta) . \tag{2.58}
\end{equation*}
$$

Thus (2.56) can be written as $\mathcal{D}_{\text {data }}\left(\mathbb{P}_{0}\right)=l(\mu)-1$, and minimizing $\mathcal{D}_{\text {data }}\left(\mathbb{P}_{0}\right)$ is equivalent to solving

$$
\begin{equation*}
\min _{\mu \in \mathcal{P}(\Theta)} l(\mu)=\min _{\mu \in \mathcal{P}(\Theta)} \max _{\theta \in \mathcal{U}_{\text {data }}} L(\mu, \theta) . \tag{2.59}
\end{equation*}
$$

Optimization (2.59) has the following convexity property:
Lemma 1. The outer minimization in problem (2.59) is convex.
Lemma 1 can be proved by direct verification, which is shown in Supplementary 2.10. Note also that, if $\mu$ is the point mass $\delta_{\theta}$ for $\theta \in \Theta$, then the mixture distribution would recover the parametric distribution $\mathbb{P}_{\theta}$. Hence the proposed family $\mathcal{P}_{0}$ includes $\left\{\mathbb{P}_{\theta}\right\}_{\theta \in \Theta}$, and in particular the original baseline distribution $\mathbb{P}_{\hat{\theta}}$. Although the outer minimization of $(2.59)$ is a convex problem, computing $l(\mu)$ involves a non-convex optimization and is difficult in general. Our approach is
to search for a descent direction for the convex function $l(\cdot)$ from $\delta_{\hat{\theta}}$. In the following, we will study two types of search directions, each using its own version of Danskin's Theorem [74, 75]. To proceed, we introduce the following definition:

Definition 1. Define $\Theta^{*}(\mu)$ to be the set of optimal points for the maximization problem in $l(\mu)=$ $\sup _{\theta \in \mathcal{U}_{\text {data }}} L(\mu, \theta)$ given $\mu \in \mathcal{P}(\Theta)$ :

$$
\begin{equation*}
\Theta^{*}(\mu)=\operatorname{argmax}_{\theta \in \mathcal{U}_{\text {data }}} L(\mu, \theta) \tag{2.60}
\end{equation*}
$$

It can be shown that $\Theta^{*}(\mu)$ is non-empty and $\Theta^{*}(\mu) \subseteq \mathcal{U}_{\text {data }}$ because $\mathcal{U}_{\text {data }}$ is compact and $L(\mu, \theta)$ is continuous in $\theta$.

### 2.4.3 Mixing with a Proposed Distribution

We consider mixing distributions in the form $(1-t) \delta_{\hat{\theta}}+t \mu_{\text {prop }}$ for some proposed distribution $\mu_{\text {prop }}$, and look for a descent direction by varying $t$ from 0 to 1 . We have the following result that is a consequence of Danskin's Theorem that involves a one-sided derivative. We provide proofs both for this theorem and our following result in Supplementary 2.10.

Theorem 2.4.2. Fix any $\mu_{1}, \mu_{2} \in \mathcal{P}(\Theta)$ and $\theta \in \Theta$. Under the assumptions that $\psi(t)=L((1-$ $\left.t) \mu_{1}+t \mu_{2}, \theta\right)$ is well defined for $0 \leq t \leq 1$, we know that the function $g(y, t)$

$$
g(y, t): y \times[0,1] \triangleq \frac{(p(y ; \theta))^{2}}{(1-t) \int_{\Theta} p\left(y ; \theta^{\prime}\right) \mu_{1}\left(d \theta^{\prime}\right)+t \int_{\Theta} p\left(y ; \theta^{\prime}\right) \mu_{2}\left(d \theta^{\prime}\right)}
$$

is integrable for $t \in[0,1]$. If we further assume that there exists a integrable function $g_{0}(y)$ such that

$$
\left|\frac{(p(y ; \theta))^{2} \cdot \int_{\Theta} p\left(y ; \theta^{\prime}\right)\left(\mu_{1}-\mu_{2}\right)\left(d \theta^{\prime}\right)}{\left(\int_{\Theta} p\left(y ; \theta^{\prime}\right)\left((1-t) \mu_{1}+t \mu_{2}\right)\left(d \theta^{\prime}\right)\right)^{2}}\right| \leq g_{0}(y)
$$

then we have the right derivative of $\psi(t)$ at $t=0$ given by

$$
\begin{align*}
\psi^{+}(0) & =\sup _{\theta \in \Theta^{*}\left(\mu_{1}\right)} \lim _{t \downarrow 0} \frac{L\left((1-t) \mu_{1}+t \mu_{2}, \theta\right)-L\left(\mu_{1}, \theta\right)}{t} \\
& =\sup _{\theta \in \Theta^{*}\left(\mu_{1}\right)} \int_{y} \frac{(p(y ; \theta))^{2} \cdot \int_{\Theta} p\left(y ; \theta^{\prime}\right)\left(\mu_{1}-\mu_{2}\right)\left(d \theta^{\prime}\right)}{\left(\int_{\Theta} p\left(y ; \theta^{\prime}\right) \mu_{1}\left(d \theta^{\prime}\right)\right)^{2}} d y . \tag{2.61}
\end{align*}
$$

The quantity $\psi^{+}(0)$ is the directional derivative of $L\left(\mu_{1}\right)$ in the direction $\mu_{2}-\mu_{1}$. Thus, to improve on $\mathcal{D}_{\text {data }}\left(\mathbb{P}_{\hat{\theta}}\right)$, we can propose a mixing distribution $\mu_{\text {prop }}\left(d \theta^{\prime}\right)$, and substitute $\mu_{1}=\delta_{\hat{\theta}}$ and $\mu_{2}=\mu_{\text {prop }}$ in (2.61) to check if

$$
\begin{equation*}
\sup _{\theta \in \Theta^{*}\left(\delta_{\hat{\theta}}\right)} \int_{\mathcal{Y}} \frac{(p(y ; \theta))^{2} \cdot \int_{\Theta} p\left(y ; \theta^{\prime}\right)\left(\delta_{\hat{\theta}}-\mu_{\text {prop }}\right)\left(d \theta^{\prime}\right)}{p(y ; \hat{\theta})^{2}} d y<0 \tag{2.62}
\end{equation*}
$$

which indicates a strict descent for $l(\cdot)$ from $\delta_{\hat{\theta}}$ to $\mu_{\text {prop }}$. In this case, it follows from the convexity of $l(\cdot)$ that we can find some $0<t \leq 1$ such that $l\left((1-t) \delta_{\hat{\theta}}+t \mu_{\text {prop }}\right)<l\left(\delta_{\hat{\theta}}\right)$, so that

$$
\begin{equation*}
p_{t}(y)=\int_{\Theta} p\left(y ; \theta^{\prime}\right)\left((1-t) \delta_{\hat{\theta}}+t \mu_{\text {prop }}\right)\left(d \theta^{\prime}\right) \tag{2.63}
\end{equation*}
$$

gives rise to $\mathcal{D}_{\text {data }}\left(\mathbb{P}_{0}\right)<\mathcal{D}_{\text {data }}\left(\mathbb{P}_{\hat{\theta}}\right)$. Finding such a $t$ can be done by a bisection search or enumerating $\mathcal{D}_{\text {data }}\left(\mathbb{P}_{0}\right)$ on $p_{t}$ over a grid of $t$. Note that the above can be implemented only if (2.62) can be verified and also if $\mathcal{D}_{\text {data }}\left(\mathbb{P}_{0}\right)$ is computable. We will show that both properties are satisfied for the case of multivariate Gaussian when $\mu_{\text {prop }}$ is properly chosen. In particular, we will identify general sufficient conditions for $\mu_{\text {prop }}$ to guarantee (2.62), and also find $\mu_{p r o p}$ such that the maximization involved in computing $\mathcal{D}_{\text {data }}\left(\mathbb{P}_{0}\right)$ in $(2.56)$ can be reduced to a one-dimensional problem.

Consider a multivariate Gaussian distribution with unknown mean $\Theta \subset \mathbb{R}^{D}$ in an open convex set with density

$$
\begin{equation*}
p(y ; \theta)=\frac{1}{\sqrt{(2 \pi)^{D}|\Sigma|}} \cdot e^{-\frac{1}{2}(y-\theta)^{\top} \Sigma^{-1}(y-\theta)} \tag{2.64}
\end{equation*}
$$

where $\Sigma$ is a fixed positive semi-definite covariance matrix. Direct verification (in Supplementary
2.10) shows that

$$
\begin{align*}
\mathcal{U}_{\text {data }} \triangleq\left\{\theta \in \Theta: \chi^{2}\left(\mathbb{P}_{\hat{\theta}}, \mathbb{P}_{\theta}\right) \leq \frac{\chi_{1-\alpha, D}^{2}}{n}\right\} & =\left\{\theta \in \Theta: e^{(\theta-\hat{\theta})^{\top} \Sigma^{-1}(\theta-\hat{\theta})}-1 \leq \frac{\chi_{1-\alpha, D}^{2}}{n}\right\} \\
& =\left\{\theta: \hat{\theta}+\Sigma^{\frac{1}{2}} v, \quad \text { for }\|v\|_{2}^{2} \leq \log \left(1+\frac{\chi_{1-\alpha, D}^{2}}{n}\right)\right\}, \tag{2.65}
\end{align*}
$$

and thus

$$
\begin{equation*}
\Theta^{*}\left(\delta_{\hat{\theta}}\right)=\operatorname{argmax}_{\theta \in \mathcal{U}_{\text {data }}} e^{(\theta-\hat{\theta}) \top \Sigma^{-1}(\theta-\hat{\theta})}=\left\{\theta: \hat{\theta}+\Sigma^{\frac{1}{2}} v, \quad \text { for }\|v\|_{2}^{2}=\log \left(1+\frac{\chi_{1-\alpha, D}^{2}}{n}\right)\right\} . \tag{2.66}
\end{equation*}
$$

We propose the following $\mu_{\text {prop }}$. First, we call a distribution on $\Theta$ symmetrical around $\theta \in \Theta$ if its probability density or mass function has the same value for any $\theta_{1}, \theta_{2} \in \Theta$ such that $\theta=\frac{\theta_{1}+\theta_{2}}{2}$.

Proposition 1. Let $\mu_{\text {prop }}\left(d \theta^{\prime}\right)$ be any symmetrical distribution around $\hat{\theta}$. Given $\theta \in \Theta^{*}\left(\delta_{\hat{\theta}}\right)$, we define $Y_{\theta}=(\theta-\hat{\theta})^{\top} \Sigma^{-1}\left(\theta^{\prime}-\hat{\theta}\right)$ with $\theta^{\prime} \sim \mu_{\text {prop }}\left(d \theta^{\prime}\right)$. Suppose there exists an integrable random variable $Y$ under the measure $\mu_{\text {prop }}$ such that $e^{2 Y_{\theta}} \leq Y$ for all $\theta \in \Theta^{*}\left(\delta_{\hat{\theta}}\right)$. If, for each $\theta \in \Theta^{*}\left(\delta_{\hat{\theta}}\right)$, $Y_{\theta}$ does not equal to 0 with probability 1, then (2.62) holds and the mixture distribution produced by $\mu_{\text {prop }}(d \theta)$ would result in a descent direction on $\mathcal{D}_{\text {data }}\left(\mathbb{P}_{\hat{\theta}}\right)$.

One can check that any Gaussian distribution with mean $\hat{\theta}$ satisfies the conditions of Proposition 1 , and so does any $\mu_{\text {prop }}\left(d \theta^{\prime}\right)$ that is discrete, symmetrical around $\hat{\theta}$, whose outcome directions $\theta^{\prime}-\theta$ constitute a basis of $\mathbb{R}^{D}$. Alternately, we also consider the following continuous $\mu_{\text {prop }}$. We set $\theta^{\prime} \sim \hat{\theta}+\sqrt{\frac{\chi_{1-\alpha, D}^{2}}{n}} \cdot \Sigma^{1 / 2} \eta$ where $\eta$ is a random vector uniformly distributed on the surface of the $D$-dimension unit ball. Note that this $\theta^{\prime}$ can be efficiently simulated by sampling $D$ independent standard Gaussian random variables and scaling their norm to unit length to obtain $\eta$. While this $\mu_{\text {prop }}$ can be readily checked to satisfy the conditions in Proposition 1, we also provide an alternate proof on the validity of this $\mu_{\text {prop }}$ in achieving a descent direction in Lemma 5 in the Supplementary, as results proven therein provide important reference to calculations in numerical experiments regarding $\mu_{\text {prop }}$.

Next, we discuss the computation of $\mathcal{D}_{\text {data }}\left(\mathbb{P}_{0}\right)$ for a given $\mathbb{P}_{0}$. First, we call a random variable $Y$ on $\mathcal{Y} \subset \mathbb{R}^{k}$ rotationally invariant if $Y^{\mathcal{D}} Q^{\top} Y$ for any rotational matrix $Q \in \mathbb{R}^{k \times k}$. Using this notion, the following shows how one can reduce the $D$-dimensional maximization problem in the definition of $\mathcal{D}_{\text {data }}\left(\mathbb{P}_{0}\right)$ into a one-dimensional problem.

Proposition 2. Given a nominal distribution $Y \sim \mathbb{P}_{0}$ and a multivariate Gaussian family with known covariance $\Sigma$ denoted $\mathbb{P}_{\theta}=\mathcal{N}(\theta, \Sigma)$. If the nominal distribution $Y \sim \mathbb{P}_{0}$ satisfies the condition that the random variable $Z=\Sigma^{-1 / 2}(Y-\hat{\theta})$ is rotationally invariant, then for any $\theta_{1}, \theta_{2}$ satisfying $\left(\theta_{1}-\hat{\theta}\right)^{\top} \Sigma^{-1}\left(\theta_{1}-\hat{\theta}\right)=\left(\theta_{2}-\hat{\theta}\right)^{\top} \Sigma^{-1}\left(\theta_{2}-\hat{\theta}\right)$, we have

$$
\begin{equation*}
\chi^{2}\left(\mathbb{P}_{0}, \mathbb{P}_{\theta_{1}}\right)=\chi^{2}\left(\mathbb{P}_{0}, \mathbb{P}_{\theta_{2}}\right) \tag{2.67}
\end{equation*}
$$

Thus, for $\mathcal{D}_{\text {data }}\left(\mathbb{P}_{0}\right)=\max _{\theta \in \mathcal{U}_{\text {data }}} \chi^{2}\left(\mathbb{P}_{0}, \mathbb{P}_{\theta}\right)$ with $\mathcal{U}_{\text {data }}=\left\{\theta \in \Theta:(\theta-\hat{\theta})^{\top} \Sigma^{-1}(\theta-\hat{\theta}) \leq \lambda\right\}$ as in (6.79), we have

$$
\begin{equation*}
\mathcal{D}_{\text {data }}\left(\mathbb{P}_{0}\right)=\max _{0 \leq t \leq 1} \chi^{2}\left(\mathbb{P}_{0}, \mathbb{P}_{(1-t) \hat{\theta}+t \theta^{\star}}\right) \tag{2.68}
\end{equation*}
$$

given any $\theta^{\star}$ satisfying $\left(\theta^{\star}-\hat{\theta}\right)^{\top} \Sigma^{-1}\left(\theta^{\star}-\hat{\theta}\right)=\lambda$.
Proposition 3. Given $0 \leq t \leq 1$ and $\mu_{\text {prop }}(d \theta)=\hat{\theta}+\sqrt{\frac{\chi_{1-\alpha, D}^{2}}{n}} \cdot \Sigma^{1 / 2} \eta$, where $\eta$ is a random vector uniformly distributed on the surface of the D-dimension unit ball, the nominal measure $\mathbb{P}_{t}$ with density

$$
p_{t}(y)=\int_{\Theta} p\left(y ; \theta^{\prime}\right)\left((1-t) \delta_{\hat{\theta}}+t \mu_{\text {prop }}\right)\left(d \theta^{\prime}\right)=(1-t) \mathbb{P}_{\hat{\theta}}+t \int_{\Theta} p\left(y ; \theta^{\prime}\right) \mu_{\text {prop }}\left(d \theta^{\prime}\right)
$$

satisfies the conditions in Proposition 2.

Therefore, in computing $\mathcal{D}_{\text {data }}\left(\mathbb{P}_{0}\right)$ derived from the proposed distribution $\mu_{\text {prop }}(d \theta)=\hat{\theta}+$ $\sqrt{\frac{\chi_{1-\alpha, D}^{2}}{n}} \cdot \Sigma^{1 / 2} \eta$, using Propositions 2 and 3 we can change the domain of the involved maximization from $\Theta \subset \mathbb{R}^{D}$ into $\mathbb{R}$, leading to a substantial reduction in the search space and a tractable problem.

### 2.4.4 Enlarging Mixture Variability

Our next proposal is to consider a continuous mixing distribution $\mu_{r}\left(d \theta^{\prime}\right)$ on $\Theta$ where $r \geq 0$ controls the variability of the distribution, so that $r=0$ corresponds to $\delta_{\hat{\theta}}$. Here, we can parametrize the density of the generating distribution as

$$
\begin{equation*}
p_{r}(y)=\int_{\Theta} p\left(y ; \theta^{\prime}\right) \mu_{r}\left(d \theta^{\prime}\right) \tag{2.69}
\end{equation*}
$$

and our search direction is along $r$ starting from $r=0$. We propose two possible ways to define $\mu_{r}\left(d \theta^{\prime}\right)$. First is to let $\mu_{r}^{1}\left(d \theta^{\prime}\right)$ follow the distribution of $\theta^{\prime} \sim \hat{\theta}+\sum^{\frac{1}{2}} \cdot \eta_{\sqrt{r}}$ where $\eta_{\sqrt{r}}$ is the uniform distribution inside the $D$-dimensional unit ball with radius $\sqrt{r}$. Second is to let $\mu_{r}^{2}\left(d \theta^{\prime}\right)$ follow $\mathcal{N}(\hat{\theta}, r \Sigma)$. The second approach in particular can be intuited as the posterior distribution of the parameter from a Bayesian perspective. In both cases, we notice that letting $r=0$ would recover the original baseline distribution $p(y ; \hat{\theta})$.

To analyze these schemes, we abuse notation slightly and now define $L: \mathbb{R}^{+} \times \Theta \rightarrow \mathbb{R}$ to be

$$
\begin{equation*}
L(r, \theta) \triangleq \int_{y} \frac{(p(y ; \theta))^{2}}{p_{r}(y)} d y \tag{2.70}
\end{equation*}
$$

and

$$
\begin{equation*}
l(r) \triangleq \sup _{\theta \in \mathcal{U}_{\text {data }}} L(r, \theta) \tag{2.71}
\end{equation*}
$$

We show that increasing $r$ to positive values would produce a descent direction for $l(r)$ at $r=0$, when the underlying distribution is Gaussian. Recall that in this case $\Theta^{*}\left(\delta_{\hat{\theta}}\right)$ can be expressed by (2.66). As $l(r)$ is not necessarily convex in this situation, we use a generalized version of Danskin's Theorem [76] for non-convex problems to get the following result:

Theorem 2.4.3. With $l(r)$ and $L(r, \theta)$ defined in (2.70) and $(2.71)$, and $p(y ; \theta)$ multivariate Gaus-
sian with mean $\theta$ and known positive definite covariance $\Sigma$, we have

$$
\begin{equation*}
l^{+}(0)=\lim _{r \downarrow 0} \frac{l(r)-l(0)}{r}=\left(1+\frac{\chi_{1-\alpha, D}^{2}}{n}\right) \cdot \lim _{r \downarrow 0} \frac{1}{r}\left(1-\inf _{\theta \in \Theta^{*}\left(\delta_{\hat{\theta}}\right)} \mathbb{E}_{\theta^{\prime} \sim \mu_{r}}\left[e^{2(\theta-\hat{\theta})^{\top} \Sigma^{-1}\left(\theta^{\prime}-\hat{\theta}\right)}\right]\right) \tag{2.72}
\end{equation*}
$$

The proof is in Supplementary 2.10. With Theorem 2.4.3, we can show that both $\mu_{r}^{1}$ and $\mu_{r}^{2}$ proposed above are valid choices to produce descent directions. Moreover, we can also show that they allow tractable computation of $\mathcal{D}_{\text {data }}\left(\mathbb{P}_{0}\right)$. These are depicted as follows.

Corollary 2.4.3.1. Under the assumptions in Theorem 2.4.3, $l^{+}(0)<0$ for both $\mu_{r}^{1}$ and $\mu_{r}^{2}$.

Corollary 2.4.3.2. Given $r \geq 0$ and $\mu_{\text {prop }}$ being $\mu_{r}^{1}(d \theta)$ or $\mu_{r}^{2}(d \theta)$, the nominal measure $\mathbb{P}_{r}$ with density given by (2.69) satisfies the conditions in Proposition 2.

The proofs of Corollary 2.4.3.1 and Corollary 2.4.3.2 are in Supplementary 2.10.

### 2.4.5 Numerical Demonstrations

To confirm our findings in Section 2.4.3 and 2.4.4, we perform several numerical experiments. Consider $\mathbb{P}_{\theta}$ to be multivariate Gaussian $\mathcal{N}\left(\theta, I_{D}\right)$ with $k=D=10$. We set $\epsilon=\alpha=0.05$ while $\beta=0.01$ and data size $n=10$ or 5 . Notice in this case, the dimension $D$ is high but the available sample $n$ is low and we would actually need $N_{\text {exact }}=371$ data points to perform standard SO. Based on our discussion, we compare three choices of $\mu_{\text {prop }}$ :

- $\mu_{1}=\delta_{\hat{\theta}}$, the point mass at $\hat{\theta}$.
- $\mu_{2} \sim \hat{\theta}+\sqrt{\frac{\chi_{1-\alpha, D}^{2}}{n}} \cdot \eta$, where $\eta$ is the uniform random vector on the surface of a $D$-dimension unit ball, discussed in Section 2.4.3.
- $\mu_{3} \sim \mathcal{N}\left(\hat{\theta}, I_{D} / n\right)$, the Gaussian distribution with mean $\hat{\theta}$ and covariance matrix $I_{D} / n$, discussed in Section 2.4.4.

For $\mu_{1}, \mu_{2}$ and $\mu_{3}$, the calculation of $\mathcal{D}_{\text {data }}\left(\mathbb{P}_{0}\right)$ is tractable. We leave the details in the Supplementary as remarks following Lemma 5 and summarize the results in Table 2.1 and 2.2. We use $N$ to
denote the number of Monte Carlo samples needed. Moreover, we use both algorithms Extended SO and Extended FAST discussed in Section 5 for demonstration. As we can see, the decrease in $N$ under a better sampling distribution can be considerable, down to less than a third compared to using the baseline in some cases. Mixing with a proposed uniform distribution ( $\mu_{2}$ ) appears to reduce $N$ more than applying a Gaussian mixture $\left(\mu_{3}\right)$. As a side note, we also observe Extended FAST requires significantly less sample size than Extended SO in this example.

Table 2.1: Comparisons among choices of $\mathbb{P}_{0}$ for 10 dimensional multivariate Gaussian when $n=5$.

|  | $\mathcal{D}_{\text {data }}\left(\mathbb{P}_{0}\right)$ | $\delta_{\epsilon}$ | $N$ for Extended SO | $N$ for Extended FAST |
| :--- | :---: | :---: | :---: | :---: |
| $\mu_{1}\left(\delta_{\hat{\theta}}\right)$ | 37.9161 | $6.5766 \times 10^{-5}$ | 285601 | 70221 |
| $\mu_{2}$ | 11.0368 | $2.2454 \times 10^{-4}$ | 83649 | 20707 |
| $\mu_{3}$ | 14.7391 | $1.6850 \times 10^{-4}$ | 111465 | 27528 |

Table 2.2: Comparisons among choices of $\mathbb{P}_{0}$ for 10 dimensional multivariate Gaussian when $n=10$.

|  | $\mathcal{D}_{\text {data }}\left(\mathbb{P}_{0}\right)$ | $\delta_{\epsilon}$ | $N$ for Extended SO | $N$ for Extended FAST |
| :--- | :---: | :---: | :---: | :---: |
| $\mu_{1}\left(\delta_{\hat{\theta}}\right)$ | 5.2383 | $4.6857 \times 10^{-4}$ | 40081 | 10026 |
| $\mu_{2}$ | 3.3139 | $7.3298 \times 10^{-4}$ | 25621 | 6481 |
| $\mu_{3}$ | 3.7926 | $6.4275 \times 10^{-4}$ | 29219 | 7363 |

### 2.5 Procedural Description

This section presents our procedures to find solutions for CCP (2.1) using SO-based methods, when the direct use of data $\xi_{1}, \ldots, \xi_{n}$ from $\mathbb{P}$ is possibly insufficient to achieve feasibility with a given confidence. Algorithm 1, which we call "Extended SO", first presents the basic and most easily applicable procedure arising from Corollary 2.3.2.1. Notice that, given an overall target confidence level, say $c$, we have flexibility in choosing $\alpha$ and $\beta$ such that $\alpha+\beta=c$. In our experiments, we simply choose $\alpha=\beta=\frac{c}{2}$. However, if the required confidence level is high, it is more beneficial to choose a relatively small $\beta$, since the required Monte Carlo sample size depends only logarithmically on $\beta$ (i.e., the required sample size for SO is of order $\log \frac{1}{\beta}$ ) [22]. On the other
hand, as the confidence level $1-\alpha$ grows higher, the size of uncertainty set $\mathcal{U}_{\text {data }}$ would grow and cause the tolerance level $\epsilon$ for the SO (under the baseline $\mathbb{P}_{0}$ ) to decrease. Here, the dependence of Monte Carlo sample size on $\epsilon$ is less favorable, typically of order $\frac{1}{\epsilon}$ [22].

```
Algorithm 1 Extended \(S O\) to obtain a feasible solution \(\hat{x}\) for (2.1) with asymptotic confidence
\(1-\alpha-\beta\)
    Inputs: data points \(\xi_{1}, \ldots, \xi_{n}\), a \(\phi\)-divergence, parametric information \(\mathcal{P}_{\text {para }}=\left\{\mathbb{P}_{\theta}\right\}_{\theta \in \Theta \subset \mathbb{R}^{D}}\).
    2: Find the MLE \(\hat{\theta}\) from the data \(\xi_{1}, \ldots, \xi_{n}\) for parameter \(\theta\).
    3: Set \(\lambda \leftarrow \frac{\phi^{\prime \prime}(1) \chi_{1-\alpha, D}^{2}}{2 n}\) where \(\chi_{1-\alpha, D}^{2}\) is the \(1-\alpha\) quantile of a \(\chi_{D}^{2}\) distribution.
    4: Set \(\delta_{\epsilon} \leftarrow \epsilon^{\prime}(\epsilon, \lambda, \phi)\) where \(\epsilon^{\prime}\) is defined in (2.38).
    5: Set \(N \leftarrow N_{\text {exact }}\left(\delta_{\epsilon}, \beta, d\right)\) where \(N_{\text {exact }}\) is defined in (2.11).
    6: Generate \(\xi_{1}^{M C}, \ldots, \xi_{N}^{M C}\) from \(\mathbb{P}_{\hat{\theta}}\) to construct (2.10) and obtain a solution \(\hat{x}\).
```

There are several variants of Algorithm 1. First, we have discussed the use of plain SO and that the required sample size is (2.11), while on the other hand, as mentioned at the end of Section 2.2.2, we can use other variants of SO such as FAST that requires a smaller sample size for either the data or the Monte Carlo samples we generate. In the case of FAST, we would have $N_{\text {exact }}(\epsilon, \beta, d)=$ $20 d+\frac{1}{\epsilon} \log \frac{1}{\beta}$, as suggested by [28]. Thus, a variant of Algorithm 1 is to replace $N_{\text {exact }}$ with this latter quantity, and replace (2.10) with the FAST procedure in [28] for the last step of Algorithm 1 (we call this algorithm "Extended FAST" which will also be used in the next section).

The explicit expression for $\epsilon^{\prime}(\epsilon, \lambda, \phi)$ for different $\phi, \epsilon$ and $\lambda$ can be found in [39]. For example, if we choose $\phi=(x-1)^{2}$ which corresponds to the $\chi^{2}$-distance, then for $\epsilon<1 / 2$, we have $\epsilon^{\prime}=\max \left\{0, \epsilon-\frac{\sqrt{\lambda^{2}+4 \lambda\left(\epsilon-\epsilon^{2}\right)}-(1-2 \epsilon) \lambda}{2 \lambda+2}\right\}$. We can also replace $\epsilon^{\prime}(\epsilon, \lambda, \phi)$ by any $\delta_{\epsilon}$ that achieves $M\left(\mathbb{P}_{\hat{\theta}},\left\{\mathbb{Q}: d_{\phi}\left(\mathbb{P}_{\hat{\theta}}, \mathbb{Q}\right) \leq \lambda\right\}, \delta_{\epsilon}\right) \leq \epsilon$. In Supplementary 2.9 , we derive a self-contained easy upper bound for $M\left(\mathbb{P}_{\hat{\theta}},\left\{\mathbb{Q}: d_{\phi}\left(\mathbb{P}_{\hat{\theta}}, \mathbb{Q}\right) \leq \lambda\right\}, \delta\right)$ in the case of $\chi^{2}$-distance and use it to find such a $\delta_{\epsilon}$. This easy computation of $\delta_{\epsilon}$ will also be used in our numerics in the next section.

Section 2.4.1 has investigated some proposals to improve the generating distributions. Algorithm 2 depicts these proposals in a general form. The main difference of Algorithm 2 compared to Algorithm 1 is the introduction of $\mathcal{D}_{\text {data }}\left(\mathbb{P}_{0}, \phi\right)$ that one can attempt to minimize over a class
of generating distribution $\mathbb{P}_{0}$ or evaluate for trial-and-error choices of $\mathbb{P}_{0}$, so that at the end we have $\mathcal{D}_{\text {data }}\left(\mathbb{P}_{0}, \phi\right)<\phi^{\prime \prime}(1) \chi_{1-\alpha, D}^{2} /(2 n)$. As discussed in Section 2.4.1, using this $\mathbb{P}_{0}$ allows us to obtain a smaller Monte Carlo size requirement than simple relaxation of the parametric constraint. Sections 2.4.3 and 2.4.4 describe the possibilities of achieving such a reduction, in the case of Gaussian underlying distributions and using $\chi^{2}$-distance. Note that, just like in Algorithm 1, we can consider other variants such as incorporating FAST and using alternate bounds for $M$ instead of $\epsilon^{\prime}$, by undertaking the same modifications as in Algorithm 1.
$\overline{\text { Algorithm } 2 \text { Extended SO with improved generating distribution to obtain a feasible solution } \hat{x} \text { for }}$ (2.1) with asymptotic confidence $1-\alpha-\beta$
: Inputs: data points $\xi_{1}, \ldots, \xi_{n}$, a $\phi$-divergence, parametric information $\mathcal{P}_{\text {para }}=\left\{\mathbb{P}_{\theta}\right\}_{\theta \in \Theta \subset \mathbb{R}^{D}}$.
Find the MLE $\hat{\theta}$ from the data $\xi_{1}, \ldots, \xi_{n}$ for parameter $\theta$.
3: Set $\lambda \leftarrow \frac{\phi^{\prime \prime}(1) \chi_{1-\alpha, D}^{2}}{2 n}$ where $\chi_{1-\alpha, D}^{2}$ is the $1-\alpha$ quantile of a $\chi_{D}^{2}$ distribution.
4: Obtain $\mathbb{P}_{0}$ by minimizing $\mathcal{D}_{\text {data }}\left(\mathbb{P}_{0}, \phi\right)$ defined in (2.50) over a class of distributions or simple trial-and-error search so that $\mathcal{D}_{\text {data }}\left(\mathbb{P}_{0}, \phi\right)<\lambda$.

5: Set $\delta_{\epsilon} \leftarrow \epsilon^{\prime}\left(\epsilon, \mathcal{D}_{\text {data }}\left(\mathbb{P}_{0}, \phi\right), \phi\right)$ where $\epsilon^{\prime}$ is defined in (2.38).
6: Set $N \leftarrow N_{\text {exact }}\left(\delta_{\epsilon}, \beta, d\right)$ where $N_{\text {exact }}$ is defined in (2.11).
Generate $\xi_{1}^{M C}, \ldots, \xi_{N}^{M C}$ from $\mathbb{P}_{0}$ to construct (2.10) and obtain a solution $\hat{x}$.

### 2.6 Numerical Experiments

This section presents some numerical examples to support our theoretical findings and illustrate the performance of our proposed procedures for data-driven CCPs. We focus on Algorithm 1 (Extended SO) and its FAST variant discussed in Section 2.5 (Extended FAST). We consider both single and joint CCPs (i.e., one and multiple inequalities respectively in the safety condition of the probability) as well as quadratic optimization problems. Moreover, we compare numerically with methods of robust optimization (RO) in [77, 78]. The experimental outputs that we report include:

- Under each setting, we repeat the experiment 1000 times with new data generated each time. For the solution $\hat{x}$ obtained in each trial from a given algorithm, we evaluate the
violation probability $V(\hat{x}, \mathbb{P})$ under the true probability measure $\mathbb{P}$ (under $\theta_{\text {true }}$ ) either through exact calculation or Monte Carlo simulation with sample size 10000. Moreover, using the empirical distribution for the violation probabilities, we report $\hat{\epsilon}$ as the average violation probability $V(\hat{x}, \mathbb{P})$ as well as $Q_{95}$, the 95 -percentile. Finally, we report and compare " $f_{\text {val }}$ ", the average objective value for the optimization problem across all 1000 runs.
- We fix $\alpha=0.05$ and $\beta=0.01$ across different values of $\epsilon$ and $d$. However, when we compare our methods with robust optimization approaches, we set $\alpha=0.05$ and $\beta=0.001$, since RO approaches essentially guarantee $\beta=0$. On the other hand, the sample size chosen for FAST is taken with default values $N_{1}=20 d$ in stage 1 and $N_{2}=\frac{\log \beta-\log \left(B_{\epsilon}^{N_{1}, d}\right)}{\log (1-\epsilon)}$ in stage 2 as discussed in [28].
- For given $\epsilon$ and $d$, we denote $N_{\text {exact }}$ as the required sample size if we can directly sample from $\mathbb{P}$ and use standard SO. We denote $n$ as the available data size ( $n<N_{\text {exact }}$ ) and $N$ as the Monte Carlo size needed for the our DRO-based methods. In DRO-based methods, we fix our generating distribution $\mathbb{P}_{0}$ as $\mathbb{P}_{\hat{\theta}}$ and use the $\chi^{2}$-distance across the experiments.


### 2.6.1 Single Linear Chance Constraint Problem

We first consider a single linear CCP

$$
\begin{align*}
\min _{x \in \mathcal{X} \subseteq \mathbb{R}^{d}} & c^{T} x  \tag{2.73}\\
\text { s.t. } & \mathbb{P}\left((a+\xi)^{T} x \leq b\right) \geq 1-\epsilon, x \geq 0
\end{align*}
$$

where $x \in \mathbb{R}^{d}$ is the decision variable, $a, c \in \mathbb{R}^{d}$ and $b \in \mathbb{R}$ are fixed and $\xi \in \mathbb{R}^{d}$ is a random vector following some parametric distribution. We fix $a=[5,5, \ldots, 5] \in \mathbb{R}^{d}, b=5$ and $c=[-1,-1, \ldots,-1] \in \mathbb{R}^{d}$ and the problem would have a non-empty feasible region with high probability for $\xi$ considered here. Moreover, a robustly feasible point for FAST [28] is chosen to be $\bar{x}=\mathbf{0} \in \mathbb{R}^{d}$ and an explicit $\mathcal{U}_{\text {data }}$ is constructed as (2.27) for our DRO.

## Multivariate Gaussian

We conduct experiments when $\xi \sim \mathcal{N}(\theta, \Sigma)$ with fixed but a priori randomly generated positive definite covariance matrix $\Sigma \in \mathbb{R}^{d \times d}$ and unknown $\theta \in \mathbb{R}^{d}$. Due to the normality of $\xi$, for any given $\theta$, we can reformulate the chance constraint exactly as a second-order cone constraint, which can be robustified straightforwardly in the ambiguous chance constraint case. The underlying true parameter is taken to be $\theta_{\text {true }}=\mathbf{0} \in \mathbb{R}^{d}$ and the results are summarized in Table 2.3 and 2.4.

Table 2.3: Single linear CCP under Gaussian with unknown mean for different $\epsilon$ and $d$.

|  | $\epsilon=0.1$ | $\epsilon=0.1$ | $\epsilon=0.1$ | $\epsilon=0.05$ | $\epsilon=0.05$ | $\epsilon=0.05$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $d=5$ | $d=10$ | $d=20$ | $d=5$ | $d=10$ | $d=20$ |
| $n$ | 50 | 80 | 200 | 50 | 80 | 200 |
| $N_{\text {exact }}$ | 113 | 183 | 312 | 229 | 371 | 631 |
| $N$ | 449 | 743 | 1016 | 1443 | 2349 | 3118 |
| $\hat{\epsilon}$ | 0.0050 | 0.0041 | 0.0041 | 0.0015 | 0.0015 | 0.0014 |
| $Q_{95}$ | 0.0136 | 0.0103 | 0.0088 | 0.0045 | 0.0037 | 0.0031 |
| $f_{\text {val }}$ | -0.7577 | -0.7447 | -0.7360 | -0.7353 | -0.7243 | -0.7128 |

Table 2.4: Comparisons for single linear CCP under Gaussian: $\epsilon=0.05, d=10$ and $\beta=0.001$.

|  | RO | Extended SO | Extended FAST |
| :--- | :---: | :---: | :---: |
| $n$ | 80 | 80 | 80 |
| $N_{\text {exact }}$ | NA | 447 | 447 |
| $N$ | NA | 2887 | 1079 |
| $\hat{\epsilon}$ | 0.0180 | 0.0011 | 0.00069 |
| $Q_{95}$ | 0.0272 | 0.0029 | 0.0019 |
| $f_{\text {val }}$ | -0.8008 | -0.7212 | -0.7093 |

## Exponential Distribution

We conduct experiment when each coordinate $\xi_{i}$ of $\xi \in \mathbb{R}^{d}$ independently follows exponential distribution with rate $\lambda_{i}$. Since $\xi$ is no longer Gaussian and the domain of the moment generating
moment function for exponential distribution depends on $\lambda=\left(\lambda_{1}, \ldots, \lambda_{d}\right)$, for convenience we use RO constructed from a convex approximation using Chebyshev's inequality:

$$
\mathbb{P}_{\lambda}\left(\xi^{T} x-\sum_{i=1}^{d} \frac{x_{i}}{\lambda_{i}}>\epsilon^{-1 / 2} \sqrt{\operatorname{Var}\left(\xi^{T} x\right)}\right) \leq \epsilon
$$

which, combined with $\mathcal{U}_{\text {data }}$ as in (2.27), reduces the ambiguous chance constraint into a robust conic quadratic constraint

$$
\epsilon^{-1 / 2} \sqrt{\sum_{i=1}^{d}\left(\frac{x_{i}}{\lambda_{i}}\right)^{2}}+a^{T} x+\epsilon^{-1 / 2} \sum_{i=1}^{d} \frac{x_{i}}{\lambda_{i}}-b \leq 0, \quad \forall \lambda: \sum_{i=1}^{d}\left(1-\frac{\lambda_{i}}{\hat{\lambda}_{i}}\right)^{2} \leq \frac{\chi_{1-\alpha, d}^{2}}{n},
$$

The above can be tractably reformulated as in Section 5 of [77] on problems in the form of 5(b), with $\Omega=\left(\min _{i}\left(\hat{\lambda}_{i}\right)\left(1-\frac{\chi_{1-\alpha, d}^{2}}{n}\right)\right)^{-1}$ where $\hat{\lambda}_{i}$ represents the MLE estimate of $\lambda_{i}$. Finally, the underlying true parameters are taken as $\lambda_{i}=1, \forall i$, and results are summarized in Table 2.5.

Table 2.5: Comparisons for single linear CCP under Exponential: $\epsilon=0.05, d=10$ and $\beta=0.001$.

|  | RO | Extended SO | Extended FAST |
| :--- | :---: | :---: | :---: |
| $n$ | 80 | 80 | 80 |
| $N_{\text {exact }}$ | NA | 447 | 447 |
| $N$ | NA | 2887 | 1079 |
| $\hat{\epsilon}$ | 0.0045 | 0.0047 | 0.0016 |
| $Q_{95}$ | 0.0094 | 0.0100 | 0.0050 |
| $f_{\text {val }}$ | -0.6978 | -0.6981 | -0.6701 |

From the results of the experiments, we can see the vast majority of solutions produced by three methods satisfy statistical feasibility. In fact, all methods are conservative with respect to the violation probability $\epsilon$, although some are more conservative than the other. In particular, when $\xi$ is Gaussian, RO takes advantage of an exact formulation to produce less conservative solution with lower objective value (closer to the optimal value). This can be seen in Table 4, where $\hat{\epsilon}=0.018 f_{\text {val }}=-0.80$ for RO and $\hat{\epsilon}=0.0011 f_{\text {val }}=-0.72$ only for Extended SO. When $\xi$ is no longer Gaussian, RO appears to produce similar-quality solutions as Extended SO in terms
of feasibility or optimality. For example in Table 5, we have $\hat{\epsilon}=0.0045 f_{\text {val }}=-0.6978$ for RO and $\hat{\epsilon}=0.0047 f_{\text {val }}=-0.6981$ for Extended SO. Note that while the validity of RO depends crucially on the applicability and accuracy of convex approximation, the validity of Extended SO or Extended FAST is not restricted by the distributions of $\xi$, and they also do not require intensive, case-specific analysis as RO. In general, we observe consistent performances of our methods in both experiments.

### 2.6.2 Joint Linear Chance Constraint Problem

Next, we consider a joint chance-constrained linear problem:

$$
\begin{array}{cl}
\min _{x \in \mathcal{X} \subseteq \mathbb{R}^{d}} & c^{T} x  \tag{2.74}\\
\text { s.t. } & \mathbb{P}((A+\Xi) x \leq b) \geq 1-\epsilon, x \geq 0
\end{array}
$$

where $x \in \mathbb{R}^{d}$ is the decision variable, $A \in \mathbb{R}^{m \times d}, c \in \mathbb{R}^{d}$ and $b \in \mathbb{R}^{m}$ are fixed and $\Xi \in \mathbb{R}^{m \times d}$ is a random matrix following some parametric distribution. We set $c$, each row of $A$ and $b$ to be the same as in the single linear CCP. We treat $\Xi \in \mathbb{R}^{m \times d}$ as a matrix concatenated from a random vector $\xi \in \mathbb{R}^{m d} \sim \mathcal{N}(\theta, \Sigma)$ with fixed but a priori randomly generated positive definite covariance matrix $\Sigma \in \mathbb{R}^{m d \times m d}$ and unknown $\theta \in \mathbb{R}^{m d}$. To solve RO, we use Bonferroni's inequality as in [79] to first divide the violation probability $\epsilon$ uniformly across $m$ individual chance constraints and then follow the procedure as in single linear CCP. The results are summarized in Table 2.6.

Table 2.6: Comparisons for Joint linear CCP under Gaussian: $\epsilon=0.05, m=3, d=10$ and $\beta=0.001$.

|  | RO | Extended SO | Extended FAST |
| :--- | :---: | :---: | :---: |
| $n$ | 80 | 80 | 80 |
| $N_{\text {exact }}$ | NA | 291 | 291 |
| $N$ | NA | 2388 | 1214 |
| $\hat{\epsilon}$ | 0.0003 | 0.0012 | 0.0226 |
| $Q_{95}$ | 0.0007 | 0.0033 | 0.0564 |
| $f_{\text {val }}$ | -0.6448 | -0.6626 | -0.6466 |

In this joint linear example, Extended FAST provides the least conservative solution in terms of the achieved tolerance level $(\hat{\epsilon}=0.0226$, which is closer to 0.05 , compared to 0.0003 in RO and 0.0012 in Extended SO), and Extended SO is the least conservative in terms of the objective value ( $f_{\text {val }}=-0.6626$ compared to -0.6448 in RO and -0.6466 in Extended FAST). RO appears to be the most conservative in terms of both the achieved tolerance level and objective value. Note that this occurs even though the underlying randomness is Gaussian, which allows exact reformulation in the single chance constraint case. The conservative performance here is likely (and unsurprisingly) due to the crude Bonferroni's correction. Note that other alternatives to using Bonferroni, if one considers tractable reformulation, would be to use moment-based DRO where tractability can be achieved (e.g., [43]). However, it is unclear if using moment-based DRO would be more or less conservative than using Bonferroni correction along with exact reformulation for the individualized constraints, which could comprise an interesting comparison for a future study. Nonetheless, our Extended SO/FAST, being purely sampled-based, avoids the additional conservativeness coming from the Bonferroni correction. However, we note that a large number of Monte Carlo samples are required due to the large size of $\mathcal{U}_{\text {data }}$ in this high-dimensional problem.

### 2.6.3 Non-Linear Chance Constrained Problems

In this section, we conduct numerical experiments for non-linear CCP. We consider two examples. First is a quadratic objective with joint linear chance constraints, and second is a linear objective with a quadratic chance constraint, similar as the QM problem considered in [80].

## Quadratic Objective with Joint Linear Chance Constraint

We adopt the same setup (thus the robust feasibility condition remains the same) as in (2.74) except we modify the objective with a quadratic term

$$
\begin{align*}
\min _{x \in \mathcal{X} \subseteq \mathbb{R}^{d}} & \frac{1}{2} x^{T} H x+c^{T} x  \tag{2.75}\\
\text { s.t. } & \mathbb{P}((A+\Xi) x \leq b) \geq 1-\epsilon, x \geq 0
\end{align*}
$$

for a fixed but a priori randomly generated positive definite matrix $H$. We use $\epsilon=0.05$. Results are summarized in Table 2.7. As we can see, feasibility in terms of violation probability is satisfied by all methods, though RO suffers from higher conservativeness compared to Extended SO/FAST in terms of the objective value ( $f_{\text {val }}=-0.48$ compared to -0.5547 and -0.5476 for Extended SO and FAST respectively). Like the previous example, this could be attributed to the Bonferroni correction used in the RO. Extended FAST gives the least conservative solution in terms of the tolerance level ( $\hat{\epsilon}=0.0096$ ), using only one third of the samples compared to Extended SO (3888 vs 1384). On the other hand, Extended SO gives the least conservative solution in terms of the objective value ( $f_{\text {val }}=-0.5547$ ).

Table 2.7: Comparisons for quadratic objective with joint linear chance constraint under Gaussian: $\epsilon=0.05$, $m=5, d=10$ and $\beta=0.001$.

|  | RO | Extended SO | Extended FAST |
| :--- | :---: | :---: | :---: |
| $n$ | 200 | 200 | 200 |
| $N_{\text {exact }}$ | NA | 447 | 447 |
| $N$ | NA | 3888 | 1384 |
| $\hat{\epsilon}$ | 0 | 0.0006 | 0.0096 |
| $Q_{95}$ | 0 | 0.0017 | 0.0253 |
| $f_{\text {val }}$ | -0.4800 | -0.5547 | -0.5476 |

## Linear Objective with Quadratic Chance Constraint

We consider the following setup:

$$
\begin{array}{cl}
\min _{x \in \mathcal{X} \subseteq \mathbb{R}^{d}} & c^{T} x  \tag{2.76}\\
\text { s.t. } & \mathbb{P}\left(x^{T} \Xi x+a^{T} x \leq b\right) \geq 1-\epsilon, x \geq 0
\end{array}
$$

We set $\Xi=\frac{1}{m} \sum_{i=1}^{m} \xi_{i} \xi_{i}^{T}$ and $\xi_{i} \in \mathbb{R}^{d} \sim \mathcal{N}(\theta, \Sigma)$ are i.i.d. with unknown $\theta$. We set $\theta_{\text {true }}=0 \in \mathbb{R}^{d}$ and consequently $m \Xi$ follows a Wishart distribution $\mathcal{W}(\Sigma, m)$ with $m$ degrees of freedom and covariance matrix $\Sigma$ under $\mathbb{P}$. We use $\epsilon=0.05$. The RO formulation for this problem is not readily available while our sampling-based methods are still directly applicable. We thus focus on
evaluating the performance of Extended FAST under different hyper-parameters. The results are summarized in Table 2.8. As we can see, the high dimensions of the problem do not affect the sample size requirement of Extended FAST dramatically, as it increases moderately form $N=154$ when $d=5$ to $N=334$ when $d=10$ and to $N=422$ when $d=15$. Moreover, the average optimal value $f_{\text {val }}$ is around -0.85 and feasibility is satisfied ( $\hat{\epsilon}$ all within 0.05 ), showing the consistent effectiveness of our method.

Table 2.8: Linear objective with quadratic chance constraint for different $\epsilon, m$ and $d$.

|  | $\epsilon=0.1, d=5, m=5$ | $\epsilon=0.05, d=10, m=10$ | $\epsilon=0.05, d=15, m=15$ |
| :--- | :---: | :---: | :---: |
| $n$ | 80 | 200 | 300 |
| $N_{\text {exact }}$ | 113 | 371 | 504 |
| $N$ | 154 | 334 | 422 |
| $\hat{\epsilon}$ | 0.0092 | 0.0050 | 0.0048 |
| $Q_{95}$ | 0.0263 | 0.0133 | 0.0128 |
| $f_{\text {val }}$ | -0.8393 | -0.8576 | -0.8672 |

### 2.7 Conclusion

We consider data-driven chance constrained problems with limited data. In such situation, standard approaches in SO may not be able to generate statistically feasible solutions. We investigate an approach that uses divergence-based DRO to efficiently incorporate parametric information through a data-driven uncertainty set, and subsequently uses Monte Carlo sampling to generate enough samples to handle the distributionally robust chance constraint. In this way our framework translates the data size requirement in SO into a Monte Carlo requirement, the latter could be much more abundant thanks to cheap modern computational power.

To exploit the full capability of our framework, we have investigated the optimality of the generating distribution in drawing the Monte Carlo samples in the sense of minimizing its required sample size. We have shown that, while the optimal choice is the baseline distribution in the unambiguous and nonparametric DRO cases, this natural choice can be dominated by other distri-
butions in the parametric DRO case. We proved this by connecting the Neyman-Pearson lemma in statistical hypothesis testing to DRO and SO, which comprises the first such results of its kind as far as we know. We then studied several ways to find better generating distributions by searching for mixtures that enhance distributional variability. Lastly, we showed some numerical results to demonstrate how our approach can give rise to feasible solutions in a wide range of settings where other methods such as RO cannot be utilized directly or give more conservative solutions.

### 2.8 Supplementary A: Regularity Conditions to Verify Assumption 1

We consider the following conditions:
(C1) $p\left(x, \theta_{1}\right)=p\left(x, \theta_{2}\right)$ for all $x$ implies $\theta_{1}=\theta_{2}$.
(C2) $\theta_{\text {true }}$ is an inner point of $\Theta \subseteq \mathbb{R}^{D}$.
(C3) The support of distribution $\{x: p(x, \theta)>0\}$ does not depend on $\theta$.
(C4) There exists a measurable function $L_{1}(x)$ such that $\mathbb{E}_{\theta \text { true }} L_{1}^{2}<\infty$ and

$$
\begin{equation*}
\left|\log p\left(x, \theta_{1}\right)-\log p\left(x, \theta_{2}\right)\right| \leq L_{1}(x)\left\|\theta_{1}-\theta_{2}\right\|_{2} \tag{2.77}
\end{equation*}
$$

for all $\theta_{1}, \theta_{2}$ in a neighborhood of $\theta_{\text {true }}$.
(C5) $I\left(\theta_{\text {true }}\right)$ is non-singular.
(C6) The density family $\left\{\mathbb{P}_{\theta}\right\}_{\theta \in \Theta}$ is differentiable in quadratic mean at $\theta_{\text {true }}$, i.e., there exists a measurable function $L_{2}(x): \mathcal{X} \rightarrow R^{D}$ such that for any $h \in \mathbb{R}^{D}$ that converges to 0,

$$
\begin{equation*}
\int\left(\sqrt{p\left(x, \theta_{\text {true }}+h\right)}-\sqrt{p\left(x, \theta_{\text {true }}\right)}-\frac{1}{2} h^{T} L_{2}(x) \sqrt{p\left(x, \theta_{\text {true }}\right)}\right)^{2} d x=o\left(\|h\|_{2}^{2}\right) . \tag{2.78}
\end{equation*}
$$

The consistency and asymptotic normality of MLE in Assumption 1 is guaranteed under conditions (C1)-(C6). See [69, 70].

### 2.9 Supplementary B: Alternate Bounds Using $\chi^{2}$ Distance

Consider the $\chi^{2}$-based uncertainty set $\mathcal{U}_{\text {data }}=\left\{\mathbb{Q} \in \mathcal{P}_{\text {para }}: \chi^{2}\left(\mathbb{P}_{\hat{\theta}}, \mathbb{Q}\right) \leq \lambda\right\}$. Here we provide an alternate upper bound for the function $M\left(\mathbb{P}_{0}, \mathcal{U}_{\text {data }}, \delta\right)$, which we call $\tilde{M}\left(\mathbb{P}_{0}, \mathcal{U}_{\text {data }}, \delta\right)$. That is, we find $\tilde{M}\left(\mathbb{P}_{0}, \mathcal{U}_{\text {data }}, \delta\right)$ that satisfies

$$
\sup _{\mathbb{Q} \in \mathcal{U}_{\text {data }}} \mathbb{Q}(\xi \in A) \leq \tilde{M}\left(\mathbb{P}_{0}, \mathcal{U}_{\text {data }}, \delta\right), \quad \text { for all } A \text { such that } \mathbb{P}_{0}(A) \leq \delta
$$

For any $\mathbb{Q}$ absolutely continuous with respect to $\mathbb{P}_{0}$, we have

$$
\begin{align*}
\sup _{\mathbb{Q} \in \mathcal{U}_{\text {data }}} \mathbb{Q}(\xi \in A) & =\mathbb{P}_{0}(\xi \in A)+\left(\sup _{\mathbb{Q} \in \mathcal{U}_{\text {data }}} \mathbb{Q}(\xi \in A)-\mathbb{P}_{0}(\xi \in A)\right) \\
& =\mathbb{P}_{0}(\xi \in A)+\sup _{\mathbb{Q} \in \mathcal{U}_{\text {data }}} \int \mathbf{1}\{\xi \in A\}\left(\frac{d \mathbb{Q}}{d \mathbb{P}_{0}}-1\right) d \mathbb{P}_{0}(\xi) \\
& \leq \mathbb{P}_{0}(\xi \in A)+\sup _{\mathbb{Q} \in \mathcal{U}_{\text {data }}}\left(\int \mathbf{1}\{\xi \in A\} d \mathbb{P}_{0}(\xi)\right)^{1 / 2} \cdot\left(\int\left(\frac{d \mathbb{Q}}{d \mathbb{P}_{0}}-1\right)^{2} d \mathbb{P}_{0}(\xi)\right)^{1 / 2} \\
& \leq \delta+\delta^{1 / 2} \cdot\left(\sup _{\mathbb{Q} \in \mathcal{U}_{\text {data }}} \chi^{2}\left(\mathbb{P}_{0}, \mathbb{Q}\right)\right)^{1 / 2} \tag{2.79}
\end{align*}
$$

where the fourth line follows from the Cauchy-Schwarz inequality. Thus, we can set

$$
\tilde{M}\left(\mathbb{P}_{0}, \mathcal{U}_{\text {data }}, \delta\right)=\delta+\delta^{1 / 2} \cdot\left(\sup _{\mathbb{Q} \in \mathcal{U}_{\text {data }}} \chi^{2}\left(\mathbb{P}_{0}, \mathbb{Q}\right)\right)^{1 / 2}=\delta+\delta^{1 / 2} \cdot\left(\mathcal{D}_{\text {data }}\left(\mathbb{P}_{0}\right)\right)^{1 / 2}
$$

which is non-decreasing in $\delta$. By (2.15), we can choose $\delta_{\epsilon}$ such that $\delta_{\epsilon}+\delta_{\epsilon}^{1 / 2}\left(\mathcal{D}_{\text {data }}\left(\mathbb{P}_{0}\right)\right)^{1 / 2} \leq \epsilon$, or equivalently,

$$
\begin{equation*}
\delta_{\epsilon} \leq \epsilon+\frac{\mathcal{D}_{\text {data }}\left(\mathbb{P}_{0}\right)}{2}-\sqrt{\epsilon \cdot \mathcal{D}_{\text {data }}\left(\mathbb{P}_{0}\right)+\frac{1}{4}\left(\mathcal{D}_{\text {data }}\left(\mathbb{P}_{0}\right)\right)^{2}}, \tag{2.80}
\end{equation*}
$$

by solving the quadratic equation. In the case where we relax the parametric constraint completely, we have $\mathcal{D}_{\text {data }}\left(\mathbb{P}_{0}\right)=\lambda$. Compared to the bound obtained from Theorem 2.3.2 and Corollary 2.3.2.1, (2.80) is less tight, but the gap can be shown to asymptotically vanish when $\epsilon, \frac{\chi_{1-\alpha, D}^{2}}{n} \rightarrow 0$.

### 2.10 Supplementary C: Proofs and Other Technical Results

Proof of Lemma 1. First, by definition $\mathcal{P}(\Theta)$ is a convex set and, for any $\mu_{1}, \mu_{2} \in \mathcal{P}(\Theta)$ and $0<t<1$, we have

$$
(1-t) \mu_{1}+t \mu_{2} \in \mathcal{P}(\Theta)
$$

Next, fixing $\theta \in \mathcal{U}_{\text {data }}$, the function $L(\cdot, \theta)$ is convex since:

$$
\begin{aligned}
L\left((1-t) \mu_{1}+t \mu_{2}, \theta\right) & =\int_{y} \frac{(p(y ; \theta))^{2}}{\int_{\Theta} p\left(y ; \theta^{\prime}\right)\left((1-t) \mu_{1}+t \mu_{2}\right)\left(d \theta^{\prime}\right)} d y \\
& =\int_{y} \frac{(p(y ; \theta))^{2}}{(1-t) \int_{\Theta} p\left(y ; \theta^{\prime}\right) \mu_{1}\left(d \theta^{\prime}\right)+t \int_{\Theta} p\left(y ; \theta^{\prime}\right) \mu_{2}\left(d \theta^{\prime}\right)} d y \\
& \leq(1-t) \int_{y} \frac{(p(y ; \theta))^{2}}{\int_{\Theta} p\left(y ; \theta^{\prime}\right) \mu_{1}\left(d \theta^{\prime}\right)} d y+t \int_{y} \frac{(p(y ; \theta))^{2}}{\int_{\Theta} p\left(y ; \theta^{\prime}\right) \mu_{2}\left(d \theta^{\prime}\right)} d y \\
& =(1-t) L\left(\mu_{1}, \theta\right)+t L\left(\mu_{2}, \theta\right)
\end{aligned}
$$

for any $0<t<1$ where the inequality follows from the convexity of the function $1 / x$ for $x>0$. Thus, as the supremum of convex functions, $l(\mu) \triangleq \sup _{\theta \in \mathcal{U}_{\text {data }}} L(\mu, \theta)$ is also convex.

We provide a version of Danskin' Theorem needed to prove Theorem 2.4.2. Alternately, one can also resort to a generalized version in [76] by verifying the conditions there. Here we opt for the former and provide a self-contained proof, which mostly relies on the techniques from Proposition 4.5.1 of [75] but with some slight modification to handle issues regarding the domain of the involved function. We have:

Lemma 2. Fix probability measures $\mu_{1}, \mu_{2} \in \mathcal{P}(\Theta)$. Suppose $t_{k} \downarrow 0$ is a positive sequence such that $\left(1-t_{k}\right) \mu_{1}+t_{k} \mu_{2} \in \mathcal{P}(\Theta)$ for all $k$ and $\theta_{k} \in \Theta^{*}\left(\left(1-t_{k}\right) \mu_{1}+t_{k} \mu_{2}\right)$ is a sequence such that $\theta_{k} \rightarrow \theta_{0}$ for some $\theta_{0} \in \mathcal{U}_{\text {data }}$, then we have

$$
\limsup _{k \rightarrow \infty} \frac{L\left(\left(1-t_{k}\right) \mu_{1}+t_{k} \mu_{2}, \theta_{k}\right)-L\left(\mu_{1}, \theta_{k}\right)}{t_{k}} \leq \lim _{t \downarrow 0} \frac{L\left((1-t) \mu_{1}+t \mu_{2}, \theta_{0}\right)-L\left(\mu_{1}, \theta_{0}\right)}{t},
$$

if we assume $L\left((1-t) \mu_{1}+t \mu_{2}, \theta\right)$ is jointly continuous in $0 \leq t \leq 1$ and $\theta \in \Theta$.

Proof. It is known that if $f: \mathbb{I} \rightarrow \mathbb{R}$ is a convex function with $\mathbb{I}$ being an open interval containing some point $x$, we then have the following results [75]:

$$
\begin{align*}
& f^{+}(x)=\lim _{t \downarrow 0} \frac{f(x+t)-f(x)}{t}=\inf _{t>0} \frac{f(x+t)-f(x)}{t},  \tag{2.81}\\
& f^{-}(x)=\lim _{t \downarrow 0} \frac{f(x)-f(x-t)}{t}=\sup _{t>0} \frac{f(x)-f(x-t)}{t} \tag{2.82}
\end{align*}
$$

and

$$
\begin{equation*}
f^{+}(x) \geq f^{-}(x) \tag{2.83}
\end{equation*}
$$

In other words, these limits exist and satisfy the above relations for convex functions. Thus, if we define $f_{k}(t)=L\left(\left(1-t_{k}\right) \mu_{1}+t_{k} \mu_{2}+t\left(\mu_{2}-\mu_{1}\right), \theta_{k}\right)$, it follows from the convexity of $\mathcal{P}(\Theta)$ and $L\left(\cdot, \theta_{k}\right)$ that $f_{k}(t)$ is convex and well-defined for $-t_{k} \leq t \leq 1-t_{k}$. Using the above results in (2.81), (5.21) and (2.83), we then have

$$
\begin{align*}
\frac{L\left(\left(1-t_{k}\right) \mu_{1}+t_{k} \mu_{2}, \theta_{k}\right)-L\left(\mu_{1}, \theta_{k}\right)}{t_{k}} & =\frac{f_{k}(0)-f_{k}\left(-t_{k}\right)}{t_{k}} \\
& \leq \sup _{t>0} \frac{f_{k}(0)-f_{k}(-t)}{t}=f_{k}^{-}(0) \leq f_{k}^{+}(0)=\inf _{t>0} \frac{f_{k}(t)-f_{k}(0)}{t} . \tag{2.84}
\end{align*}
$$

On the other hand, if we define $f_{0}(t)=L\left((1-t) \mu_{1}+t \mu_{2}, \theta_{0}\right)$, it also follows that $f_{0}(t)$ is convex and well-defined for $0 \leq t \leq 1$. It follows from the convexity of $f_{0}(\cdot)$ as well as (2.81) that

$$
\begin{align*}
\lim _{t \downarrow 0} \frac{L\left((1-t) \mu_{1}+t \mu_{2}, \theta_{0}\right)-L\left(\mu_{1}, \theta_{0}\right)}{t} & =\lim _{t \downarrow 0} \frac{f_{0}(t)-f_{0}(0)}{t} \\
& =\inf _{t>0} \frac{f_{0}(t)-f_{0}(0)}{t}=f_{0}^{+}(0) . \tag{2.85}
\end{align*}
$$

Then, it again follows from the convexity of $f_{0}(\cdot)$ that, given any $\tau>0$, we can find some $\eta>0$ such that

$$
\begin{equation*}
\frac{f_{0}(s)-f_{0}(0)}{s} \leq f_{0}^{+}(0)+\tau \tag{2.86}
\end{equation*}
$$

for all $0<s<\eta$. It then follows from definitions and (2.86) that

$$
\begin{align*}
\frac{L\left((1-s) \mu_{1}+s \mu_{2}, \theta_{0}\right)-L\left(\mu_{1}, \theta_{0}\right)}{s} & =\frac{L\left(\left(\mu_{1}+s\left(\mu_{2}-\mu_{1}\right), \theta_{0}\right)-L\left(\mu_{1}, \theta_{0}\right)\right.}{s} \\
& =\frac{f_{0}(s)-f_{0}(0)}{s} \leq f_{0}^{+}(0)+\tau \tag{2.87}
\end{align*}
$$

for all $0<s<\eta$. Fixing one such $s$, since the function $L\left((1-t) \mu_{1}+t \mu_{2}, \theta\right)$ is jointly continuous in $0 \leq t \leq 1$ and $\theta \in \Theta$, and the sequence satisfies $\theta_{k} \rightarrow \theta_{0}$, we have

$$
\begin{aligned}
\lim _{k \rightarrow \infty} \frac{f_{k}(s)-f_{k}(0)}{s} & =\lim _{k \rightarrow \infty} \frac{L\left(\left(1-t_{k}\right) \mu_{1}+t_{k} \mu_{2}+s\left(\mu_{2}-\mu_{1}\right), \theta_{k}\right)-L\left(\left(1-t_{k}\right) \mu_{1}+t_{k} \mu_{2}, \theta_{k}\right)}{s} \\
& =\frac{L\left(\left(\mu_{1}+s\left(\mu_{2}-\mu_{1}\right), \theta_{0}\right)-L\left(\mu_{1}, \theta_{0}\right)\right.}{s}=\frac{f_{0}(s)-f_{0}(0)}{s} \leq f_{0}^{+}(0)+2 \tau,
\end{aligned}
$$

as long as we make $\eta>s>0$ small enough so that $\eta \leq 1-t_{k}$ for all $k$. Then, for $k$ large enough, we have

$$
\begin{equation*}
\inf _{t>0} \frac{f_{k}(t)-f_{k}(0)}{t} \leq \frac{f_{k}(s)-f_{k}(0)}{s} \leq f_{0}^{+}(0)+2 \tau . \tag{2.88}
\end{equation*}
$$

Combining (2.84), (2.85) and (2.88), we have that, for $k$ large enough,

$$
\frac{L\left(\left(1-t_{k}\right) \mu_{1}+t_{k} \mu_{2}, \theta_{k}\right)-L\left(\mu_{1}, \theta_{k}\right)}{t_{k}} \leq \lim _{t \downarrow 0} \frac{L\left((1-t) \mu_{1}+t \mu_{2}, \theta_{0}\right)-L\left(\mu_{1}, \theta_{0}\right)}{t}+2 \tau .
$$

Finally, since $\tau$ is arbitrary, we conclude that

$$
\limsup _{k \rightarrow \infty} \frac{L\left(\left(1-t_{k}\right) \mu_{1}+t_{k} \mu_{2}, \theta_{k}\right)-L\left(\mu_{1}, \theta_{k}\right)}{t_{k}} \leq \lim _{t \downarrow 0} \frac{L\left((1-t) \mu_{1}+t \mu_{2}, \theta_{0}\right)-L\left(\mu_{1}, \theta_{0}\right)}{t} .
$$

We now prove the following version of Danskins' Theorem:

Theorem 2.10.1. Fix $\mu_{1}, \mu_{2} \in \mathcal{P}\left(\mathcal{U}_{\text {data }}\right)$. Suppose $t_{k} \downarrow 0$ is a positive sequence such that $(1-$ $\left.t_{k}\right) \mu_{1}+t_{k} \mu_{2} \in \mathcal{P}(\Theta)$ for all $k$ and $L\left((1-t) \mu_{1}+t \mu_{2}, \theta\right)$ is jointly continuous in $0 \leq t \leq 1$ and $\theta \in \Theta$. Then, if we let $\psi(t)=l\left((1-t) \mu_{1}+t \mu_{2}\right)$ for $0 \leq t \leq 1$ with $l(\cdot)=\sup _{\theta \in \mathcal{U}_{\text {data }}} L(\cdot, \theta)$ defined as
(2.58), we have

$$
\begin{equation*}
\psi^{+}(0)=\sup _{\theta \in \Theta^{*}\left(\mu_{1}\right)} \lim _{t \downarrow 0} \frac{L\left((1-t) \mu_{1}+t \mu_{2}, \theta\right)-L\left(\mu_{1}, \theta\right)}{t} \tag{2.89}
\end{equation*}
$$

Proof. For any $\theta_{0} \in \Theta^{*}\left(\mu_{1}\right)$ and $\theta_{t} \in \Theta^{*}\left((1-t) \mu_{1}+t \mu_{2}\right)$, we have

$$
\begin{aligned}
\frac{\psi(t)-\psi(0)}{t}=\frac{l\left((1-t) \mu_{1}+t \mu_{2}\right)-l\left(\mu_{1}\right)}{t} & =\frac{L\left((1-t) \mu_{1}+t \mu_{2}, \theta_{t}\right)-\tilde{L}\left(\mu_{1}, \theta_{0}\right)}{t} \\
& \geq \frac{L\left((1-t) \mu_{1}+t \mu_{2}, \theta_{0}\right)-L\left(\mu_{1}, \theta_{0}\right)}{t}
\end{aligned}
$$

Thus, by taking $t \downarrow 0$ and taking the supremum over all $\theta_{0} \in \Theta^{*}\left(\mu_{1}\right)$, we have

$$
\begin{equation*}
\psi^{+}(0) \geq \sup _{\theta \in \Theta^{*}\left(\mu_{1}\right)} \lim _{t \downarrow 0} \frac{L\left((1-t) \mu_{1}+t \mu_{2}, \theta\right)-L\left(\mu_{1}, \theta\right)}{t} . \tag{2.90}
\end{equation*}
$$

Notice that the existence of the several limits above follows from the convexity of related functions. To prove the reverse inequality, we consider a sequence $\left\{t_{k}\right\}$ with $0<t_{k}<1$ and $t_{k} \downarrow 0$. Then, we pick another sequence $\left\{\theta_{k}\right\} \subseteq \mathcal{U}_{\text {data }}$ with $\theta_{k} \in \Theta^{*}\left(\left(1-t_{k}\right) \mu_{1}+t_{k} \mu_{2}\right)$ for all $k$. Since $\mathcal{U}_{\text {data }}$ is compact, there exist a subsequence of $\left\{\theta_{k}\right\}$ converge to some $\theta_{0} \in \mathcal{U}_{\text {data }}$. Without loss of generality, we drop the subsequence and simply assume $\theta_{k} \rightarrow \theta_{0}$. We first show $\theta_{0} \in \Theta^{*}\left(\mu_{1}\right)$. To do this, pick any $\tilde{\theta}_{0} \in \Theta^{*}\left(\mu_{1}\right)$. Since $L\left((1-t) \mu_{1}+t \mu_{2}, \theta\right)$ is jointly continous in $t$ and $\theta$, we have

$$
L\left(\mu_{1}, \theta_{0}\right)=\lim _{k \rightarrow \infty} L\left(\left(1-t_{k}\right) \mu_{1}+t_{k} \mu_{2}, \theta_{k}\right) \geq \lim _{k \rightarrow \infty} L\left(\left(1-t_{k}\right) \mu_{1}+t_{k} \mu_{2}, \tilde{\theta}_{0}\right)=L\left(\mu_{1}, \tilde{\theta}_{0}\right),
$$

where the inequality follows from the definition of $\theta_{k}$. Now, since $\tilde{\theta}_{0} \in \Theta^{*}\left(\mu_{1}\right)$ and $L\left(\mu_{1}, \theta_{0}\right) \geq$ $L\left(\mu_{1}, \tilde{\theta}_{0}\right)$, we must have

$$
L\left(\mu_{1}, \theta_{0}\right)=L\left(\mu_{1}, \tilde{\theta}_{0}\right) \text { and } \theta_{0} \in \Theta^{*}\left(\mu_{1}\right) .
$$

Now, using the definition of $\Theta^{*}\left(\mu_{1}\right)$, we can write

$$
\begin{align*}
\psi^{+}(0)=\inf _{0<t} \frac{\psi(t)-\psi(0)}{t} \leq \frac{\psi\left(t_{k}\right)-\psi(0)}{t_{k}} & =\frac{l\left(\left(1-t_{k}\right) \mu_{1}+t_{k} \mu_{2}\right)-l\left(\mu_{1}\right)}{t_{k}} \\
& =\frac{L\left(\left(1-t_{k}\right) \mu_{1}+t_{k} \mu_{2}, \theta_{k}\right)-L\left(\mu_{1}, \theta_{0}\right)}{t_{k}} \\
& \leq \frac{L\left(\left(1-t_{k}\right) \mu_{1}+t_{k} \mu_{2}, \theta_{k}\right)-L\left(\mu_{1}, \theta_{k}\right)}{t_{k}} . \tag{2.91}
\end{align*}
$$

Now we use Lemma 2 to conclude that

$$
\begin{align*}
\psi^{+}(0) & \leq \limsup _{k \rightarrow \infty} \frac{L\left(\left(1-t_{k}\right) \mu_{1}+t_{k} \mu_{2}, \theta_{k}\right)-L\left(\mu_{1}, \theta_{k}\right)}{t_{k}} \\
& \leq \lim _{t \downarrow 0} \frac{L\left((1-t) \mu_{1}+t \mu_{2}, \theta_{0}\right)-L\left(\mu_{1}, \theta_{0}\right)}{t} \\
& \leq \sup _{\theta \in \Theta^{*}\left(\mu_{1}\right)} \lim _{t \downarrow 0} \frac{L\left((1-t) \mu_{1}+t \mu_{2}, \theta\right)-L\left(\mu_{1}, \theta\right)}{t} \tag{2.92}
\end{align*}
$$

Finally, we combine (2.90) and (2.92) to conclude the proof

$$
\psi^{+}(0)=\sup _{\theta \in \Theta^{*}\left(\mu_{1}\right)} \lim _{t \downarrow 0} \frac{L\left((1-t) \mu_{1}+t \mu_{2}, \theta\right)-L\left(\mu_{1}, \theta\right)}{t}
$$

Proof of Theorem 2.4.2. The result can be obtained from Leibniz's integral rule (i.e. differentiation under the integral sign). See, for example, Theorem 2.27 in [81].

Next we prove Proposition 1. For convenience, we note that (2.64) can be written in a compact form for exponential family [72]:

$$
\begin{equation*}
p(y ; \theta)=e^{\langle t(y), \theta\rangle-F(\theta)+k(y)} \tag{2.93}
\end{equation*}
$$

where $\langle a, b\rangle=a^{\top} b$ represents the usual inner product in the Euclidean space, and $t(\cdot), F(\cdot)$ and
$k(\cdot)$ are known functions. In particular, we have

$$
\begin{equation*}
F(\theta)=\frac{\theta^{\top} \Sigma^{-1} \theta}{2} \tag{2.94}
\end{equation*}
$$

To facilitate the calculation, we first introduce two lemmas involving the exponential parametric family based on [72].

Lemma 3. Pick $\theta_{1}, \theta_{2} \in \Theta$. If $2 \theta_{2}-\theta_{1} \in \Theta$, then we have

$$
\int_{y} \frac{\left(p\left(y ; \theta_{2}\right)\right)^{2}}{p\left(y ; \theta_{1}\right)} d y=e^{F\left(2 \theta_{2}-\theta_{1}\right)-\left(2 F\left(\theta_{2}\right)-F\left(\theta_{1}\right)\right)}
$$

In particular, if $F(\theta)=\frac{\theta^{\top} \Sigma^{-1} \theta}{2}$, then $\int_{y} \frac{\left(p\left(y ; \theta_{2}\right)\right)^{2}}{p\left(y ; \theta_{1}\right)} d y=e^{\left(\theta_{2}-\theta_{1}\right) \top \Sigma^{-1}\left(\theta_{2}-\theta_{1}\right)}$.

Proof. It follows from (2.93) that

$$
\begin{aligned}
\int_{y} \frac{\left(p\left(y ; \theta_{2}\right)\right)^{2}}{p\left(y ; \theta_{1}\right)} d y & =e^{<t(y), 2 \theta_{2}-\theta_{1}>-\left(2 F\left(\theta_{2}\right)-F\left(\theta_{1}\right)\right)+k(y)} d y \\
& =e^{F\left(2 \theta_{2}-\theta_{1}\right)-\left(2 F\left(\theta_{2}\right)-F\left(\theta_{1}\right)\right)} \cdot \int_{y} p\left(y ; 2 \theta_{2}-\theta_{1}\right) d y \\
& =e^{F\left(2 \theta_{2}-\theta_{1}\right)-\left(2 F\left(\theta_{2}\right)-F\left(\theta_{1}\right)\right)}
\end{aligned}
$$

Lemma 4. Pick $\theta_{1}, \theta_{2}$ and $\theta_{3} \in \Theta$. If $2 \theta_{2}-2 \theta_{1}+\theta_{3} \in \Theta$, then we have

$$
\int_{y} \frac{\left(p\left(y ; \theta_{2}\right)\right)^{2} p\left(y ; \theta_{3}\right)}{\left(p\left(y ; \theta_{1}\right)\right)^{2}} d y=e^{F\left(2 \theta_{2}-2 \theta_{1}+\theta_{3}\right)-2 F\left(\theta_{2}\right)+2 F\left(\theta_{1}\right)-F\left(\theta_{3}\right)}
$$

In particular, if $F(\theta)=\frac{\theta^{\top} \Sigma^{-1} \theta}{2}$, then $\int_{y} \frac{\left(p\left(y ; \theta_{2}\right)\right)^{2} p\left(y ; \theta_{3}\right)}{\left(p\left(y ; \theta_{1}\right)\right)^{2}} d y=e^{\left(\theta_{2}-\theta_{1}\right)^{\top} \Sigma^{-1}\left(\theta_{2}-\theta_{1}\right)+2\left(\theta_{2}-\theta_{1}\right) \Sigma^{-1}\left(\theta_{3}-\theta_{1}\right)}$.
Proof. The proof follows from the same techniques as in Lemma 3.

Then (6.79) follows from (2.26), (2.94) and Lemma 3 so that

$$
\begin{aligned}
\mathcal{U}_{\text {data }} \triangleq\left\{\theta \in \Theta: \chi^{2}\left(\mathbb{P}_{\hat{\theta}}, \mathbb{P}_{\theta}\right) \leq \frac{\chi_{1-\alpha, D}^{2}}{n}\right\} & =\left\{\theta \in \Theta: e^{F(2 \theta-\hat{\theta})-(2 F(\theta)-F(\hat{\theta}))}-1 \leq \frac{\chi_{1-\alpha, D}^{2}}{n}\right\} \\
& =\left\{\theta \in \Theta: e^{(\theta-\hat{\theta})^{\top} \Sigma^{-1}(\theta-\hat{\theta})}-1 \leq \frac{\chi_{1-\alpha, D}^{2}}{n}\right\} \\
& =\left\{\theta: \hat{\theta}+\Sigma^{\frac{1}{2}} v, \quad \text { for all }\|v\|_{2}^{2} \leq \log \left(1+\frac{\chi_{1-\alpha, D}^{2}}{n}\right)\right\}
\end{aligned}
$$

and (2.66) follows. We now prove Proposition 1:

Proof of Proposition 1. Following Theorem 2.4.2, Lemma 3 and Lemma 4, we have

$$
\begin{align*}
& \sup _{\theta \in \Theta^{*}\left(\delta_{\hat{\theta}}\right)} \int_{y} \frac{(p(y ; \theta))^{2} \cdot \int_{\Theta} p\left(y ; \theta^{\prime}\right)\left(\delta_{\hat{\theta}}-\mu_{\text {prop }}\right)\left(d \theta^{\prime}\right)}{\left(\int_{\Theta} p\left(y ; \theta^{\prime}\right) \delta_{\hat{\theta}}\left(d \theta^{\prime}\right)\right)^{2}} d y \\
= & \sup _{\theta \in \Theta^{*}\left(\delta_{\hat{\theta}}\right)}\left(\int_{y} \frac{(p(y ; \theta))^{2}}{p(y ; \hat{\theta})} d y-\int_{y} \frac{(p(y ; \theta))^{2} \cdot \int_{\Theta} p\left(y ; \theta^{\prime}\right)\left(\mu_{p r o p}\right)\left(d \theta^{\prime}\right)}{(p(y ; \hat{\theta}))^{2}} d y\right) \\
= & \sup _{\theta \in \Theta^{*}\left(\delta_{\hat{\theta}}\right)}\left(\int_{y} \frac{(p(y ; \theta))^{2}}{p(y ; \hat{\theta})} d y-\int_{\Theta} \int_{y} \frac{(p(y ; \theta))^{2} \cdot p\left(y ; \theta^{\prime}\right)}{(p(y ; \hat{\theta}))^{2}} d y \cdot \mu_{\text {prop }}\left(d \theta^{\prime}\right)\right) \\
= & \sup _{\theta \in \Theta^{*}\left(\delta_{\hat{\theta}}\right)}\left(e^{(\theta-\hat{\theta})^{\top} \Sigma^{-1}(\theta-\hat{\theta})}-\int_{\Theta} e^{(\theta-\hat{\theta})^{\top} \Sigma^{-1}(\theta-\hat{\theta})+2(\theta-\hat{\theta})^{\top} \Sigma^{-1}\left(\theta^{\prime}-\hat{\theta}\right)} \mu_{\text {prop }}\left(d \theta^{\prime}\right)\right) \\
= & \left(1+\frac{\chi_{1-\alpha, D}^{2}}{n}\right) \cdot \sup _{\theta \in \Theta^{*}\left(\delta_{\hat{\theta}}\right)}\left(1-\mathbb{E}_{\theta^{\prime} \sim \mu_{p r o p}}\left[e^{2(\theta-\hat{\theta})^{\top} \Sigma^{-1}\left(\theta^{\prime}-\hat{\theta}\right)}\right]\right) \\
= & \left(1+\frac{\chi_{1-\alpha, D}^{2}}{n}\right) \cdot\left(1-\inf _{\theta \in \Theta^{*}\left(\delta_{\hat{\theta}}\right)} \mathbb{E}_{\theta^{\prime} \sim \mu_{p r o p}}\left[e^{2(\theta-\hat{\theta})^{\top} \Sigma^{-1}\left(\theta^{\prime}-\hat{\theta}\right)}\right]\right) . \tag{2.95}
\end{align*}
$$

Notice the second equality follows from Fubini's theorem. The third equality follows from Lemma 3 and Lemma 4. The fourth equality follows from (2.66). Now, following the last line (2.95), for the search of descent direction, it is sufficient to prove

$$
\inf _{\theta \in \Theta^{*}\left(\delta_{\hat{\theta}}\right)} \mathbb{E}_{\theta^{\prime} \sim \mu_{p r o p}}\left[e^{2(\theta-\hat{\theta})^{\top} \Sigma^{-1}\left(\theta^{\prime}-\hat{\theta}\right)}\right]>1
$$

However, since $\mu_{\text {prop }}\left(d \theta^{\prime}\right)$ is a symmetrical distribution around $\hat{\theta}$, we know that

$$
\mathbb{E}_{\theta^{\prime} \sim \mu_{\text {prop }}}\left[2(\theta-\hat{\theta})^{\top} \Sigma^{-1}\left(\theta^{\prime}-\hat{\theta}\right)\right]=0
$$

for any $\theta \in \Theta^{*}\left(\delta_{\hat{\theta}}\right)$. Then, it follows from Jensen's inequality that

$$
\inf _{\theta \in \Theta^{*}\left(\delta_{\hat{\theta}}\right)} \mathbb{E}_{\theta^{\prime} \sim \mu_{\text {prop }}}\left[e^{2(\theta-\hat{\theta})^{\top} \Sigma^{-1}\left(\theta^{\prime}-\hat{\theta}\right)}\right] \geq 1
$$

Now suppose for the sake of contradiction that

$$
\inf _{\theta \in \Theta^{*}\left(\delta_{\hat{\theta}}\right)} \mathbb{E}_{\theta^{\prime} \sim \mu_{\text {prop }}}\left[e^{2(\theta-\hat{\theta}) \mathrm{T} \Sigma^{-1}\left(\theta^{\prime}-\hat{\theta}\right)}\right]=1
$$

Then, let $\left\{\theta_{k}\right\}_{k} \subseteq \Theta^{*}\left(\delta_{\hat{\theta}}\right)$ be a subsequence such that $\mathbb{E}_{\theta^{\prime} \sim \mu_{\text {prop }}}\left[e^{2\left(\theta_{k}-\hat{\theta}\right)^{\top} \Sigma^{-1}\left(\theta^{\prime}-\hat{\theta}\right)}\right] \rightarrow 1$. Due to the compactness of $\Theta^{*}\left(\delta_{\hat{\theta}}\right)$, we can find a subsequence of $\left\{\theta_{k}\right\}_{k}$ converging to some $\theta_{0} \in \Theta^{*}\left(\delta_{\hat{\theta}}\right)$. For convenience we drop the subsequence and suppose $\theta_{k} \rightarrow \theta_{0}$. Then the existence of $Y$ allows us to use dominated convergence theorem:

$$
\mathbb{E}\left[e^{2 Y_{\theta_{0}}}\right]=\mathbb{E}_{\theta^{\prime} \sim \mu_{\text {prop }}}\left[e^{2\left(\theta_{0}-\hat{\theta}\right)^{\top} \Sigma^{-1}\left(\theta^{\prime}-\hat{\theta}\right)}\right]=\lim _{k \rightarrow \infty} \mathbb{E}_{\theta^{\prime} \sim \mu_{\text {prop }}}\left[e^{2\left(\theta_{k}-\hat{\theta}\right) \Sigma^{-1}\left(\theta^{\prime}-\hat{\theta}\right)}\right]=1 .
$$

However, Jensen's inequality would indicate that $\mathbb{E}\left[e^{2 Y_{\theta_{0}}}\right]=1$ if and only $\mathbb{P}\left(Y_{\theta_{0}}=0\right)=1$, which contradicts our assumption. Thus, we know that

$$
\inf _{\theta \in \Theta^{*}\left(\delta_{\hat{\theta}}\right)} \mathbb{E}_{\theta^{\prime} \sim \mu_{\text {prop }}}\left[e^{2(\theta-\hat{\theta})^{\top} \Sigma^{-1}\left(\theta^{\prime}-\hat{\theta}\right)}\right]>1,
$$

as claimed.

Proof of Proposition 2. First we prove (2.67). Letting $c=\frac{1}{(2 \pi)^{D}|\Sigma|}$, we know that

$$
\begin{align*}
\chi^{2}\left(\mathbb{P}_{0}, \mathbb{P}_{\theta}\right) & =\int \frac{p^{2}(y ; \theta)}{p_{0}(y)} d y-1 \\
& =c \int \frac{e^{-(y-\theta)^{T} \Sigma^{-1}(y-\theta)}}{p_{0}(y)} d y-1 \\
& =c e^{-\left\|\Sigma^{-1 / 2}(\theta-\hat{\theta})\right\|_{2}^{2}} \int \frac{e^{-(y-\hat{\theta})^{T} \Sigma^{-1}(y-\hat{\theta})} \cdot e^{-2(y-\hat{\theta})^{T} \Sigma^{-1}(\hat{\theta}-\theta)}}{p_{0}(y)} d y-1 \\
& =c\left|\Sigma^{1 / 2}\right| e^{-\left\|\Sigma^{-1 / 2}(\theta-\hat{\theta})\right\|_{2}^{2}} \int \frac{e^{-z^{T} z} \cdot e^{-2 z^{T} \Sigma^{-1 / 2}(\hat{\theta}-\theta)}}{p_{0}\left(\Sigma^{1 / 2} z+\hat{\theta}\right)} d z-1 \\
& =c|\Sigma| e^{-\left\|\Sigma^{-1 / 2}(\theta-\hat{\theta})\right\|_{2}^{2}} \int \frac{e^{-z^{T} z} \cdot e^{-2 z^{T} \Sigma^{-1 / 2}(\hat{\theta}-\theta)}}{p_{Z}(z)} d z-1 \tag{2.96}
\end{align*}
$$

where we denote $p_{Z}(\cdot)$ to be the density function of random variable $Z=\Sigma^{-1 / 2}(Y-\hat{\theta})$ with $Y \sim \mathbb{P}_{0}$ and the last two lines follow from a change of variable $z=\Sigma^{-1 / 2}(y-\hat{\theta})$. Now, since $\left\|\Sigma^{-1 / 2}\left(\theta_{1}-\hat{\theta}\right)\right\|_{2}^{2}=\left\|\Sigma^{-1 / 2}\left(\theta_{2}-\hat{\theta}\right)\right\|_{2}^{2}=r$ for some $r$ by assumption, it follows from (2.96) that $\chi^{2}\left(\mathbb{P}_{0}, \mathbb{P}_{\theta_{1}}\right)=\chi^{2}\left(\mathbb{P}_{0}, \mathbb{P}_{\theta_{2}}\right)$ if we can show

$$
\int \frac{e^{-z^{T} z} \cdot e^{-2 z^{T} \Sigma^{-1 / 2}\left(\hat{\theta}-\theta_{1}\right)}}{p_{Z}(z)} d z=\int \frac{e^{-z^{T} z} \cdot e^{-2 z^{T} \Sigma^{-1 / 2}\left(\hat{\theta}-\theta_{2}\right)}}{p_{Z}(z)} d z .
$$

However, since $p_{Z}(z)$ and $e^{-z^{T} z}$ are both rotationally invariant functions (i.e. $f(z)=f\left(Q^{\top} z\right)$ for all $z$ and rotational matrix $Q$, with $|Q|=1$ ), it can be shown that $\int \frac{e^{-z^{T} z \cdot e^{-2 z^{T} v}}}{p_{Z}(z)} d z$ holds the same value for any $v$ such that $\|v\|_{2}^{2}=r$. Notice the rotational invariance of $p_{Z}(z)$ follows from the rotational invariance of $Z$. This proves (2.67). To prove (2.68), notice that for any $\theta \in \mathcal{U}_{\text {data }}$, we can find some $0 \leq t \leq 1$ such that

$$
\left(\left((1-t) \hat{\theta}+t \theta^{\star}\right)-\hat{\theta}\right)^{\top} \Sigma^{-1}\left(\left((1-t) \hat{\theta}+t \theta^{\star}\right)-\hat{\theta}\right)=(\theta-\hat{\theta})^{\top} \Sigma^{-1}(\theta-\hat{\theta})
$$

and hence $\chi^{2}\left(\mathbb{P}_{0}, \mathbb{P}_{\left((1-t) \hat{\theta}+t \theta^{*}\right)}\right)=\chi^{2}\left(\mathbb{P}_{0}, \mathbb{P}_{\theta}\right)$ by (2.67).

Proof of Proposition 3. To check that $Y \sim \mathbb{P}_{t}$ with density

$$
p_{t}(y)=\int_{\Theta} p\left(y ; \theta^{\prime}\right)\left((1-t) \delta_{\hat{\theta}}+t \mu_{\text {prop }}\right)\left(d \theta^{\prime}\right)=(1-t) \mathbb{P}_{\hat{\theta}}+\int_{\Theta} p\left(y ; \theta^{\prime}\right) \mu_{\text {prop }}\left(d \theta^{\prime}\right)
$$

leads to rotationally invariant $Z=\Sigma^{-1 / 2}(Y-\hat{\theta})$, simply notice that

$$
Y^{\mathcal{D}}\left(1-U_{t}\right)\left(\hat{\theta}+X_{1}\right)+U_{t}\left(\hat{\theta}+\sqrt{\frac{\chi_{1-\alpha, D}^{2}}{n}} \cdot \Sigma^{1 / 2} \eta+X_{2}\right)
$$

where $U_{t}$ is an independent Bernoulli variable with success rate $t, \eta$ is a random vector uniformly distributed on the surface of the $D$-dimensional unit ball and $X_{1}, X_{2}$ are independent $\mathcal{N}(0, \Sigma)$. Then, it follows that

$$
\Sigma^{-1 / 2}(Y-\hat{\theta}) \stackrel{\mathcal{D}}{=}\left(1-U_{t}\right) Z_{1}+U_{t}\left(\sqrt{\frac{\chi_{1-\alpha, D}^{2}}{n}} \eta+Z_{2}\right)
$$

where $Z_{1}, Z_{2}$ are now independent $\mathcal{N}\left(0, I_{D}\right)$. Consequently, the rotational invariance of $Z$ now follows from the rotational invariance of $Z_{1}, Z_{2}, \eta$ and their independence.

Following the comments after Proposition 1, we show that $\theta \sim \mu_{\text {prop }}$ with $\theta \stackrel{\mathcal{D}}{=} \hat{\theta}+\sqrt{\frac{\chi_{1-\alpha, D}^{2}}{n}}$. $\Sigma^{1 / 2} \cdot \eta$ provides a descent direction, with an alternate proof using the following lemma and the last line of (2.95).

Lemma 5. Fixing $\theta_{1} \in \Theta^{*}\left(\delta_{\hat{\theta}}\right)$, we have

$$
\mathbb{E}_{\theta_{2} \sim \mu_{\text {prop }}}\left[e^{2\left(\theta_{1}-\hat{\theta}\right)^{T} \Sigma^{-1}\left(\theta_{2}-\hat{\theta}\right)}\right]>1,
$$

for $\theta_{2} \sim \mu_{\text {prop }}(d \theta)$ where $\theta_{2} \stackrel{\mathcal{D}}{=} \hat{\theta}+\sqrt{\frac{\chi_{1-\alpha, D}^{2}}{n}} \cdot \Sigma^{1 / 2} \cdot \eta$ with $\eta$ following the uniform distribution on the surface of the $D$-dimensional unit ball.

Proof of Lemma 5. Let $u_{1} \in \mathbb{R}^{D}$ denote an arbitary point on the surface of $D$ dimensional unit ball $\left(\left\|u_{1}\right\|_{2}^{2}=1\right)$ and let $\eta=\left[\eta_{1}, \eta_{2}, \ldots, \eta_{D}\right]$ be the random vector in $\mathbb{R}^{D}$ uniformly distributed on the
surface of $D$ dimensional unit ball. Then we claim that $\frac{\mu_{1}^{T} \eta+1}{2} \sim \operatorname{Beta}\left(\frac{D-1}{2}, \frac{D-1}{2}\right)$.
To show this, assume without loss of generality that $u_{1}=[1,0, \ldots, 0] \in \mathbb{R}^{D}$. Then for any $t \in$ $[-1,1]$, it follows that $\mathbb{P}\left(u_{1}^{T} \eta \in d t\right)$ is proportional to the infinitesimal surface area on the ball corresponding to $\eta_{1} \in d t$, which is in turn proportional to the product of the sub-dimension $D-2$ surface area on the belt $x_{2}^{2}+x_{3}^{2}+\ldots+x_{D}^{2}=1-t^{2}$ with the infinitesimal width of this belt. Specifically, the sub-dimension $D-2$ surface area around the belt is proportional to $\left(\sqrt{1-t^{2}}\right)^{D-2}$. This follows from the fact that points of the form $\left[0, \sqrt{1-t^{2}}, 0, \ldots, 0\right],\left[0,0, \sqrt{1-t^{2}}, 0, \ldots, 0\right], \ldots,\left[0,0, \ldots, 0, \sqrt{1-t^{2}}\right]$ are on this belt. Also, the width of this belt, according to the Pythagorean theorem, is $d t$. $\sqrt{\left(\frac{d \sqrt{1-t^{2}}}{d t}\right)^{2}+1}=\frac{d t}{\sqrt{1-t^{2}}}$. Thus,

$$
\mathbb{P}\left(u_{1}^{T} \eta \in d t\right) \propto \frac{\left(\sqrt{1-t^{2}}\right)^{D-2}}{\sqrt{1-t^{2}}} d t=\left(1-t^{2}\right)^{\frac{D-3}{2}} d t
$$

Now, we can substitute $\frac{t+1}{2}=s$ with $s \in[0,1]$ to get

$$
\mathbb{P}\left(\frac{u_{1}^{T} \eta+1}{2} \in d s\right) \propto(s)^{\frac{D-1}{2}-1}(1-s)^{\frac{D-1}{2}-1} d s
$$

which can only be the density function for $\operatorname{Beta}\left(\frac{D-1}{2}, \frac{D-1}{2}\right)$. It now follows from [82] that $\frac{u_{1}^{T} \eta+1}{2}$ has moment generating function

$$
\begin{align*}
M(t) & \triangleq \mathbb{E}\left[e^{t \cdot \frac{u_{1}^{T} \eta+1}{2}}\right] \\
& ={ }_{1} F_{1}\left(\frac{D-1}{2}, D-1, t\right)=e^{(t / 2)}{ }_{0} F_{1}\left(; \frac{D}{2}, \frac{t^{2}}{16}\right) \geq e^{t / 2}\left(1+c t^{2}\right)>e^{(t / 2)} . \tag{2.97}
\end{align*}
$$

for some $c>0$ where ${ }_{1} F_{1}(\cdot, \cdot, \cdot)$ and ${ }_{0} F_{1}(;, \cdot, \cdot)$ are the confluent hypergeometric function with identity ${ }_{1} F_{1}(a, 2 a, x)=e_{0}^{x / 2} F_{1}\left(; a+1 / 2, x^{2} / 16\right)$ (see [83]),

$$
{ }_{0} F_{1}(; \alpha, t) \triangleq \sum_{k=0}^{\infty} \frac{t^{k}}{(\alpha)_{k} k!} \quad \text { and } \quad{ }_{1} F_{1}(\alpha, \beta, t) \triangleq \sum_{k=0}^{\infty} \frac{(\alpha)_{k} t^{k}}{(\beta)_{k} k!},
$$

with $(\gamma)_{k}=\frac{\Gamma(\gamma+k)}{\Gamma(\gamma)}$ being the Pochhammer symbol [82]. To conclude the proof, denote $\rho_{n}=$
$\sqrt{\log \left(1+\frac{\chi_{1-\alpha, D}^{2}}{n}\right)} \cdot \sqrt{\frac{\chi_{1-\alpha, D}^{2}}{n}}$ and use (6.79), (2.66) and (2.97) to write

$$
\begin{aligned}
& \mathbb{E}_{\theta_{2} \sim \mu_{\text {prop }}}\left[e^{2\left(\theta_{1}-\hat{\theta}\right)^{T} \Sigma^{-1}\left(\theta_{2}-\hat{\theta}\right)}\right] \\
= & \mathbb{E}_{\gamma \sim \eta}\left[e^{2 \rho_{n} \cdot \mu_{1}^{T} v}\right]=\mathbb{E}_{X \sim \operatorname{Beta}\left(\frac{D-1}{2}, \frac{D-1}{2}\right)}\left[e^{2 \rho_{n} \cdot(2 X-1)}\right]=M\left(4 \rho_{n}\right) / e^{2 \rho_{n}} \geq\left(1+16 c \rho_{n}^{2}\right)>1 .
\end{aligned}
$$

Remark 1. Following Lemma 5, we discuss the numerical calculations of $\mathcal{D}\left(\mathbb{P}_{0}\right)$ following Proposition 3. We use $\mathcal{U}_{\text {data }}=\left\{\mathbb{P}_{\theta}:\|\theta-\hat{\theta}\|_{2}^{2} \leq \frac{\chi_{1-\alpha, D}^{2}}{n}\right\}$ where $p(y ; \theta)=(2 \pi)^{-\frac{D}{2}} e^{-\frac{1}{2}\|(y-\theta)\|_{2}^{2}}$. Then, for $\mu_{1}$, the nominal $p_{0}(y)$ is simply $p(y ; \hat{\theta})$ and $\mathcal{D}_{\text {data }}\left(\mathbb{P}_{0}\right)=\mathcal{D}_{\text {data }}\left(\mathbb{P}_{\hat{\theta}}\right)=\max _{\theta \in \mathcal{U}} e^{\|\theta-\hat{\theta}\|_{2}^{2}}-1=$ $e^{\frac{x_{1-\alpha, D}^{2}}{n}}-1$ according to (6.79) and Lemma 3. For $\mu_{2}$, it can be shown that the nominal $\mathbb{P}_{0}$ follows $\mathcal{N}\left(\hat{\theta},\left(1+\frac{1}{n}\right) \cdot I_{D}\right)$, and a direct computation would show that $\mathcal{D}_{\text {data }}\left(\mathbb{P}_{0}\right)=\max _{\theta \in \mathcal{U}}\left(\frac{(n+1)^{2}}{n(n+2)}\right)^{\frac{d}{2}} \frac{\frac{n}{n+2}\|\theta-\hat{\theta}\|_{2}^{2}}{}-$ $1=\left(\frac{(n+1)^{2}}{n(n+2)}\right)^{\frac{d}{2}} e^{\frac{n}{n+2} \frac{x_{1-\alpha, D}^{2}}{n}}-1$. Finally, for $\mu_{3}$, assume w.l.o.g that $\hat{\theta}=0$. Then we use the derivation in Lemma 5 that $\frac{\mu_{1}^{T} \eta+1}{2} \sim \operatorname{Beta}\left(\frac{D-1}{2}, \frac{D-1}{2}\right)$ for any $u_{1}$ on the $D$-dimensional unit ball surface to show that, for any $v \in \mathbb{R}^{D}$,

$$
\begin{equation*}
\mathbb{E}_{\eta}\left[e^{\eta^{T} v}\right]=e^{-\|v\|_{2}}{ }_{1} F_{1}\left(\frac{D-1}{2}, D-1,2\|v\|_{2}\right) \tag{2.98}
\end{equation*}
$$

and consequently

$$
p_{0}(y)=(2 \pi)_{1}^{-\frac{D}{2}} F_{1}\left(\frac{d-1}{2}, d-1,2\left(\frac{\chi_{1-\alpha, D}^{2}}{n}\right)^{1 / 2}\|y\|_{2}\right) e^{-\frac{1}{2}\left(\|y\|_{2}+\frac{\chi_{1-\alpha, D}^{2}}{n}\right)^{2}} .
$$

Then, to calculate $\mathcal{D}_{\text {data }}\left(\mathbb{P}_{0}\right)$, we note that

$$
\begin{align*}
\mathcal{D}_{\text {data }}\left(\mathbb{P}_{0}\right)+1 & =\max _{\|\theta\|_{2}^{2} \leq \frac{x_{1-\alpha, D}^{2}}{n}} \int \frac{p^{2}(y ; \theta)}{p_{0}(y)} d y \\
& =\max _{\|\theta\|_{2}^{2} \leq \frac{x_{1-\alpha, D}^{2}}{n}}(2 \pi)^{-\frac{D}{2}} e^{-\frac{1}{2}\|y\|_{2}^{2}} \frac{e^{-\|\theta\|_{2}^{2}+2 \theta^{T} y+\frac{\chi_{1-\alpha, D}^{2}}{2 n}+\left(\frac{x_{1-\alpha, D}^{2}}{n}\right)^{\frac{1}{2}}\|y\|_{2}}}{F_{1}\left(\frac{d-1}{2}, d-1,2\left(\frac{\chi_{1-\alpha, D}^{2}}{n}\right)^{\frac{1}{2}}\|y\|_{2}\right)} \\
& =\max _{\|\theta\|_{2}^{2} \leq \frac{x_{1-\alpha, D}^{2}}{n}} \mathbb{E}_{Y \sim \mathcal{N}\left(0, I_{D}\right)}\left[\frac{e^{-\|\theta\|_{2}^{2}+2 \theta^{T} Y+\frac{\chi_{1-\alpha, D}^{2}}{2 n}+\left(\frac{x_{1-\alpha, D}^{2}}{n}\right)^{\frac{1}{2}}\|Y\|_{2}}}{{ }_{1} F_{1}\left(\frac{d-1}{2}, d-1,2\left(\frac{x_{1-\alpha, D}^{2}}{n}\right)^{\frac{1}{2}}\|Y\|_{2}\right)}\right] . \tag{2.99}
\end{align*}
$$

Furthermore, through either direct verification or analysis similar to those in Lemma 5, we note that $Y \sim \mathcal{N}\left(0, I_{D}\right)$ shares the same distribution of $L \eta$ where $L \in \mathbb{R}^{+}$and $\eta \in \mathbb{R}^{D}$ are two independent random variables with $L$ being the norm of $\mathcal{N}\left(0, I_{D}\right)$ bearing density $f_{L}(l)=1_{\{l \geq 0\}} \frac{2^{1-\frac{D}{2}}}{\Gamma\left(\frac{D}{2}\right)} l^{d-1} e^{-\frac{l^{2}}{2}}$ and $\eta$ being the random vector on the D-dimensional unit ball surface. Thus, it follows from (2.99) that (2.99) equals

$$
\begin{aligned}
& \max _{\|\theta\|_{2}^{2} \leq \frac{x_{1-\alpha, D}^{2}}{n}} \mathbb{E}_{L}\left[\mathbb{E}_{\eta}\left[\left.\frac{e^{-\|\theta\|_{2}^{2}+2 L \theta^{T} \eta+\frac{\chi_{1-\alpha, D}^{2}}{2 n}+\left(\frac{\chi_{1-\alpha, D}^{2}}{n}\right)^{\frac{1}{2}} L}}{{ }_{1} F_{1}\left(\frac{d-1}{2}, d-1,2\left(\frac{\chi_{1-\alpha, D}^{2}}{n}\right)^{\frac{1}{2}} L\right)} \right\rvert\, L\right]\right] \\
= & \max _{\|\theta\|_{2}^{2} \leq \frac{x_{1-\alpha, D}^{2}}{n}} \mathbb{E}_{L}\left[e^{-\|\theta\|_{2}^{2}+\frac{\chi_{1-\alpha, D}^{2}}{2 n}+\left(\frac{\chi_{1-\alpha, D}^{2}}{n}\right)^{\frac{1}{2}} L-2 L\|\theta\|_{2}} \frac{{ }_{1} F_{1}\left(\frac{D-1}{2}, D-1,4 L\|\theta\|_{2}\right)}{{ }_{1} F_{1}\left(\frac{D-1}{2}, D-1,2\left(\frac{\chi_{1-\alpha, D}^{2}}{n}\right)^{\frac{1}{2}} L\right)}\right] \\
= & \max _{\|\theta\|_{2}^{2} \leq \frac{x_{1-\alpha, D}^{2}}{n}} \mathbb{E}_{L}\left[e^{-\|\theta\|_{2}^{2}+\frac{\chi_{1-\alpha, D}^{2}}{2 n}} \frac{{ }_{0} F_{1}\left(; \frac{D}{2}, L^{2}\|\theta\|_{2}^{2}\right)}{{ }_{0} F_{1}\left(; \frac{D}{2}, L^{2}\left(\frac{\chi_{1-\alpha, D}^{2}}{4 n}\right)\right.}\right] \\
= & \max _{t \leq \frac{x_{1-\alpha, D}^{2}}{n}} e^{-t+\frac{\chi_{1-\alpha, D}^{2}}{2 n}} \int_{l \geq 0} \frac{{ }_{0} F_{1}\left(; \frac{D}{2}, l^{2} t\right)}{{ }_{0} F_{1}\left(; \frac{D}{2}, l^{2}\left(\frac{\chi_{1-\alpha, D}^{2}}{4 n}\right)\right.} \frac{2^{1-\frac{D}{2}}}{\Gamma\left(\frac{D}{2}\right)} l^{d-1} e^{-\frac{l^{2}}{2}} d l
\end{aligned}
$$

which is numerically tractable.

Proof of Theorem 2.4.3. It follows from routine calculation that we can find a compact neighborhood of $r$ around 0 such that $\nabla_{r} L(r, \theta)$ exists and is continuous. Thus we can use the main theorem
in [76] to show that

$$
\begin{aligned}
\lim _{r \downarrow 0} \frac{l(r)-l(0)}{r} & =\sup _{\theta \in \Theta^{*}\left(\delta_{\hat{\theta}}\right)} \int_{y}-\frac{(p(y ; \theta))^{2} \cdot \lim _{r \downharpoonright 0} \frac{p_{r}(y)-p(y ; \hat{\theta})}{r}}{\left(p\left(y ; \hat{\theta}^{\prime}\right)\right)^{2}} d y \\
& =\sup _{\theta \in \Theta^{*}\left(\delta_{\hat{\theta}}\right)} \lim _{r \downharpoonright 0} \frac{1}{r} \int_{y} \frac{(p(y ; \theta))^{2}\left(p(y ; \hat{\theta})-p_{r}(y)\right)}{\left(p\left(y ; \hat{\theta}^{\prime}\right)\right)^{2}} d y \\
& =\sup _{\theta \in \Theta^{*}\left(\delta_{\hat{\theta}}\right)} \lim _{r \downarrow 0} \frac{1}{r} \int_{y} \frac{(p(y ; \theta))^{2}}{p\left(y ; \hat{\theta}^{\prime}\right)}-\frac{(p(y ; \theta))^{2} \int_{\theta^{\prime} \in \Theta} p\left(y ; \theta^{\prime}\right) \mu_{r}\left(d \theta^{\prime}\right)}{\left(p\left(y ; \hat{\theta}^{\prime}\right)\right)^{2}} d y \\
& =\left(1+\frac{\chi_{1-\alpha, D}^{2}}{n}\right) \cdot \lim _{r \downarrow 0} \frac{1}{r}\left(1-\inf _{\theta \in \Theta^{*}\left(\delta_{\hat{\theta}}\right)} \mathbb{E}_{\theta^{\prime} \sim \mu_{r}}\left[e^{2(\theta-\hat{\theta})^{\top} \Sigma^{-1}\left(\theta^{\prime}-\hat{\theta}\right)}\right]\right) .
\end{aligned}
$$

To prove Corollary 2.4.3.1, we present two technical Lemmas 6 and 7.

Lemma 6. For any $\theta \in \Theta^{*}\left(\delta_{\hat{\theta}}\right), \lim _{r \downarrow 0} \frac{1}{r}\left(1-\mathbb{E}_{\theta^{\prime} \sim \mu_{r}^{1}}\left[e^{2(\theta-\hat{\theta})^{\top} \Sigma^{-1}\left(\theta^{\prime}-\hat{\theta}\right)}\right]\right)$ is a fixed negative value.
Proof of Lemma 6. For any $\theta \in \Theta^{*}\left(\delta_{\hat{\theta}}\right)$, we have $\left\|\Sigma^{-1 / 2}(\theta-\hat{\theta})\right\|_{2}=\sqrt{\log \left(1+\frac{\chi_{1-\alpha, D}^{2}}{n}\right)}$. Denote $\rho_{n}=\sqrt{\log \left(1+\frac{\chi_{1-\alpha, D}^{2}}{n}\right)}$. Furthermore, under $\theta^{\prime} \sim \mu_{r}^{1}\left(d \theta^{\prime}\right)$, we have $\Sigma^{-1 / 2}\left(\theta^{\prime}-\hat{\theta}\right) \sim \eta_{\sqrt{r}}$, the uniform distribution inside the $D$-dimensional unit ball with radius $\sqrt{r}$, which can be viewed as the product of two independent random variables

$$
\eta_{\sqrt{r}} \sim U \cdot R,
$$

where $U$ is the uniform distribution on the surface of the $D$-dimensional unit ball and $R$ is the norm of the random vector ranged from 0 to $\sqrt{r}$. For any $0 \leq s \leq \sqrt{r}$, since $\eta_{\sqrt{r}}$ follows a uniform distribution inside a $D$-dimensional unit ball, and the volume of a $D$-dimensional ball with radius $s$ is proportional to $s^{D}$, then $f_{R}(s)$, the density of $R$, must satisfy

$$
f_{R}(s) \sim \frac{d s^{D}}{d s} \sim s^{D-1}
$$

which is equivalent to saying

$$
f_{R}(s)=\frac{D}{(\sqrt{r})^{D}} s^{D-1}, \quad \text { for } 0 \leq s \leq \sqrt{r}
$$

Thus, we have that $\mathbb{E}\left[R^{2}\right]=c_{1} r$ for some $c_{1}>0$. Now we let $u_{1}=[1,0, \ldots, 0] \in \mathbb{R}^{D}$. We utilize the proof in Lemma 5 as well as the independence of $R, U$ to show that

$$
\begin{aligned}
\mathbb{E}_{\theta^{\prime} \sim \mu_{r}}\left[e^{2(\theta-\hat{\theta})^{\top} \Sigma^{-1}\left(\theta^{\prime}-\hat{\theta}\right)}\right] & =\mathbb{E}_{U, R}\left[e^{2 \rho_{n} \cdot R \cdot u_{1}^{\top} U}\right] \\
& =\mathbb{E}_{R}\left[\mathbb{E}\left[e^{2 \rho_{n} \cdot R \cdot u_{1}^{\top} U} \mid R\right]\right] \\
& =\mathbb{E}_{R}\left[M\left(4 \rho_{n} R\right) / e^{2 \rho_{n} R}\right] \\
& \geq \mathbb{E}\left[1+16 c \rho_{n}^{2} R^{2}\right] \geq 1+16 c \rho_{n}^{2} c_{1} r .
\end{aligned}
$$

Now it follows that

$$
\lim _{r \downarrow 0} \frac{1}{r}\left(1-\mathbb{E}_{\theta^{\prime} \sim \mu_{r}^{1}}\left[e^{2(\theta-\hat{\theta})^{\top} \Sigma^{-1}\left(\theta^{\prime}-\hat{\theta}\right)}\right]\right) \leq-16 c \rho_{n}^{2} c_{1} .
$$

Lemma 7. For any $\theta \in \Theta^{*}\left(\delta_{\hat{\theta}}\right), \lim _{r \downarrow 0} \frac{1}{r}\left(1-\mathbb{E}_{\theta^{\prime} \sim \mu_{r}^{2}}\left[e^{2(\theta-\hat{\theta})^{\top} \Sigma^{-1}\left(\theta^{\prime}-\hat{\theta}\right)}\right]\right)$ is a fixed negative value.
Proof of Lemma 7. For any $\theta \in \Theta^{*}\left(\delta_{\hat{\theta}}\right)$, we have $\left\|\Sigma^{-1 / 2}(\theta-\hat{\theta})\right\|_{2}=\sqrt{\log \left(1+\frac{\chi_{1-\alpha, D}^{2}}{n}\right)}$. Denote $\rho_{n}=\sqrt{\log \left(1+\frac{\chi_{1-\alpha, D}^{2}}{n}\right)}$. Furthermore, under $\theta^{\prime} \sim \mu_{r}^{2}\left(d \theta^{\prime}\right)$, we have $\Sigma^{-1 / 2}\left(\theta^{\prime}-\hat{\theta}\right) \sim \mathcal{N}\left(0, r I_{D}\right)$. Using the moment generating function for Gaussian random variables, we have

$$
\mathbb{E}_{\theta^{\prime} \sim \mu_{r}^{2}}\left[e^{2(\theta-\hat{\theta})^{\top} \Sigma^{-1}\left(\theta^{\prime}-\hat{\theta}\right)}\right]=e^{\left(2 r \cdot(\theta-\hat{\theta})^{\top} \Sigma^{-1}\left(\theta^{\prime}-\hat{\theta}\right)\right)}=e^{2 r \rho_{n}^{2}} \geq 1+2 r \rho_{n}^{2}
$$

Now it follows that

$$
\lim _{r \downarrow 0} \frac{1}{r}\left(1-\mathbb{E}_{\theta^{\prime} \sim \mu_{r}^{1}}\left[e^{2(\theta-\hat{\theta})^{\top} \Sigma^{-1}\left(\theta^{\prime}-\hat{\theta}\right)}\right]\right) \leq-2 \rho_{n}^{2} .
$$

Proof of Corollary 2.4.3.1. Lemmas 6 and 7 combined with (2.72) indicate that increasing $r$ to positive value would produce a descent direction for $l(r)$ at $r=0$.

Proof of Corollary 2.4.3.2. We proceed the proof as in Proposition 3. The proof for the case of $\mu_{r}^{1}(d \theta)$ is entirely similar. For the proof of the case $\mu_{r}^{2}(d \theta)$, we simply notice that if $Y \sim \mathbb{P}_{t}$, then

$$
Y Y^{\mathcal{D}}\left(1-U_{t}\right)\left(\hat{\theta}+X_{1}\right)+U_{t}\left(\hat{\theta}+\sqrt{r} X_{2}+X_{3}\right)
$$

where $U_{t}$ is an independent Bernoulli variable with success rate $t$ and $X_{1}, X_{2}, X_{3}$ are independent $\mathcal{N}(0, \Sigma)$. Then, it follows that

$$
\Sigma^{-1 / 2}(Y-\hat{\theta}) \stackrel{\mathcal{D}}{=}\left(1-U_{t}\right) Z_{1}+U_{t}\left(\sqrt{r} Z_{2}+Z_{3}\right)
$$

where $Z_{1}, Z_{2}, Z_{3}$ are now independent $\mathcal{N}\left(0, I_{D}\right)$. Consequently, the rotational invariance of $Z$ now follows from the rotational invariance of $Z_{1}, Z_{2}, Z_{3}$ and their independence.

## Chapter 3: General Feasibility Bounds for Sample Average Approximation via Vapnik-Chervonenkis Dimension

We investigate the feasibility of sample average approximation (SAA) for general stochastic optimization problems, including two-stage stochastic programming without the relatively complete recourse assumption. Instead of analyzing problems with specific structures, we utilize results from the Vapnik-Chervonenkis (VC) dimension and Probably Approximately Correct learning to provide a general framework that offers explicit feasibility bounds for SAA solutions under minimal structural or distributional assumption. We show that, as long as the hypothesis class formed by the feasbible region has a finite VC dimension, the infeasibility of SAA solutions decreases exponentially with computable rates and explicitly identifiable accompanying constants. We demonstrate how our bounds apply more generally and competitively compared to existing results.

The results here presented are new within the SAA feasibility domain. But similar results using VC-dimension have been applied to different contexts such as [67].

### 3.1 Introduction

Consider the stochastic optimization problem

$$
\begin{equation*}
\inf _{x \in \mathcal{X}} F(x) \triangleq \mathbb{E}[f(\xi, x)], \tag{3.1}
\end{equation*}
$$

where $\mathcal{X}$ (typically $\mathcal{X} \subseteq \mathbb{R}^{n}$ or $\mathbb{R}^{n-p} \times \mathbb{Z}^{p}$ for mixed-integer decision sets) is a non-empty set for decision variable and $\xi: \Omega \rightarrow \Xi \subseteq R^{r}$ is some random vector on the probability space $(\Omega, \mathcal{F}, \mathbb{P})$. For each realization of $\xi \in \Xi, f(\xi, \cdot): \mathbb{R}^{n} \rightarrow \mathbb{R} \cup\{+\infty\}$ is a function taking values on the extended real line. Assume for each $x \in \mathcal{X}, f(\cdot, x): \Xi \rightarrow \mathbb{R} \cup\{+\infty\}$ is measurable. We also assume the set
$\{x: x \in \mathcal{X}$ and $F(x)<+\infty\}$ is non-empty.
The class of problems under (3.1) are difficult to evaluate in general, especially for highdimensional $\xi$. As a popular tractable approximation, the sample average approximation (SAA) method [84] solves the sampling-based counterpart of (3.1):

$$
\begin{equation*}
\inf _{x \in \mathcal{X}} \hat{F}_{N}(x) \triangleq \frac{1}{N} \sum_{i=1}^{N} f\left(\xi_{i}, x\right) \tag{3.2}
\end{equation*}
$$

where $\xi^{[N]} \triangleq\left(\xi_{1}, \xi_{2}, \ldots, \xi_{N}\right)$ are IID samples drawn from $\mathbb{P}$. The optimal solution of SAA depends on the realization of $\xi^{[N]}$ and shall be denoted $x^{\star}\left(\xi^{[N]}\right)$. Theoretical properties and numerical performances of SAA have been extensively studied in, e.g., [85, 84, 86], and its applications in stochastic optimization and chance-constrained programming can be found in, e.g., [87, 88, 89]. Most of these studies assume the condition $F(x)<+\infty$ for $x \in \mathcal{X}$, which is referred to as the relatively complete recourse condition in the context of two-stage stochastic programming. As an important class of (3.1), two-stage stochastic programing has applications in transportation planning [90, 91], disaster management [92], water recourse management [93] and inventory management [94]. However, in many real-word applications, relatively complete recourse assumption becomes restrictive and there has been a growing literature studying two-stage stochastic programming without this assumption, i.e. $F(x)=\infty$ for some $x \in \mathcal{X}$ (see [9, 95, 8]). In such a situation, the solution of SAA $x^{\star}\left(\xi^{[N]}\right)$ may not be feasible for the original problem (3.1) and it would be desirable to quantify the level of feasibility of the SAA solution.

Indeed, as nicely discussed in $[9,8]$, the feasibility issue of SAA arises when $f(\xi, \cdot)$ maps to the extended real line. Following the notation of [8], let dom $f_{\xi}=\{x: f(\xi, x)<+\infty\}$. Then by solving (3.2) we would obtain an optimal solution $x^{\star}\left(\xi^{[N]}\right) \in \operatorname{dom} \hat{F}_{N} \triangleq \bigcap_{1 \leq i \leq N} \operatorname{dom} f_{\xi_{i}}$ where dom $\hat{F}_{N}$ is the feasible region for SAA. However, $x^{\star}\left(\xi^{[N]}\right)$ might not be feasible for the original problem (3.1), i.e., $x^{\star}\left(\xi^{[N]}\right) \notin \operatorname{dom} F \triangleq\{x: F(x)<+\infty\}$, meaning it has a positive violation
probability $V\left(x^{\star}\left(\xi_{[N]}\right)\right)>0$ where

$$
\begin{equation*}
V(x) \triangleq \mathbb{P}\left(\xi: x \notin \operatorname{dom} f_{\xi}\right) . \tag{3.3}
\end{equation*}
$$

We can also extend the definition of $V(\cdot)$ to include set input instead of point input, by letting

$$
\begin{equation*}
V(\mathcal{X}) \triangleq \mathbb{P}\left(\xi: \mathcal{X} \nsubseteq \operatorname{dom} f_{\xi}\right) \tag{3.4}
\end{equation*}
$$

In this chapter, we introduce a new framework based on the Vapnik-Chervonenkis (VC) dimension to study the feasibility of SAA solutions which includes, but is not limited to two-stage stochastic programming. Following [8, 9], we focus on showing the exponential decrease of $V\left(x^{\star}\left(\xi^{[N]}\right)\right)$ as $N$ grows. Specifically, letting $\mathbb{P}^{N}$ denote the IID sampling measure governing the generation of vector $\xi^{[N]}$ (notice the feasibility of $x^{\star}\left(\xi^{[N]}\right)$ is random depending on $\xi^{[N]}$ ), we derive exponential bounds for $V\left(x^{\star}\left(\xi^{[N]}\right)\right)$ under $\mathbb{P}^{N}$. As a key contribution, we show how our framework produces feasibility bounds that are both general and explicit. In particular, for solutions of SAA, we provide feasibility bounds with explicit and computable constants, with no requirement on the geometric or distributional properties of (3.1) (i.e., whether it is convex or linear, its optimal set has intersection with the boundary of dom $F, \mathcal{X}$ is finite or functions $\{f(\xi, \cdot)\}_{\xi \in \Xi}$ has a chain-constrained domain, as utilized in [9, 8]), and with no specific regularity conditions on $f(\xi, x)$ (i.e., Lipschitz continuity or the existence of certain moment generating function as in [ 9,8$]$ ). Moreover, the analysis itself also does not hinge on the specific type of the problem (i.e., not limited to two-stage stochastic programming) and is widely applicable in both scenarios where some of the best-known results on SAA feasibility have been presented, and other scenarios where no similar results have been established. Furthermore, the feasibility result under this framework is not restricted to the optimal solution of SAA, but any generic point within the SAA feasible region with probability 1 . Consequently, when the SAA problem is non-convex and solvable only up to local optimum, or when approximate algorithms are required, our results on feasibility guarantee would still hold. Finally, we show that the generality of this framework does not come at a cost of
worse sample complexity since the bounds under our framework are comparable to, if not better than the known ones.

The chapter is organized as follows. In Section 3.2, we review the recent papers with closely related results [9, 8]. In Section 3.3, we present our framework and general results. In Section 3.4, we specialize to examples of practical interests including two-stage stochastic programming. Moreover, we compare with known results to demonstrate the strengths of our framework.

### 3.2 Review of Related Results

We discuss the existing results on SAA feasibility in [9, 8]. A considerable part of [9] discusses how to solve a so-called "padded", modified version of SAA to obtain a complete feasible solution (i.e. $V(x)=0$ ) with high confidence, which is somewhat different from the perspectives of this chapter and [8]. In particular, we consider the feasibility for SAA in its original form and do not restrict our attention to complete feasible solutions. However, [9] also discusses several results of

$$
\begin{equation*}
\mathbb{P}^{N}\left(V\left(x^{\star}\left(\xi^{[N]}\right)\right)>\alpha\right) \leq \delta, \tag{3.5}
\end{equation*}
$$

referred to as high recourse likeihood solution by the authors. These results are of the same type as ours and [8]. In particular, [9] presents these bounds in two cases, one of them being when $\mathcal{X}$ is finite and another being under the context of two-stage stochastic programming. We shall discuss in detail in Section 4 when we compare different results. On the other hand, the feasibility results in [8] are more general but can be summarized into three different scenarios.

- Scenario 1: In the presence of the so-called chain-constrained domain of order $m$ (to be explained later) on dom $f_{\xi}$, [8] shows

$$
\begin{aligned}
\mathbb{P}^{N}\left(V\left(x^{\star}\left(\xi^{[N]}\right)\right)>\alpha\right) & \leq \sum_{k=0}^{m-1}\binom{N}{k} \alpha^{k}(1-\alpha)^{N-k} \\
& \leq \exp \left\{-\frac{(N \alpha-m+1)^{2}}{2 N \alpha}\right\}
\end{aligned}
$$

where the second inequality is shown in both [20] and [8].

- Scenario 2: In the context of convexity, meaning $\mathcal{X}$ is closed and convex and the set of optimal solutions $\mathcal{X}^{\star}$ is non-empty and convex, and $f(\xi, \cdot)$ is convex for all $\xi \in \Xi$, along with additional regularity conditions on $f(\xi, \cdot)$ and $\mathcal{X},[8]$ shows that for $\mathcal{X}^{\star}$ in the interior of $\operatorname{dom} F$,

$$
\mathbb{P}^{N}\left(V\left(x^{\star}\left(\xi^{[N]}\right)\right)>0\right) \leq C e^{-N \beta},
$$

where $C$ and $\beta$ are unknown constants.

- Scenario 3: In the context of convexity, if dom $f_{\xi}$ is a chain-constrained domain as in Scenario 1 , along with the additional regularity conditions, [8] shows that for $\mathcal{X}^{\star}$ which may have non-empty intersection with the boundary of $\operatorname{dom} F$,

$$
\begin{aligned}
\mathbb{P}^{N}\left(V\left(x^{\star}\left(\xi^{[N]}\right)\right)>\alpha\right) & \leq C e^{-N \beta}+\sum_{k=0}^{|\mathcal{T}|-1}\binom{N}{k} \alpha^{k}(1-\alpha)^{N-k} \\
& \leq C e^{-N \beta}+\exp \left\{-\frac{(N \alpha-|\mathcal{J}|+1)^{2}}{2 N \alpha}\right\}
\end{aligned}
$$

where $C$ and $\beta$ are again unknown constants as in Scenario 2 and $J$ is the index set of active constraints at $X^{\star}$ with the boundary of dom $F$. Notice it is shown in [22] that $|\mathcal{J}|$ is bounded by $n$, the dimension of the decision variable, which yields a useful upper bound regardless of the behavior of $\mathcal{J}$ (Also note that in this case the order of the chain-constrained domain does not play an explicit role in the bound).

In all scenarios, a desirable exponential decrease of $V(\cdot)$ as $N$ grows can be shown. However, there are several potential limitations. First, there exist hidden constants in the feasibility bound: In Scenarios 2 and 3, which are of importance in stochastic convex programming, the rates of exponential decrease are governed by unknown constants $\beta$ and $C$. Second, the dependence of the bound on $m$, the order of the chain-constrained structure which, as also mentioned in [9], can become potentially restrictive as $m$ can be large in many cases. Furthermore, even though it is
motivated from practical examples in [8], the chain-constrained structure can be difficult to verify in general. The feasibility bound in Scenario 3 is less dependent on the chain order $m$, where the optimal solution of (3.1) intersects the boundary of dom $F$, but the chain-constrained structure is still required for analysis. It is thus desirable to generalize the feasibility results beyond the chainconstrained domain. Finally, note that while an explicit bound is presented in Scenario 1, it is a feasibility bound on the entire dom $\hat{F}_{N}$ instead of just $x^{\star}\left(\xi^{[N]}\right)$, and is under the chain-constrained domain assumption.

### 3.3 Framework and Main Results

In this section we introduce our framework and main results. In particular, our framework is based on the Vapnik-Chervonenkis (VC) dimension of a collection of subsets on $\Xi$. This approach gives bounds for any generic point in dom $\hat{F}_{N}$, the feasible region of the SAA, which in particular implies bounds for $x^{\star}\left(\xi^{[N]}\right)$. Note that our guarantee is still for a point, not for the entire set dom $\hat{F}_{N}$ which could lead to conservative estimates at an unnecessary cost, since we are interested in the feasibility of the SAA solution, not the entire region. In particular, instead of looking at $\operatorname{dom} f_{\xi}=\{x: f(\xi, x)<+\infty\} \subseteq \mathcal{X}$, we investigate

$$
\begin{equation*}
H_{x}=\{\xi: f(\xi, x)<+\infty\} \subseteq \Xi \text { for } x \in \mathcal{X} \tag{3.6}
\end{equation*}
$$

and

$$
H \triangleq\left\{H_{x}\right\}_{x \in X}
$$

We consider the VC dimension of the class of subsets $H$. The VC dimension is commonly used to describe the complexity of a collection of sets or functions [96, 97, 98], which is also known as the "hypothesis space" in machine learning. The concept applies to a class of subsets $H$ (see [99]), and can be generalized to binary functions and beyond. To define the VC dimension of a class of subsets $H$ in $\mathbb{R}^{r}$, first note that a set of points $\left\{x_{1}, \ldots, x_{d}\right\} \subseteq \mathbb{R}^{r}$ is shattered by $H$ if any subset of $\left\{x_{1}, \ldots, x_{d}\right\}$ can be picked out by some subset $C \in H$ (i.e., for any subset $D \subseteq\left\{x_{1}, \ldots, x_{d}\right\}$, there
is some $C \in H$ such that $D \subseteq C$ and $\left.\left(\left\{x_{1}, \ldots, x_{d}\right\} \backslash D\right) \cap C=\emptyset\right)$. The VC dimension of $H$ is the maximal cardinality of the sets it can shatter, denoted by $V(H)$. For example, some well-known results on the VC dimensions of classes of sets are

- Positive intervals: if $H=\{\{x \in \mathbb{R}: x \in[a, b]$ for some $0 \leq a \leq b\} \mid 0 \leq b \leq a\}$, we have $V(H)=2$.
- Affine hyperplanes (Perceptrons): if $H=\left\{\left\{x \in \mathbb{R}^{d}: a^{T} x+b \geq 0\right.\right.$ for $a \in \mathbb{R}^{d}$ and $\left.b \in \mathbb{R}\right\} \mid a \in$ $\left.\mathbb{R}^{d}, b \in \mathbb{R}\right\}$, we have $V(H)=d+1$.
- Convex sets: if $H=\left\{C: C \subseteq \mathbb{R}^{d}\right.$ and $C$ is convex $\}$, we have $V C(H)=+\infty$.

An important concept in computational learning theory tightly related to the VC dimension is Probably Approximately Correct (PAC) learning. In this context, the VC dimension of $H$ can be used in PAC learning to derive bounds on the sample complexity needed to achieve a desired level of accuracy between "in-sample-error" and "generalization error" within class $H$ (see, e.g. [96, $100,97])$. As it turns out, these types of result directly transfer towards the sample complexity needed for desired level of feasibility for any generic point in dom $\hat{F}_{N}$.

We note, as we shall see in later sections, the $\Xi$ in (3.6) can be reparametrized and does not have to be viewed in $\mathbb{R}^{r}$ for fixed $r$ defined in (3.1). For illustration, consider the following example.

Suppose $x \in \mathcal{X} \subseteq \mathbb{R}$ and $\xi$ is a random vector defined on $\mathbb{R}^{r}$ for some $r>0$. Let $g(\cdot): \mathbb{R}^{r} \rightarrow \mathbb{R}$ be a given function. Then, suppose $f(\xi, x)<\infty$ if and only if $g(\xi) \cdot x \geq 1$. Then, $\left\{H_{x}\right\}_{x}$ in (3.6) could be defined as

$$
H_{x}=\{\xi: g(\xi) \cdot x \geq 1\} \subseteq \mathbb{R}^{r}, \forall x \in \mathcal{X}
$$

On the other hand, if we define random variable $\xi^{\prime}=g(\xi)$ on $\mathbb{R}$, then we can alternatively define

$$
H_{x}^{\prime}=\left\{\xi^{\prime}: \xi^{\prime} \cdot x \geq 1\right\} \subseteq \mathbb{R}, \forall x \in \mathcal{X}
$$

Typically $\left\{H_{x}\right\}_{x}$ and $\left\{H_{x}^{\prime}\right\}_{x}$ would have different VC dimensions, even though for any $x, H_{x}$ and
$H_{x}^{\prime}$ are equivalent with probability 1 :

$$
\mathbb{P}\left(\left\{\omega \in \Omega: \xi(\omega) \in H_{x}\right\} \Delta\left\{\omega \in \Omega: \xi^{\prime}(\omega) \in H_{x}^{\prime}\right\}\right)=0,
$$

where $A \Delta B=(A \backslash B) \cup(B \backslash A)$ is the symmetric difference operator on sets. Consequently, instead of fixing a canonical representation of $\xi$ in (3.1), we sometimes utilize this flexibility to change representations for the convenience of our analysis.

### 3.3.1 Main Result

We now present our main theorem on SAA feasibility and its proof.

Theorem 3.3.1. Let $H \triangleq\left\{H_{x}\right\}_{x \in X}$ be the class of subsets defined in (3.6) and suppose $H$ has finite $V C$ dimension d, i.e., $V(H)=d<+\infty$. Moreover, let $\xi^{[N]}=\left\{\xi_{1}, \ldots, \xi_{N}\right\}$ be IID samples from $\mathbb{P}$ (consequently $\xi^{[N]} \sim \mathbb{P}^{N}$ ). Then, if

$$
\begin{equation*}
N \geq \frac{4}{\alpha}\left(d \log \left(\frac{12}{\alpha}\right)+\log \left(\frac{2}{\delta}\right)\right) \tag{3.7}
\end{equation*}
$$

we have

$$
\mathbb{P}^{N}\left(V\left(x^{\star}\left(\xi^{[N]}\right)\right)>\alpha\right) \leq \delta
$$

for any $0<\delta, \alpha<1$.

Proof. Under the assumption $d<+\infty$, it follows from Theorem 8.4.1 of [96] that, when $N \geq$ $\frac{4}{\alpha}\left(d \log \left(\frac{12}{\alpha}\right)+\log \left(\frac{2}{\delta}\right)\right)$,

$$
\begin{equation*}
\sup _{x \in \operatorname{dom} \hat{F}_{N}} \mathbb{P}(f(\xi, x)=+\infty) \leq \alpha . \tag{3.8}
\end{equation*}
$$

with probability at least $1-\delta$ under $\mathbb{P}^{N}$. Thus, if we let $\mathcal{X}_{\alpha}=\{x \in \mathcal{X}: V(x) \leq \alpha\}$, then from (3.8) we know that dom $\hat{F}_{N} \subseteq \mathcal{X}_{\alpha}$ with probability (under $\mathbb{P}^{N}$ ) is at least $1-\delta$, which can be translated to

$$
\mathbb{P}^{N}\left(\sup _{x \in \operatorname{dom} \hat{F}_{N}} V(x)>\alpha\right) \leq \delta .
$$

Since $x^{\star}\left(\xi^{[N]}\right) \in \operatorname{dom} \hat{F}_{N}$ by definition, we have $V\left(x^{\star}\left(\xi^{[N]}\right)\right) \leq \sup _{x \in \operatorname{dom} \hat{F}_{N}} V(x)$ and consequently

$$
\mathbb{P}^{N}\left(V\left(x^{\star}\left(\xi^{[N]}\right)\right)>\alpha\right) \leq \delta
$$

Remark 2. First, in the proof of Theorem 5.1, the sample complexity in (3.7) comes from Theorem 8.4.1 of [96] and provides a $O\left(\frac{d}{\epsilon} \log \left(\frac{1}{\epsilon}\right)+\frac{1}{\epsilon} \log \left(\frac{1}{\delta}\right)\right)$ bound. It is worth noting that a better sample complexity of $O\left(\frac{d}{\epsilon}+\frac{1}{\epsilon} \log \left(\frac{1}{\delta}\right)\right)$ can be achieved by recent breakthroughs of [101, 102]. We choose to present the result from Theorem 8.4.1 in [96] because it is more concise and explicit. However, under our framework, a better bound is indeed obtainable. Second, as shown in the proof, the feasibility result of the theorem holds not just for the solution of SAA, but also for any generic point within the feasible region of SAA. In other words, Theorem 5.1 holds for any algorithm that can output a solution $x^{\star}\left(\xi^{[N]}\right)$ (not necessarily the optimal solution of the $S A A$ ) in the feasible region of SAA with probability 1. This observation is particularly important when the considered SAA problem is non-convex and solvable only up to local optimum, or when approximate algorithms are required.

There are several advantages when applying Theorem 5.1 to bounding the feasibility of SAA solutions: 1) It does not rely on any strong assumptions on the structures of (3.1) and (3.2). As we shall see in an example later, even when the chain-constrained domain condition in [8] becomes restrictive, analysis based on VC dimension would remain effective. 2) Our bound is explicit and computable with no hidden constants. 3) One might argue the generality of Theorem 5.1 would come at a cost of higher sample complexity compared to analyses with more specific conditions. However, as we shall see, this is not necessarily the case when we compare bounds even within the chain-constrained context.

Next, while Theorem 5.1 is a result on sample complexity, it is straightforward to convert it into an asymptotic rate of convergence of feasibility with sample size $N$. The portion of infeasible SAA solutions still decreases exponentially as in [8], and the rate of which can now also be made
explicit. We summarize it into a corollary.

Corollary 3.3.1.1. Under the same condition of Theorem 5.1,

$$
\mathbb{P}^{N}\left(V\left(x^{\star}\left(\xi^{[N]}\right)\right)>\alpha\right) \leq 2 \exp \left(-\frac{N \alpha}{4}\right)\left(\frac{12}{\alpha}\right)^{d} .
$$

We also note that direct comparisons on sample complexity in special cases are also possible (only when the rate of convergence is known, which only applies to Scenario 1 in [8]), because it is shown in [28] that a relatively tight sufficient condition for

$$
\sum_{k=0}^{m-1}\binom{N}{k} \alpha^{i}(1-\alpha)^{N-i} \leq \delta
$$

is

$$
\begin{equation*}
N \geq \frac{e}{e-1} \frac{1}{\alpha}\left(m-1+\log \left(\frac{1}{\delta}\right)\right) \tag{3.9}
\end{equation*}
$$

which provides a tight bound on sample complexity and whom we shall make use of later. Finally, we note that the VC dimension has also been used in [23] in analyzing constraint sampling, but in the context of solving Markov decision problems.

### 3.4 Examples and Special Structures

In this section we apply Theorem 5.1 in several problems of considerable practical interests and compare with established results. Throughout the proofs, we use the following definitions and Theorem 1.1 from [99]:

Theorem 3.4.1 (Theorem 1.1 from [99]). Given classes of subsets $C_{1}, C_{2}, \ldots, C_{m}$ with $V_{j}=$ $V\left(C_{j}\right)<\infty$, define

$$
\begin{aligned}
& \sqcap_{j=1}^{m} C_{j} \triangleq\left\{\cap_{j=1}^{m} C_{j}: C_{j} \in C_{j}, j=1, \ldots, m\right\} \\
& \sqcup_{j=1}^{m} C_{j} \triangleq\left\{\cup_{j=1}^{m} C_{j}: C_{j} \in C_{j}, j=1, \ldots, m\right\}
\end{aligned}
$$

and let $V=\sum_{j=1}^{m} V_{j}$. Then,

$$
\max \left(V\left(\sqcap_{j=1}^{m} C_{j}\right), V\left(\sqcup_{j=1}^{m} C_{j}\right)\right) \leq \frac{e}{(e-1) \log 2} V \log \left(\frac{e}{\log 2} m\right)
$$

We also use a key result from [103] on the upper bound of VC dimension for sets determined by finite-dimensional function spaces. For a concise proof, one can also see Lemma 2.6.15 in [104].

Theorem 3.4.2. Given arbitrary space $\mathcal{S}$, let $\mathcal{G}$ be a finite-dimensional vector space of functions $g(\cdot): \mathcal{S} \rightarrow \mathbb{R}$. Then, the classes of sets:

$$
H=\{\{s \in \mathcal{S}: g(s) \geq 0\}\}_{g \in \mathcal{G}}
$$

has VC dimension at most $\operatorname{dim} \mathcal{G}$.

According to Theorem 3.4.2, $\mathcal{U}=\left\{\left\{(y, z): y^{T} x \leq z\right\}\right\}_{x \in \mathbb{R}^{d}}$ has VC dimension at most $d$ (in fact, it is equal to $d$; see [23] or [103]).

Finally, we use the notation [•] in the following way. For a positive integer $q,[q]$ denotes the set $\{1, \ldots, q\}$. Moreover, given a vector $v \in \mathbb{R}^{q},[v]_{j}$ denotes the $j$-th component of $v$, for $j \in[q]$.

### 3.4.1 Two-Stage Stochastic Programming

One of the main motivating examples in studying SAA feasibility, mentioned in both [9, 8], is the two-stage stochastic programming problem without relatively complete recourse. In [8], the form of $f(\xi, x)$ in (3.1) is defined as follows:

$$
\begin{array}{rl}
f(\xi, x) \triangleq \inf _{y} & g(\xi, y) \\
\text { s.t. } & W_{\xi} y+T_{\xi} x=h_{\xi},  \tag{3.10}\\
& y \geq 0,
\end{array}
$$

where $g(\xi, \cdot)$ is convex, finite everywhere $\forall \xi$, almost surely. Furthermore, [8] assumes that there are only finitely many distinct values for $W_{\xi}$ or $T_{\xi}$, i.e., $\left|\left\{W_{\xi}\right\}\right|=p$ and $\left|\left\{T_{\xi}\right\}\right|=q$ where $\{p, q\} \subseteq$ $\mathbb{Z}^{+}$. By Farkas' lemma, $\left\{y \geq 0: W_{\xi} y+T_{\xi} x=h_{\xi}\right\}$ is non-empty if and only if $a^{T}\left(h_{\xi}-T_{\xi} x\right) \geq 0$ for all $a$ such that $a^{T} W \geq 0$. Consequently, as shown in [8], we have

$$
\begin{equation*}
\operatorname{dom} f_{\xi}=\left\{x: a_{i j}^{T} T_{k} x \leq a_{i j}^{T} h_{\xi}, W_{\xi}=W_{i}, j \in J_{i}, T_{\xi}=T_{k}\right\}, \tag{3.11}
\end{equation*}
$$

where $\left\{a_{i j}\right\}_{j \in J_{i}}$ is the set of non-equivalent extreme rays of polyhedral cone $C_{i}=\left\{a: a^{T} W_{i} \geq 0\right\}$ and $J_{i}$ is the index set for these extreme rays of $C_{i}$. This allows [8] to use the chain-constrained structure. Here, a chain-constrained domain is defined as follows:

Definition 1. A collection of functions $\{f(\xi, \cdot)\}_{\xi \in \Xi}$ has chain-constrained domain of order $m$ if there exist $m$ chains $\left\{U_{k}^{\xi}\right\}_{\xi \in \Xi}$ and

$$
\operatorname{dom} f_{\xi}=\bigcap_{k=1}^{m} U_{k}^{\xi}
$$

where a collection of sets $\left\{U^{\omega}\right\}_{\omega \in I}$ is a chain if for any $\omega_{1}, \omega_{2} \in I$, we have either $U_{\omega_{1}} \subseteq U_{\omega_{2}}$ or $U_{\omega_{2}} \subseteq U_{\omega_{1}}$.

It is shown in [8] that dom $f_{\xi}$ in (3.11) is a chain-constrained domain of order $m=q \sum_{i=1}^{p}\left|J_{i}\right|$. Consequently, Scenario 1 in [8] can be applied to show that

$$
\mathbb{P}^{N}\left(V\left(x^{\star}\left(\xi^{[N]}\right)\right)>1-\alpha\right) \leq \sum_{k=0}^{m-1}\binom{N}{k} \alpha^{k}(1-\alpha)^{N-k},
$$

which has a sample complexity

$$
\begin{equation*}
\frac{e}{e-1} \frac{1}{\alpha}\left(m-1+\log \left(\frac{1}{\delta}\right)\right) \tag{3.12}
\end{equation*}
$$

for achieving $\mathbb{P}^{N}\left(V\left(x^{\star}\left(\xi^{[N]}\right)\right)>1-\alpha\right) \leq \delta$ according to (3.9).
Notice a necessary assumption made in [8] is that only finitely many distinct values for $W_{\xi}$ or $T_{\xi}$ are allowed, i.e., $\left|\left\{W_{\xi}\right\}\right|=p$ and $\left|\left\{T_{\xi}\right\}\right|=q$ where $\{p, q\} \subseteq \mathbb{Z}^{+}$. However, using Theorem 5.1,
we can get a different sample complexity and concentration bounds, even when cardinalities of $\left|\left\{W_{\xi}\right\}\right|$ and $\left|\left\{T_{\xi}\right\}\right|$ are infinite. We first address (3.10) in its original form.

Corollary 3.4.2.1. Consider (3.10). Let $\xi^{[N]}=\left\{\xi_{1}, \ldots, \xi_{N}\right\}$ be IID samples from $\mathbb{P}$ (consequently $\left.\xi^{[N]} \sim \mathbb{P}^{N}\right)$, and $x^{\star}\left(\xi^{[N]}\right)$ be the SAA solution. Then, if

$$
\begin{equation*}
N \geq \frac{4}{\alpha}\left(\left(\frac{e}{(e-1) \log 2}|J|(n+1) \log \left(\frac{e}{\log 2} \cdot|J|\right)\right) \log \left(\frac{12}{\alpha}\right)+\log \left(\frac{2}{\delta}\right)\right) \tag{3.13}
\end{equation*}
$$

where $|J|=\max _{i \in[q]}\left|J_{i}\right|$, we have

$$
\mathbb{P}^{N}\left(V\left(x^{\star}\left(\xi^{[N]}\right)\right)>\alpha\right) \leq \delta
$$

for any $0<\delta, \alpha<1$. Equivalently, in terms of convergence rate, we have

$$
\begin{equation*}
\mathbb{P}^{N}\left(V\left(x^{\star}\left(\xi^{[N]}\right)\right)>\alpha\right) \leq 2 \exp \left(-\frac{N \alpha}{4}\right)\left(\frac{12}{\alpha}\right)^{\left(\frac{e}{(e-1) \log 2}|J|(n+1) \log \left(\frac{e}{\log 2} \cdot|J|\right)\right)} . \tag{3.14}
\end{equation*}
$$

Proof. Define $I(\cdot): \Xi \rightarrow[p]$ as the indexing function such that $I(\xi)=i$ when $W_{\xi}=W_{i}$. We then observe $H \triangleq\left\{H_{x}\right\}_{x \in X}$ defined in (3.6) becomes

$$
H_{x}=\left\{\xi: a_{I(\xi) j}^{T} T_{\xi} x \leq a_{I(\xi) j}^{T} h_{\xi}, \forall j \in J_{I(\xi)}\right\}
$$

where $\left\{a_{i j}\right\}_{j \in J_{i}}$ is the set of non-equivalent extreme rays of polyhedral cone $\left\{a: a^{T} W_{i} \geq 0\right\}$. Define $|J|=\max _{i \in[q]}\left|J_{i}\right|$ and for all $\xi \in \Xi$, let $\left\{\left(y_{\xi j}, z_{\xi_{j}}\right)\right\}_{j \in|J|}$ be

$$
\begin{aligned}
& y_{\xi j}^{T}= \begin{cases}a_{I(\xi) j}^{T} T_{\xi}, & \text { for } 1 \leq j \leq\left|J_{I(\xi)}\right| \\
\mathbf{0}, & \text { for }\left|J_{I(\xi)}\right|<j \leq|J|\end{cases} \\
& z_{\xi j}= \begin{cases}a_{I(\xi) j}^{T} h_{\xi}, & \text { for } 1 \leq j \leq\left|J_{I(\xi)}\right| \\
0, & \text { for }\left|J_{I(\xi)}\right|<j \leq|J|\end{cases}
\end{aligned}
$$

Then, define $y_{\xi}^{T}=\left(y_{\xi 1}^{T}, y_{\xi 2}^{T}, \ldots, y_{\xi|J|}^{T}\right) \in \mathbb{R}^{|J| n}$ and $z_{\xi}=\left(z_{\xi 1}, z_{\xi 2}, \ldots, z_{\xi|J|}\right) \in \mathbb{R}^{|J|}$. Moreover, for $j \in[|J|]$, define $v_{j}(\cdot): \mathbb{R}^{n} \rightarrow \mathbb{R}^{|J| n}$ to be

$$
v_{j}(x)= \begin{cases}{[x]_{i},} & \text { for }(j-1) n+1 \leq i \leq j n \\ 0, & \text { otherwise }\end{cases}
$$

Then, we can redefine

$$
H_{x}=\bigcap_{j=1}^{|J|}\left\{\left(y_{\xi}, z_{\xi}\right): y_{\xi}^{T} v_{j}(x) \leq\left[z_{\xi}\right]_{j}\right\} .
$$

Given $j \in[|J|]$, let $e_{j} \in \mathbb{R}^{|J|}$ be the vector with 1 in the $j$-th component and 0 otherwise. Define a class of function $\mathcal{G}=\left\{g_{(x, c)}(\cdot)\right\}_{(x, c) \in \mathbb{R}^{n} \times \mathbb{R}}$ on $\mathbb{R}^{|J|(n+1)}$ such that, given $(y, z) \in \mathbb{R}^{|J| n} \times \mathbb{R}^{|J|}$,

$$
g_{(x, c)}((y, z))=[y, z]^{T}\left[\begin{array}{c}
-v_{j}(x) \\
c \cdot e_{j}
\end{array}\right] .
$$

It is straightforward to check $\mathcal{G}$ is a finite-dimensional vector space of functions with $\operatorname{dim} \mathcal{G} \leq n+1$. Then, according to Theorem 3.4.2, the VC dimension of

$$
\left\{\left\{(y, z) \in \mathbb{R}^{|J| n} \times \mathbb{R}^{|J|}: g_{x, c}((y, z)) \geq 0\right\}\right\}_{(x, c) \in \mathbb{R}^{n} \times \mathbb{R}}
$$

is at most $n+1$. Consequently, as a smaller collection of sets, the VC dimension of

$$
\left\{\left\{(y, z) \in \mathbb{R}^{|J| n} \times \mathbb{R}^{|J|}: g_{x, 1}((y, z)) \geq 0\right\}\right\}_{x \in \mathcal{X}}
$$

is also at most $n+1$. Thus, for each $j \in[|J|]$, the VC dimension of $\mathcal{U}_{j}=\left\{\left\{\left(y_{\xi}, z_{\xi}\right): y_{\xi}^{T} v_{j}(x) \leq\right.\right.$ $\left.\left.\left[z_{\xi}\right]_{j}\right\}\right\}_{x \in \mathcal{X}}$ is at most $n+1$. Finally, it follows from Theorem 3.4.1 that

$$
V(H) \leq V\left(\sqcap_{j=1}^{|J|} \mathcal{U}_{j}\right) \leq \frac{e}{(e-1) \log 2}|J|(n+1) \log \left(\frac{e}{\log 2} \cdot|J|\right) .
$$

The corresponding sample complexity and convergence rate follow from Theorem 5.1.

Note that 3.4.2.1 does not require any convexity assumption on $g_{\xi}$ nor distributional assumptions on the random variables $W_{\xi}$ and $T_{\xi}$. Furthermore, if $\left|\left\{W_{\xi}\right\}\right|$ and $\left|\left\{T_{\xi}\right\}\right|$ are infinite, our result still holds. This is because the same proof can be applied as long as $|J|=\max _{\xi \in \Xi\{ } \#$ of extreme rays for the cor $\left.\left.a^{T} W_{\xi} \geq 0\right\}\right\}$ is finite. However, it is known that the number of non-equivalent extreme rays of a polyhedral cone $\left\{a: a^{T} W \geq 0\right\}$ is finite and can be bounded by a term of $O\left(m_{1}^{\left\lfloor\frac{n_{1}}{2}\right\rfloor}\right)$ involving only $m_{1}$ and $n_{1}$ for $W \in \mathbb{R}^{m_{1} \times n_{1}}$ (see $[105,106,107]$ ). Thus, $|J|<+\infty$ regardless of the cardinalities of $\left\{W_{\xi}\right\} \subseteq \mathbb{R}^{m_{1} \times n_{1}}$. Notice we can view $m_{1}$ to be deterministic, as long as $m_{1}$ is bounded almost surely. We summarize this into another Corollary.

Corollary 3.4.2.2. Consider (3.10). Let $\xi^{[N]}=\left\{\xi_{1}, \ldots, \xi_{N}\right\}$ be IID samples from $\mathbb{P}$ (consequently $\left.\xi^{[N]} \sim \mathbb{P}^{N}\right)$, and $x^{\star}\left(\xi^{[N]}\right)$ be the SAA solution. If $\left|\left\{W_{\xi}\right\}\right|$ and $\left|\left\{T_{\xi}\right\}\right|$ are infinite but $m_{1}$ is bounded where $\left\{W_{\xi}\right\} \subseteq \mathbb{R}^{m_{1} \times n_{1}}$, then the result of 3.4.2.1 still holds.

Proof. For $\left\{W_{\xi}\right\} \subseteq \mathbb{R}^{m_{1} \times n_{1}}$, it is known that $|J|<+\infty$ where

$$
|J|=\max _{\xi \in \Xi}\left\{\# \text { of extreme rays for the cone }\left\{a: a^{T} W_{\xi} \geq 0\right\}\right\}
$$

Then, let $\mathcal{A}_{\xi}$ be the set of non-equivalent extreme rays of polyhedral cone $\left\{a: a^{T} W_{\xi} \geq 0\right\}$. Observe $H \triangleq\left\{H_{x}\right\}_{x \in \mathcal{X}}$ defined in (3.6) becomes

$$
H_{x}=\left\{\xi: a^{T} T_{\xi} x \leq a^{T} h_{\xi}, \forall a \in \mathcal{A}_{\xi}\right\} .
$$

For all $\xi \in \Xi$, since $\left|\mathcal{A}_{\xi}\right| \leq|J|$, we can label the elements in $\mathcal{A}_{\xi}$ by $\left\{a_{\xi j}\right\}_{j \in\left[\left|A_{\xi}\right|\right]}$. Then, define $\left\{\left(y_{\xi j}, z_{\xi j}\right)\right\}_{j \in|J|}$ as

$$
y_{\xi j}^{T}= \begin{cases}a_{\xi j}^{T} T_{\xi}, & \text { for } 1 \leq j \leq\left|\mathcal{A}_{\xi}\right| \\ \mathbf{0}, & \text { for }\left|\mathcal{A}_{\xi}\right|<j \leq|J|\end{cases}
$$

$$
z_{\xi j}= \begin{cases}a_{\xi j}^{T} h_{\xi}, & \text { for } 1 \leq j \leq\left|\mathcal{A}_{\xi}\right| \\ 0, & \text { for }\left|\mathcal{A}_{\xi}\right|<j \leq|J|\end{cases}
$$

The rest of proof follows exactly as in Corollary 3.4.2.1.

Compared with our bound (3.13), the chain-constrained bound (3.12) relies on the order of the chain $m=q \sum_{i=1}^{p}\left|J_{i}\right|$. If the cardinality of the support of $W_{\xi}$ or $T_{\xi}$ gets large (i.e., $q p \gg n$ ), or potentially infinite (for continuous random variable), then the bound in (3.12) with a sample complexity of $O\left(\frac{q p|J|}{\alpha}+\frac{1}{\alpha} \log \left(\frac{1}{\delta}\right)\right)$ becomes loose or even inapplicable due to the term $q p$. On the other hand, our VC bound (3.13) with a sample complexity $O\left(\frac{|J| n}{\alpha} \log |J| \log \left(\frac{1}{\alpha}\right)+\frac{1}{\alpha} \log \left(\frac{1}{\delta}\right)\right)$ maintains the same dependence on the dimension $n$ regardless of the cardinality of the support for $W_{\xi}$ or $T_{\xi}$. Moreover, if we use the PAC bound from [101, 102] as mentioned in Remark 2, the bound would be improved to $O\left(\frac{|J| n}{\alpha} \log |J|+\frac{1}{\alpha} \log \left(\frac{1}{\delta}\right)\right)$. Finally, in both bounds, the term $|J|$ appears. However, as mentioned previously, an explicit bound for $|J|$ of $O\left(m_{1}^{\left\lfloor\frac{n_{1}}{2}\right\rfloor}\right)$ can be obtained by $m_{1}, n_{1}$ where $\left\{W_{\xi}\right\} \subseteq \mathbb{R}^{m_{1} \times n_{1}}$ but we omit it here as it is not essential for our comparison. Finally, the bound in Scenario 3 of [8] also applies to (3.10) and is not limited by the order of the chain-structure. However, the bound there is not explicitly computable since the $\beta$ term is hidden.

The dependence on the order of the chain $m$ is also addressed in [9]. Using ideas similar to the scenario approximation of chance-constrained problems in [108, 24, 22] as well as properties of linear programming (e.g. existence of basic optimal solutions), [9] is able to provide a sample complexity for two-stage stochastic linear programming independent of the cardinalities of $\left\{W_{\xi}\right\}$ or the order of the chain. However, the derivation of our bound in (3.13) does not depend on the linearity of the optimization problem and hence is not limited to two-stage stochastic programming with linear recourse. In particular, in [9], the first stage $\mathcal{X}$ is defined by linear constraints $A x=b$ for some $A \in \mathbb{R}^{m \times n}$ and the second stage problem bears a linear objective $q(\xi)^{T} y$. In contrast, our bound is valid for general $\mathcal{X}$ in the first stage and $g(\xi, y)$ in the second-stage problem in (3.10). That being said, the bound derived in [9] has notable strengths in the linear case, in terms of the dependence on problem parameters, gained via a more efficient exploitation of the linear structure.

Specifically, the sample complexity in [9] is (adapted to the notation in this chapter)

$$
\begin{equation*}
O\left(\frac{1}{\alpha}\left(n n_{1}\left(\log \left(\frac{m_{1}}{n_{1}+1}\right)+1\right)+n\left(\log \left(\frac{m}{n}+2\right)+\log \left(\frac{1}{\alpha}\right)+1\right)+\log \left(\frac{1}{\delta}\right)\right)\right) \tag{3.15}
\end{equation*}
$$

which has better dependence on $m_{1}, n_{1}$, as the dependence on $|J|$ in (3.13) is $O\left(m_{1}^{\left\lfloor\frac{n_{1}}{2}\right\rfloor}\right)$ in the worst case. Nonetheless, (3.13) has a similar dependence on $n$ to the bound in (3.15), and does not depend on $m$ in (3.15) at all. Omitting the dependence on these problem size parameters (e.g., constants based on $n, m, m_{1}, n_{1}$ and $\left.|J|\right)$, the bound derived in [9] is of order $O\left(\frac{1}{\alpha} \log \left(\frac{1}{\delta}\right)+\frac{1}{\alpha} \log \left(\frac{1}{\alpha}\right)\right)$, which of the same order as the bound (3.13). Moreover, (3.13) can be slightly improved to be of order $O\left(\frac{1}{\alpha} \log \left(\frac{1}{\delta}\right)+\frac{1}{\alpha}\right)$ bound based on Remark 2.

### 3.4.2 Two-Stage Stochastic Integer Programming

The SAA method has also been applied in two-stage stochastic programming with (mixed) integer recourse [109, 110, 111, 112]. We consider the following two-stage stochastic integer programming where $\mathcal{X} \subseteq \mathbb{R}^{n-p} \times \mathbb{Z}^{p}$ contains integer components in the first stage (3.1) and the second stage is a mixed integer program (MIP):

$$
\begin{array}{rl}
f(\xi, x) \triangleq \inf _{y} & g\left(\xi, y, y_{0}\right) \\
\text { s.t. } & W_{\xi} y+W_{\xi}^{0} y_{0}+T_{\xi} x=h_{\xi},  \tag{3.16}\\
& y \in \mathbb{R}_{+}^{n^{\prime}}, y_{0} \in \mathcal{Z} \subseteq \mathbb{Z}_{+}^{p^{\prime}},
\end{array}
$$

for some $n^{\prime}, p^{\prime} \in \mathbb{Z}_{+}$. Here $g\left(\xi, y, y_{0}\right)$ can be a general function as in (3.10), although for much of the theoretical and practical interest (also applicability), it is assumed to be in linear programs where $g\left(\xi, y, y_{0}\right)=q(\xi)^{T} y+q_{0}(\xi)^{T} y_{0}$. Moreover, most literature also assumes relatively complete recourse by fixing a deterministic recourse matrix (i.e., $W_{\xi}=W$ and $W_{\xi}^{0}=W^{0}$ with probability 1) such that $\left\{y \in \mathbb{R}_{+}^{n^{\prime}} \times \mathbb{Z}_{+}^{p^{\prime}}:\left[W \mid W^{0}\right] y=t\right\}$ is non-empty for all $t$. Consequently, the feasibility of SAA solution for two-stage stochastic integer programming without relatively complete recourse has rarely been considered. In fact, due to the general non-convex and discontinuous nature of MIP,
specialized approximate/iterative algorithms are usually required and the solutions are no longer guaranteed to be optimal. However, even without relatively complete recourse, as mentioned in Remark 2, as long as the solutions output from such algorithms are within the SAA feasible region with probability 1 , the feasibility result from Theorem 5.1 still holds. Notice we have assumed the set $\{x: x \in \mathcal{X}$ and $F(x)<+\infty\}$ is non-empty throughout the chapter (see the beginning of the introduction) and the SAA feasible region is non-empty with probability 1 under this assumption.

Under this setting, it is possible to provide a feasibility bound for (3.16) when $|\mathcal{Z}|<\infty$. This condition is satisfied when $y_{0}$ is restricted to be binary as in [112] (i.e., $y_{0} \in\{0,1\}^{p^{\prime}}$ ). On the other hand, if the solutions are polynomially bounded by the size of data (e.g., integer linear programming [113]), then it is also possible to only consider solving (3.16) in a finite, although possibly large bounded set $\mathcal{Z} \subseteq \mathbb{Z}_{+}^{p^{\prime}}$.

Corollary 3.4.2.3. Consider (3.16). Suppose $|\mathcal{Z}|<\infty$ and $|J|<\infty$ where

$$
|J|=\max _{\xi \in \Xi}\left\{\# \text { of extreme rays for the cone }\left\{a: a^{T} W_{\xi} \geq 0\right\}\right\}
$$

Then, let $\xi^{[N]}=\left\{\xi_{1}, \ldots, \xi_{N}\right\}$ be IID samples from $\mathbb{P}\left(\right.$ consequently $\left.\xi^{[N]} \sim \mathbb{P}^{N}\right)$, and $x^{\star}\left(\xi^{[N]}\right)$ be the SAA solution, or any output within the SAA feasibility region with probability 1. Then, if

$$
\begin{equation*}
N \geq \frac{4}{\alpha}\left(d \log \left(\frac{12}{\alpha}\right)+\log \left(\frac{2}{\delta}\right)\right) \tag{3.17}
\end{equation*}
$$

where

$$
d=\left(\frac{e}{(e-1) \log 2}\right)^{2}|\mathcal{Z}||J|(n+2) \log \left(\frac{e|J|}{\log 2}\right) \log \left(\frac{e|\mathcal{Z}|}{\log 2}\right),
$$

then we have $\mathbb{P}^{N}\left(V\left(x^{\star}\left(\xi^{[N]}\right)\right)>\alpha\right) \leq \delta$, for any $0<\delta, \alpha<1$. Equivalently, in terms of convergence rate, we have

$$
\begin{equation*}
\mathbb{P}^{N}\left(V\left(x^{\star}\left(\xi^{[N]}\right)\right)>\alpha\right) \leq 2 \exp \left(-\frac{N \alpha}{4}\right)\left(\frac{12}{\alpha}\right)^{d} \tag{3.18}
\end{equation*}
$$

Proof. Let $\mathcal{A}_{\xi}$ be the set of non-equivalent extreme rays of polyhedral cone $\left\{a: a^{T} W_{\xi} \geq 0\right\}$.

Using Farkas' lemma, we can construct $H \triangleq\left\{H_{x}\right\}_{x \in \mathcal{X}}$ defined in (3.6) as

$$
H_{x}=\bigcup_{y_{0} \in \mathcal{Z}}\left\{\xi: a^{T}\left(T_{\xi} x+W_{\xi}^{0} y_{0}\right) \leq a^{T} h_{\xi}, \forall a \in \mathcal{A}_{\xi}\right\}
$$

for $\left(x, y_{0}\right) \in \mathcal{X} \times \mathcal{Z}$. For all $\xi \in \Xi$, since $\left|\mathcal{A}_{\xi}\right| \leq|J|$, we can label the elements in $\mathcal{A}_{\xi}$ by $\left\{a_{\xi j}\right\}_{j \in\left[\left|A_{\xi}\right|\right]}$. Then, define $\left\{\left(y_{\xi j}, z_{\xi j}, w_{\xi j}\right)\right\}_{j \in|J|}$ as

$$
\begin{aligned}
& y_{\xi j}^{T}= \begin{cases}a_{\xi j}^{T} T_{\xi}, & \text { for } 1 \leq j \leq\left|\mathcal{A}_{\xi}\right| \\
\mathbf{0}, & \text { for }\left|\mathcal{A}_{\xi}\right|<j \leq|J|\end{cases} \\
& z_{\xi j}= \begin{cases}a_{\xi j}^{T} h_{\xi}, & \text { for } 1 \leq j \leq\left|\mathcal{A}_{\xi}\right| \\
0, & \text { for }\left|\mathcal{A}_{\xi}\right|<j \leq|J|\end{cases} \\
& w_{\xi j}^{T}= \begin{cases}a_{\xi j}^{T} W_{\xi}^{0}, & \text { for } 1 \leq j \leq\left|\mathcal{A}_{\xi}\right| \\
\mathbf{0}, & \text { for }\left|\mathcal{A}_{\xi}\right|<j \leq|J|\end{cases}
\end{aligned}
$$

Define $y_{\xi}^{T}=\left(y_{\xi 1}^{T}, y_{\xi 2}^{T}, \ldots, y_{\xi|J|}^{T}\right) \in \mathbb{R}^{|J| n}, z_{\xi}=\left(z_{\xi 1}, z_{\xi 2}, \ldots, z_{\xi|J|}\right) \in \mathbb{R}^{|J|}$ and $w_{\xi}^{T}=\left(w_{\xi 1}^{T}, w_{\xi 2}^{T}, \ldots, w_{\xi|J|}^{T}\right) \in$ $\mathbb{R}^{|J| p^{\prime}}$. Moreover, for $j \in[|J|]$, define $v_{j}(\cdot): \mathbb{R}^{n} \rightarrow \mathbb{R}^{|J| n}, u_{j}: \mathbb{Z}^{p^{\prime}} \rightarrow \mathbb{Z}^{|J| p^{\prime}}$ to be

$$
\begin{aligned}
& v_{j}(x)= \begin{cases}{[x]_{i},} & \text { for }(j-1) n+1 \leq i \leq j n \\
0, & \text { otherwise }\end{cases} \\
& u_{j}(x)= \begin{cases}{\left[y_{0}\right]_{i},} & \text { for }(j-1) p^{\prime}+1 \leq i \leq j p^{\prime} \\
0, & \text { otherwise } .\end{cases}
\end{aligned}
$$

Then, we can redefine

$$
\begin{equation*}
H_{x}=\bigcup_{y_{0} \in \mathcal{Z}} \bigcap_{j=1}^{|J|}\left\{\left(y_{\xi}, z_{\xi}, w_{\xi}\right): y_{\xi}^{T} v_{j}(x)+w_{\xi}^{T} u_{j}\left(y_{0}\right) \leq\left[z_{\xi}\right]_{j}\right\} . \tag{3.19}
\end{equation*}
$$

Given $j \in[|J|]$ and $y_{0} \in \mathcal{Z}$, let $e_{j} \in \mathbb{R}^{|J|}$ be the vector with 1 in the $j$-th component and 0 otherwise. Define a class of function $\mathcal{G}=\left\{g_{\left(x, c_{1}, c_{2}\right)}(\cdot)\right\}_{\left(x, c_{1}, c_{2}\right) \in \mathbb{R}^{n} \times \mathbb{R} \times \mathbb{R}}$ on $\mathbb{R}^{|J|\left(n+1+p^{\prime}\right)}$ such that, given $(y, z, w) \in \mathbb{R}^{|J| n} \times \mathbb{R}^{|J|} \times \mathbb{R}^{|J| p^{\prime}}$,

$$
g_{\left(x, c_{1}, c_{2}\right)}((y, z, w))=[y, z, w]^{T}\left[\begin{array}{c}
-v_{j}(x) \\
c_{1} \cdot e_{j} \\
-c_{2} \cdot u_{j}\left(y_{0}\right)
\end{array}\right] .
$$

It is straightforward to check $\mathcal{G}$ is a finite-dimensional vector space of functions with $\operatorname{dim} \mathcal{G} \leq n+2$. Then, according to Theorem 3.4.2, the VC dimension of

$$
\left\{\left\{(y, z, w) \in \mathbb{R}^{|J| n} \times \mathbb{R}^{|J|} \times \mathbb{R}^{|J| p^{\prime}}: g_{\left(x, c_{1}, c_{2}\right)}((y, z, w)) \geq 0\right\}\right\}_{\left(x, c_{1}, c_{2}\right) \in \mathbb{R}^{n} \times \mathbb{R} \times \mathbb{R}}
$$

is at most $n+2$. Consequently, as a smaller collection of sets, the VC dimension of

$$
\left\{\left\{(y, z, w) \in \mathbb{R}^{|J| n} \times \mathbb{R}^{|J|} \times \mathbb{R}^{|J| p^{\prime}}: g_{(x, 1,1)}((y, z, w)) \geq 0\right\}\right\}_{x \in X}
$$

is also at most $n+2$. Thus, for each $j \in[|J|]$, the VC dimension of

$$
\mathcal{U}_{j}^{y_{0}}=\left\{\left\{\left(y_{\xi}, z_{\xi}, w_{\xi}\right): y_{\xi}^{T} v_{j}(x)+w_{\xi}^{T} u_{j}\left(y_{0}\right) \leq\left[z_{\xi}\right]_{j}\right\}\right\}_{x \in X}
$$

is at most $n+2$. Consequently, given $y_{0} \in \mathcal{Z}$, it follows from Theorem 3.4.1 that

$$
V\left(\Pi_{j=1}^{|J|} \mathcal{U}_{j}^{y_{0}}\right) \leq \frac{e}{(e-1) \log 2}|J|(n+2) \log \left(\frac{e}{\log 2}|J|\right)
$$

and

$$
V\left(\sqcup_{y_{0} \in \mathcal{Z}}\left(\Pi_{j=1}^{|J|} \mathcal{U}_{j}^{y_{0}}\right)\right) \leq\left(\frac{e}{(e-1) \log 2}\right)^{2}|\mathcal{Z}||J|(n+2) \log \left(\frac{e|J|}{\log 2}\right) \log \left(\frac{e|\mathcal{Z}|}{\log 2}\right) .
$$

Thus, for $H_{x}$ defined in (3.19), we have $V\left(\left\{H_{x}\right\}_{x \in \mathcal{X}}\right) \leq d$ where

$$
d=\left(\frac{e}{(e-1) \log 2}\right)^{2}|\mathcal{Z}||J|(n+2) \log \left(\frac{e|J|}{\log 2}\right) \log \left(\frac{e|\mathcal{Z}|}{\log 2}\right) .
$$

The rest of the proof follows as in 3.4.2.1.

As we can see, the portion of infeasible SAA solutions (not necessarily optimal) still decreases exponentially as the sample size $N$ increases, although it is worth noting that the rate now depends on $|\mathcal{Z}|$ as well.

### 3.4.3 Chain-Constrained Domain

We have seen that Theorem 5.1 can be used to analyze example (3.10) without using the chainconstrained structure. However, it is worth noting that Theorem 5.1 still offers an explicit bound on the feasibility of $x^{\star}\left(\xi^{[N]}\right)$ based solely on the chain-constrained structure, although at a slightly worse sample complexity than [8]. In particular, the VC dimension of any chain-constrained domain can be directly bounded as follows.

Lemma 8. If dom $f_{\xi}$ has a chain-constrained domain of order $m$, then the VC dimension of $H=$ $\left\{H_{x}\right\}_{x \in X}$ in (3.6) satisfies

$$
V(H) \leq \frac{e}{(e-1) \log 2} m \log \left(\frac{e}{\log 2} \cdot m\right) \sim O(m \log m) .
$$

Proof. Under the assumption we have dom $f_{\xi}=\bigcap_{k=1}^{m} U_{k}^{\xi}$ where each $U_{k}^{\xi} \in\left\{U_{k}^{\xi^{\prime}}\right\}_{\xi^{\prime} \in \Xi}$ is a chain living on $\mathcal{X} \subseteq \mathbb{R}^{n}$ indexed by $\xi \in \mathbb{R}^{r}$. Now, for $k \in[m]$, define $W_{k}^{x}=\left\{\xi: x \in U_{k}^{\xi}\right\}$, we have from (3.6) that $H_{x}=\left\{\xi: x \in \operatorname{dom} f_{\xi}\right\}=\left\{\xi: x \in \bigcap_{k=1}^{m} U_{k}^{\xi}\right\}=\bigcap_{k=1}^{m} W_{k}^{x}$. We show, for each $k \in[m]$, $\left\{W_{k}^{x}\right\}_{x \in \mathcal{X}}$ is a chain as well. Suppose this is not the case, then there exist $x_{1}, x_{2} \in \mathcal{X}$ such that $W_{k}^{x_{1}} \nsubseteq W_{k}^{x_{2}}$ and $W_{k}^{x_{2}} \nsubseteq W_{k}^{x_{1}}$. This implies there exist $\xi_{1} \in W_{k}^{x_{1}}$ and $\xi_{2} \in W_{k}^{x_{2}}$ such that $\xi_{1} \notin W_{k}^{x_{2}}$ and $\xi_{2} \notin W_{k}^{x_{1}}$. This further implies $x_{1} \in U_{k}^{\xi_{1}}, x_{2} \notin U_{k}^{\xi_{1}}$ and $x_{2} \in U_{k}^{\xi_{2}}, x_{1} \notin U_{k}^{\xi_{2}}$. Consequently, neither $U_{k}^{\xi_{1}} \subseteq U_{k}^{\xi_{2}}$ nor $U_{k}^{\xi_{2}} \subseteq U_{k}^{\xi_{1}}$ can be true, contradicting the assumption that $\left\{U_{k}^{\xi}\right\}_{\xi \in \Xi}$ is a chain.

Thus, $\left\{W_{k}^{x}\right\}_{x \in \mathcal{X}}$ is a chain on $\Xi$ for each $k \in[m]$ and $H_{x}$ is a chain-constrained domain of order $m$.
On the other hand, the VC dimension of a class of sets which are a chain $\left\{U^{\omega}\right\}_{\omega \in I}$ is at most 1 because it cannot shatter any two points. In particular, if $\left\{x_{1}, x_{2}\right\}$ are two points living on the same space as $\left\{U^{\omega}\right\}_{\omega \in I}$, the shattering of $\left\{x_{1}, x_{2}\right\}$ requires $x_{1} \in U^{\omega_{1}}, x_{2} \notin U^{\omega_{1}}$ and $x_{2} \in U^{\omega_{2}}, x_{1} \notin U^{\omega_{2}}$ for some $U^{\omega_{1}}, U^{\omega_{2}} \in\left\{U^{\omega}\right\}_{\omega \in I}$. If this were to happen, then neither $U^{\omega_{1}} \subseteq U^{\omega_{2}}$ nor $U^{\omega_{2}} \subseteq$ $U^{\omega_{1}}$ could be true, contradicting the definition of a chain. Then, if $\left\{\mathcal{U}_{k}\right\}_{k \in[m]}$ are the $m$ chains consisting of a chain-constrained domain $\mathcal{U}$ of order $m$ where each $U \in \mathcal{U}$ is of the form $U=$ $\bigcap_{k=1}^{m} U_{k}$ for some $U_{k} \in \mathcal{U}_{k}$, it again follows from Theorem 1.1 in [99] that

$$
V(\mathcal{U}) \leq V\left(\sqcap_{k=1}^{m} \mathcal{U}_{k}\right) \leq \frac{e}{(e-1) \log 2} m \log \left(\frac{e}{\log 2} \cdot m\right)
$$

where $\sqcap_{k=1}^{m} \mathcal{U}_{k} \triangleq\left\{\bigcap_{k=1}^{m} U_{k}: U_{k} \in \mathcal{U}_{k}, k \in[m]\right\}$. The result follows now from the fact that $H_{x}$ is a chain of order $m$.

Lemma 8 combined with Theorem 5.1 can provide an explicit sample complexity for feasibility.

Corollary 3.4.2.4. If dom $f_{\xi}$ has a chain-constrained domain of order $m$, then Theorem 5.1 guarantees that for

$$
\begin{equation*}
N \geq \frac{4}{\alpha}\left(\left(\frac{e}{(e-1) \log 2} m \log \left(\frac{e}{\log 2} \cdot m\right)\right) \log \left(\frac{12}{\alpha}\right)+\log \left(\frac{2}{\delta}\right)\right) \tag{3.20}
\end{equation*}
$$

we have

$$
\mathbb{P}^{N}\left(V\left(x^{\star}\left(\xi^{[N]}\right)\right)>\alpha\right) \leq \delta .
$$

for any $0<\delta, \alpha<1$.

Corollary 3.4.2.4 provides a sample complexity $O\left(\frac{m}{\alpha} \log m \log \left(\frac{1}{\alpha}\right)+\frac{1}{\alpha} \log \left(\frac{1}{\delta}\right)\right)$ for chain-constrained domains, or $O\left(\frac{m}{\alpha} \log m+\frac{1}{\alpha} \log \left(\frac{1}{\delta}\right)\right)$ using PAC bounds from [101, 102], while Scenario 1 in [8] provides a $O\left(\frac{m}{\alpha}+\frac{1}{\alpha} \log \left(\frac{1}{\delta}\right)\right)$ bound according to (3.9). As we can see, the more refined analysis on the chain-constrained structure in [8] leads to a better rate over Corollary 3.4.2.4 by log factors. How-
ever, the generality offered by Theorem 5.1 is still evident, since its applicability in most situations either does not hinge on the chain-constrained domain or can be improved by reparametrizations of $\xi$.

### 3.4.4 Finite Feasible Region

In this subsection, we apply Theorem 5.1 in the case where the decision set $\mathcal{X}$ is finite.

Corollary 3.4.2.5. Suppose $|X|<+\infty$ and let $\xi^{[N]}=\left\{\xi_{1}, \ldots, \xi_{N}\right\}$ be IID samples from $\mathbb{P}$ (consequently $\left.\xi^{[N]} \sim \mathbb{P}^{N}\right)$. Then, if

$$
\begin{equation*}
N \geq \frac{4}{\alpha}\left(\log _{2}|X| \cdot \log \left(\frac{12}{\alpha}\right)+\log \left(\frac{2}{\delta}\right)\right) \tag{3.21}
\end{equation*}
$$

we have

$$
\mathbb{P}^{N}\left(V\left(x^{\star}\left(\xi^{[N]}\right)\right)>\alpha\right) \leq \delta
$$

for any $0<\delta, \alpha<1$.

Proof. Let $H \triangleq\left\{H_{x}\right\}_{x \in \mathcal{X}}$ be the class of subsets defined in (3.6). It follows that $|H| \leq|X|<+\infty$. It is known that if $|H|<+\infty$, then $V C(H) \leq \log _{2}|H|$ (by definition of VC dimension or see [96]). The result then follows from Theorem 5.1.

Note that since the VC dimension of a finite hypothesis class is bounded by the logarithm of its cardinality, we get the results in Corollary 3.4.2.5 for free. Section 4 of [9] also discusses the case of finite feasible region $\mathcal{X}$, with a slightly different focus. In particular, with assumptions on the moment generating functions, [9] proves exponential convergence of a $\delta$-optimal set towards an $\epsilon$ optimal set using large deviations (LD) theory. The rate of convergence also depends on constants from the LD analysis. A more direct analysis on the feasibility of SAA solution $x^{\star}\left(\xi^{[N]}\right)$ which does not rely on distributional assumptions of $f(\xi, x)$ is also availble from Lemma 9 of [9] which states:

$$
\begin{equation*}
\mathbb{P}^{N}\left(\hat{F}_{N}(x)<+\infty\right) \leq(1-\eta)^{N}, \text { for } x \in \mathcal{X}^{\text {Infea }} \tag{3.22}
\end{equation*}
$$

where $\mathcal{X}^{\text {Infea }}=\{x: x \in \mathcal{X}$ and $V(x)>0\}$ and $\eta=\min \left\{V(x): x \in \mathcal{X}^{\text {Infea }}\right\}$. Building on (3.22), we can deduce the following direct bound regarding $x^{\star}\left(\xi^{[N]}\right)$ :

$$
\begin{align*}
\mathbb{P}^{N}\left(V\left(x^{\star}\left(\xi^{[N]}\right)\right)>\eta\right) & =\mathbb{P}^{N}\left(x^{\star}\left(\xi^{[N]}\right) \in \mathcal{X}^{\text {Infea }}\right) \\
& \leq \mathbb{P}^{N}\left(\bigcup_{x \in \mathcal{X}^{\text {Infea }}}\left\{\hat{F}_{N}(x)<+\infty\right\}\right) \\
& \leq \sum_{x \in \mathcal{X}^{\text {Infea }}} \mathbb{P}^{N}\left(\hat{F}_{N}(x)<+\infty\right) \leq\left|\mathcal{X}^{\text {Infea }}\right|(1-\eta)^{N}, \tag{3.23}
\end{align*}
$$

which leads to a $O\left(\frac{1}{\eta} \log (|X|)+\frac{1}{\eta} \log \left(\frac{1}{\beta}\right)\right)$ sample complexity, comparable to the $O\left(\frac{1}{\eta} \log \left(\frac{1}{\eta}\right) \log _{2}(|\mathcal{X}|)+\right.$ $\left.\frac{1}{\eta} \log \left(\frac{1}{\beta}\right)\right)$ complexity in (3.21). Moreover, if we utilize the PAC bound from Remark 2, the bound in (3.21) could be improved to $O\left(\frac{1}{\eta} \log _{2}(|X|)+\frac{1}{\eta} \log \left(\frac{1}{\beta}\right)\right)$ which is of the same order as (3.23).

## Chapter 4: Robust Importance Weighting for Covariate Shift

In many learning problems, the training and testing data follow different distributions and a particularly common situation is the covariate shift. To correct for sampling biases, most approaches, including the popular kernel mean matching (KMM), focus on estimating the importance weights between the two distributions. Reweighting-based methods, however, are exposed to high variance when the distributional discrepancy is large and the weights are poorly estimated. On the other hand, the alternate approach of using nonparametric regression (NR) incurs high bias when the training size is limited. In this Chapter, we propose and analyze a new estimator that systematically integrates the residuals of NR with KMM reweighting, based on a control-variate perspective. The proposed estimator can be shown to either strictly outperform or match the best-known existing rates for both KMM and NR, and thus is a robust combination of both estimators. The experiments shows the estimator works well in practice.

### 4.1 Introduction

Traditional machine learning implicitly assumes training and test data are drawn from the same distribution. However, mismatches between training and test distributions occur frequently in reality. For example, in clinical trials the patients used for prognostic factor identification may not come from the target population due to sample selection bias [114, 115]; incoming signals used for natural language and image processing, bioinformatics or econometric analyses change in distribution over time and seasonality $[116,117,118,119,120,121,122]$; patterns for engineering controls fluctuate due to the non-stationarity of environments [123, 124].

Many such problems are investigated under the covariate shift assumption [125]. Namely, in a supervised learning setting with covariate $X$ and label $Y$, the marginal distribution of $X$ in
the training set $P_{t r}(x)$, shifts away from the marginal distribution of the test set $P_{t e}(x)$, while the conditional distribution $P(y \mid x)$ remains invariant in both sets. Because test labels are either too costly to obtain or unobserved, it could be uneconomical or impossible to build predictive models only on the test set. In this case, one is obliged to utilize the invariance of conditional probability to adapt or transfer knowledge from the training set, termed as transfer learning [126] or domain adaptation [121, 127]. Intuitively, to correct for covariate shift (i.e., cancel the bias from the training set), one can reweight the training data by assigning more weights to observations where the test data locate more often. Indeed, the key to many approaches addressing covariate shift is the estimation of importance sampling weights, or the Radon-Nikodym derivative (RND) of $d P_{t e} / d P_{t r}$ between $P_{t e}$ and $P_{t r}[128,129,130,131,132,133,134,119,123]$. Among them is the popular kernel mean matching (KMM) [114, 119], which estimates the importance weights by matching means in a reproducing kernel Hilbert space (RKHS) and can be implemented efficiently by quadratic programming (QP).

Despite the demonstrated efficiency in many covariate shift problems [128, 119, 115], KMM can suffer from high variance, due to several reasons. The first one regards the RKHS assumption. As pointed out in [135], under a more realistic assumption from learning theory [136], when the true regression function does not lie in the RKHS but a general range space indexed by a smoothness parameter $\theta>0$, KMM degrades to sub-canonical rate $O\left(n_{t r}^{-\frac{\theta}{2 \theta+4}}+n_{t e}^{-\frac{\theta}{2 \theta+4}}\right)$ from the parametric rate $O\left(n_{t r}^{-\frac{1}{2}}+n_{t e}^{-\frac{1}{2}}\right)$. Second, if the discrepancy between the training and testing distributions is large (e.g., test samples concentrate on regions where few training samples are located), the RND becomes unstable and leads to high resulting variance [137], partially due to an induced sparsity as most weights shrink towards zero while the non-zero ones surge to huge values. This is an intrinsic challenge for reweighting methods that occurs even if the RND is known in closed-form. One way to bypass it is to identify model misspecification [138], but as mentioned in [139], the cross-validation for model selection needed in many related methods often requires the importance weights to cancel biases and the necessity for reweighting remains.

In this Chapter we propose a method to reduce the variance of KMM in covariate shift prob-
lems. Our method relies on an estimated regression function and the application of the importance weighting on the residuals of the regression. Intuitively, the residuals have smaller magnitudes than the original loss values, and the resulting reweighted estimator is thus less sensitive to the variances of weights. Then, we cancel the bias incurred by the use of residuals by a judicious compensation through the estimated regression function evaluated on the test set.

Our method shares similarities with the Doubly Robust (DR) estimator in causal inference problems [140]. However, different from DR, we do not require semi-parametric estimates of the baseline prediction (corresponding to our regression function g ) and conditional probability (corresponding to our importance weight) to both converge at rates $O\left(n^{\alpha}\right)$ for $\alpha>1 / 4$. In particular, we specialize our method by using a nonparametric regression (NR) function constructed from regularized least square in RKHS [136, 141, 142], also known as the Tikhonov regularized learning algorithm [143]. We show that our new estimator achieves the rate $O\left(n_{t r}^{-\frac{\theta}{2 \theta+2}}+n_{t e^{-\frac{\theta}{2 \theta+2}}}\right)$, which is superior to the best-known rate of KMM in [135], with the same computational complexity of KMM. Although the gap to the parametric rate is yet to be closed, the new estimator certainly seems to be a step towards the right direction. To put into perspective, we also compare with an alternate approach in [135] which constructs an NR function using the training set and then predicts by evaluating on the test set. Such an approach leads to a better dependence on the test size but worse dependence on the training size than KMM. Our estimator, which can be viewed as an ensemble of KMM and NR, achieves a convergence rate that is either superior or matches both of these methods, thus in a sense robust against both estimators. In fact, we show our estimator can be motivated both from a variance reduction perspective on KMM using control variates [144, 145] and a bias reduction perspective on NR.

Another noticable feature of the new estimator relates to data aggregation in empirical risk minimization (ERM). Specifically, when KMM is applied in learning algorithms or ERMs, the resulting optimal solution is typically a finite-dimensional span of the training data mapped into feature space [146]. The optimal solution of our estimator, on the other hand, depends on both the training and testing data, thus highlighting a different and more efficient information leveraging
that utilizes both data sets simultaneously.
The Chapter is organized as follows. Section 2 reviews the background on KMM and NR that motivates our estimator. Section 3 presents the details of our estimator and studies its convergence property. Section 4 generalizes our method to ERM. Section 5 demonstrates experimental results.

### 4.2 Background and Motivation

Denote $P_{t r}$ to be the probability measure for training variables $X^{t r}$ and $P_{t e}$ for test variables $X^{t e}$.

Assumption 2. $P_{t r}(d y \mid \boldsymbol{x})=P_{t e}(d y \mid \boldsymbol{x})$.

Assumption 3. The Radon-Nikodym derivative $\beta(\boldsymbol{x}) \triangleq \frac{d P_{t e}}{d P_{t r}}(\boldsymbol{x})$ exists and is bounded by $B<\infty$.

Assumption 4. The covariate space $\mathcal{X}$ is compact and the label space $\mathcal{Y} \subseteq[0,1]$. Furthermore, there exists a kernel $K(\cdot, \cdot): \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$ which induces an $R K H S \mathcal{H}$ and a canonical feature map $\Phi(\cdot): \mathcal{X} \rightarrow \mathcal{H}$ such that $K\left(\boldsymbol{x}, \boldsymbol{x}^{\prime}\right)=\left\langle\Phi(\boldsymbol{x}), \Phi\left(\boldsymbol{x}^{\prime}\right)\right\rangle_{\mathcal{H}}$ and $\|\Phi(\boldsymbol{x})\|_{\mathcal{H}} \leq R$ for some $0<R<\infty$.

Assumption 2 is the covariate shift assumption which states the conditional distribution $P(d y \mid \boldsymbol{x})$ remains invariant while the marginal $P_{t r}(\boldsymbol{x})$ and $P_{t e}(\boldsymbol{x})$ differ. Assumptions 3 and 4 are common for establishing theoretical results. Specifically, Assumption 3 can be satisfied by restricting the support of $P_{t e}$ and $P_{t r}$ on a compact set, although $B$ could be potentially large.

### 4.2.1 Preliminaries and Existing Approaches

Given $n_{t r}$ labelled training data $\left\{\left(\boldsymbol{x}_{j}^{t r}, \boldsymbol{y}_{j}^{t r}\right)\right\}_{j=1}^{n_{t r}}$ and $n_{t e}$ unlabelled test data $\left\{\boldsymbol{x}_{i}^{t e}\right\}_{i=1}^{n_{t e}}$ (i.e., $\left\{y_{i}^{t e}\right\}_{i=1}^{n_{t e}}$ are unavailable), the goal is to estimate $v=\mathbb{E}\left[Y^{t e}\right]$. The KMM estimator [114, 115] is

$$
V_{K M M}=\frac{1}{n_{t r}} \sum_{j=1}^{n_{t r}} \hat{\beta}\left(\boldsymbol{x}_{j}^{t r}\right) y_{j}^{t r},
$$

where $\hat{\beta}\left(\boldsymbol{x}_{j}^{t r}\right)$ are solutions of a QP that attempts to match the means of training and test sets in the feature space using weights $\hat{\beta}$ :

$$
\begin{align*}
& \min _{\hat{\beta}}\left\{\hat{L}(\hat{\boldsymbol{\beta}}) \triangleq\left\|\frac{1}{n_{t r}} \sum_{j=1}^{n_{t r}} \hat{\beta}_{j} \Phi\left(\boldsymbol{x}_{j}^{t r}\right)-\frac{1}{n_{t e}} \sum_{i=1}^{n_{t e}} \Phi\left(\boldsymbol{x}_{i}^{t e}\right)\right\|_{\mathcal{H}}^{2}\right\}  \tag{4.1}\\
& \text { s.t. } 0 \leq \hat{\beta}_{j} \leq B, \forall 1 \leq j \leq n_{t r}
\end{align*}
$$

Notice we write $\hat{\beta}_{j}$ as $\hat{\beta}\left(\boldsymbol{x}_{j}^{t r}\right)$ in $V_{K M M}$ informally to highlight $\hat{\beta}_{j}$ as estimates of $\beta\left(\boldsymbol{x}_{j}^{t r}\right)$. The fact that (4.1) is a QP can be verified by the kernel trick, as in [115]. Indeed, define matrix $K_{i j}=K\left(\boldsymbol{x}_{i}^{t r}, \boldsymbol{x}_{j}^{t r}\right)$ and $\kappa_{j} \triangleq \frac{n_{t r}}{n_{t e}} \sum_{i=1}^{n_{t e}} K\left(\boldsymbol{x}_{j}^{t r}, \boldsymbol{x}_{i}^{t e}\right)$, optimization (4.1) is equivalent to

$$
\begin{align*}
& \min _{\hat{\boldsymbol{\beta}}} \quad \frac{1}{n_{t r}^{2}} \hat{\boldsymbol{\beta}}^{T} \boldsymbol{K} \hat{\boldsymbol{\beta}}-\frac{2}{n_{t r}^{2}} \boldsymbol{\kappa}^{T} \hat{\boldsymbol{\beta}},  \tag{4.2}\\
& \text { s.t. } 0 \leq \hat{\beta}_{j} \leq B, \forall 1 \leq j \leq n_{t r} .
\end{align*}
$$

In practice, a constraint $\left|\frac{1}{n_{t r}} \sum_{j=1}^{n_{t r}} \hat{\beta}_{j}-1\right| \leq \epsilon$ for a tolerance $\epsilon>0$ is included to regularize the $\hat{\boldsymbol{\beta}}$ towards the RND. As in [135], we omit them to simplify analysis. On the other hand, the NR estimator

$$
V_{N R}=\frac{1}{n_{t e}} \sum_{i=1}^{n_{t e}} \hat{g}\left(\boldsymbol{x}_{i}^{t e}\right)
$$

is based on $\hat{g}(\cdot)$, some estimate of the regression function $g(\boldsymbol{x}) \triangleq \mathbb{E}[Y \mid \boldsymbol{x}]$. Notice the conditional expectation is taken regardless of $\boldsymbol{x} \sim P_{t r}$ or $P_{t e}$. Here, we consider a $\hat{g}(\cdot)$ that is estimated nonparametrically by regularized least square in RKHS:

$$
\begin{equation*}
\hat{g}_{\gamma, \text { data }}(\cdot)=\underset{f \in \mathcal{H}}{\operatorname{argmin}}\left\{\frac{1}{m} \sum_{j=1}^{m}\left(f\left(\boldsymbol{x}_{j}^{t r}\right)-y_{j}^{t r}\right)^{2}+\gamma\|f\|_{\mathcal{H}}^{2}\right\}, \tag{4.3}
\end{equation*}
$$

where $\gamma$ is a regularization term to be chosen and the subscript data represents $\left\{\left(\boldsymbol{x}_{j}^{t r}, y_{j}^{t r}\right)\right\}_{j=1}^{m}$. Using the representation theorem [146], optimization problem (4.3) can be solved in closed form
with $\hat{g}_{\gamma, \text { data }}(\boldsymbol{x})=\sum_{j=1}^{m} \alpha_{j}^{r e g} K\left(\boldsymbol{x}_{j}^{t r}, \boldsymbol{x}\right)$ where

$$
\begin{equation*}
\boldsymbol{\alpha}^{r e g}=(\boldsymbol{K}+\gamma \boldsymbol{I})^{-1} \boldsymbol{y}^{t r} \tag{4.4}
\end{equation*}
$$

and $\boldsymbol{y}^{t r}=\left[y_{1}^{t r}, \ldots, y_{m}^{t r}\right]$.

### 4.2.2 Motivation

Depending on properties of $g(\cdot)$, [135] proves different rates of KMM. The most notable case is when $g \notin \mathcal{H}$ but rather $g(\cdot) \in \operatorname{Range}\left(\mathcal{T}_{K}^{\frac{\theta}{2 \theta+4}}\right)$, where $\mathcal{T}_{K}$ is the integral operator $\left(\mathcal{T}_{K} f\right)\left(x^{\prime}\right)=$ $\int_{\mathcal{X}} K\left(x^{\prime}, x\right) f(x) P_{t r}(d x)$ on $\mathscr{L}_{P_{t r}}^{2}$. Here, one can imagine $\theta$ as a smoothness parameter in measuring the space of functions $g(\cdot)$ lives in. The higher $\theta$ is, the more smooth $g$ is. In the extreme cases that $\theta \rightarrow \infty$, we know that $\operatorname{Range}\left(\mathcal{T}_{K}^{1 / 2} \subseteq \mathcal{H}\right.$. In this case, [135] characterize $g$ with the approximation error

$$
\begin{equation*}
\mathcal{A}_{2}(g, F) \triangleq \inf _{\|f\|_{\mathcal{H}} \leq F}\|g-f\|_{\mathscr{L}_{P_{t r}}^{2}} \leq C F^{-\frac{\theta}{2}}, \tag{4.5}
\end{equation*}
$$

and the rates of KMM drops to sub-canonical $\left|V_{K M M}-v\right|=O\left(n_{t r}^{-\frac{\theta}{2 \theta+4}}+n_{t e^{-\frac{\theta}{2 \theta+4}}}\right)$, as opposed to $O\left(n_{t r}^{-\frac{1}{2}}+n_{t e}^{-\frac{1}{2}}\right)$ when $g \in \mathcal{H}$. As shown in Lemma 4 in the Supplementary and Theorem 4.1 of [136]), (4.5) is almost equivalent to $g(\cdot) \in \operatorname{Range}\left(\mathcal{T}_{K}^{\frac{\theta}{2 \theta+4}}\right): g(\cdot) \in \operatorname{Range}\left(\mathcal{T}_{K}^{\frac{\theta}{2 \theta+4}}\right)$ implies (4.5) while (4.5) leads to $g(\cdot) \in \operatorname{Range}\left(\mathcal{T}_{K}^{\frac{\theta}{2 \theta+4}-\epsilon}\right)$ for any $\epsilon>0$. We adopt the characterization $g(\cdot) \in \operatorname{Rang} e\left(\mathcal{T}_{K}^{\frac{\theta}{2 \theta+4}}\right)$ as our analysis is based on related learning theory estimates. In particular, our proofs rely on these estimates and are different from [135]. For example, in (4.3), $\gamma$ is used as a free parameter for controlling $\|f\|_{\mathcal{H}}$, whereas [135] uses the parameter $F$ in (4.5). Although the two approaches are equivalent from an optimization viewpoint, with $\gamma$ being the Lagrange dual variable, the former approach turns out to be more suitable to our analysis.

Correspondingly, the convergence rate for $V_{N R}$ when $g(\cdot) \in \operatorname{Range}\left(\mathcal{T}_{K}^{\frac{\theta}{2 \theta+4}}\right)$ is also shown in [135] as $\left|V_{N R}-v\right|=O\left(n_{t e}^{-\frac{1}{2}}+n_{t r}^{-\frac{3 \theta}{12 \theta+16}}\right)$, with $\hat{g}$ taken as $\hat{g}_{\gamma, \text { data }}$ in (4.3) and $\gamma$ chosen optimally. The rate of $V_{K M M}$ is usually better than $V_{N R}$ due to labelling cost (i.e. $n_{t r}<n_{t e}$ ). However, in practice the performance of $V_{K M M}$ is not always better than $V_{N R}$. This could be partially explained
by the hidden dependence of $V_{K M M}$ on potentially large $B$, but more importantly, without variance reduction, KMM is subject to the negative effects of unstable importance sampling weights (i.e. the $\hat{\boldsymbol{\beta}})$. On the other hand, the training of $\hat{g}$ requires labels hence can only be done on training set. Consequently, without reweighting, when estimating the test quantity $v$, the rate of $V_{N R}$ suffers from the bias.

This motivates the search for a robust estimator which does not require prior knowledge on the performance of $V_{K M M}$ or $V_{N R}$ and can, through a combination, reach or even surpass the best performance among both. For simplicity, we use the mean squared error (MSE) criterion $\operatorname{MSE}(V)=\operatorname{Var}(V)+(\operatorname{Bias}(V))^{2}$ and assume an additive model $Y=g(X)+\mathcal{E}$ where $\mathcal{E} \sim \mathcal{N}\left(0, \sigma^{2}\right)$ is independent with $X$ and other errors. Under this framework, we motivate a remedy from two perspectives:

Variance Reduction for KMM: Consider an idealized KMM with $V_{K M M} \triangleq \frac{1}{n_{t r}} \sum_{j=1}^{n_{t r}} \beta\left(\boldsymbol{x}_{j}^{t r}\right) y_{j}^{t r}$ and $\beta(\cdot)$ being the true RND. Since

$$
\mathbb{E}\left[\beta\left(X^{t r}\right) Y^{t r}\right]=\mathbb{E}_{\boldsymbol{x} \sim P_{t r}}(\beta(\boldsymbol{x}) g(\boldsymbol{x}))=\mathbb{E}_{\boldsymbol{x} \sim P_{t e}}[g(\boldsymbol{x})]=v,
$$

$V_{K M M}$ is unbiased and the only source of MSE becomes the variance. It then follows from standard control variates that, given an estimator $V$ and a zero-mean random variable $W$, we can set $t^{\star}=$ $\frac{\operatorname{Cov}(V, W)}{\operatorname{Var}(W)}$ and use $V-t^{\star} W$ to obtain

$$
\min _{t} \operatorname{Var}(V-t W)=\left(1-\operatorname{corr}^{2}(V, W)\right) \operatorname{Var}(V) \leq \operatorname{Var}(V)
$$

without altering the mean of $V$. Thus we can use

$$
W=\frac{1}{n_{t r}} \sum_{j=1}^{n_{t r}} \beta\left(\boldsymbol{x}_{j}^{t r}\right)\left(\hat{g}\left(\boldsymbol{x}_{j}^{t r}\right)\right)-\frac{1}{n_{t e}} \sum_{i=1}^{n_{t e}} \hat{g}\left(\boldsymbol{x}_{i}^{t e}\right)
$$

with $t^{\star}=\frac{\operatorname{Cov}\left(V_{K M M}, W\right)}{\operatorname{Var}(W)}$. To calculate $t^{\star}$, suppose $X^{t e}$ and $X^{t r}$ are independent, then we have

$$
\begin{aligned}
\operatorname{Cov}\left(V_{K M M}, W\right) & =\frac{1}{n_{t r}} \operatorname{Cov}\left(\beta\left(X^{t r}\right) Y^{t r}, \beta\left(X^{t r}\right) \hat{g}\left(X^{t r}\right)\right) \\
& =\frac{1}{n_{t r}} \operatorname{Cov}\left(\beta\left(X^{t r}\right) g\left(X^{t r}\right), \beta\left(X^{t r}\right) \hat{g}\left(X^{t r}\right)\right) \\
& \approx \frac{1}{n_{t r}} \operatorname{Var}\left(\beta\left(X^{t r}\right) \hat{g}\left(X^{t r}\right)\right),
\end{aligned}
$$

if $\hat{g}$ is close enough to $g$. On the other hand, in the usual case where $n_{t e} \gg n_{t r}$,

$$
\begin{aligned}
\operatorname{Var}(W)= & \frac{1}{n_{t r}} \operatorname{Var}\left(\beta\left(X^{t r}\right) \hat{g}\left(X^{t r}\right)\right)+\frac{1}{n_{t e}} \operatorname{Var}\left(\hat{g}\left(X^{t e}\right)\right) \\
& \approx \frac{1}{n_{t r}} \operatorname{Var}\left(\beta\left(X^{t r}\right) \hat{g}\left(X^{t r}\right)\right)
\end{aligned}
$$

Thus, $t^{\star} \approx 1$ which gives our estimator

$$
V_{R}=\frac{1}{n_{t r}} \sum_{j=1}^{n_{t r}} \beta\left(\boldsymbol{x}_{j}^{t r}\right)\left(y_{j}^{t r}-\hat{g}\left(\boldsymbol{x}_{j}^{t r}\right)\right)+\frac{1}{n_{t e}} \sum_{i=1}^{n_{t e}} \hat{g}\left(\boldsymbol{x}_{i}^{t e}\right)
$$

Bias Reduction for NR: Consider the NR estimator $V_{N R} \triangleq \frac{1}{n_{t e}} \sum_{i=1}^{n_{t e}} \hat{g}\left(\boldsymbol{x}_{i}^{t e}\right)$. Assuming again the common case where $n_{t e} \gg n_{t r}$, we have

$$
\operatorname{Var}\left(V_{N R}\right)=\frac{1}{n_{t e}} \operatorname{Var}\left(\hat{g}\left(X^{t e}\right)\right) \approx 0,
$$

and the main source of MSE is bias $\mathbb{E}_{\boldsymbol{x} \sim P_{t e}}[g(\boldsymbol{x})-\hat{g}(\boldsymbol{x})]$. If we add $W=\frac{1}{n_{t r}} \sum_{j=1}^{n_{t r}} \beta\left(\boldsymbol{x}_{j}^{t r}\right)\left(y_{j}^{t r}-\right.$ $\left.\hat{g}\left(\boldsymbol{x}_{j}^{t r}\right)\right)$ to $V_{N R}$, we eliminate the bias which gives the same estimator

$$
V_{R}=\frac{1}{n_{t r}} \sum_{j=1}^{n_{t r}} \beta\left(\boldsymbol{x}_{j}^{t r}\right)\left(y_{j}^{t r}-\hat{g}\left(\boldsymbol{x}_{j}^{t r}\right)\right)+\frac{1}{n_{t e}} \sum_{i=1}^{n_{t e}} \hat{g}\left(\boldsymbol{x}_{i}^{t e}\right)
$$

### 4.3 Robust Estimator

We construct a new estimator $V_{R}(\rho)$ that can be shown to perform robustly against both KMM and NR estimators discussed above. In our construction, we split the training set with a proportion $\rho \in[0,1]$, i.e., divide $\left\{\boldsymbol{X}^{t r}, \boldsymbol{Y}^{t r}\right\}_{\text {data }} \triangleq\left\{\left(\boldsymbol{x}_{j}^{t r}, y_{j}^{t r}\right)\right\}_{j=1}^{n_{t r}}$ into

$$
\left\{\boldsymbol{X}_{K M M}^{t r}, \boldsymbol{Y}_{K M M}^{t r}\right\}_{d a t a} \triangleq\left\{\left(\boldsymbol{x}_{j}^{t r}, y_{j}^{t r}\right)\right\}_{j=1}^{\left\lfloor\rho n_{t r}\right\rfloor},
$$

and

$$
\left\{\boldsymbol{X}_{N R}^{t r}, \boldsymbol{Y}_{N R}^{t r}\right\}_{d a t a} \triangleq\left\{\left(\boldsymbol{x}_{j}^{t r}, y_{j}^{t r}\right)\right\}_{j=\left\lfloor\rho n_{t r}\right\rfloor+1}^{n_{t r}},
$$

where $\left\{\boldsymbol{X}_{K M M}^{t r}, \boldsymbol{X}^{t e}\right\}_{d a t a} \triangleq\left\{\left\{\boldsymbol{x}_{j}^{t r}\right\}_{j=1}^{\left\lfloor\rho n_{t r}\right\rfloor},\left\{\boldsymbol{x}_{i}^{t e}\right\}_{i=1}^{n_{t e}}\right\}$ is used to solve for the weight $\hat{\boldsymbol{\beta}}$ in (4.1) and $\left\{\boldsymbol{X}_{N R}^{t r}, \boldsymbol{Y}_{N R}^{t r}\right\}_{\text {data }}$ is used to train an NR function $\hat{g}(\cdot)=\hat{g}_{\gamma, \text { data }}(\cdot)$ for some $\gamma$ as in (4.3). Finally, we define our estimator $V_{R}(\rho)$ as

$$
\begin{align*}
V_{R}(\rho) \triangleq & \frac{1}{\left\lfloor\rho n_{t r}\right\rfloor} \sum_{j=1}^{\left\lfloor\rho n_{t r}\right\rfloor} \hat{\beta}\left(\boldsymbol{x}_{j}^{t r}\right)\left(y_{j}^{t r}-\hat{g}\left(\boldsymbol{x}_{j}^{t r}\right)\right) \\
& +\frac{1}{n_{t e}} \sum_{i=1}^{n_{t e}} \hat{g}\left(\boldsymbol{x}_{i}^{t e}\right) . \tag{4.6}
\end{align*}
$$

First, we remark the parameter $\rho$ controlling the splitting of data serves mainly for theoretical considerations. In practice, the data can be used for both purposes simultaneously. Second, as mentioned, many $\hat{g}$ other than (4.3) could be considered for control variate. However, aside from the availability of closed-form expression (4.4), $\hat{g}_{\gamma, \text { data }}$ is connected to the learning theory estimates [136]. Thus, for establishing a theoretical bound, we focus on $\hat{g}=\hat{g}_{\gamma, \text { data }}$ for now.

Our main result is the convergence analysis with respect to $n_{t r}$ and $n_{t e}$ which rigorously justified the previous intuition. In particular, we show that $V_{R}$ either surpasses or achieves the better rate between $V_{K M M}$ and $V_{N R}$. In all theorems that follow, the big- $O$ notations can be interpreted either as $1-\delta$ high probability bound or a bound on expectation. The proofs are left in the Supplementary.

Theorem 4.3.1. Under Assumptions 2-4, if we assume $g \in \operatorname{Range}\left(\mathcal{T}_{K}^{\frac{\theta}{2 \theta+4}}\right)$, the convergence rate
of $V_{R}(\rho)$ satisfies

$$
\begin{equation*}
\left|V_{R}(\rho)-v\right|=O\left(n_{t r}^{-\frac{\theta}{2 \theta+2}}+n_{t e}^{-\frac{\theta}{2 \theta+2}}\right), \tag{4.7}
\end{equation*}
$$

when $\hat{g}$ is taken to be $\hat{g}_{\gamma, \text { data }}$ in (4.6) with $\gamma=n^{-\frac{\theta+2}{\theta+1}}$ and $n \triangleq \min \left(n_{t r}, n_{t e}\right)$.

Under the same setting of Theorem 4.3.1, if we choose $\gamma=n^{-1}$, we have

$$
\begin{equation*}
\left|V_{R}(\rho)-v\right|=O\left(n_{t r}^{-\frac{\theta}{2 \theta+4}}+n_{t e}^{-\frac{\theta}{2 \theta+4}}\right) \tag{4.8}
\end{equation*}
$$

and if we choose $\gamma=n_{t r}^{-1}$,

$$
\begin{equation*}
\left|V_{R}(\rho)-v\right|=O\left(n_{t r}^{-\frac{\theta}{2 \theta+4}}+n_{t e}^{-\frac{1}{2}}\right) . \tag{4.9}
\end{equation*}
$$

We remark several implications. First, although not achieving canonical, (4.7) is an improvement over the best-known $O\left(n_{t r}^{-\frac{\theta}{2 \theta+4}}+n_{t e}^{-\frac{\theta}{2 \theta+4}}\right)$ rate of $V_{K M M}$ when $g \in \operatorname{Range}\left(\mathcal{T}_{K}^{\frac{\theta}{2 \theta+4}}\right)$, especially for small $\theta$, suggesting that $V_{R}$ is more suitable than $V_{K M M}$ when $g$ is irregular. Indeed, $\theta$ is a smoothness parameter that measures the regularity of $g$. When $\theta$ increases, functions in Range $\left(\mathcal{T}_{K}^{\frac{\theta}{2 \theta+4}}\right)$ get smoother and $\operatorname{Range}\left(\mathcal{T}_{K}^{\frac{\theta_{2}}{2 \theta_{2}+4}}\right) \subseteq \operatorname{Range}\left(\mathcal{T}_{K}^{\frac{\theta_{1}}{2 \theta_{1}+4}}\right)$ for $0<\theta_{1}<\theta_{2}$, with the limiting case that $\theta \rightarrow \infty, \frac{\theta}{2 \theta+4} \rightarrow 1 / 2$ and $\operatorname{Range}\left(\mathcal{T}_{K}^{\frac{1}{2}}\right) \subseteq \mathcal{H}$ (i.e. $g \in \mathcal{H}$ ) for universal kernels by Mercer's theorem.

Second, as in Theorem 4 of [135], the optimal tuning of $\gamma$ that leads to (4.7) depends on the unknown parameter $\theta$, which may not be adaptive in practice. However, if one simply choose $\gamma=n^{-1}, V_{R}$ still achieves a rate no worse than $V_{K M M}$ as depicted in (4.8).

Third, also in Theorem 4 of [135], the rate of $V_{N R}$ is $O\left(n_{t e}^{-\frac{1}{2}}+n_{t r}^{-\frac{3 \theta}{12 \theta+16}}\right)$ when $g \in \operatorname{Range}\left(\mathcal{T}_{K}^{\frac{\theta}{2 \theta+4}}\right)$, which is better on $n_{t e}$ but not $n_{t r}$. Since usually $n_{t r}<n_{t e}$, the rate of $V_{K M M}$ generally excels. Indeed, in this case the rate of $V_{N R}$ beats $V_{K M M}$ only if $\lim _{n \rightarrow \infty} n_{t e}^{\frac{6 \theta+8}{3 \theta+6}} / n_{t r} \rightarrow 0$. However, if so, $V_{R}$ can still achieve $O\left(n_{t r}^{-\frac{\theta}{2 \theta+4}}+n_{t e}^{-\frac{1}{2}}\right)$ rate in (4.9) which is better than $V_{N R}$, by simply taking $\gamma=n_{t r}^{-1}$, i.e., regularizing the training process more when the test set is small. Moreover, as $\theta \rightarrow \infty$, our estimator $V_{R}$ recovers the canonical rate $n_{t r}^{-\frac{1}{2}}$ as opposed to $n_{t r}^{-\frac{1}{4}}$ in $V_{N R}$.

Thus, in summary, when $g \in \operatorname{Range}\left(\mathcal{T}_{K}^{\frac{\theta}{2 \theta+4}}\right)$, our estimator $V_{R}$ outperforms both $V_{K M M}$ and $V_{N R}$ across the relative sizes of $n_{t r}$ and $n_{t e}$. The outperformance over $V_{K M M}$ is strict when $\gamma$ is chosen dependent on $\theta$, and the performance is matched when $\gamma$ is chosen robustly without knowledge of $\theta$.

For completeness, we consider two other characterizations of $g$ discussed in [135]: one is $g \in \mathcal{H}$ and the other is $\mathcal{A}_{\infty}(g, F) \triangleq \inf _{\|f\|_{\mathcal{H}} \leq F}\|g-f\| \leq C(\log F)^{-s}$ for some $C, s>0$ (e.g., $g \in H^{s}(\mathcal{X})$ with $K(\cdot, \cdot)$ being the Gaussian kernel, where $H^{s}$ is the Sobolev space with integer $s$ ). The two assumptions are, in a sense, more extreme (being optimistic or pessimistic). The next two results show that the rates of $V_{R}$ in these situations match the existing ones for $V_{K M M}$ (the rates for $V_{N R}$ are not discussed in [135] under these assumptions).

Proposition 4. Under Assumptions 2-4, if $g \in \mathcal{H}$, the convergence rate of $V_{R}(\rho)$ satisfies $\mid V_{R}(\rho)-$ $v \left\lvert\,=O\left(n_{t r}^{-\frac{1}{2}}+n_{t e}^{-\frac{1}{2}}\right)\right.$, when $\hat{g}$ is taken to be $\hat{g}_{\gamma, \text { data }}$ for $\gamma>0$ in (4.6).

Proposition 5. Under Assumptions 2-4, if $\mathcal{A}_{\infty}(g, F) \triangleq \inf _{\|f\|_{\mathcal{H}} \leq F}\|g-f\| \leq C(\log F)^{-s}$ for some $C, s>0$, the convergence rate of $V_{R}(\rho)$ satisfies $\left|V_{R}(\rho)-v\right|=O\left(\log \frac{n_{t r} n_{t e}}{n_{t r}+n_{t e}}\right)^{-s}$, when $\hat{g}$ is taken to be $\hat{g}_{\gamma, \text { data }}$ for $\gamma>0$ in (4.6).

### 4.4 Empirical Risk Minimization

The robust estimator can handle empirical risk minimization (ERM). Given loss function $l^{\prime}(x, y ; \theta)$ : $\mathcal{X} \times \mathbb{R} \rightarrow \mathbb{R}$ given $\theta$ in $\mathcal{D}$, we optimize over

$$
\min _{\theta \in \mathcal{D}} \mathbb{E}\left[l^{\prime}\left(X^{t e}, Y^{t e} ; \theta\right)\right]=\min _{\theta \in \mathcal{D}} \mathbb{E}_{\boldsymbol{x} \sim P_{t e}}[l(\boldsymbol{x} ; \theta)],
$$

where $l(\boldsymbol{x} ; \theta) \triangleq \mathbb{E}_{Y \mid \boldsymbol{x}}\left[l^{\prime}(\boldsymbol{x}, Y ; \theta)\right]$ to find

$$
\theta^{\star} \triangleq \underset{\theta \in \mathcal{D}}{\operatorname{argmin}} \mathbb{E}_{\boldsymbol{x} \sim P_{t e}}\left[l\left(X^{t e} ; \theta\right)\right] .
$$

In practice, usually a regularization term $\Omega[\theta]$ on $\theta$ is added. For example, the KMM in [114] considers

$$
\begin{equation*}
\min _{\theta \in \mathcal{D}} \frac{1}{n_{t r}} \sum_{j=1}^{n_{t r}} \hat{\beta}\left(\boldsymbol{x}_{j}^{t r}\right) l^{\prime}\left(\boldsymbol{x}_{j}^{t r}, y_{j}^{t r} ; \theta\right)+\lambda \Omega[\theta] . \tag{4.10}
\end{equation*}
$$

We can carry out a similar modification for $V_{R}$ :

$$
\begin{align*}
\min _{\theta \in \mathcal{D}} \frac{1}{\left\lfloor\rho n_{t r}\right\rfloor} & \sum_{j=1}^{\left\lfloor\rho n_{t r}\right\rfloor} \hat{\beta}\left(\boldsymbol{x}_{j}^{t r}\right)\left(l^{\prime}\left(\boldsymbol{x}_{j}^{t r}, y_{j}^{t r} ; \theta\right)-\hat{l}\left(\boldsymbol{x}_{j}^{t r} ; \theta\right)\right) \\
& +\frac{1}{n_{t e}} \sum_{i=1}^{n_{t e}} \hat{l}\left(\boldsymbol{x}_{i}^{t e} ; \theta\right)+\lambda \Omega[\theta] \tag{4.11}
\end{align*}
$$

with $\hat{\boldsymbol{\beta}}$ based on $\left\{\boldsymbol{X}_{K M M}^{t r}, \boldsymbol{X}^{t e}\right\}$ and $\hat{l}(x ; \theta)$ being an estimate of $l(x ; \theta)$ based on $\left\{\boldsymbol{X}_{N R}^{t r}, \boldsymbol{Y}_{N R}^{t r}\right\}$. For later reference, we note that a similar modification can also be used on $V_{N R}$ :

$$
\begin{equation*}
\min _{\theta \in \mathcal{D}} \frac{1}{n_{t e}} \sum_{i=1}^{n_{t e}} \hat{l}\left(\boldsymbol{x}_{i}^{t e} ; \theta\right)+\lambda \Omega[\theta] \tag{4.12}
\end{equation*}
$$

We discuss two classical learning problems by (4.11).

Penalized Least Square Regression: Consider a regression problem with $l^{\prime}(\boldsymbol{x}, y ; \theta)=(y-$ $\left.\langle\theta, \Phi(\boldsymbol{x})\rangle_{\mathcal{H}}\right)^{2}, \Omega[\theta]=\|\theta\|_{\mathcal{H}}^{2}$ and $y \in[0,1]$. We have

$$
l(\boldsymbol{x} ; \theta)=\mathbb{E}\left[Y^{2} \mid \boldsymbol{x}\right]-2 g(\boldsymbol{x})\langle\theta, \Phi(\boldsymbol{x})\rangle_{\mathcal{H}}+\langle\theta, \Phi(\boldsymbol{x})\rangle_{\mathcal{H}}^{2},
$$

and a candidate for $\hat{l}(\boldsymbol{x}, \theta)$ is to substitute $g$ with $\hat{g}_{\gamma, \text { data }}$. Then, (4.11) becomes

$$
\begin{aligned}
\min _{\theta \in \mathcal{D}} & \sum_{j=1}^{\left\lfloor\rho n_{t r}\right\rfloor}-\frac{2 \beta\left(\boldsymbol{x}_{j}^{t r}\right)}{\left\lfloor\rho n_{t r}\right\rfloor}\left(y_{j}^{t r}-\hat{g}\left(\boldsymbol{x}_{j}^{t r}\right)\right)\left\langle\theta, \Phi\left(\boldsymbol{x}_{j}^{t r}\right)\right\rangle_{\mathcal{H}} \\
& +\frac{1}{n_{t e}} \sum_{i=1}^{n_{t e}}\left(\hat{g}\left(\boldsymbol{x}_{i}^{t e}\right)-\langle\theta, \Phi(\boldsymbol{x})\rangle_{\mathcal{H}}\right)^{2}+\lambda\|\theta\|_{\mathcal{H}}^{2}
\end{aligned}
$$

by adding and removing the components not involving $\theta$. Furthermore, it simplifies to the QP:

$$
\begin{align*}
\min _{\alpha \in \mathbb{R}^{\text {lpntr }\rfloor+n_{t e}}} & \frac{-2_{1}^{T} \boldsymbol{K}_{t o t} \boldsymbol{\alpha}}{\left\lfloor\rho n_{t r}\right\rfloor}+\lambda \boldsymbol{\alpha}^{T} \boldsymbol{K}_{t o t} \boldsymbol{\alpha} \\
& +\frac{\left(2-\boldsymbol{K}_{t o t} \boldsymbol{\alpha}\right)_{3}^{T}\left({ }_{2}-\boldsymbol{K}_{t o t} \boldsymbol{\alpha}\right)}{n_{t e}}, \tag{4.13}
\end{align*}
$$

by the representation theorem [146]. Here $\left(\boldsymbol{K}_{t o t}\right)_{i j}=K\left(\boldsymbol{x}_{i}^{\text {tot }}, \boldsymbol{x}_{j}^{\text {tot }}\right)$ and ${ }_{3}=\operatorname{diag}\left({ }_{3}\right)$ where $\boldsymbol{x}_{i}^{\text {tot }}=\boldsymbol{x}_{i}^{\text {tr }}$, $\left(w_{1}\right)_{i}=\beta\left(\boldsymbol{x}_{i}^{t r}\right)\left(y_{i}^{t r}-\hat{g}\left(\boldsymbol{x}_{i}^{t r}\right)\right),\left(w_{2}\right)_{i}=0,\left(w_{3}\right)_{i}=0$ for $1 \leq i \leq\left\lfloor\rho n_{t r}\right\rfloor$ and $\boldsymbol{x}_{i}^{t o t}=\boldsymbol{x}_{i-\left\lfloor\rho n_{t r}\right\rfloor}^{t e}$, $\left(w_{1}\right)_{i}=0,\left(w_{2}\right)_{i}=\hat{g}\left(\boldsymbol{x}_{i-\left\lfloor\rho n_{t r}\right\rfloor}^{t e}\right),\left(w_{3}\right)_{i}=1$ for $\left\lfloor\rho n_{t r}\right\rfloor+1 \leq i \leq\left\lfloor\rho n_{t r}\right\rfloor+n_{t e}$. Notice (4.13) has a closed-form solution

$$
\hat{\boldsymbol{\alpha}}=\left({ }_{3} \boldsymbol{K}_{t o t}+\lambda n_{t e} \boldsymbol{I}\right)^{-1}\left(\frac{n_{t e}}{\left\lfloor\rho n_{t r}\right\rfloor_{1}}+{ }_{2}\right) .
$$

Penalized Logistic Regression: Consider a binary classification problem with $y \in\{0,1\}, \Omega[\theta]=$ $\|\theta\|_{\mathcal{H}}^{2}$ and $-l^{\prime}(\boldsymbol{x}, y ; \theta)=y \log \left(\frac{1}{1+\exp \langle\theta, \Phi(\boldsymbol{x})\rangle_{\mathcal{H}}}\right)+(1-y) \log \left(\frac{\exp \langle\theta, \Phi(\boldsymbol{x})\rangle_{\mathcal{H}}}{1+\exp \langle\theta, \Phi(\boldsymbol{x})\rangle_{\mathcal{H}}}\right)$. Thus, we have

$$
-l(\boldsymbol{x} ; \theta)=-g(\boldsymbol{x})\langle\theta, \Phi(\boldsymbol{x})\rangle_{\mathcal{H}}+\log \left(\frac{\exp \langle\theta, \Phi(\boldsymbol{x})\rangle_{\mathcal{H}}}{1+\exp \langle\theta, \Phi(\boldsymbol{x})\rangle_{\mathcal{H}}}\right),
$$

and we can again substitute $g$ with $\hat{g}_{\gamma, \text { data }}$. Then, (4.11) becomes

$$
\begin{aligned}
& \min _{\theta \in \mathcal{D}} \sum_{j=1}^{\left\lfloor\rho n_{t r}\right\rfloor} \frac{\beta\left(\boldsymbol{x}_{j}^{t r}\right)}{\left\lfloor\rho n_{t r}\right\rfloor}\left(y_{j}^{t r}-\hat{g}\left(\boldsymbol{x}_{j}^{t r}\right)\right)\left\langle\theta, \Phi\left(\boldsymbol{x}_{j}^{t r}\right)\right\rangle_{\mathcal{H}} \\
& +\frac{1}{n_{t e}} \sum_{i=1}^{n_{t e}}-\hat{g}\left(\boldsymbol{x}_{i}^{t e}\right)\left\langle\theta, \Phi\left(\boldsymbol{x}_{i}^{t e}\right)\right\rangle_{\mathcal{H}}+\lambda\|\theta\|_{\mathcal{H}}^{2} \\
& +\log \left(\frac{\exp \left\langle\theta, \Phi\left(\boldsymbol{x}_{i}^{t e}\right)\right\rangle_{\mathcal{H}}}{1+\exp \left\langle\theta, \Phi\left(\boldsymbol{x}_{i}^{t e}\right)\right\rangle_{\mathcal{H}}}\right) .
\end{aligned}
$$

which again simplifies to, by [146], the convex program:

$$
\begin{align*}
\min _{\left.\boldsymbol{\alpha} \in \mathbb{R}^{\lfloor } \rho_{t r}\right\rfloor+n_{t e}} & \frac{{ }_{1}^{T} \boldsymbol{K}_{t o t} \boldsymbol{\alpha}}{\left\lfloor\rho n_{t r}\right\rfloor}-\frac{{ }_{2}^{T} \boldsymbol{K}_{t o t} \boldsymbol{\alpha}}{n_{t e}}+\lambda \boldsymbol{\alpha}^{T} \boldsymbol{K}_{t o t} \boldsymbol{\alpha} \\
& +\frac{\sum_{i=1}^{n_{t e}} \log \left(\frac{\exp \left(\boldsymbol{K}_{t o t} \boldsymbol{\alpha}\right)_{\left\lfloor\rho n_{t r}\right\rfloor+i}}{1+\exp \left(\boldsymbol{K}_{t o t} \boldsymbol{\alpha}\right)_{\left\lfloor\rho n_{t r}\right\rfloor+i}}\right)}{n_{t e}} \tag{4.14}
\end{align*}
$$

Both (4.13) and (4.14) can be optimized efficiently by standard solvers. Notably, derived from (4.11), an optimal solution is in the form $\hat{\theta}=\sum_{i=1} \hat{\alpha}_{i} K\left(\boldsymbol{x}_{i}^{t o t}, \boldsymbol{x}\right)$ which spans on both training and test data. In contrast, the solution of (4.10) or (4.12) only spans on one of them. For example, as shown in [114], the penalized least square solution for (4.10) is $\hat{\theta}=\sum_{i=1} \hat{\alpha}_{i} K\left(\boldsymbol{x}_{i}^{t r}, \boldsymbol{x}\right)$ where

$$
\hat{\boldsymbol{\alpha}}=\left(\boldsymbol{K}+n_{t e} \lambda \operatorname{diag}(\hat{\boldsymbol{\beta}})^{-1}\right)^{-1} \boldsymbol{y}^{t r}
$$

(we use $\hat{\boldsymbol{\alpha}}=\left(\operatorname{diag}(\hat{\boldsymbol{\beta}}) \boldsymbol{K}+n_{t e} \lambda \boldsymbol{I}\right)^{-1} \operatorname{diag}(\hat{\boldsymbol{\beta}}) \boldsymbol{y}^{t r}$ in experiments to avoid invertibility issues caused by the sparsity of $\hat{\boldsymbol{\beta}}$ ), so only the training data are in the span of the feature space that constitutes $\hat{\theta}$. The aggregation of both sets suggests a more effective utilization of data. We conclude with a theorem on ERM similar to Corollary 8.9 in [115], which guarantees the convergence of the solution of (4.11) in a simple setting.

Theorem 4.4.1. Assume $l(x ; \theta)$ and $\hat{l}(x ; \theta) \in \mathcal{H}$ can be expressed as $\langle\Phi(x), \theta\rangle_{\mathcal{H}}+f(x ; \theta)$ with $\|\theta\|_{\mathcal{H}} \leq C$ and $l^{\prime}(x, y ; \theta) \in \mathcal{H}$ as $\langle\Upsilon(x, y), \Lambda\rangle_{\mathcal{H}}+f(x ; \theta)$ with $\|\Lambda\|_{\mathcal{H}} \leq C$. Denote this class of loss functions $\mathcal{G}$ and further assume $l(x ; \theta)$ are continuous, bounded by $D$ and L-Lipschitz on $\theta$ uniformly over $x$ for $(\theta, x)$ in a compact set $\mathcal{D} \times \mathcal{X}$. Then, the ERM with

$$
\begin{aligned}
V_{R}(\theta) \triangleq & \frac{1}{\left\lfloor\rho n_{t r}\right\rfloor} \sum_{j=1}^{\left\lfloor\rho n_{t r}\right\rfloor} \hat{\beta}\left(\boldsymbol{x}_{j}^{t r}\right)\left(l^{\prime}\left(\boldsymbol{x}_{j}^{t r}, y_{j}^{t r} ; \theta\right)-\hat{l}\left(\boldsymbol{x}_{j}^{t r} ; \theta\right)\right) \\
& +\frac{1}{n_{t e}} \sum_{i=1}^{n_{t e}} \hat{l}\left(\boldsymbol{x}_{i}^{t e} ; \theta\right)
\end{aligned}
$$

and $\hat{\theta}_{R} \triangleq \operatorname{argmin}_{\theta \in \mathcal{D}} V_{R}(\theta)$ satisfies

$$
\mathbb{E}\left[l^{\prime}\left(X_{t e}, Y_{t e} ; \hat{\theta}_{R}\right)\right] \leq \mathbb{E}\left[l^{\prime}\left(X_{t e}, Y_{t e} ; \theta^{\star}\right)\right]+O\left(n_{t r}^{-\frac{1}{2}}+n_{t e}^{-\frac{1}{2}}\right) .
$$

### 4.5 Experiments

### 4.5.1 Toy Dataset Regression

We first present a toy example to provide comparison with KMM. The data is generated as the polynomial regression example in [125, 114], where $P_{t r} \sim \mathcal{N}\left(0.5,0.5^{2}\right), P_{\text {te }} \sim \mathcal{N}\left(0,0.3^{2}\right)$ are Gaussian distributions. The labels are generated according to $y=-x+x^{3}$ and observed with Gaussian noise $\mathcal{N}\left(0,0.3^{2}\right)$. We sample 500 points in both training and test data and fit a linear model using ordinary least square (OLS), KMM and our robust estimator, respectively. On the population level, the best linear fit is $y=-0.73 x$ (i.e. $\alpha_{0}, \beta_{0} \mathbb{E}_{x \sim P_{t e}}\left(Y-\left(\alpha_{0} x+\beta_{0}\right)\right)^{2}$ is $\alpha_{0}=$ $-0.73, \beta_{0}=0$ ). For simplicity, we set the intercept $\beta_{0}=0$ as known and compare the fitted slopes for different estimators. We use a degree- 3 polynomial kernel and set $\gamma$ in $\hat{g}_{\gamma, \text { data }}$ to the default value $n_{t r}^{-1}$. The tolerance $\epsilon$ for $\hat{\boldsymbol{\beta}}$ is set similarly as in [114] with a slight tuning to avoid an overly sparse solution. The slope is fitted without regularization. In Figure 1(a), the red curve is the true polynomial regression function and the purple line is the best linear fit. The blue circle is the training data and the orange cross is the test data. For three different approaches, as well as an additional density-ratio-based method in [125], the fitted slope over 20 trials are summarized in Figure 1(b). The average value is plotted in Figure 1(a) with black (KMM), green (robust) and yellow (OLS) respectively. As we see, the robust estimator outperforms the two other methods, achieving higher accuracy than KMM and unweighted OLS and recovering the slope closest to the best one in the vast majority of trials.

### 4.5.2 Real World Dataset for ERM

Next, we test our approach in ERM on a real world dataset, the breast cancer dataset from the UCI Archive. We consider the second biased sampling scheme in [114] where the sampling bias operates jointly across multiple features. In particular, after randomly splitting the training and test sets based on different proportions, the training set is further subsampled with probability of selecting $\boldsymbol{x}_{i}$ in the training set proportional to $\exp \left(-\sigma_{1}\left\|\boldsymbol{x}_{i}-\overline{\boldsymbol{x}}\right\|\right)$ for some $\sigma_{1}>0$ and the
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Figure 4.1: (a): Linear fit with OLS, KMM and robust estimator; (b): Boxplot on slope estimation
training sample mean $\overline{\boldsymbol{x}}$. Since this is a binary classification problem and we are interested in comparing different approaches, we experiment with both the penalized least square regression and the penalized logistic regression for training sets of several sizes, i.e., the proportions of the training data are $0.3,0.5$, and 0.7 respectively, with respect to the total data. We used a Gaussian kernel $\exp \left(-\sigma_{2}\left\|\boldsymbol{x}_{i}-\boldsymbol{x}_{j}\right\|\right)$ for some $\sigma_{2}>0$. The tolerance $\epsilon$ for $\hat{\boldsymbol{\beta}}$ is set exactly as in [114]. For both experiments, we choose parameters $\gamma=n_{t r}^{-1}$ as default, $\lambda=5$ by cross-validation and $\sigma_{1}=-1 / 100, \sigma_{2}=\sqrt{0.5}$. Finally, we used the fitted parameters (i.e., optimal solution $\hat{\theta}$ in ERM) to predict the labels on the test set and compare with the hidden real ones. The summary of test error comparison is shown in Figure 2 where we use the term unweighted to denote the case for (4.12), KMM for (4.10) and Robust for (4.11). The robust estimator gives the lowest test error in


Figure 4.2: Classification performance for (a): penalized least square regression; (b) penalized logistic regression

5 cases out of 6 and follows KMM closely in the exceptional case, confirming our finding on its improvement over the traditional methods.

### 4.5.3 Simulated Dataset for Estimation

To test the performace of robust estimator on an estimation problem, we simulate data from two ten-dimensional Gaussian distributions with different, randomly generated means and covariance matrices as training and test sets. The target value is $v=\mathbb{E}_{\boldsymbol{x} \sim P_{t e}}[g(\boldsymbol{x})]$ for an artificially constructed regression function $g(x)=\sin \left(c_{1}\|\boldsymbol{x}\|_{2}^{2}\right)+\left(1+\exp \left({ }_{2}^{T} \boldsymbol{x}\right)\right)^{-1}$ with random $c_{1,2}$ and labels are observed with Gaussian noise. The Gaussian kernel $\exp \left(-\sigma\left\|\boldsymbol{x}_{i}-\boldsymbol{x}_{j}\right\|\right)$ for $\sigma>0$ and a tolerance $\epsilon$ for $\hat{\boldsymbol{\beta}}$ are set with exactly the same parameters as in [115] with $\sigma=\sqrt{5}, B=1000$ and $\epsilon=\frac{\sqrt{n_{t r}}-1}{\sqrt{n_{t r}}}$. We also experiment with a different $\hat{g}$ by substituting $\hat{g}_{\gamma, \text { data }}$ for a naive linear OLS fit with a lasso regularization term $\lambda>0$. At each iteration, we use the sample mean from $10^{6}$ data points (without adding noise) as the true mean and calculate the average MSE over 100 estimations for $V_{R}, V_{K M M}$ and $V_{N R}$ respectively. As shown in Table 1, the performances of $V_{R}$ are again consistently on par with the best case scenarios, even when the form of $\hat{g}_{\gamma, \text { data }}$ is replaced with a naive OLS fit, suggesting the robust estimator still works well under other forms of control variate functions. Moreover, we see that the robust estimator exhibits satisfactory performance even when the usual assumption $n_{t r}<n_{t e}$ is violated.

Table 4.1: Average MSE for Estimation

| Hyperparameters <br> $\left(\lambda, n_{t r}, n_{t e}\right)$ | $V_{N R}$ | $V_{K M M}$ | $V_{R}$ |
| :---: | :---: | :---: | :---: |
| $(0.1,50,500)$ | 0.9970 | 0.9489 | $\mathbf{0 . 9 1 3 4}$ |
| $(0.1,500,500)$ | 1.0006 | $\mathbf{0 . 9 2 9 4}$ | 0.9340 |
| $(0.1,500,50)$ | 1.0021 | 0.9245 | $\mathbf{0 . 9 2 4 2}$ |
| $(10,50,500)$ | 0.9962 | 0.9493 | $\mathbf{0 . 9 4 6 7}$ |
| $(10,500,500)$ | 0.9964 | 0.9294 | $\mathbf{0 . 9 2 8 8}$ |
| $(10,500,50)$ | 0.9965 | $\mathbf{0 . 9 2 4 5}$ | 0.9293 |

### 4.6 Conclusion

Motivated from variance and bias reduction, we introduced a new robust estimator for covariate shift problems which leads to improved accuracy over both KMM and NR in different settings. From a practical standpoint, the control variates and data aggregation enable the estimation/training process to be more stable and data-efficient at no expense of significant computational complexity increase. From an analytical standpoint, when the regression function lies in range spaces outside of RKHS, a promising progress is made to improve upon the well-known rate gap of KMM towards the parametric. For future work, note the canonical rate is still not achieved and it remains unclear the suitable tools for further improvement, if possible at all. Moreover, outside the KMM context with the regularized empirical regression function in RKHS, establishing the eligibility and effectiveness of other reweighting method coupled with different regression functions from learning schemes requires rigorous analysis.

### 4.7 Supplementary

Throughout the proofs, $h(\cdot) \in \mathcal{H}$ is assumed to be an unspecified function in the RKHS. Also, we use $\mathbb{E}_{X}[\cdot]$ to denote expectation over the randomness of $X$ while fixing others and $\mathbb{E}_{\mid X}[\cdot]$ as the conditional expectation $\mathbb{E}[\cdot \mid X]$. Moreover we remark that all results involving $\hat{g}_{\gamma, \text { data }}$ can be interpreted either as a high probability bound or a bound on expectation over $\mathbb{E}_{\text {data }}$ (i.e., if we train
$\hat{g}_{\gamma, \boldsymbol{X}_{N R}^{t r}, \boldsymbol{Y}_{N R}^{t r}}$ using $\boldsymbol{X}_{N R}^{t r}, \boldsymbol{Y}_{N R}^{t r}$, then $\mathbb{E}_{\text {data }}$ means $\left.\mathbb{E}_{\boldsymbol{X}_{N R}^{t r}, \boldsymbol{Y}_{N R}^{t r}}\right)$. The same interpretation applies for the results with Big- $O$ notations. Finally, constants $C_{2}, C_{2}^{\prime}, C_{3}, C_{3}^{\prime}$ and $C_{3}^{\prime \prime}$ as well as similar constants introduced later which depend on $R, g(\cdot)$ or $\delta$ (for $1-\delta$ high probability bound) will sometimes be denoted by a common $C$ during the proofs for ease of presentation.

### 4.7.1 Preliminaries

Lemma 9. Under Assumption 3, for any $f \in \mathcal{H}$, we have

$$
\begin{equation*}
\|f\|_{\infty}=\sup _{x \in \mathcal{X}}\left|\langle f(\cdot), \Phi(\cdot, x)\rangle_{\mathcal{H}}\right| \leq R\|f\|_{\mathcal{H}} . \tag{4.15}
\end{equation*}
$$

and consequently $\|f\|_{\mathscr{L}_{P_{t r}}^{2}} \leq R\|f\|_{\mathcal{H}}$ as well.
Lemma 10 (Azuma-Hoeffding). Let $X_{1}, \ldots, X_{n}$ be independent and identically distributed random variables with $0 \leq X \leq B$, then

$$
\begin{equation*}
P\left(\left|\frac{1}{n} \sum_{i=1}^{n} x_{i}-\mathbb{E}[X]\right|>\epsilon\right) \leq 2 e^{-\frac{2 n \epsilon^{2}}{B^{2}}} . \tag{4.16}
\end{equation*}
$$

Under the same assumption of Lemma 10, with probability at least $1-\delta$,

$$
\begin{equation*}
\left|\frac{1}{n} \sum_{i=1}^{n} x_{i}-\mathbb{E}[X]\right| \leq B \sqrt{\frac{1}{2 n} \log \frac{2}{\delta}} \tag{4.17}
\end{equation*}
$$

Moreover, an important $(1-\delta)$-probability bound we shall use later for $\hat{L}\left(\boldsymbol{\beta}_{\mid x_{1}^{t r}, \ldots, x_{n_{r}}^{t r}}\right)$ ) follows from [135] (see also [115] and [147]):

$$
\begin{align*}
\left.\hat{L}\left(\boldsymbol{\beta}_{\mid \boldsymbol{x}_{1}^{t r}, \ldots, \boldsymbol{x}_{n t r}^{t r}}\right)\right) & =\left\|\frac{1}{n_{t r}} \sum_{j=1}^{n_{t r}} \beta\left(\boldsymbol{x}_{j}^{t r}\right) \Phi\left(\boldsymbol{x}_{j}^{t r}\right)-\frac{1}{n_{t e}} \sum_{i=1}^{n_{t e}} \Phi\left(\boldsymbol{x}_{i}^{t e}\right)\right\|_{\mathcal{H}} \\
& \leq \sqrt{2 \log \frac{2}{\delta}} R \sqrt{\left(\frac{B^{2}}{n_{t r}}+\frac{1}{n_{t e}}\right)} . \tag{4.18}
\end{align*}
$$

### 4.7.2 Learning Theory Estimates

To adopt the more realistic assumption as in $[135,136]$ that the true regression function $g(\cdot) \notin$ $\mathcal{H}$ but rather $g(\cdot) \in \operatorname{Rang} e\left(\mathcal{T}_{K}^{\frac{\theta}{2 \theta+4}}\right)$, we need results from learning theory.

First, define $\zeta \triangleq \frac{\theta}{2 \theta+4}$ for some $\theta>0$ so that $0<\zeta<1 / 2$. Given $g(\cdot) \in \operatorname{Range}\left(\mathcal{T}_{K}^{\zeta}\right)$ and $m$ training sample $\left\{\left(\boldsymbol{x}_{j}, y_{j}\right)\right\}_{j=1}^{m}\left(\right.$ sampled from $\left.\left.P_{t r}\right)\right)$, we define $g_{\gamma}(\cdot) \in \mathcal{H}: \mathcal{X} \rightarrow \mathbb{R}$ to be

$$
\begin{equation*}
g_{\gamma}(\cdot)=\underset{f \in \mathcal{H}}{\operatorname{argmin}}\left\{\|f-g\|_{\mathscr{P}_{P_{t r}}^{2}}^{2}+\gamma\|f\|_{\mathcal{H}}^{2}\right\} \tag{4.19}
\end{equation*}
$$

where $\|f-g\|_{\mathscr{L}_{P_{t r}}^{2}}=\sqrt{\mathbb{E}_{\boldsymbol{x} \sim P_{t r}}(f(\boldsymbol{x})-g(\boldsymbol{x}))^{2}}$ denotes the $\mathscr{L}^{2}$ norm under $P_{t r}$. On the other hand, $\hat{g}_{\gamma, \text { data }}(\cdot) \in \mathcal{H}$ is defined in (3)

$$
\hat{g}_{\gamma, \text { data }}(\cdot)=\underset{f \in \mathcal{H}}{\operatorname{argmin}}\left\{\frac{1}{m} \sum_{j=1}^{m}\left(f\left(\boldsymbol{x}_{j}\right)-y_{j}\right)^{2}+\gamma\|f\|_{\mathcal{H}}^{2}\right\} .
$$

Moreover, following the notations in Section 4.5 of [136], given Banach space ( $\mathscr{L}_{P_{t r}}^{2},\|\cdot\|_{\mathscr{L}_{P_{t r}}^{2}}$ ) and our kernel-induced Hilbert subspace $\left(\mathcal{H},\|\cdot\|_{\mathcal{H}}\right)$, we define a $\tilde{\mathbb{K}}$-functional: $\mathscr{L}_{P_{t r}}^{2} \times(0, \infty) \rightarrow \mathbb{R}$ to be

$$
\tilde{\mathbb{K}}(l, \gamma) \triangleq \inf _{f \in \mathcal{H}}\left\{\|l-f\|_{\mathscr{L}_{P_{t r}}^{2}}+\gamma\|f\|_{\mathcal{H}}\right\}
$$

for $l(\cdot) \in \mathscr{L}_{P_{t r}}^{2}$ and $t>0$. For $0<r<1$, the interpolation space $\left(\mathscr{L}_{P_{t r}}^{2}, \mathcal{H}\right)_{r}$ consists of all the elements $l(\cdot) \in \mathscr{L}_{P_{t r}}^{2}$ such that

$$
\begin{equation*}
\|l\|_{r} \triangleq \sup _{\gamma>0} \frac{\tilde{\mathbb{K}}(l, \gamma)}{\gamma^{r}}<\infty \tag{4.20}
\end{equation*}
$$

Lemma 11. Define $\mathbb{K}: \mathscr{L}_{P_{t r}}^{2} \times(0, \infty) \rightarrow \mathbb{R}$ to be

$$
\begin{equation*}
\mathbb{K}(l, \gamma) \triangleq \inf _{f \in \mathcal{H}}\left\{\|l-f\|_{\mathscr{P}_{P_{t r}}^{2}}^{2}+\gamma\|f\|_{\mathscr{H}}^{2}\right\} . \tag{4.21}
\end{equation*}
$$

Then for any $l(\cdot) \in\left(\mathscr{L}_{P_{t r}}^{2}, \mathcal{H}\right)_{r}$, we have

$$
\begin{equation*}
\sup _{\gamma>0} \frac{\mathbb{K}(l, \gamma)}{\gamma^{r}} \leq\left(\sup _{\gamma>0} \frac{\tilde{\mathbb{K}}(l, \sqrt{\gamma})}{(\sqrt{\gamma})^{r}}\right)^{2}=\|l\|_{r}^{2}<\infty . \tag{4.22}
\end{equation*}
$$

Proof. It follows from $\sqrt{a+b} \leq \sqrt{a}+\sqrt{b}, \quad \forall a, b \geq 0$ that

$$
\begin{equation*}
\sqrt{\mathbb{K}(l, \gamma)} \leq \tilde{\mathbb{K}}(l, \sqrt{\gamma}) . \tag{4.23}
\end{equation*}
$$

Thus, for any $l(\cdot) \in\left(\mathscr{L}_{P_{t r}}^{2}, \mathcal{H}\right)_{r}$, we have

$$
\begin{equation*}
\sup _{\gamma>0} \frac{\mathbb{K}(l, \gamma)}{\gamma^{r}} \leq\left(\sup _{\gamma>0} \frac{\tilde{\mathbb{K}}(l, \sqrt{\gamma})}{(\sqrt{\gamma})^{r}}\right)^{2}=\|l\|_{r}^{2}<\infty . \tag{4.24}
\end{equation*}
$$

On the other hand, assuming $g(\cdot) \in \operatorname{Range}\left(\mathcal{T}_{K}^{\frac{\theta}{2 \theta+4}}\right)$, it follows from the proof of Theorem 4.1 in [136] that

$$
\begin{equation*}
g(\cdot) \in\left(\mathscr{L}_{P_{t r}}^{2}, \mathcal{H}^{+}\right)_{\frac{\theta}{\theta+2}} \tag{4.25}
\end{equation*}
$$

where $\mathcal{H}^{+}$is a closed subspace of $\mathcal{H}$ spanned by eigenfunctions of the kernel $K$ (e.g., $\mathcal{H}^{+}=\mathcal{H}^{\prime}$ when $P_{t r}$ is non-degenerate, see Remark 4.18 of [136]). Indeed, the next lemma shows we can measure smoothness through interpolation space just as range space.

Lemma 12. Assuming $P_{t r}$ is non-degenerate on $\mathcal{X}$. Then if $g \in \operatorname{Range}\left(\mathcal{T}_{K}^{\frac{\theta}{2 \theta+4}}\right)$, we have $g \in$ $\left(\mathscr{L}_{P_{t r}}^{2}, \mathcal{H}\right)_{\frac{\theta}{\theta+2}}$. On the other hand, if $g \in\left(\mathscr{L}_{P_{t r}}^{2}, \mathcal{H}\right)_{\frac{\theta}{\theta+2}}$, then $g \in \operatorname{Range}\left(\mathcal{T}_{K}^{\frac{\theta}{2 \theta+4}-\epsilon}\right)$ for all $\epsilon>0$.

Proof. The proof follows from Theorem 4.1, Corollary 4.17 and Remark 4.18 of [136].

Now we are ready to adopt some common assumptions and theoretical results from learning theory in RKHS. They can be found in [136, 142, 141, 135]. First, given $g(\cdot) \in \operatorname{Range}\left(\mathcal{T}_{K}^{\zeta}\right)$ and $m$ training sample $\left\{\left(\boldsymbol{x}_{j}, y_{j}\right)\right\}_{j=1}^{m}$ (sampled from $\left.P_{t r}\right)$ ), it follows from Lemma 3 of [141] (see as well

Remark 3.3 and Corollary 3.2 in [142]) that

$$
\begin{equation*}
\left\|g_{\gamma}-g\right\|_{\mathscr{P}_{P_{t r}}^{2}} \leq C_{2} \gamma^{\zeta} \tag{4.26}
\end{equation*}
$$

Second, it follows from Theorem 3.1 in [142] as well as [141, 148] that

$$
\begin{equation*}
\left\|g_{\gamma}-\hat{g}_{\gamma, \text { data }}\right\|_{\mathscr{L}_{P_{t r}}^{2}} \leq C_{2}^{\prime}\left(\gamma^{-1 / 2} m^{-1 / 2}+\gamma^{-1} m^{-3 / 4}\right) \tag{4.27}
\end{equation*}
$$

and, by the triangle inequality,

$$
\begin{equation*}
\left\|g-\hat{g}_{\gamma, \text { data }}\right\|_{\mathscr{L}_{P_{t r}}^{2}} \leq C_{3}\left(\gamma^{\zeta}+\gamma^{-1 / 2} m^{-1 / 2}+\gamma^{-1} m^{-3 / 4}\right) \tag{4.28}
\end{equation*}
$$

Notice here that by choosing $\gamma=m^{-\frac{3}{4(1+\zeta)}}$, we recover Corollary 3.2 of [142]. Finally it follows from Theorem 1 of [141], we have

$$
\begin{equation*}
\left\|g_{\gamma}-\hat{g}_{\gamma, \text { data }}\right\|_{\mathcal{H}} \leq C_{3}^{\prime} \gamma^{-1} m^{-1 / 2} \tag{4.29}
\end{equation*}
$$

with $C_{3}^{\prime}=6 R \log \frac{2}{\delta}$. In fact, if we define $\sigma^{2} \triangleq \mathbb{E}_{\boldsymbol{x} \sim P_{t r}} \mathbb{E}_{Y \mid \boldsymbol{x}}(g(\boldsymbol{x})-Y)^{2}$, then Theorem 3 of [141] stated that

$$
\begin{equation*}
\left\|g_{\gamma}-\hat{g}_{\gamma, \text { data }}\right\|_{\mathcal{H}} \leq C_{3}^{\prime \prime}\left(\left(\sqrt{\sigma^{2}}+\left\|g_{\gamma}-g\right\|_{\mathscr{P}_{P_{t r}}^{2}}\right) \gamma^{-1} m^{-1 / 2}+\gamma^{-1} m^{-1}\right) . \tag{4.30}
\end{equation*}
$$

### 4.7.3 Main Proofs

Proof of Theorem 1 and Corollary 1. If $g \in \operatorname{Range}\left(\mathcal{T}_{K}^{\frac{\theta}{2 \theta+4}}\right)\left(\right.$ i.e. $\left.\zeta=\frac{\theta}{2 \theta+4}\right)$ and we set $h(\cdot)=g_{\gamma}(\cdot)$ and $\hat{g}=\hat{g}_{\gamma, \boldsymbol{X}_{N R}^{t r}, \boldsymbol{Y}_{N R}^{t r}}$ for some $\gamma>0$, then

$$
\begin{align*}
& V_{R}(\rho)-v \\
= & \frac{1}{\left\lfloor\rho n_{t r}\right\rfloor} \sum_{j=1}^{\left\lfloor\rho n_{t r}\right\rfloor} \hat{\beta}\left(\boldsymbol{x}_{j}^{t r}\right)\left(y_{j}^{t r}-g\left(\boldsymbol{x}_{j}^{t r}\right)\right)+\frac{1}{\left\lfloor\rho n_{t r}\right\rfloor} \sum_{j=1}^{\left\lfloor\rho n_{t r}\right\rfloor}\left(\hat{\beta}\left(\boldsymbol{x}_{j}^{t r}\right)-\beta\left(\boldsymbol{x}_{j}^{t r}\right)\right)\left(g\left(\boldsymbol{x}_{j}^{t r}\right)-h\left(\boldsymbol{x}_{j}^{t r}\right)\right) \\
& +\frac{1}{\left\lfloor\rho n_{t r}\right\rfloor} \sum_{j=1}^{\left\lfloor\rho n_{t r}\right\rfloor}\left(\hat{\beta}\left(\boldsymbol{x}_{j}^{t r}\right)-\beta\left(\boldsymbol{x}_{j}^{t r}\right)\right)\left(h\left(\boldsymbol{x}_{j}^{t r}\right)-\hat{g}\left(\boldsymbol{x}_{j}^{t r}\right)\right) \\
& +\frac{1}{\left\lfloor\rho n_{t r}\right\rfloor} \sum_{j=1}^{\left\lfloor\rho n_{t r}\right\rfloor} \beta\left(\boldsymbol{x}_{j}^{t r}\right)\left(g\left(\boldsymbol{x}_{j}^{t r}\right)-\hat{g}\left(\boldsymbol{x}_{j}^{t r}\right)\right)+\frac{1}{n_{t e}} \sum_{i=1}^{n_{t e}} \hat{g}\left(\boldsymbol{x}_{i}^{t e}\right)-v . \tag{4.31}
\end{align*}
$$

To bound terms in (4.31), we first use Corollary 4.7.1 to conclude that with probability at least $1-\delta$,

$$
\begin{equation*}
\left|\frac{1}{\left\lfloor\rho n_{t r}\right\rfloor} \sum_{j=1}^{\left\lfloor\rho n_{t r}\right\rfloor} \hat{\beta}\left(\boldsymbol{x}_{j}^{t r}\right)\left(y_{j}^{t r}-g\left(\boldsymbol{x}_{j}^{t r}\right)\right)\right| \leq B \sqrt{\frac{1}{\left\lfloor\rho n_{t r}\right\rfloor} \log \frac{2}{\delta}}=O\left(n_{t r}^{-1 / 2}\right) \tag{4.32}
\end{equation*}
$$

We hold on our discussion for the second term. For the third term, since $h, \hat{g} \in \mathcal{H}$,

$$
\begin{align*}
&\left|\frac{1}{\left\lfloor\rho n_{t r}\right\rfloor} \sum_{j=1}^{\left\lfloor\rho n_{t r}\right\rfloor}\left(\hat{\beta}\left(\boldsymbol{x}_{j}^{t r}\right)-\beta\left(\boldsymbol{x}_{j}^{t r}\right)\right)\left(h\left(\boldsymbol{x}_{j}^{t r}\right)-\hat{g}\left(\boldsymbol{x}_{j}^{t r}\right)\right)\right| \\
&=\left|\frac{1}{\left\lfloor\rho n_{t r}\right\rfloor} \sum_{j=1}^{\left\lfloor\rho n_{t r}\right\rfloor}\left(\hat{\beta}\left(\boldsymbol{x}_{j}^{t r}\right)-\beta\left(\boldsymbol{x}_{j}^{t r}\right)\right)\left\langle h-\hat{g}, \Phi\left(\boldsymbol{x}_{j}^{t r}\right)\right\rangle_{\mathcal{H}}\right| \\
&=\left|\left\langle h-\hat{g}, \frac{1}{\left\lfloor\rho n_{t r}\right\rfloor} \sum_{j=1}^{\left\lfloor\rho n_{t r}\right\rfloor}\left(\hat{\beta}\left(\boldsymbol{x}_{j}^{t r}\right)-\beta\left(\boldsymbol{x}_{j}^{t r}\right)\right) \Phi\left(\boldsymbol{x}_{j}^{t r}\right)\right\rangle_{\mathcal{H}}\right| \\
& \leq\|h-\hat{g}\|_{\mathcal{H}}\left(\hat{L}(\hat{\boldsymbol{\beta}})+\hat{L}\left(\boldsymbol{\beta}_{\mid \boldsymbol{x}_{1}^{t r}, \ldots, \boldsymbol{x}_{\left\lfloor\rho n_{t r r}\right\rfloor}^{t r}}\right)\right) \leq 2\|h-\hat{g}\|_{\mathcal{H}} \hat{L}\left(\boldsymbol{\beta}_{\mid \boldsymbol{x}_{1}^{t r}, \ldots, \boldsymbol{x}_{\left\lfloor\rho n_{t r r}\right\rfloor}^{t r}}\right), \tag{4.33}
\end{align*}
$$

by definition of (1). Thus, when taking $h=g_{\gamma}$ and $\hat{g}=\hat{g}_{\gamma, \boldsymbol{X}_{N R}^{t r}, Y_{N R}^{t r}}$ for some $\gamma$, we can combine (4.18) and (4.29) to guarantee, with probability $1-2 \delta$,

$$
\begin{align*}
& \quad\left|\frac{1}{\left\lfloor\rho n_{t r}\right\rfloor} \sum_{j=1}^{\left\lfloor\rho n_{t r}\right\rfloor}\left(\hat{\beta}\left(\boldsymbol{x}_{j}^{t r}\right)-\beta\left(\boldsymbol{x}_{j}^{t r}\right)\right)\left(h\left(\boldsymbol{x}_{j}^{t r}\right)-\hat{g}\left(\boldsymbol{x}_{j}^{t r}\right)\right)\right| \\
& \leq \sqrt{8 \log \frac{2}{\delta}} R C(1-\rho)^{-1 / 2}\left(\gamma^{-1} n_{t r}^{-1 / 2}\right) \cdot \sqrt{\left(\frac{B^{2}}{n_{t r}}+\frac{1}{n_{t e}}\right)} \\
& =O\left(\gamma^{-1} n_{t r}^{-1 / 2}\left(n_{t r}^{-1}+n_{t e}^{-1}\right)^{\frac{1}{2}}\right) . \tag{4.34}
\end{align*}
$$

For the last term $\tau \triangleq \frac{1}{\left\lfloor\rho n_{t r}\right\rfloor} \sum_{j=1}^{\left\lfloor\rho n_{t r}\right\rfloor} \beta\left(\boldsymbol{x}_{j}^{t r}\right)\left(g\left(\boldsymbol{x}_{j}^{t r}\right)-\hat{g}\left(\boldsymbol{x}_{j}^{t r}\right)\right)+\frac{1}{n_{t e}} \sum_{i=1}^{n_{t e}} \hat{g}\left(\boldsymbol{x}_{i}^{t e}\right)-v$, the analysis relies the splitting of data, as we notice that

$$
\begin{align*}
& \mathbb{E}_{\mid \boldsymbol{X}_{N R}^{t r}} \boldsymbol{Y}_{N R}^{t r}\left[\frac{1}{\left\lfloor\rho n_{t r}\right\rfloor} \sum_{j=1}^{\left\lfloor\rho n_{t r}\right\rfloor} \beta\left(\boldsymbol{x}_{j}^{t r}\right)\left(g\left(\boldsymbol{x}_{j}^{t r}\right)-\hat{g}\left(\boldsymbol{x}_{j}^{t r}\right)\right)+\frac{1}{n_{t e}} \sum_{i=1}^{n_{t e}} \hat{g}\left(X_{i}^{t e}\right)-v\right] \\
= & \mathbb{E}_{\boldsymbol{x} \sim P_{t r}}[\beta(\boldsymbol{x}) g(\boldsymbol{x})]-v-\mathbb{E}_{\boldsymbol{x} \sim P_{t r}}[\beta(\boldsymbol{x}) \hat{g}(\boldsymbol{x})]+\mathbb{E}_{\boldsymbol{x} \sim P_{t e}}[\hat{g}(\boldsymbol{x})] \\
= & \mathbb{E}_{\boldsymbol{x} \sim P_{t e}}[g(\boldsymbol{x})]-v-\mathbb{E}_{\boldsymbol{x} \sim P_{t e}}[\hat{g}(\boldsymbol{x})]+\mathbb{E}_{\boldsymbol{x} \sim P_{t e}}[\hat{g}(\boldsymbol{x})] \\
= & 0 . \tag{4.35}
\end{align*}
$$

Notice the second line follows since $\hat{g}(\cdot)$ is determined by $\left\{\boldsymbol{X}_{N R}^{t r}, \boldsymbol{Y}_{N R}^{t r}\right\}$ and thus is independent of $\left\{\boldsymbol{X}_{K M M}^{t r}, \boldsymbol{Y}_{K M M}^{t r}\right\}$ or $\left\{\boldsymbol{X}^{t e}\right\}$. Thus, we have

$$
\begin{align*}
\operatorname{Var}(\tau) & =\operatorname{Var}\left(\mathbb{E}_{\mid \boldsymbol{X}_{N R}^{t r}, \boldsymbol{Y}_{N R}^{t r}}^{t r}(\tau)\right)+\mathbb{E}\left[\operatorname{Var}_{\mid \boldsymbol{X}_{N R}^{t r}, \boldsymbol{Y}_{N R}^{t r}}^{t r}(\tau)\right] \\
& =\mathbb{E}\left[\operatorname{Var}_{\mid \boldsymbol{X}_{N R}^{t r}, \boldsymbol{Y}_{N R}^{t r}}(\tau)\right] \\
& =\frac{1}{\left\lfloor\rho n_{t r}\right\rfloor} \mathbb{E}\left[\operatorname{Var}_{\boldsymbol{x} \sim P_{t r} \mid \boldsymbol{X}_{N R}^{t r}, \boldsymbol{Y}_{N R}^{t r}}(\beta(\boldsymbol{x})(g(\boldsymbol{x})-\hat{g}(\boldsymbol{x})))\right]+\frac{1}{n_{t e}} \mathbb{E}\left[\operatorname{Var}_{\boldsymbol{x} \sim P_{t e} \mid \boldsymbol{X}_{N R}^{t r}, \boldsymbol{Y}_{N R}^{t r}}(\hat{g}(\boldsymbol{x}))\right] \\
& \leq \frac{B^{2}}{\left\lfloor\rho n_{t r}\right\rfloor} \mathbb{E}_{\boldsymbol{X}_{N R}^{t r}, \boldsymbol{Y}_{N R}^{t r}}\|g-\hat{g}\|_{\mathscr{L}_{P_{t r}}^{2}}^{2}+\frac{1}{n_{t e}} \mathbb{E}_{\boldsymbol{X}_{N R}^{t r}, \boldsymbol{Y}_{N R}^{t r}}\|\hat{g}\|_{\mathscr{L}_{P_{t e}}^{2}}^{2} \\
& \leq \frac{B^{2}}{\left\lfloor\rho n_{t r}\right\rfloor} \mathbb{E}_{\boldsymbol{X}_{N R}^{t r}, \boldsymbol{Y}_{N R}^{t r}}\|g-\hat{g}\|_{\mathscr{L}_{P_{t r}}^{2}}^{2}+\frac{B}{n_{t e}} \mathbb{E}_{\boldsymbol{X}_{N R}^{t r}, \boldsymbol{Y}_{N R}^{t r}}^{t r}\|\hat{g}\|_{\mathscr{L}_{P_{t r}}^{2}}^{2}, \tag{4.36}
\end{align*}
$$

and we can use the Chebyshev inequality and Lemma 9 to conclude, with probability at least $1-\delta$,

$$
\begin{equation*}
|\tau| \leq \sqrt{\frac{1}{\delta}} \sqrt{\frac{B^{2}}{\left\lfloor\rho n_{t r}\right\rfloor} \mathbb{E}_{X_{N R},}, Y_{N R}^{t r}}\|g-\hat{g}\|_{\mathscr{L}_{P_{t r}}^{2}}^{2}+\frac{B R^{2}}{n_{t e}}, \tag{4.37}
\end{equation*}
$$

which becomes, by (4.28), with probability $1-2 \delta$,

$$
\begin{align*}
|\tau| & \leq \sqrt{\frac{1}{\delta}} \sqrt{\frac{B^{2}}{\left\lfloor\rho n_{t r}\right\rfloor} C(1-\rho)^{-3 / 4}\left(\gamma^{\zeta}+\gamma^{-1 / 2} n_{t r}^{-1 / 2}+\gamma^{-1} n_{t r}^{-3 / 4}\right)+\frac{B R^{2}}{n_{t e}}} \\
& =O\left(\left(\gamma^{\zeta}+\gamma^{-1 / 2} n_{t r}^{-1 / 2}+\gamma^{-1} n_{t r}^{-3 / 4}\right) n_{t r}^{-1 / 2}+n_{t e}^{-1 / 2}\right) \tag{4.38}
\end{align*}
$$

with $\zeta=\frac{\theta}{2 \theta+4}$. Now, to bound the second term $\frac{1}{\left\lfloor\rho n_{t r}\right\rfloor} \sum_{j=1}^{\left\lfloor\rho n_{t r}\right\rfloor}\left(\hat{\beta}\left(\boldsymbol{x}_{j}^{t r}\right)-\beta\left(\boldsymbol{x}_{j}^{t r}\right)\right)\left(g\left(\boldsymbol{x}_{j}^{t r}\right)-h\left(\boldsymbol{x}_{j}^{t r}\right)\right)$, we have

$$
\begin{align*}
& \frac{1}{\left\lfloor\rho n_{t r}\right\rfloor} \sum_{j=1}^{\left\lfloor\rho n_{t r}\right\rfloor}\left|\left(\hat{\beta}\left(\boldsymbol{x}_{j}^{t r}\right)-\beta\left(\boldsymbol{x}_{j}^{t r}\right)\right)\left(g\left(\boldsymbol{x}_{j}^{t r}\right)-g_{\gamma}\left(\boldsymbol{x}_{j}^{t r}\right)\right)\right| \\
& \leq \frac{B}{\left\lfloor\rho n_{t r}\right\rfloor} \sum_{j=1}^{\left\lfloor\rho n_{t r}\right\rfloor}\left|g\left(\boldsymbol{x}_{j}^{t r}\right)-g_{\gamma}\left(\boldsymbol{x}_{j}^{t r}\right)\right| \\
& \leq\left|\frac{B}{\left\lfloor\rho n_{t r}\right\rfloor} \sum_{j=1}^{\left\lfloor\rho n_{t r}\right\rfloor}\right| g\left(\boldsymbol{x}_{j}^{t r}\right)-g_{\gamma}\left(\boldsymbol{x}_{j}^{t r}\right)\left|-B\left\|g-g_{\gamma}\right\|_{\mathscr{P}_{P_{t r}}^{1}}\right|+B\left\|g-g_{\gamma}\right\|_{\mathscr{L}_{P_{t r}}^{1}} \\
& \leq \sqrt{\frac{1}{\delta}} \sqrt{\frac{B^{2}}{\rho n_{t r}}\left\|g-g_{\gamma}\right\|_{\mathscr{P}_{P_{t r}}^{2}}^{2}}+B\left\|g-g_{\gamma}\right\|_{\mathscr{L}_{P_{t r}}^{2}} \\
& \leq \sqrt{\frac{1}{\delta} B C \gamma^{\zeta}} \sqrt{\frac{1}{\rho n_{t r}}}+C \gamma^{\zeta}=O\left(\gamma^{\zeta}\right)=O\left(\gamma^{\frac{\theta}{2 \theta+4}}\right) . \tag{4.39}
\end{align*}
$$

where $\mathscr{L}_{P_{t r}}^{1}$ denotes the 1-norm $\mathbb{E}_{\boldsymbol{x} \sim P_{t r}}\left|g(\boldsymbol{x})-g_{\gamma}(\boldsymbol{x})\right|$. Notice the second-to-last line follows from the Chebyshev inequality, the Cauchy-Schwarz inequality, and the last line from (4.26).

Thus, when taking $h=g_{\gamma}$ and $\hat{g}=\hat{g}_{\gamma, \boldsymbol{X}_{N R} r}^{t r}, \boldsymbol{Y}_{N R}^{t r}$ for some $\gamma>0$, we can combine (4.32), (4.34),
(4.38) and (4.39) to have

$$
\begin{align*}
\left|V_{R}(\rho)-v\right|= & O\left(n_{t r}^{-\frac{1}{2}}\right)+O\left(\gamma^{\frac{\theta}{2 \theta+4}}\right)+O\left(\gamma^{-1} n_{t r}^{-1 / 2}\left(n_{t r}^{-1}+n_{t e}^{-1}\right)^{\frac{1}{2}}\right) \\
& +O\left(\left(\gamma^{\frac{\theta}{2 \theta+4}}+\gamma^{-1 / 2} n_{t r}^{-1 / 2}+\gamma^{-1} n_{t r}^{-3 / 4}\right) n_{t r}^{-1 / 2}+n_{t e}^{-1 / 2}\right) \\
= & O\left(n_{t r}^{-\frac{1}{2}}+n_{t e}^{-\frac{1}{2}}+\gamma^{\frac{\theta}{2 \theta+4}}+\gamma^{-\frac{1}{2}} n_{t r}^{-1}+\gamma^{-\frac{1}{2}} n_{t r}^{-\frac{1}{2}} n_{t e}^{-\frac{1}{2}}\right), \tag{4.40}
\end{align*}
$$

after simplification. Now, if we take $\gamma=n^{-\frac{\theta+2}{\theta+1}}$ where $n \triangleq \min \left(n_{t r}, n_{t e}\right)$, then (4.40) becomes

$$
\begin{align*}
& \left|V_{R}(\rho)-v\right| \\
= & O\left(n^{-\frac{1}{2}}+n^{-\frac{\theta}{2(\theta+1)}}+n^{\frac{\theta+2}{2(\theta+1)}} n^{-1}\right)=O\left(n^{-\frac{\theta}{2 \theta+2}}\right)=O\left(n_{t r}^{-\frac{\theta}{(2 \theta+2)}}+n_{t e}^{-\frac{\theta}{(2 \theta+2)}}\right), \tag{4.41}
\end{align*}
$$

which is the statement of the theorem. However, note that if we choose $\gamma=n^{-1}$, we would achieve the convergence rate of $V_{K M M}$ as $O\left(n_{t r}^{-\frac{\theta}{(2 \theta+4)}}+n_{t e}^{-\frac{\theta}{(2 \theta+4)}}\right)$. Moreover if $\lim _{n \rightarrow \infty} n_{t e}^{\frac{6 \theta+8}{3 \theta+6}} / n_{t r} \rightarrow 0$ and we choose $\gamma=n_{t r}^{-1}$, then the rate becomes $O\left(n_{t r}^{-\frac{\theta}{2 \theta+4}}+n_{t e}^{-\frac{1}{2}}\right)$.

Proof of Proposition 1. Fixing $\gamma>0$, if $g \in \mathcal{H}$ (i.e., $g \in \operatorname{Range}\left(\mathcal{T}_{K}^{\frac{\theta}{2 \theta+4}}\right)$ with $\theta \rightarrow \infty$ ), then by definition of $g_{\gamma}$ we would have

$$
\begin{equation*}
\left\|g_{\gamma}\right\|_{\mathcal{H}}^{2} \leq \frac{\left\|g_{\gamma}-g\right\|_{\mathscr{L}_{P_{t r}}^{2}}^{2}+\gamma\left\|g_{\gamma}\right\|_{\mathcal{H}}^{2}}{\gamma} \leq \frac{\|g-g\|_{\mathscr{L}_{P_{t r}}^{2}}^{2}+\gamma\|g\|_{\mathcal{H}}^{2}}{\gamma}=\|g\|_{\mathcal{H}}^{2}, \tag{4.42}
\end{equation*}
$$

or equivalently $\left\|g_{\gamma}\right\|_{\mathcal{H}}=O(1)$ since the fixed true regression function $\|g\|_{\mathcal{H}}=O(1)$. Thus, a simplified analysis shows

$$
\begin{align*}
V_{R}(\rho)-v= & \frac{1}{\left\lfloor\rho n_{t r}\right\rfloor} \sum_{j=1}^{\left\lfloor\rho n_{t r}\right\rfloor} \hat{\beta}\left(\boldsymbol{x}_{j}^{t r}\right) Y_{j}^{t r}-v \\
& +\frac{1}{\left\lfloor\rho n_{t r}\right\rfloor} \sum_{j=1}^{\left\lfloor\rho n_{t r}\right\rfloor} \hat{\beta}\left(\boldsymbol{x}_{j}^{t r}\right) \hat{g}\left(\boldsymbol{x}_{j}^{t r}\right)-\frac{1}{n_{t e}} \sum_{i=1}^{n_{t e}} \hat{g}\left(\boldsymbol{x}_{i}^{t e}\right) \tag{4.43}
\end{align*}
$$

Note that the first term on the right is nothing but the $V_{K M M}$ estimator with $100 \times \rho$ percent of the training data and we shall denote it as $V_{K M M}(\rho)$ without ambiguity. For the second term, assuming
$\hat{g}=\hat{g}_{\gamma, \boldsymbol{X}_{N R}^{t r}, \boldsymbol{Y}_{N R}^{t r}}$, is bounded by

$$
\begin{align*}
& \frac{1}{\left\lfloor\rho n_{t r}\right\rfloor} \sum_{j=1}^{\left\lfloor\rho n_{t r}\right\rfloor} \hat{\beta}\left(\boldsymbol{x}_{j}^{t r}\right) \hat{g}\left(\boldsymbol{x}_{j}^{t r}\right)-\frac{1}{n_{t e}} \sum_{i=1}^{n_{t e}} \hat{g}\left(\boldsymbol{x}_{i}^{t e}\right) \\
= & \frac{1}{\left\lfloor\rho n_{t r}\right\rfloor} \sum_{j=1}^{\left\lfloor\rho n_{t r}\right\rfloor} \hat{\beta}\left(\boldsymbol{x}_{j}^{t r}\right)\left\langle\hat{g}, \Phi\left(\boldsymbol{x}_{j}^{t r}\right)\right\rangle_{\mathcal{H}}-\frac{1}{n_{t e}} \sum_{i=1}^{n_{t e}}\left\langle\hat{g}, \Phi\left(\boldsymbol{x}_{i}^{n_{t e}}\right)\right\rangle_{\mathcal{H}} \\
= & \left\langle\hat{g}, \frac{1}{\left\lfloor\rho n_{t r}\right\rfloor} \sum_{i=1}^{\left\lfloor\rho n_{t r}\right\rfloor} \hat{\beta}\left(\boldsymbol{x}_{j}^{t r}\right) \Phi\left(\boldsymbol{x}_{j}^{t r}\right)-\frac{1}{n_{t e}} \sum_{i=1}^{n_{t e}} \Phi\left(\boldsymbol{x}_{i}^{t e}\right)\right\rangle_{\mathcal{H}} \leq\left\|\hat{g}_{\gamma, \boldsymbol{X}_{N R}^{t r}, Y_{N R}^{t r}}\right\|_{\mathcal{H}} \hat{L}(\hat{\boldsymbol{\beta}}), \tag{4.44}
\end{align*}
$$

Then, by (4.43) and (4.44), we have

$$
\begin{align*}
\left|V_{R}(\rho)-v\right| & \leq\left|V_{K M M}(\rho)-v\right|+\hat{L}(\hat{\boldsymbol{\beta}})\left(\left\|g_{\gamma}-\hat{g}_{\gamma, X_{N R}, \boldsymbol{Y}_{N R}^{t r}}^{t r}\right\|_{\mathcal{H}}+\left\|g_{\gamma}\right\|_{\mathcal{H}}\right) \\
& =O\left(n_{t r}^{-\frac{1}{2}}+n_{t e}^{-\frac{1}{2}}\right) \tag{4.45}
\end{align*}
$$

following (4.42), (4.29) and Theorem 1 of [135].

Proof of Proposition 2. If the function $g$ only satisfies the condition $\mathcal{A}_{\infty}(g, F) \triangleq \inf _{\|f\|_{\mathcal{H}} \leq F} \| g-$ $f \| \leq C(\log F)^{-s}$ for some $C, s>0$, then we again follow the analysis in the proof of Proposition 1 and arrive at the decomposition in (4.43)

$$
\begin{align*}
\left|V_{R}(\rho)-v\right| & \leq\left|V_{K M M}(\rho)-v\right|+\hat{L}(\hat{\boldsymbol{\beta}})\left(\left\|g_{\gamma}-\hat{g}_{\gamma, X_{N R}^{t r}, \boldsymbol{Y}_{N R}^{t r}}\right\|_{\mathcal{H}}+\left\|g_{\gamma}\right\|_{\mathcal{H}}\right) \\
& =O\left(\log \frac{n_{t r} n_{t e}}{n_{t r}+n_{t e}}\right)^{-s}, \tag{4.46}
\end{align*}
$$

which is the rate of $V_{K M M}$ by Theorem 3 of [135].
Proof of Theorem 2. Define $\epsilon \triangleq \sup _{\theta \in \mathcal{D}}\left|V_{R}(\theta)-\mathbb{E}\left[l^{\prime}\left(X^{t e}, Y^{t e} ; \theta\right)\right]\right|$. We have

$$
\begin{equation*}
\mathbb{E}\left[l^{\prime}\left(X_{t e}, Y_{t e} ; \hat{\theta}_{R}\right)\right]-\epsilon \leq V_{R}\left(\hat{\theta}_{R}\right) \leq V_{R}\left(\theta^{\star}\right) \leq \mathbb{E}\left[l^{\prime}\left(X_{t e}, Y_{t e} ; \theta^{\star}\right)\right]+\epsilon \tag{4.47}
\end{equation*}
$$

On the other hand, we know by the triangle inequality that $\epsilon$ is bounded by

$$
\begin{aligned}
& \sup _{\theta \in \mathcal{D}}\left|\frac{1}{\left\lfloor\rho n_{t r}\right\rfloor} \sum_{j=1}^{\left\lfloor\rho n_{t r}\right\rfloor} \hat{\beta}\left(\boldsymbol{x}_{j}^{t r}\right) l^{\prime}\left(\boldsymbol{x}_{j}^{t r}, y_{j}^{t r} ; \theta\right)-\frac{1}{n_{t e}} \sum_{i=1}^{n_{t e}} l\left(\boldsymbol{x}_{i}^{t e} ; \theta\right)\right| \\
+ & \sup _{\theta \in \mathcal{D}}\left|\frac{1}{\left\lfloor\rho n_{t r}\right\rfloor} \sum_{j=1}^{\left\lfloor\rho n_{t r}\right\rfloor} \hat{\beta}\left(\boldsymbol{x}_{j}^{t r}\right) \hat{l}\left(\boldsymbol{x}_{j}^{t r} ; \theta\right)-\frac{1}{n_{t e}} \sum_{i=1}^{n_{t e}} \hat{l}\left(\boldsymbol{x}_{i}^{t e} ; \theta\right)\right|+\sup _{\theta \in \mathcal{D}}\left|\frac{1}{n_{t e}} \sum_{i=1}^{n_{t e}} l\left(\boldsymbol{x}_{i}^{t e} ; \theta\right)-\mathbb{E}\left[l\left(X_{t e} ; \theta\right)\right]\right|,
\end{aligned}
$$

where the first term is bounded by $O\left(n_{t r}^{-\frac{1}{2}}+n_{t e}^{-\frac{1}{2}}\right)$ following Corollary 8.9 in [115]. Moreover, the second term is also $\mathcal{O}\left(n_{t r}^{-\frac{1}{2}}+n_{t e}^{-\frac{1}{2}}\right)$ as in (4.44) or Lemma 8.7 in [115]. For the last term, due to the Lipschitz and compact assumption, it follows from Theorem 19.5 of [69] (see also Example 19.7 of [69]) that function class $\mathcal{G}$ is $P_{t e}$-Donsker, which means that

$$
\mathbb{G}_{n}(\theta) \triangleq \sqrt{n_{t e}}\left(\frac{1}{n_{t e}} \sum_{i=1}^{n_{t e}} l\left(\boldsymbol{x}_{i}^{t e} ; \theta\right)-\mathbb{E}_{\boldsymbol{x} \sim P_{t e}}[l(\boldsymbol{x} ; \theta)]\right)
$$

converges in distribution to a Gaussian Process $\mathbb{G}_{\infty}$ with zero mean and covariance function $\operatorname{Cov}\left(\mathbb{G}_{\infty}\left(\theta_{1}\right), \mathbb{G}_{\infty}(t\right.$ $\mathbb{E}_{\boldsymbol{x} \sim P_{t e}}\left(l\left(\boldsymbol{x} ; \theta_{1}\right) l\left(\boldsymbol{x} ; \theta_{2}\right)\right)-\mathbb{E}_{\boldsymbol{x} \sim P_{t e}} l\left(\boldsymbol{x} ; \theta_{1}\right) \mathbb{E}_{\boldsymbol{x} \sim P_{t e}} l\left(\boldsymbol{x} ; \theta_{2}\right)$. Notice $\mathbb{G}_{\infty}$ can be viewed as random function in $C(\mathcal{D})$, the space of continuous and bounded function on $\theta$. Since for any $z \in C(\mathcal{D})$, the mapping $z \rightarrow\|z\|_{\infty} \triangleq \sup _{\theta \in \mathcal{D}} z(\theta)$ is continuous with respect to the supremum norm, it follows from the continuous-mapping theorem that $n_{t e}^{\frac{1}{2}} \sup _{\theta \in \mathcal{D}}\left|\frac{1}{n_{t e}} \sum_{i=1}^{n_{t e}} l\left(\boldsymbol{x}_{i}^{t e} ; \theta\right)-\mathbb{E}\left[l\left(X_{t e} ; \theta\right)\right]\right|$ converges in distribution to $\left\|G_{\infty}\right\|_{\infty}$ which has finite expectations based on the assumptions on $\mathcal{G}$ (see, e.g., Section 14, Theorem 1 of [149]). Thus, by definition of convergence in distribution, for any $\delta>0$, we can find some constant $D^{\prime}$ that

$$
\begin{equation*}
P\left(\left\|\mathbb{G}_{n}\right\|_{\infty}>D^{\prime}\right)=P\left(\left\|\mathbb{G}_{\infty}\right\|_{\infty}>D^{\prime}\right)+o(1) \leq \delta+o(1) \tag{4.48}
\end{equation*}
$$

which means, we can find some $N$ such that when $n_{t e}>N$,

$$
P_{t e}\left(\sup _{\theta \in \mathcal{D}}\left|\frac{1}{n_{t e}} \sum_{i=1}^{n_{t e}} l\left(\boldsymbol{x}_{i}^{t e} ; \theta\right)-\mathbb{E}\left[l\left(X_{t e} ; \theta\right)\right]\right|>n_{t e}^{-\frac{1}{2}} D^{\prime}\right)=P_{t e}\left(\left\|G_{n}\right\|_{\infty}>D^{\prime}\right) \leq 2 \delta,
$$

and consequently, with probability $1-2 \delta$, we have

$$
\sup _{\theta \in \mathcal{D}}\left|\frac{1}{n_{t e}} \sum_{i=1}^{n_{t e}} l\left(\boldsymbol{x}_{i}^{t e} ; \theta\right)-\mathbb{E}\left[l\left(X_{t e} ; \theta\right)\right]\right| \leq n_{t e}^{-\frac{1}{2}} D^{\prime}
$$

In other words, we also have

$$
\sup _{\theta \in \mathcal{D}}\left|\frac{1}{n_{t e}} \sum_{i=1}^{n_{t e}} l\left(\boldsymbol{x}_{i}^{t e} ; \theta\right)-\mathbb{E}\left[l\left(X_{t e} ; \theta\right)\right]\right|=O\left(n_{t e}^{-\frac{1}{2}}\right),
$$

which concludes our proof.

## Chapter 5: Constrained Reinforcement Learning via Policy Splitting

We develop a model-free reinforcement learning approach to solve constrained Markov decision processes, where the objective and budget constraints are in the form of infinite-horizon discounted expectations, and the rewards and costs are learned sequentially from data. We propose a two-stage procedure where we first search over deterministic policies, followed by an aggregation with a mixture parameter search, that generates policies with simultaneous guarantees on near-optimality and feasibility. We also numerically illustrate our approach by applying it to an online advertising problem.

We note the special structure we developed here is currently limited to CMDP with one constraint. A further generalization with multiple constraints might be worth exploring.

### 5.1 Introduction

Applications of Reinforcement Learning (RL) in online advertising with recommendation systems have been a topic of major research interests ([10, 11, 12]). However, despite their tremendous success, most RL-methods are not designed to learn optimal policies under constraints, yet they appear ubiquitously when facing budget or safety considerations. A standard framework for studying RL under constraints is the Constrained Markov Decision Process (CMDP), where the objective is to maximize the long-run return, with constraints on one or several types of long-run costs. In this Chapter, we consider the case where both the objective and the constraint are in the form of an infinite-horizon cumulative discounted expectation, whereas the returns, costs and transitions are revealed from sequential data. The goal is to design an efficient methodology for the constrained problem by assimilating classical optimality properties of CMDP into RL, in order to efficiently use established RL approaches and obtain policies that enjoy both near-optimality and feasibility.

The CMDP in the form described above is motivated from a range of important applications including online advertising. Sponsored search campaigns, for instance, are designed based on predetermined budgets. Therefore, the marketer has to employ effective strategies to accrue the maximum reward while observing certain monetary constraints throughout the campaign. Similarly, in email campaigns, the marketer can only send out a limited number of emails under different constraints due to user fatigue or limited available discount offers. Thus, it is important to consider information beyond potential revenues, such as the remaining budget or the likely outcomes of different offers. Direct applications of most RL-algorithms do not, in general, consistently produce optimal solutions within these budget constraint. Thus, several lines of work have been devoted to resolve this challenge. In the model-based regime (i.e., parametric-based transition), [150] and [151] consider linear programming, [150] considers state-space extension, and [152] considers policy iterations. However, model-based algorithms suffer when the state or action space gets large as estimating the transition dynamics of the users can be very challenging or even infeasible. In model-free settings, constrained policy optimization (CPO) ([153]) is designed based on trust region policy optimization (TRPO) and its variants ([154, 155]). Through surrogate function approximations, CPO provides safe iterations in each policy update, preventing any constraint violation in the agent's learning process. However, the implementation requires a safe policy to start with and it may be over-conservative to require a safe update in each iteration, especially for areas of advertising where the budget constraint is not as hard a constraint as, say, in auto-driving. Thus, the extra effort and setup in the implementation of CPO might not be as desirable in our setting. Another line of work in tacking constrained MDP uses primal-dual, Lagrangian-based RL methods ([156, 157]), which involves stochastic updates for solving the KKT conditions. In particular, [156] investigates constraints arising from risk criteria such as conditional-value-at-risk or chance constraints while the reward constrained policy optimization (RCPO) in [157] uses an actor-critic updates in the policy space and a stochastic recursion on the Lagrange multiplier updates in the dual space. However, although convergence is guaranteed for primal-dual methods in theory, in practice significant efforts are required to tune the hyper-parameters, especially the learning rates
of the dual variable, as the updates become noisy and unstable around convergence and the training process can easily become too slow or overly greedy.

In this Chapter, we address these issues on the primal-dual formulation and explain the unstable convergence behavior of primal-dual methods around the optimal value. Furthermore, we design a mixing method which aims to alleviate the tuning issues by both exploiting the low-dimensional feature of dual variables (when the number of budget constraints is negligible compared to the cardinality of the state/action space) and investigating a special splitting property of CMDPs ([152]). In particular, for a single budget constraint, the "splitting" property refers to a structure of the optimal randomized policy in CMDP where two possible actions are assigned with a binary distribution to a certain state and the policy stays deterministic elsewhere ([152]). This splitting property contributes to the unstable behaviors of the dual convergence because the RL method is essentially searching for two different optimal policies around the optimal dual value. This splitting property arises from the extreme points of a linear program (LP) formulation of CMDP via the occupation measure ([158]). It reveals the saddle point structure of the Lagrangian and allows us to confine our policy search in a smaller solution space.

Leveraging the splitting property, our approach bypasses the need to search over large spaces of randomized policies and, by solving a sequence of RL problems without restriction under the Lagrangian relaxation, finds candidate deterministic policies with direct application of classical RL-methods (e.g. $Q$-learning, TD-learning or TRPO). To improve on the undesirable properties of primal-dual methods around convergence, we first propose a discretization scheme which exploits the one-dimensional structure of dual variable and allows for parallel computing. Then we propose a novel feasibility mixing procedure which efficiently mixes the candidate policies and find an optimal randomized policy that would achieve both optimality and feasibility. We provide theoretical justifications on our framework, and also conduct experiments on an online advertisement problem to demonstrate its performance.

The remainder of this Chapter is organized as follows. Section 5.2 presents our problem setting and notations. Section 5.3 describes our Lagrangian formulation and its implications. Section 5.4
presents our main dual $Q$-learning algorithm that harnesses the splitting property of CMDP in the Lagrangian formulation. Section 5.5 discusses practical implementation, and Section 5.6 illustrates our experimental results.

### 5.2 Problem Setting

A Constrained Markov Decision Process (CMDP) can be formulated as follows. Let $\mathcal{S}$ be the finite set of states, $\mathcal{A}$ the finite set of actions, and $p\left(s, a, s^{\prime}\right)$ the probability measure governing the stochastic transition between states, namely

$$
\mathbb{P}\left(s_{t+1}=s^{\prime} \mid s_{t}=s, a_{t}=a\right)=p\left(s, a, s^{\prime}\right)
$$

with non-negative entries and $\sum_{s^{\prime}} p\left(s, a, s^{\prime}\right)=1$. Let $r_{t}=r\left(s_{t}, a_{t}\right)$ be the corresponding expected reward. Denote $\Pi$ to be the space of stationary randomized policies $\pi$ where

$$
\mathbb{P}\left(a_{t}=a \mid s_{0}, a_{0}, r_{1}, s_{1}, a_{1}, \ldots, r_{t}, s_{t}=s\right)=\mathbb{P}\left(a_{t}=a \mid s_{t}=s\right)=\pi(s, a)
$$

and $\sum_{a} \pi(s, a)=1, \pi(s, a) \geq 0$ for all $a, s$. Notice the stationarity comes from the fact that the policy at each state $s$ does not change with $t$. Moreover, if over any state $s, \pi(s, a)$ is zero for all but one action $a \in \mathcal{A}$, then we say $\pi \in \Pi_{0} \subset \Pi$ is a stationary deterministic policy and denote this $a$ by $\pi(s)$. Suppose at each step $t$, the agent interacting with the environment not only receives random (immediate) reward $r_{t}$ but also incurs random (immediate) cost denoted by $c_{t}=c\left(s_{t}, a_{t}\right)$. Let $s_{0} \sim \rho$ be the distribution of the initial state and $\gamma \in[0,1]$ be the discounted factor. We consider the following CMDP:

$$
\begin{array}{ll}
\max _{\pi \in \Pi} & \mathbb{E}_{s_{0} \sim \rho, \pi}\left[\sum_{t=1}^{\infty} \gamma^{t-1} r_{t}\right]  \tag{5.1}\\
\text { s.t. } & \mathbb{E}_{s_{0} \sim \rho, \pi}\left[\sum_{t=1}^{\infty} \gamma^{t-1} c_{t}\right] \leq B,
\end{array}
$$

where $\mathbb{E}_{s_{0} \sim \rho, \pi}$ denotes the expectation under policy $\pi$ and initial distribution $s_{0} \sim \rho$. We confine our policy search in $\Pi$ because it is well-known (see, e.g., [158]) that the optimal policy $\pi^{\star}$ for CMDP lies in the space $\Pi$. Also, we do not assume the distributions of $r(\cdot, \cdot) c(\cdot, \cdot)$, or $p(\cdot, \cdot, \cdot)$ are known.

### 5.3 Lagrangian with Reduced Policy Space

A common way to solve CMDP (5.1) is to formulate it as the following LP ([158]):

$$
\begin{array}{ll}
\max _{\mathbf{x} \geq 0} & \sum_{s, a} x_{s a} r(s, a) \\
\text { s.t. } & \sum_{s, a} x_{s a} c(s, a) \leq B,  \tag{5.2}\\
& \sum_{a} x_{s a}-\gamma \sum_{s^{\prime}, a} x_{s^{\prime} a} p\left(s^{\prime}, a, s\right)=\rho(s) \forall s,
\end{array}
$$

where $x_{s a}=\sum_{t=1}^{\infty} \gamma^{t-1} \mathbb{P}\left(s_{t}=s, a_{t}=a \mid \pi, s_{0} \sim \rho\right)$ is referred to as the occupation measure of policy $\pi$ under initial distribution $\rho$. It can be interpreted as the total discounted expected number of times state-action pair $(s, a)$ is visited under policy $\pi$, so that $\mathbb{E}_{\pi}\left[\sum_{t=1}^{\infty} \gamma^{t-1} r_{t}\right]$ can be seen to be expressible as $\sum_{s, a} x_{s a} r(s, a)$ and similarly $\mathbb{E}_{\pi}\left[\sum_{t=1}^{\infty} \gamma^{t-1} c_{t}\right]$ as $\sum_{s, a} x_{s a} c(s, a)$, and the second constraint in (5.2) follows from a first-step Markovian analysis. Moreover, it is shown in [158] that an optimal randomized policy $\pi^{\star}$ can be computed from an optimal solution $\mathbf{x}^{\star}$ of (5.2) by letting

$$
\begin{equation*}
\pi^{\star}(s, a)=\frac{x_{s a}^{\star}}{\sum_{a} x_{s a}^{\star}} . \tag{5.3}
\end{equation*}
$$

However, formulating the above optimization problem requires the knowledge of $r(s, a), c(s, a)$ and $p\left(s, a, s^{\prime}\right)$ of the MDP which in our setting can only be learned implicitly. Also, the number of state-action pair may get too large to use tabular methods. On the other hand, the more efficient, large-scale approximate RL methods such as TD-learning, $Q$-learning or TRPO ([159, 160]) cannot directly help us with the search of an optimal randomized policy. To address this issue, we first
consider the dual optimization problem ([161]) of (5.2):

$$
\begin{array}{ll}
\min _{\lambda \geq 0, \mathbf{v}} & \sum_{s} v_{s} \rho(s)+\lambda B \\
\text { s.t. } & v_{s} \geq r(s, a)-\lambda c(s, a)+\gamma \sum_{s^{\prime}} p\left(s, a, s^{\prime}\right) v_{s^{\prime}} \forall s . \tag{5.4}
\end{array}
$$

For fixed $\lambda \geq 0$, the minimization in (5.4) is exactly the LP formulation for solving the value function of an unconstrained MDP with adjusted reward $r_{t}^{\lambda}=r_{t}-\lambda c_{t}$ instead of $r_{t}$ at each step $t$ (plus the constant term $\lambda B$ ), and the constraint follows from the Bellman optimality equation ([162]). This allows us to convert (5.1) into the form (5.5) (shown below). Advantageously, for any fixed $\lambda$, because of its unconstrained nature, the inner maximization problem in (5.5) now suffices to search for policy $\pi$ in the deterministic policy space $\Pi_{0}$ instead of the randomized policy space П. Hence we can apply many suitable approximation algorithms in RL to search for the optimal deterministic policy ([159]). We have the following theorem (Notice the reduction of policy space into $\Pi_{0}$ as a key transition in this dual):

Theorem 5.3.1. Problem (5.1) can be reformulated as

$$
\begin{equation*}
\min _{\lambda \geq 0} \max _{\pi \in \Pi_{0}} \mathcal{R}(\pi, \rho)-\lambda(C(\pi, \rho)-B) \tag{5.5}
\end{equation*}
$$

where $\mathcal{R}(\pi, \rho) \triangleq \mathbb{E}_{s_{0} \sim \rho, \pi}\left[\sum_{t=1}^{\infty} \gamma^{t-1} r_{t}\right]$ and $\mathcal{C}(\pi, \rho) \triangleq \mathbb{E}_{s_{0} \sim \rho, \pi}\left[\sum_{t=1}^{\infty} \gamma^{t-1} c_{t}\right]$.
Proof. Based on our discussion and the LP duality, we only have to show that for any fixed $\lambda \geq 0$,

$$
\begin{array}{ll}
\min _{\mathbf{v}} & \sum_{s} v_{s} \rho(s)  \tag{5.6}\\
\text { subject to } & v_{s} \geq r(s, a)-\lambda c(s, a)+\gamma \sum_{s^{\prime}} p\left(s, a, s^{\prime}\right) v_{s^{\prime}} \forall s
\end{array}
$$

is equivalent to

$$
\begin{equation*}
\max _{\pi \in \Pi_{0}} \mathcal{R}(\pi, \rho)-\lambda C(\pi, \rho) . \tag{5.7}
\end{equation*}
$$

In particular, for fixed $\lambda \geq 0$, problem (5.6) obtains the optimal expected total discounted reward
$\sum_{s} v_{s} \rho(s)$ with adjusted reward $r_{t}^{\lambda}=r_{t}-\lambda c_{t}$ guaranteed by the Bellman optimality constraint as well as the condition that $\rho(s)>0, \forall s$ ([162]). On the other hand, given the discounted adjusted reward $r_{t}^{\lambda}$, we know from classical MDP results that for any unconstrained infinite-horizon discounted MDP there exists a stationary and deterministic optimal policy $\pi^{\star} \in \Pi_{0}$ for any initial state distribution satisfying $\rho(s)>0, \forall s$. Moreover, the optimal expected total discounted reward is $\max _{\pi \in \Pi_{0}} \mathcal{R}(\pi, \rho)-\lambda C(\pi, \rho)$.

Theorem 1 suggests that the search for optimal policies can first proceed with a deterministic policy search fixing some set of $\lambda$. Then, we optimize with respect to $\lambda$ in (5.5) to find an optimal $\lambda^{\star}$ which closes the duality gap between (5.2) and (5.4) with optimal policies that maximize the penalized expected reward $r_{t}-\lambda^{*} c_{t}$ plus the term $\lambda^{\star} B$.

### 5.4 Policy Mixing and Dual $Q$-Learning

The two steps discussed above recover the optimal value of the primal (5.2). However, to recover the optimal, possibly randomized policy, we need to look more closely at the dual problem (5.5). To begin, it is known that if an LP has an optimal solution, then it also has an optimal basic feasible solution ([161]), meaning that we can find optimal solution $\mathbf{x}^{\star}$ with at most $s+1$ non-zeros entries. This leads to the following proposition.

Proposition 6. If $\rho(s)>0 \forall s$, then there is an optimal policy $\pi^{\star}$ for the primal problem (5.1) with $\pi^{\star}(s)$ following a deterministic action for all but possibly one state.

Proof. Given that we can find optimal solution $\mathbf{x}^{\star}$ for problem (5.2) with at most $s+1$ non-zero entries, if we further assume that $\rho(s)>0$ for all state $s$, then the second constraint of (5.2) would force any feasible solution $\mathbf{x}$ to satisfy $\sum_{a} x_{s a}>0$ for any $s$. This condition implies that for any $s$, we can find at least one $a$ such that $x_{s a}^{\star}>0$. Since $\mathbf{x}^{\star}$ has at most $s+1$ non-zeros entries, we can have at most one positive entry among all entries of $x_{s a}^{\star}$. It then follows from (5.3) that the optimal policy $\pi^{\star}$ for (5.1) is deterministic at all states except possibly one, where the optimal policy splits into two possible actions.

Following Proposition 6, we can characterize an important property regarding the optimal policy for (5.5). In particular, we consider the dual function

$$
\begin{equation*}
\mathcal{D}(\lambda) \triangleq \max _{\pi \in \Pi_{0}} \mathcal{R}(\pi, \rho)-\lambda(C(\pi, \rho)-B) . \tag{5.8}
\end{equation*}
$$

Theorem 5.4.1. Assume $\rho(s)>0 \forall s$ and the optimal policy $\pi^{\star}$ for problem (5.1) is unique. Then the maximization in (5.8), at the optimal $\lambda^{*}$ that solves (5.5), admits either a deterministic optimal policy $\pi^{\star}$, or a pair of optimal deterministic policies $\pi_{1}, \pi_{2}$ with actions different in one state $s$ and $\pi^{\star}=(1-t) \pi_{1}+t \pi_{2}$ for some $0<t<1$.

Proof. Let $\pi^{\star}$ be the optimal, possibly randomized policy for the primal (5.1). By the LP duality ([161]), we know the optimal values for (5.1) and (5.5) are equal and we must have, for some $\lambda^{\star} \in \underset{\lambda \geq 0}{\operatorname{argmin}} \mathcal{D}(\lambda) \geq 0$, that

$$
\begin{equation*}
\mathcal{R}\left(\pi^{\star}, \rho\right)=\min _{\lambda \geq 0} \mathcal{D}(\lambda)=\mathcal{D}\left(\lambda^{\star}\right) . \tag{5.9}
\end{equation*}
$$

If there exists $\lambda^{\star}=0$ where (5.9) holds, then

$$
\begin{equation*}
\min _{\lambda \geq 0} \mathcal{D}(\lambda)=\mathcal{D}(0)=\max _{\pi \in \Pi_{0}} \mathcal{R}(\pi, \rho) . \tag{5.10}
\end{equation*}
$$

Combining (5.9) and (5.10), we have $\mathcal{R}\left(\pi^{\star}, \rho\right)=\max _{\pi \in \Pi_{0}} \mathcal{R}(\pi, \rho)$ and by the uniqueness we have $\pi^{\star}=\underset{\pi \in \Pi_{0}}{\operatorname{argmax}} \mathcal{R}(\pi, \rho)$. The primal feasibility of (5.1) guarantees $C\left(\pi^{\star}, \rho\right) \leq B$. In fact, notice in this case, the optimal policy for the unconstrained MDP in (5.1) is actually feasible, and thus CMDP (5.1) reduces to an unconstrained MDP.

On the other hand, if we have $\underset{\lambda \geq 0}{\operatorname{argmin}} \mathcal{D}(\lambda)>0$, then we observe that $\mathcal{D}(\lambda)=\max _{\pi \in \Pi_{0}} \mathcal{R}(\pi, \rho)-$ $\lambda(C(\pi, \rho)-B)$ is the maximum of a finite number (i.e. the number of deterministic policies is finite) of linear functions in $\lambda$. Thus, $\mathcal{D}(\lambda)$ is piece-wise linear and convex in $\lambda$. Since $\lambda^{\star}>0$ is the global minimum of $\mathcal{D}(\lambda)$ and $\mathcal{D}(\lambda)$ is piece-wise linear, we must have $\mathcal{D}^{+}\left(\lambda^{\star}\right)=\lim _{t \rightarrow 0} \frac{\mathcal{D}\left(\lambda^{\star}+t\right)-\mathcal{D}\left(\lambda^{\star}\right)}{t} \geq$ 0 and $\mathcal{D}^{-}\left(\lambda^{\star}\right)=\lim _{t \rightarrow 0} \frac{\mathcal{D}\left(\lambda^{\star}\right)-\mathcal{D}\left(\lambda^{\star}-t\right)}{t} \leq 0$.

Now if $\lambda^{\star}=\underset{\lambda \geq 0}{\operatorname{argmin}} \mathcal{D}(\lambda)>0$ is not unique, then by convexity we can find an interval of $\lambda$ with the same optimal $\mathcal{D}(\lambda)$, implying the optimal deterministic policy under this $\lambda$ is both feasible (zero slope means $C(\pi, \rho)=B$ ) and optimal. Thus, suppose $\lambda^{\star}=\operatorname{argmin} \mathcal{D}(\lambda)>0$ is unique, then $\lambda \geq 0$ we have $\mathcal{D}^{-}\left(\lambda^{\star}\right)<0<\mathcal{D}^{+}\left(\lambda^{\star}\right)$, and there exists some $\epsilon>0$ and policies $\pi_{1}, \pi_{2}$ such that

$$
\begin{equation*}
\mathcal{D}(\lambda)=\mathcal{D}\left(\lambda^{\star}\right)+\mathcal{D}^{+}\left(\lambda^{\star}\right)\left(\lambda-\lambda^{\star}\right)=\mathcal{R}\left(\pi_{1}, \rho\right)-\lambda\left(C\left(\pi_{1}, \rho\right)-B\right) \tag{5.11}
\end{equation*}
$$

for $\lambda^{\star} \leq \lambda \leq \lambda^{\star}+\epsilon$ and

$$
\begin{equation*}
\mathcal{D}(\lambda)=\mathcal{D}\left(\lambda^{\star}\right)+\mathcal{D}^{-}\left(\lambda^{\star}\right)\left(\lambda-\lambda^{\star}\right)=\mathcal{R}\left(\pi_{2}, \rho\right)-\lambda\left(C\left(\pi_{2}, \rho\right)-B\right) \tag{5.12}
\end{equation*}
$$

for $\lambda^{\star}-\epsilon \leq \lambda \leq \lambda^{\star}$. In particular, at $\lambda^{\star}$, we have

$$
\begin{equation*}
\mathcal{R}\left(\pi_{1}, \rho\right)-\lambda^{\star}\left(C\left(\pi_{1}, \rho\right)-B\right)=\mathcal{R}\left(\pi_{2}, \rho\right)-\lambda^{\star}\left(C\left(\pi_{2}, \rho\right)-B\right) \tag{5.13}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\pi_{1}=\pi_{2}=\underset{\pi \in \Pi_{0}}{\operatorname{argmax}} \mathcal{R}(\pi, \rho)-\lambda^{\star} C(\pi, \rho) \tag{5.14}
\end{equation*}
$$

We know from [163] that for a finite unconstrained MDP problem, there exists a unique optimal value function such that $v^{\star}(s) \geq v^{\pi}(s)$ for all state $s$. Thus, (5.14) and the fact that $\rho(s)>0 \forall s$ implies that we must have

$$
\begin{equation*}
v^{\star}(s)=v^{\pi_{1}}(s)=v^{\pi_{2}}(s) \quad \forall s \tag{5.15}
\end{equation*}
$$

where $\mathbf{v}^{\star}$ is the optimal value function for the MDP with adjusted reward $r_{t}^{\lambda^{\star}}=r_{t}-\lambda^{\star} c_{t}$ and $\mathbf{v}^{\pi_{i}}$ is the value of policy $\pi_{i}$ under this adjusted reward. This implies $\mathbf{v}^{\star}, \mathbf{v}^{\pi_{1}}$ and $\mathbf{v}^{\pi_{2}}$ must satisfy all
three forms of the Bellman equations:

$$
\begin{align*}
v(s) & =\max _{a} r^{\lambda^{\star}}(s, a)+\gamma \sum_{s^{\prime}} p\left(s, a, s^{\prime}\right) v\left(s^{\prime}\right), \\
& =r^{\lambda^{\star}}\left(s, \pi_{1}(s)\right)+\gamma \sum_{s^{\prime}} p\left(s, \pi_{1}(s), s^{\prime}\right) v\left(s^{\prime}\right)=r^{\lambda^{\star}}\left(s, \pi_{2}(s)\right)+\gamma \sum_{s^{\prime}} p\left(s, \pi_{2}(s), s^{\prime}\right) v\left(s^{\prime}\right), \tag{5.16}
\end{align*}
$$

for all $s$. Now, for any $0 \leq t \leq 1$, let $\pi_{t}$ be the randomized policy $\pi_{t}=(1-t) \pi_{1}+t \pi_{2}$. Then the value of policy $\pi_{t}$ uniquely satisfies the following Bellman equation:

$$
\begin{align*}
& v^{\pi_{t}}(s)=(1-t) r^{\lambda^{\star}}\left(s, \pi_{1}(s)\right)+t \cdot r^{\lambda^{\star}}\left(s, \pi_{2}(s)\right) \\
+ & \gamma \sum_{s^{\prime}}\left((1-t) p\left(s, \pi_{1}(s), s^{\prime}\right)+t p\left(s, \pi_{2}(s), s^{\prime}\right)\right) v^{\pi_{t}}\left(s^{\prime}\right) \tag{5.17}
\end{align*}
$$

It follows from (5.16) that $\mathbf{v}^{\star}$ satisfies (5.17) and is thus the value function (i.e. fixed point) of policy $\pi_{t}$. Thus any policy $\pi_{t}, 0 \leq t \leq 1$ is optimal for the MDP with adjusted reward $r_{t}^{\lambda^{\star}}=r_{t}-\lambda^{\star} c_{t}$ and achieves primal optimality in the sense that

$$
\begin{equation*}
\mathcal{R}\left(\pi^{\star}, \rho\right)=\mathcal{D}\left(\lambda^{\star}\right)=\mathcal{R}\left(\pi_{t}, \rho\right)-\lambda^{\star}\left(C\left(\pi_{t}, \rho\right)-B\right) \tag{5.18}
\end{equation*}
$$

Now, it follows from (5.11) and (5.12) that $\mathcal{D}^{+}\left(\lambda^{\star}\right)=B-\mathcal{C}\left(\pi_{1}, \rho\right)>0$ and $\mathcal{D}^{-}\left(\lambda^{\star}\right)=$ $B-C\left(\pi_{2}, \rho\right)<0$. Furthermore, $C\left(\pi_{t}, \rho\right)$ can be shown to be a continous function of $t$. Thus, we must have $C\left(\pi_{t}, \rho\right)=B$ for some $0<t<1$. Then such $\pi_{t}$ satisfies not only primal feasibility but also primal optimality due to (5.18):

$$
\begin{equation*}
\mathcal{R}\left(\pi^{\star}, \rho\right)=\mathcal{R}\left(\pi_{t}, \rho\right)-\lambda^{\star}\left(C\left(\pi_{t}, \rho\right)-B\right)=\mathcal{R}\left(\pi_{t}, \rho\right) \tag{5.19}
\end{equation*}
$$

The claim that $\pi_{1}$ and $\pi_{2}$ differ by one state now follows from (6) and the uniqueness assumption. The other cases where one or both of $\mathcal{D}^{+}\left(\lambda^{\star}\right)$ and $\mathcal{D}^{-}\left(\lambda^{\star}\right)$ are 0 lead to either $t=0$ or 1 , which further lead to deterministic policy. The analysis is similar so we omit it.

Theorem 5.4.1 postulates that the maximization of the Lagrangian or penalized objective $\mathcal{R}(\pi, \rho)-$ $\lambda^{*}(C(\pi, \rho)-B)$ generally leads to multiple (deterministic) optimal solutions, even if the primal problem (5.1) has a unique optimal policy. Note that the maximization of $\mathcal{R}(\pi, \rho)-\lambda^{*}(C(\pi, \rho)-B)$ is an unconstrained MDP, which allows us to use any classical RL methods to learn its optimal policy. The key is that in order to retrieve the primal optimal policy, we need to identify two optimal policies for this penalized objective, and mix them together with a search for the optimal mixture parameter $t$.

Before presenting practical algorithms for implementation, we first propose a straightforward theoretical procedure in Algorithm 3 that would demonstrate the asymptotic optimality of our method. For demonstration, we would simply use $Q$-learning on the penalized problem along with subsequent TD-learning for dual updates. However, we note that Algorithm 3 can be replaced by any type of Actor-Critic updates as in [157]. Notation-wise, we use $\pi^{\lambda}$ to denote the optimal deterministic policy for penalized reward $r_{t}^{\lambda}=r_{t}-\lambda c_{t}$. Given the simple dual $Q$-learning method described in Algorithm 3, we have the following Theorem 5.4.2. Notice the $N$ chosen large is fixed and does not grow with iterations.

```
Algorithm 3 Dual \(Q\)-learning on Candidates for Mixture
    Input: Dual range \(0 \leq \lambda_{\min }<\lambda_{\max }\), discretization parameter \(n\), maximum episode \(E_{1}\) and \(E_{2}\),
    maximum trajectory \(M_{1}\) and \(M_{2}\), learning rate \(\alpha_{e}, \epsilon_{\text {greedy }}\) for the greedy policy and discretized
    \(\lambda_{\text {min }}=\lambda_{1}<\ldots<\lambda_{n}=\lambda_{\text {max }}\).
    for \(i=1\) to \(n\) do
    Initialize \(: e \leftarrow 0, \hat{Q}_{e}^{i}\), the \(Q\)-function array for storage (e.g. to 0 ), an estimate of \(Q^{i}(s, a)=\)
    \(\mathbb{E}_{\pi^{\lambda_{i}}}\left[\sum_{t=0}^{\infty} \gamma^{t}\left(r_{t}-\lambda_{i} c_{t}\right) \mid s_{0}=s, a_{0}=a\right]\) and \(\left\{\hat{v}_{\text {cost }}\right\}_{e}^{i}\) cost value function array for storage, an
    estimate of \(\mathbb{E}_{\pi^{\lambda_{i}}}\left[\sum_{t=0}^{\infty} \gamma^{t} c_{t} \mid s_{0}=s\right]\).
```

        repeat
            \(e \leftarrow e+1\), initialize \(t \leftarrow 0\) and sample \(s_{0} \sim \rho\)
            while \(s_{t}\) is not terminal and \(t \leq M_{1}\) do
    Take action $a_{t}$ at $s_{t}$ derived from $\hat{Q}_{e-1}^{i}$ using $\epsilon_{\text {greedy }}$-greedy policy and observe $r_{t+1}, s_{t+1}$, then let $\hat{Q}_{e-1}^{i}\left(s_{t}, a_{t}\right) \leftarrow \hat{Q}_{e-1}^{i}\left(s_{t}, a_{t}\right)+\alpha_{e}\left(r_{t+1}-\lambda_{i} c_{t+1}+\gamma \max _{a^{\prime}} \hat{Q}_{e-1}^{i}\left(s_{t+1}, a^{\prime}\right)-\right.$ $\left.\hat{Q}_{e-1}^{i}\left(s_{t}, a_{t}\right)\right)$ and update $t \leftarrow t+1$

Update $\hat{Q}_{e}^{i} \leftarrow \hat{Q}_{e-1}^{i}$.
until $e \geq E_{1}$ or changes in $\hat{Q}^{i}$ are small
$e \leftarrow 0$.
repeat
$e \leftarrow e+1$, initialize $t \leftarrow 0$ and sample $s_{0} \sim \rho$
while $s_{t}$ is not terminal and $t \leq M_{2}$ do

$$
\left\{\hat{v}_{\text {cost }}\right\}_{e-1}^{i}\left(s_{t}\right) \leftarrow\left\{\hat{v}_{\text {cost }}\right\}_{e-1}^{i}\left(s_{t}\right)+\alpha_{e}\left(c_{t+1}+\gamma\left\{\hat{v}_{\text {cost }}\right\}_{e-1}^{i}\left(s_{t+1}\right)-\left\{\hat{v}_{\text {cost }}\right\}_{e-1}^{i}\left(s_{t}\right)\right)
$$

Update $t \leftarrow t+1$
Update $\left\{\hat{v}_{\text {cost }}\right\}_{e}^{i} \leftarrow\left\{\hat{v}_{\text {cost }}\right\}_{e-1}^{i}$.
until $e \geq E_{2}$ or changes in $\hat{V}_{\text {cost }}^{i}$ are small
Compute $\hat{\mathcal{D}}\left(\lambda_{i}\right)=\sum_{s}\left(\max _{a} \hat{Q}^{i}(s, a)\right) \rho(s)+\lambda_{i} B$. Find $\pi^{\lambda_{i}}(s)=\operatorname{argmax}_{a} \hat{Q}^{i}(s, a)$
Output: $\pi_{1}=\pi^{\lambda_{i}}$ and $\pi_{2}=\pi^{\lambda_{i^{\prime}}}$ where $\lambda_{i}=\operatorname{argmin}\left\{\hat{\mathcal{D}}\left(\lambda_{j}\right) \mid \sum_{s} \hat{v}_{\text {cost }}^{j}(s) \rho(s) \leq B\right\}$ and $\lambda_{i^{\prime}}=$ $\operatorname{argmin}\left\{\hat{\mathcal{D}}\left(\lambda_{j}\right) \mid \sum_{s} \hat{v}_{\text {cost }}^{j} \rho(s) \geq B, \pi^{\lambda_{j}} \neq \pi_{1}\right\}$.

Theorem 5.4.2. Assume $\rho(s)>0 \forall s$, the optimal policy $\pi^{\star}$ for problem (5.1) is unique and there exists some $\lambda^{\star} \in \operatorname{argmin} \mathcal{D}(\lambda)$ such that $\lambda_{\min }<\lambda^{\star}<\lambda_{\max }$. Fix $n \geq 0$, assume for each $Q^{i}$ learning problem and TD-learning problem for $1 \leq i \leq n$, every state and every state-action pair are visited infinitely often. Furthermore, sequence $\alpha_{e}$ satisfies

$$
\begin{equation*}
\sum_{e} \alpha_{e}=\infty \quad \text { and } \quad \sum_{e} \alpha_{e}^{2}<\infty . \tag{5.20}
\end{equation*}
$$

Then there exists $N$ large enough and $\epsilon_{g}$ small enough such that if we fix $n=N$ and $\epsilon_{\text {greedy }} \leq \epsilon_{g}$, we will recover a pair of deterministic policies $\pi_{1}, \pi_{2}$ such that $\pi^{\star}=(1-t) \pi_{1}+t \pi_{2}$ for some $0 \leq t \leq 1$ with probability 1 as the number of episode $E_{1}, E_{2} \rightarrow \infty$.

Proof. Following Theorem 5.4.1, first consider the case where $\lambda^{\star}>0$ is unique and $\mathcal{D}^{-}\left(\lambda^{\star}\right)<$ $0<\mathcal{D}^{+}\left(\lambda^{\star}\right)$. Then, as discussed in Theorem 5.4.1, (5.11) and (5.12), there exist some $\epsilon>0$ and policies $\pi_{1}^{\prime}, \pi_{2}^{\prime}$ which differ by one state such that $\pi^{\star}=(1-t) \pi_{1}^{\prime}+t \pi_{2}^{\prime}$ for some $0<t<1$,

$$
\begin{equation*}
\mathcal{D}(\lambda)=\mathcal{D}\left(\lambda^{\star}\right)+\mathcal{D}^{+}\left(\lambda^{\star}\right)\left(\lambda-\lambda^{\star}\right)=\mathcal{R}\left(\pi_{1}^{\prime}, \rho\right)-\lambda\left(C\left(\pi_{1}^{\prime}, \rho\right)-B\right) \tag{5.21}
\end{equation*}
$$

for $\lambda^{\star} \leq \lambda \leq \lambda^{\star}+\epsilon$ and some deterministic $\pi_{1}^{\prime}$ while

$$
\begin{equation*}
\mathcal{D}(\lambda)=\mathcal{D}\left(\lambda^{\star}\right)+\mathcal{D}^{-}\left(\lambda^{\star}\right)\left(\lambda-\lambda^{\star}\right)=\mathcal{R}\left(\pi_{2}^{\prime}, \rho\right)-\lambda\left(C\left(\pi_{2}^{\prime}, \rho\right)-B\right) \tag{5.22}
\end{equation*}
$$

for $\lambda^{\star}-\epsilon \leq \lambda \leq \lambda^{\star}$ and some deterministic $\pi_{2}^{\prime}$. It is clear from the definition of $\mathcal{D}(\lambda)$ and our assumption on the uniqueness of $\pi^{\star}$ that $\pi_{1}^{\prime}=\pi^{\lambda}$ for $\lambda^{\star}<\lambda<\lambda^{\star}+\epsilon$ and $\pi_{2}^{\prime}=\pi^{\lambda}$ for $\lambda^{\star}-\epsilon<\lambda<\lambda^{\star}$. Then, for $n=N$ large enough, where $\left(\lambda_{\max }-\lambda_{\min }\right) / N \leq \epsilon$, we must have some $\lambda^{\star}-\epsilon \leq \lambda_{i} \leq \lambda^{\star} \leq \lambda_{i+1} \leq \lambda^{\star}+\epsilon$ for some $1 \leq i \leq n$ and due to the strict convexity of $\mathcal{D}(\lambda)$ around $\left[\lambda^{\star}-\epsilon, \lambda^{\star}+\epsilon\right.$ ], we must have $\mathcal{D}\left(\lambda_{i}\right)<\mathcal{D}\left(\lambda_{i-1}\right)<\ldots<\mathcal{D}\left(\lambda_{1}\right)$ and $\mathcal{D}\left(\lambda_{i+1}\right)<\mathcal{D}\left(\lambda_{i+2}\right)<$ $\ldots<\mathcal{D}\left(\lambda_{n}\right)$. Now, by the assumption on the $Q$-learning procedure (infinitely often visit for stateaction pair under $\epsilon$-greedy policy, the Robbins-Monro ([164]) type condition (5.20)), it follows that the $Q^{i}$-learning for every $1 \leq i \leq n$ converges to the optimal $Q^{i}$ value (or $\epsilon_{\text {greedy }}$-optimal
assuming optimistic, large initialization for $Q$ values ([165])) and we can recover the optimal value ( $\lambda$-adjusted) function $\max _{a} Q^{i}(s, a)$ with probability 1 as $E \rightarrow \infty([160,159,166])$. Thus, as $E \rightarrow \infty$, we will have $\hat{\mathcal{D}}\left(\lambda_{i}\right)<\hat{\mathcal{D}}\left(\lambda_{i-1}\right)<\ldots<\hat{\mathcal{D}}\left(\lambda_{1}\right)$ and $\hat{\mathcal{D}}\left(\lambda_{i+1}\right)<\hat{\mathcal{D}}\left(\lambda_{i+2}\right)<\ldots<\hat{\mathcal{D}}\left(\lambda_{n}\right)$. On the other hand, the assumption also guarantees that the TD learning on $\hat{v}_{\text {cost }}^{j}$ will converge to $v_{\text {cost }}^{\lambda_{j}}\left(\operatorname{or} v_{\text {cost }}^{\substack{\pi_{\epsilon_{\text {greedy }}}}}\right.$, where $\pi_{\epsilon_{\text {greedy }}}^{\lambda_{j}}$ is the $\epsilon_{\text {greedy }}$ greedy policy from the optimal $\pi^{\lambda_{j}}$ ). If we pick $\epsilon_{\text {greedy }}>0$ small enough, we can make $\sum_{s}\left|v_{\text {cost }}^{\pi^{\lambda_{j}}}(s)-v_{\text {cost }}^{\pi_{\epsilon_{\text {gredy }}}^{\lambda_{j}}}(s)\right| \rho(s)$ arbitrarily small. However, we know from the piece-wise linearity and convexity of $\mathcal{D}(\lambda)$ that, for all $\lambda_{j} \geq \lambda^{\star}$, the gradient $B-C\left(\pi^{\lambda}, \rho\right)>0$ which implies $\sum_{s} v_{\text {cost }}^{\lambda_{j}}(s) \rho(s)=C\left(\pi^{\lambda_{j}}, \rho\right)<B$, and we can find $\epsilon_{\text {greedy }}$ small enough such that $\sum_{s} v_{\text {cost }}^{\substack{\lambda_{g} \\ \lambda_{j} \\ j}}(s) \rho(s)<B$ and thus (in both cases) $\sum_{s} \hat{v}_{\text {cost }}^{j}(s) \rho(s)<B$ with $\lambda_{i+1}=\operatorname{argmin}\left\{\hat{\mathcal{D}}\left(\lambda_{j}\right) \mid \sum_{s} \hat{v}_{\text {cost }}^{j}(s) \rho(s) \leq B\right\}$ implying $\pi_{1}=\pi_{1}^{\prime}$ as $E_{1}, E_{2} \rightarrow \infty$. Similarly we can show $\pi_{2}=\pi_{2}^{\prime}$. For other cases where $\lambda_{\star}=0$ and one or both of $\mathcal{D}^{+}\left(\lambda^{\star}\right)$ and $\mathcal{D}^{-}\left(\lambda^{\star}\right)$ are 0 , it can be shown that the unique deterministic policy $\pi^{\star}$ can be recovered.

Theorem 5.4.2 guarantees that with suitable algorithmic parameter choices, Algorithm 3 can retrieve two candidate optimal policies such that their mixture gives rise to the optimal randomized policy for the constrained problem (5.1). Next we will discuss in more detail the implementation issues, including how to search for the mixture parameter.

### 5.5 Discussion and Implementation

Theorem 5.4.2 not only gives us theoretical guarantees on recovering the candidates for optimal mixtures, but also partially explains why the behavior of a direct primal dual method becomes unstable around convergence. In particular, the splitting of action forces the primal update to search for different optimal polices around the $\lambda^{\star}$ and makes the convergence especially difficult. To overcome such a difficulty, we use the mixing of policies which is to be explained later in this section. The discretization of dual variable $\lambda$ is designed for this purpose as well. Notice this special discretization also allows for efficient parallel computing on different $\lambda$. On the other hand, the conditions can be restrictive in practice and the implementation for Algorithm 3 becomes inefficient as the accuracy parameters increase. In particular, there are several main issues concerning
the implementation of Algorithm 3:

1. How to find the a reasonable set of $\lambda_{\min }, \lambda_{\max }$ ?
2. What if Algorithm 3 cannot converge to the correct pair of policies (e.g. $\pi_{1}$ and $\pi_{2}$ differ by more than one state)?
3. Given two candidate policies $\pi_{1}, \pi_{2}$, and the results from Theorem 5.4.1 that $\pi^{\star}=(1-t) \pi_{1}+$ $t \pi_{2}$ for some $0 \leq t \leq 1$, how do we find $t$ ?

The first point is not a major concern. As mentioned, the dual variable $\lambda$ is one-dimensional and we can use many efficient RL methods such as $Q$-learning. In fact, we can use RCPO efficiently before we run into convergence issues, at which point we can already observe a good range of dual value $\lambda$ for which the optimal $\lambda^{\star}$ is likely to be contained in. To address the second and third issues, we note that in both minimizing $\mathcal{D}(\lambda)$ and mixing $\pi_{t}=(1-t) \pi_{1}+t \pi_{2}$, it is critical to efficiently estimate $C(\pi, \rho)$ for a given policy $\pi$.

Cost Evaluation. Suppose we have found $\pi^{\lambda} \in \underset{\pi \in \Pi_{0}}{\operatorname{argmax}} \mathcal{R}(\pi, \rho)-\lambda C(\pi, \rho)$. Then an estimate of $C\left(\pi^{\lambda}, \rho\right)$ can help evaluate a sub-gradient ([167]) of the piece-wise linear dual function $\mathcal{D}(\lambda)$, which is given by $B-C\left(\pi^{\lambda}, \rho\right)$. This in turn helps decide a search direction for $\lambda^{\star}$ based on firstorder optimization methods. On the other hand, when mixing the policies $\pi_{t}=(1-t) \pi_{1}+t \pi_{2}$, we know from duality that

$$
\begin{equation*}
\mathcal{R}\left(\pi^{\star}\right)=\mathcal{D}\left(\lambda^{\star}\right)=\mathcal{R}\left(\pi_{t}, \rho\right)-\lambda^{\star}\left(C\left(\pi_{t}, \rho\right)-B\right) \tag{5.23}
\end{equation*}
$$

Thus, if we can find $t$ such that $C\left(\pi_{t}, \rho\right)=B$, it then follows from (5.23) that policy $\pi_{t}$ satisfies primal feasibility and optimality simultaneously and is the solution of (5.1).

There are many ways to estimate $C(\pi, \rho)$, e.g., TD-learning $\sum_{s} v_{s} \rho(s)$, or Monte Carlo by [159]. Thus, from now on we assume an efficient oracle $E v a l_{C}(\pi, \rho)$ which takes as input policy $\pi$ and initial distribution $\rho$ and outputs an estimate of $C(\pi, \rho)$.

Dual Variable Range. Given the oracle $E v a l_{C}(\pi, \rho)$, we can construct algorithms that effec-

```
Algorithm 4 Dual Variable Range Selection
    Input: A threshold \(0<\theta<1\) (e.g. \(\theta=1 / 2\) ), step size \(\lambda_{\text {step }}\) and a tolerance for budget constraint
    \(\tau\).
    Initialization: \(\lambda, \lambda_{\min }, \lambda_{\max }\) (e.g. 0)
    Find \(\pi^{\lambda}\) by \(Q\)-learning
    if \(B-\tau \leq E v a l_{C}\left(\pi^{\lambda}, \rho\right) \leq B+\tau\), then
        Break search and accept \(\pi^{\lambda}\) as optimal policy.
    if \(\operatorname{Eval}_{C}\left(\pi^{\lambda}, \rho\right)<(1-\theta) B\) then
        Set \(\lambda_{\max }=\lambda\), Break Search and restart algorithm with \(\lambda \leftarrow \lambda-\lambda_{\text {step }}\). (Also Break if
    \(\lambda_{\max }=0\), suggesting the MDP is unconstrained.)
    if \(\operatorname{Eval}_{C}\left(\pi^{\lambda}, \rho\right)>(1+\theta) B\) then
        Set \(\lambda_{\text {min }}=\lambda\). Break Search and restart algorithm with \(\lambda \leftarrow \lambda+\lambda_{\text {step }}\).
```

tively select a reasonable pair of $\lambda_{\min }$ and $\lambda_{\max }$. In particular, given a $\lambda \geq 0$, if we have found $\pi^{\lambda}$ by $Q$-learning on function $\mathcal{D}(\lambda)$, then by the convexity of $\mathcal{D}(\lambda)$, we know if $C\left(\pi^{\lambda}, \rho\right)>B$, it indicates $\lambda \leq \lambda^{\star}$ whereas if $C\left(\pi^{\lambda}, \rho\right)<B$, it indicates $\lambda \geq \lambda^{\star}$. Thus, we can make use of the oracle $E v a l_{C}(\pi, \rho)$ to estimate $\mathcal{C}(\pi, \rho)$. However, the estimate would inevitably be corrupted by noise so we want to ensure an empirically over-budget policy $\pi$ (i.e. $C(\pi, \rho)>B$ ) is indeed over-budgeted, by setting a "safety margin" $\theta$ to account for statistical significance. For example, if $E v a l_{C}\left(\pi^{\lambda}, \rho\right)>(1+\theta) B$, then with high probability we have $C\left(\pi^{\lambda}, \rho\right)>B$ and we can set $\lambda_{\text {min }}=\lambda$. On the other hand, if during the search we have found a policy $\pi^{\lambda}$ that is close to feasibility (i.e. $C\left(\pi^{\lambda}, \rho\right) \approx B$ ), then we make use of weak duality ([161]):

$$
\mathcal{R}\left(\pi^{\lambda}, \rho\right) \approx \mathcal{R}\left(\pi^{\lambda}, \rho\right)-\lambda\left(C\left(\pi^{\lambda}, \rho\right)-B\right)=\mathcal{D}(\lambda) \geq \mathcal{R}\left(\pi^{\star}, \rho\right)
$$

and accept $\pi^{\lambda}$ as a near-optimal, near-feasible solution. Of course such cases will not occur in general. Based on these discussion, we propose one possible Algorithm 4.

Feasibility Mixing. As we have discussed in (5.23), we need to build an oracle that given two policies $\pi_{1}, \pi_{2}$ with $C\left(\pi_{1}, \rho\right) \leq B$ and $C\left(\pi_{2}, \rho\right) \geq B$, we can find $\pi_{t}=(1-t) \pi_{1}+t \pi_{2}$ satisfying $\mathcal{C}\left(\pi_{t}, \rho\right)=B$. Here we make use of oracle $E v a l_{C}$ again to present an approximate algorithm that combines linear interpolation and bisection to quickly search for a feasible policy. Specifically, for the interpolation part, we notice that, for $L \leq B \leq U,(1-t) L+t U=B$ where $t=\frac{B-L}{U-L}$. In

```
Algorithm 5 Feasibility Mixing
    Input: policies \(\pi_{1}, \pi_{2}\) with \(\operatorname{Eval}_{C}\left(\pi_{1}, \rho\right) \leq B, \operatorname{Eval}_{C}\left(\pi_{2}, \rho\right) \geq B\), a tolerance for the budget \(\tau\)
    Initialize: \(t \leftarrow \frac{B-E v a l_{C}\left(\pi_{1}, \rho\right)}{E v a l_{C}\left(\pi_{2}, \rho\right)-E v a l_{C}\left(\pi_{1}, \rho\right)},\left(\right.\) or \(i \leftarrow 1, t_{i} \leftarrow 1 / 2\) for direct bisection)
    Set policy \(\pi_{t}=(1-t) \pi_{1}+t \pi_{2} B-\tau \leq E v a l_{C}\left(\pi_{t}, \rho\right) \leq B+\tau\), Break search and accept \(\pi_{t}\) as
    optimal policy.
    if \(E v a l_{C}\left(\pi_{t}, \rho\right)<B-\tau\) then
        Update \(\pi_{1} \leftarrow \pi_{t}\) and \(t \leftarrow \frac{B-E v a l_{C}\left(\pi_{1}, \rho\right)}{E v a l_{C}\left(\pi_{2}, \rho\right)-E v a l_{C}\left(\pi_{1}, \rho\right)},\left(\right.\) or \(\left.i \leftarrow i+1 t \leftarrow t+1 / 2^{i}\right)\)
    if \(\operatorname{Eval}_{C}\left(\pi_{t}, \rho\right)>B+\tau\) then
        Update \(\pi_{2} \leftarrow \pi_{t}\) and \(t \leftarrow \frac{B-E v a l_{C}\left(\pi_{1}, \rho\right)}{E v a l_{C}\left(\pi_{2}, \rho\right)-E v a l_{C}\left(\pi_{1}, \rho\right)},\left(\right.\) or \(\left.i \leftarrow i+1 t \leftarrow t-1 / 2^{i}\right)\)
    Output: \(t\left(\right.\) or \(\left.\pi_{t}\right)\).
```

practice, we may use a direct bisection. Feasibility mixing is especially practical because we might only obtain approximately optimal candidate policies $\pi_{1}^{\prime}, \pi_{2}^{\prime}$ (i.e. they might not be the optimal pair of polices) under two dual variables $\lambda_{1}^{\prime}$ and $\lambda_{2}^{\prime}$ (i.e. they might be different from the desired $\lambda_{1}$ and $\lambda_{2}$ in Theorem 5.2) from Algorithm 3 that in turn might only be approximately optimal for $\lambda_{i}^{\prime}$ (meaning that $\left.\mathcal{R}\left(\pi_{i}^{\prime} . \rho\right)-\lambda_{i}^{\prime}\left(C\left(\pi_{i}^{\prime}, \rho\right)-B\right) \leq \mathcal{D}\left(\lambda_{i}\right)\right)$. However, based on the piecewise-linearity and the convexity of $\mathcal{D}(\lambda)$, as long as feasibility mixing is performed, it is straight-forward to show that the reward function of the mixing policy $\pi_{t}$ satisfies $\mathcal{D}\left(\lambda^{\star}\right)-\mathcal{R}\left(\pi_{t}, \rho\right)=O\left(\epsilon_{1} \cdot \epsilon_{2} \cdot \epsilon_{3}\right)$ where $\epsilon_{1}=$ $\max _{1 \leq i \leq 2}\left|\lambda_{i}-\lambda^{\star}\right|, \epsilon_{2}=\max _{1 \leq i \leq 2}\left|\mathcal{D}\left(\lambda_{i}\right)-\mathcal{D}\left(\lambda^{\star}\right)\right|$ and $\epsilon_{3}=\max _{1 \leq i \leq 2}\left|\mathcal{R}\left(\pi_{i}^{\prime} . \rho\right)-\lambda_{i}^{\prime}\left(C\left(\pi_{i}^{\prime}, \rho\right)-B\right)\right|$.

### 5.6 Numerical Experiments

### 5.6.1 Environment Description and Setup

We evaluate the proposed algorithms on a real world dataset collected from [anonymized for review purpose] during a sponsored search campaign portfolio which spans over six months and contains over a million distinct user search trajectories. The dataset provides ad click records of anonymous users before conversion with their corresponding timestamps. The ad click records are associated with a matching of the user's query with a keyword group. This particular dataset has ten different keyword groups each containing hundreds of keywords. Similar to other advertiserspecific data, we do not directly observe the events in which the users did not click on the ad. Similarly, the data does not record the searches for which the ad was not shown to the user for
any reason such as low bid values, budget constraint, etc. On the other hand, a smaller version of the experiment allows a clear validation of our key theorem on policy splitting, because the optimal policy and its two splitting policies in a CMDP is difficult to recover in complicated, large MDPs. However, we note that our algorithm allows for larger experiments in a model-free algorithm setting.

For the experiment setup, we first retrieve the cost information for our sampled dataset with CPC (cost per click) metric averaged at the keyword group level for the similar time period as the collected data. The average cost for the ten keyword groups in our experiment is estimated to be $[0.2,0.4,0.25,0.5,0.3,0.6,0.5,0.3,0.3,0.4]$ in dollars. Additionally, the reward for converting a user is estimated to be worth $\$ 10$ for this campaign. Then, we follow the framework in [168] to establish a CMDP. In particular, user state represents the matching of the user's last query with any of the keyword groups that translates to ten states in our experiment. Then, our action space is binary and includes "advertise" and "do not advertise" actions and transition probabilities between states are directly estimated from the data. In order to overcome the issue of estimating transition probabilities for "do not advertise", we follow the remedy suggested by [168]. That is, we assume the transitions between states are independent of the ad presented to the user if the time period between two consecutive searches is longer than one day. Moreover, we bundle all possible advertisement keywords in 10 keyword groups. Finally, we add 4 states, which contain a beginning state, a conversion state, a non-conversion state and eventually the final state to incorporate the situation where users may convert temporarily but eventually become disinterested in the ad push (see Figure 5.1). Consequently, we have 14 states in our environment in total with a transition probability matrix in $\mathbb{R}^{2 \times 14 \times 14}$. We run Algorithm 3 with hyper-parameters $\lambda_{\min }=0, \lambda_{\max }=2$, $M_{1}=10^{5}, E_{1}=3.5 \times 10^{5}, M_{2}=10^{4}, E_{2}=2 \times 10^{5}, \alpha_{e}=\frac{9}{9+0.2 e}, \epsilon_{\text {greedy }}=0.2, B=0.45$, $\gamma=0.6, \tau=10^{-4}$ and early stopping criterion requires $\|\cdot\|_{\infty}$ norm within $10^{-4}$. The metrics here for reward and cost are averaged accumulative rewards and averaged accumulative costs defined in (1), In order to show the advantage of our method, we pick RCPO as a baseline. For the sake of fairness, all experiments are implemented in Python 3.7 and executed on a standard 1.7 GHz

Dual-Core Intel Core i7.


Figure 5.1: MDP on advertisement (red node denotes a conversion/non-conversion state).

### 5.6.2 Algorithm Performances

Figure 5.2(a) demonstrates the averaged accumulative costs of the two candidate policies (Policy 1 and Policy 2) selected by Algorithm 3. Moreover, for each $\lambda, \mathcal{D}(\lambda)$ can be computed efficiently with RL-methods and its convexity is shown in Figure 5.2(b). After identifying two candidate policies from Algorithm 3, we run Algorithm 5 which mixes the policies to satisfy the budget constraint. As shown in Figure 5.2(c), we start with Policies 1 and 2 corresponding to $t=0$ and 1 and use a simple bisection to search for the target value of $t$. Figure 5.2(d) shows the searching process stabilizes after a few iterations and the corresponding long-run budget for different mixture policies gradually converges to the target budget value. As we expect, in this case the optimal policy comes from the mixture, one policy going over budget and the other under.

To show the robustness of the procedure, we perform a large number of experiments to see the effectiveness of Algorithm 3 in recovering the correct pair of optimal policies. Figure 5.3 (a)(b) shows that, in this example, the correct pair of policies can be recovered in $78 \%$ of the experimental repetitions. More importantly, we plot the distribution of the reward-budget pairs of the resulting mixture policy across all experiments and show that, among the occasions Algorithm 3 does not pick the correct pair, the resulting mixture is still approximately optimal and feasible, within a controllable error margin, showing the stability of the procedure. In addition, we compare the performances between our method and RCPO. As shown in Figure 5.3(c), the learning curve on rewards of RCPO is between the learning curves of two candidate policies. However, as shown in Table 5.1 and $5.3(\mathrm{~d})$, our mixing method can find a randomized policy that has a higher average accumulative reward in lesser time. As discussed, RCPO converges fast initially, yet the convergence slows down and exhibits a zigzag motion when it is quite close to the optimal $\lambda$. Advantageously,
our mixing method bypass this problem around convergence.

| Methods | Accumulative Rewards | Accumulative Costs | Clock Time (s) |
| :--- | :---: | :--- | :---: |
| RCPO | 1.229 | $\mathbf{0 . 4 0 5}$ | 924.961 |
| Policy Mixing $(\tau=1 \mathrm{e}-4)$ | 1.271 | $\mathbf{0 . 4 4 9}$ | 839.708 |
| Policy Mixing $(\tau=1 \mathrm{e}-3)$ | $\mathbf{1 . 2 7 7}$ | $\mathbf{0 . 4 4 9}$ | 702.927 |
| Policy Mixing $(\tau=1 \mathrm{e}-2)$ | 1.276 | $\mathbf{0 . 4 4 9}$ | $\mathbf{5 5 8 . 7 6 3}$ |

Table 5.1: Performance comparison summary (Bold means either the best or valid).


Figure 5.2: (a) Budget estimates of policies with different $\lambda$; (b) Convexity of $D(\lambda)$; (c) Accumulative adjusted rewards during policy mixing; (d) Accumulative costs during policy mixing.


Figure 5.3: (a) Occurrences of policy pairs (Label 0 denotes valid policy pairs with only one state with different actions); (b) Joint distribution of averaged reward and cost, where each dot represents each experiment and the heat map is estimated from kernel density estimation; (c) Learning curves of policies 1,2 and RCPO. A tick on x-axis denotes 500 episodes and y -axis denotes the total rewards for every 500 episodes; (d) MC evaluation of averaged accumulative rewards.

### 5.7 Conclusion

We focus on solving CMDPs which, although arise frequently in practice, are not amenable to efficient solution techniques offered by most established RL-methods on unconstrained problems. Through incorporating the "splitting" property of CMDP in a Lagrangian formulation, our approach investigates the potential issues around convergence for current primal-dual RL-methods and offers a suitable alternative. The approach aims to identify two candidate optimal policies which through mixing would result in an optimal randomized policy of the CMDPs. We illustrate our performances through an online advertising problem with budget calibrated by real-world data.

# Chapter 6: Unbiased Sampling of Multidimensional Partial Differential Equations with Random Input 

Partial differential equations (PDEs) are important tools for modeling physical or financial systems. However, intrinsic variability of the system or measurement errors bring uncertainty into the model and are commonly represented by random input data. In this chapter, we use multilevel Monte Carlo (MLMC) to construct unbiased estimators for expectations of random parabolic PDE. Building on previous works of Giles (2008) and Li et al.(2018), we obtain estimators with finite variance and finite expected computational cost, but bypassing the curse of dimensionality. For the error analysis in random PDE, we combine rough path theory with numerical stochastic analysis in a novel way.

The rough path part is mostly proof and are left in the Supplementary. Interesting readers can turn to [169]. The use of MLMC in random PDE can be justified by the need for an unbiased estimator and Feynman-Kac formula.

### 6.1 Introduction

The heat equation is a classic PDE with many applications. In different contexts, the interpretations for the coefficients of PDE vary. In heat conduction, the equation follows from Fourier's law and the solution represents the temperature of the material, while the coefficients characterize the thermal conductivity of the material. In flow dynamics [170], the heat equation follows from Darcy's law for describing the flow of fluids through a porous medium, where the solution represents the fluid pressure and the coefficients characterize the medium permeability, analogous to Fick's second law in diffusion theory. In mathematical finaince, the heat equation governs the risk-neutral pricing of European-style options with given payoff at maturity where coefficients
represent properties of financial markets and underlyiung assets, including risk-free rate, drift rate, volatility, etc [171]. In general, the coefficients in the heat equation reflect properties of medium or underlying systems. In practice, either due to microscopic heterogeneity of the media, intrinsic variability of the system or measurement error from experiments, the coefficients in the PDE are inherently uncertain and are modeled as random fields in probability space. Related literature on the modeling and analysis for the heterogeneous random medium includes [172, 173, 174, 175]. On the other hand, in derivative pricing, while the diffusion coefficient $\sigma$ can be estimated reasonably accurate due to the characteristics of quadratic variations, the drift coefficient $\mu$ is typically difficult to calibrate and modeled as random variable [176, 177].

Specifically, in this chapter we consider a random parabolic partial differential equation (PDE) $u: \mathcal{X} \times \mathbb{R}^{+} \rightarrow \mathbb{R}$ on a simply connected and compact domain $\mathcal{X} \subseteq \mathbb{R}^{d}:$

$$
\begin{equation*}
\partial_{t} u(x, t)=\mu^{T}(x) D_{x} u(x, t)+\frac{1}{2} \operatorname{trace}\left(\sigma(x) \sigma^{T}(x) D_{x x} u(x, t)\right), \tag{6.1}
\end{equation*}
$$

with known initial condition $u(\cdot, 0)=f(\cdot): \mathbb{R}^{d} \rightarrow \mathbb{R}$, where $\sigma(\cdot): \mathbb{R}^{d} \rightarrow \mathbb{R}^{d \times d^{\prime}}$ is known (sometimes implicitly) but $\boldsymbol{\mu}(\cdot): \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ is a random field on some probability space $(\Omega, \mathcal{F}, \mathbb{P})$. Here $D_{x}$ and $D_{x x}$ denote the first and second order partial derivatives operators, while $\operatorname{trace}(\cdot)$ : $\mathbb{R}^{d \times d} \rightarrow \mathbb{E}$ denotes the trace operator for matrices. Notice randomness propagates in (6.1) through $\boldsymbol{\mu}(\cdot)$. The solution $u$ is implicitly determined by $\mu(\cdot, \omega)$, the realization of $\boldsymbol{\mu}$ and is hence also random, henceforth denoted as $\boldsymbol{u}$. However, for brevity, we suppress its dependence on $\Omega$ and still write $\{u(x, t)\}_{(x, t) \in \mathcal{X} \times \mathbb{R}^{+}}$instead of $\{u(x, t, \omega)\}_{(x, t) \in \mathcal{X} \times \mathbb{R}^{+}}$for the realization of $\boldsymbol{u}$. Generally, we are interested in estimating statistics or functionals of $\boldsymbol{u}$ (failure probability, moments estimation, e.g.) [173, 178]. As dependence of $u$ on $\mu$ is typically implicit and in non-closed form, a popular tool for studying distributional property of $\boldsymbol{u}$ is Monte Carlo method. In particular, we study expectations of the form

$$
\begin{equation*}
v=\mathbb{E}\left[G\left(\boldsymbol{u}\left(x_{1}, t_{1}\right), \ldots, \boldsymbol{u}\left(x_{k}, t_{k}\right)\right)\right], \tag{6.2}
\end{equation*}
$$

for any $\left\{\left(x_{i}, t_{i}\right)\right\}_{i \in[k]} \subseteq \mathcal{X} \times \mathbb{R}^{+}, k \in \mathbb{Z}^{+}$and $G: \mathbb{R}^{k} \rightarrow \mathbb{R}$ satisfying certain regularity conditions.

Notice

$$
\left\{G(\cdot): G(u)=G\left(u\left(x_{1}, t_{1}\right), \ldots, u\left(x_{k}, t_{k}\right)\right) \text { for } k \in \mathbb{Z}^{+} \text {and }\left\{\left(x_{i}, t_{i}\right)\right\}_{i \in[k]} \subseteq \mathcal{X} \times \mathbb{R}^{+}\right\}
$$

only constitutes a proper subset of all functionals of $u$. However, as we shall see, this form of $G$ allows us to bypass the curse of dimensionality and make arbitrarily fine approximation for a wide range of functionals on $u$, as $k$ gets large.

### 6.1.1 Background and review of related results

In this chapter, we provide an unbiased estimator for $v$ in (6.2) and could be efficiently implemented by parallel computing architectures. Due to ease of implementation, Monte Carlo method has been widely used for solving PDEs with random input, including quasi-Monte Carlo and multilevel Monte Carlo methods [179, 180, 181]. On the other hand, spectral stochastic methods, with faster convergence rates but suffering from the curse of dimensionality, are also popular for moderate dimensional problems and include stochastic Galerki method and stochastic collocation method [178, 182, 183]. In general, all such methods, including Monte Carlo methods, require approximations to the PDE solution, using determinsitic slovers such as the finite elements method (FEM), the finite difference method (FDM),the finite volume method, etc [184, 185, 186]. In particualr, recent development from [187] combines multilevel Monte Carlo (see [188, 189, 190]), a randomization scheme (see [191]) and FEM to build an unbiased estimator for the solution of elliptic equations with random inputs and Dirichlet boundary conditions. The variance and the expected computational cost of generating such an estimator are shown to be finite. However, as the error analysis based on FEM depends on the underlying dimension $d$, even though the sampling strategy in [187] achieves a square-root convergence rate, the estimator can achieve both finite variance and finite expected computational cost only when $d \leq 3$. In other words, similar as a substantial amount of recent literature combining the multilevel Monte Carlo technique with the numerical methods for PDE, the procedure in [187] suffers from the curse of dimensionality, as the
rate of convergence (for the numerical solver of PDE and for the estimator) deteriorates with the increase of problem dimensions [184, 179, 186]. On the other hand, Monte Carlo methods with better dependence on problem dimension $d$ are available, but they produce biased estimators [183, 190, 180].

### 6.1.2 Contribution

The contribution of this chapter is to introduce an unbiased estimator for $v$ with finite variance, finite expected computational cost to generate and for arbitrary dimension $d$. Consequently, our method allows for a full Monte Carlo procedure with a traditional square-root convergence rate for any dimension $d$, therefore preserving the well-known characteristic of the Monte Carlo method in combating the curse of dimensionality. Thus, if the parallel computing cores are relatively cheap and wall-clock time is a relatively hard constraint, one can then independent copies the estimator in parallel servers and combine them to provide confidence intervals with squared-root convergence rate for any $d$.

The technical contribution of this chapter is potentially of interest in its own right. In order to bypass the curse dimensionality, the construction of the estimator avoids the numerical approximations of PDE (e.g., FDM, FEM) and instead exploits the connection between the parabolic PDEs and stochastic differential equations (SDEs) using the Feynman-Kac formula. Thus, instead of discretizing the mesh size of numerical PDE, we discretize the step for simulating the path of SDE, combining multilevel Monte Carlo [181] with randomization step [191] and an additional randomization from [192] canceling the bias incurred from randomness of $\mu$. The difficulty arises from the this additional randomization step and requires a non-standard technical development. In particular, error analysis in numerical SDE [181, 185] commonly relies on Gronwall's inequality [193]. However, if the same stochastic analysis were applied here, the estimator could not be shown to exhibit both finite variance and finite expected computational cost. To overcome this issue, we turn to the theory of rough paths to obtain "path-by-path" estimates. The rough path theory [194, 195, 196, 197] has received substantial attention in recent literature due to connections to the
theory of regularity structures and nonlinear stochastic PDEs [198]. Even though a considerable amount of literature has been devoted to explore the relations between the theory of rough paths and stochastic numerical analysis in the context of cubature methods [199] or SDEs [169, 200], rough paths estimates have yet to be connected with numerical analysis of random PDEs. In this chapter, we are able to brige this gap which also allows us to overcome our technical difficulty, adding to the literature combining rough paths theory with numerical stochastic analysis.

The rest of the chapter is organized as follows. In Section 2 we lay out notations and assumptions used throughout the chapter. In Section 3 we present preliminary material and roadmap towars the construction of the unbiased Monte Carlo estimator. In Section 4, we provide theoretical analysis and proofs for properties of the estimator. In Section 5, we present simulation studies on numerical experiments. Finally, proofs omitted in the main sections can be found in the Supplementary. We also include a supplementary material for additional technical proofs.

### 6.2 Preliminaries

### 6.2.1 Notations and assumptions

We use the following notations and terminology throughout the chapter. The Frobenius norm of vectors and matrices is $\|\cdot\|_{F}$. The supreme norm is denoted as $\|\cdot\|_{\infty}$. The $d$-dimensional Gaussian random vector with mean $\theta \in \mathbb{R}^{d}$ and covariance matrix $\Sigma \in \mathbb{R}^{d \times d}$ is denoted $\mathcal{N}(\theta, \Sigma)$. For a natural number $k \in \mathbb{Z}^{+}$, we denote $[k]$ to be the set $\{1, \ldots, k\}$. As before, $D_{x}$ and $D_{x x}$ denote the first and second order (partial) derivatives operators with respect to variables in $\mathcal{X}$. We also use $\partial$ operator to specify the components of differentiation. For use $X \stackrel{\mathcal{D}}{=} Y$ to denote two random variables (or stoachastic process) equal in distribution.

Moreover, given $L>0$, we denote $\mathcal{L}(L)$ to be the space of bounded, Lipschitz continuous and twice continuously differentiable functions defined on $\mathbb{R}^{d}$ (range not sepcified) such that $\mu \in \mathcal{L}(L)$ if

$$
\begin{equation*}
\|\mu\|_{\infty} \leq L, \quad\left\|D_{x} \mu\right\|_{\infty} \leq L \quad \text { and }\left\|D_{x x} \mu\right\|_{\infty} \leq L . \tag{6.3}
\end{equation*}
$$

It is worth noting that the analysis somtimes simplifies when we focus on $\mathcal{L}(L)$ for $L>1$. However, since $\mathcal{L}\left(L_{1}\right) \subseteq \mathcal{L}\left(L_{2}\right)$ for $L_{2} \geq L_{1}$, we always assume $L>1$ without loss of generality when we say $\mu \in \mathcal{L}(L)$. We also write $\mu \in \mathcal{L}$ when the constant $L$ exists but does not need to be specified. We denote $\operatorname{poly}(\cdot)$ (or $\operatorname{poly}(\cdot, \cdot), \operatorname{poly}(\cdot, \cdot, \cdot)$, etc) to be a (multivariable) polynomial function.

Throughout the chapter, we assume the following regularity conditions. First, we need a Karhunen-Loève type of representation for the random field $\mu$.

Assumption 5. The random field $\boldsymbol{\mu}: \mathcal{X} \times \Omega \rightarrow \mathbb{R}^{d}$ has the following expansion

$$
\begin{equation*}
\mu(\cdot, \omega)=\sum_{i=1}^{\infty} \frac{\lambda_{i}}{i^{q}} \cdot V_{i}(\omega) \cdot \psi_{i}(\cdot) \tag{6.4}
\end{equation*}
$$

where $q>4$ is a fixed constant, $\left\{\lambda_{i}\right\}_{i \geq 1} \subseteq \mathbb{R}$ is uniformly bounded, $\left\{\boldsymbol{V}_{i}\right\}_{i \geq 1}$ is a sequence of i.i.d. $\mathcal{N}\left(\mathbf{0}, \Sigma_{i}\right)$ and $\psi_{i}(\cdot): \mathbb{R}^{d} \rightarrow \mathbb{R}$ is a sequence of deterministic functions. Moreover, there exists a constant $L>1$ such that for $i \geq 1$,

$$
\begin{equation*}
\max _{i}\left\|\Sigma_{i}\right\|_{F}<L, \quad\left\|\psi_{i}\right\|_{\infty}<L,\left\|D_{x} \psi_{i}\right\|_{\infty}<i L, \text { and }\left\|D_{x x} \psi_{i}\right\|_{\infty}<i^{2} L \tag{6.5}
\end{equation*}
$$

In fact the proof does not require the assumption on $\left\{\boldsymbol{V}_{\boldsymbol{i}}\right\}_{i}$ being Gaussian. We only need the tails of $\left\{\left\|\boldsymbol{V}_{i}\right\|_{\infty}\right\}_{i}$ to decay exponentially fast and uniformly in $i$ (see Supplementary).

Given the representation in (6.4), we provide a technical lemma. Denote $\boldsymbol{S}_{n}$ as the partial sum process for $\boldsymbol{\mu}$ in (6.4):

$$
S_{n}(\cdot, \omega)=\sum_{i=1}^{n} \frac{\lambda_{i}}{i^{q}} \cdot V_{i}(\omega) \cdot \psi_{i}(\cdot)
$$

Lemma 13. Under Assumption 5, there exists a random variable $\boldsymbol{L}_{1}>1$ on $(\Omega, \mathcal{F}, \mathbb{P})$ such that $\mathbb{E}\left(e^{t \boldsymbol{L}_{1}}\right)<\infty$ for $t \in \mathbb{R}^{+}$and $\{\boldsymbol{\mu}\} \cup\left\{\boldsymbol{S}_{n}\right\}_{n \geq 1} \subseteq \mathcal{L}\left(\boldsymbol{L}_{\mathbf{1}}\right)$ almost surely.

We also need the following smoothness conditions on the deterministic functions $\sigma, f$ and $G$.

Assumption 6. There exists a constant $L>1$ such that $\sigma(\cdot), f(\cdot)$ and $G(\cdot)$ defined in (6.1) and (6.2) are in $\mathcal{L}(L)$.

### 6.2.2 Definitions

In this section we present definitions from antithetic multilevel Monte Carlo for SDEs [181] related to our estimator. Let $B(\cdot)$ be a $d^{\prime}$-dimensional standard Brownian motion and $B_{j}(\cdot)$ be its $j$-th component for $j \in\left[d^{\prime}\right]$.

Definition 2. For $n \geq 0$, define $\Delta t_{n} \triangleq 2^{-n}$ and $t_{k}^{n} \triangleq k \Delta t_{n}$. Define $\Delta B_{k}^{n} \triangleq B\left(t_{k+1}^{n}\right)-B\left(t_{k}^{n}\right)$ and $\Delta B_{j, k}^{n} \triangleq B_{j}\left(t_{k+1}^{n}\right)-B_{j}\left(t_{k}^{n}\right)$ as the Brownian increments of step size $\Delta t_{n}$ at $t_{k}^{n}$ and its $j$-th component for $j \in\left[d^{\prime}\right]$.

Definition 3. Given $n \geq 0$ and a sequence of Brownian increments $\left\{\Delta B_{k}^{n}\right\}_{0 \leq k \leq 2^{n}-1} \subseteq \mathbb{R}^{\left[d^{\prime}\right]}$. For $i, j \in\left[d^{\prime}\right], \widetilde{A}_{i j}$ is defined on $\left\{\left(t_{k}^{n}, t_{k+1}^{n}\right)\right\}_{0 \leq k \leq 2^{n}-1}$ :

$$
\begin{equation*}
\widetilde{A}_{i j}\left(t_{k}^{n}, t_{k+1}^{n}\right) \triangleq \frac{\Delta B_{i, k}^{n} \cdot \Delta B_{j, k}^{n}-\boldsymbol{I}_{i j} \cdot\left(\Delta t_{n}\right)}{2} \tag{6.6}
\end{equation*}
$$

where $\boldsymbol{I}$ is the $d^{\prime}$-dimensional identity matrix.

Definition 4. Given $n \geq 0$ and a sequence of Brownian increments $\left\{\Delta B_{k}^{n}\right\}_{0 \leq k \leq 2^{n}-1}$, define the sequence of antithetic Brownian increments $\left\{\Delta B_{k}^{n, a}\right\}_{0 \leq k \leq 2^{n}-1}$ as

$$
\begin{equation*}
\Delta B_{2 m}^{n, a} \triangleq \Delta B_{2 m+1}^{n} \quad \text { and } \quad \Delta B_{2 m+1}^{n, a} \triangleq \Delta B_{2 m}^{n} \quad \text { for } 0 \leq m \leq 2^{n-1}-1 \tag{6.7}
\end{equation*}
$$

The $\widetilde{A}_{i j}$ for $i, j \in\left[d^{\prime}\right]$ in (6.6) can be equivalently defined for $\left\{\Delta B_{k}^{n, a}\right\}_{0 \leq k \leq 2^{n}-1}$. We denote it as $\widetilde{A}_{i j}^{a}$. It also follows from Definition 4, given Brownian motion $B(\cdot)$,

$$
\begin{equation*}
\Delta B_{2 k}^{n}+\Delta B_{2 k+1}^{n}=\Delta B_{k}^{n-1}=\Delta B_{2 k+1}^{n, a}+\Delta B_{2 k}^{n, a} \tag{6.8}
\end{equation*}
$$

for $n \geq 1,0 \leq k \leq 2^{n-1}-1$.
Moreover, it is easy to check that $\left\{\Delta B_{k}^{n}\right\}_{0 \leq k \leq 2^{n}-1} \stackrel{\mathcal{D}}{=}\left\{\Delta B_{k}^{n, a}\right\}_{0 \leq k \leq 2^{n}-1}$ for $n \geq 0$.

Definition 5. Given the representation of $\boldsymbol{\mu}$ in (6.4) and $\gamma>0$, define $\boldsymbol{\mu}^{(n)}$ as

$$
\mu^{(n)}(\cdot, \omega) \triangleq \sum_{i=1}^{\left\lfloor 2^{n \gamma}\right\rfloor} \frac{\lambda_{i}}{i^{q}} \cdot V_{i}(\omega) \cdot \psi_{i}(\cdot),
$$

and the $i$-th component of $\boldsymbol{\mu}^{(n)}$ is denoted $\boldsymbol{\mu}_{i}^{(n)}$ for $i \in[d]$.
Note in Definition 5 we supress the dependence on $\gamma$ as we treat it as one of the hyperparameters which is considered fixed throughout the chapter. The details will be provided in the sequel. Finally, it follows directly that $\left\{\boldsymbol{\mu}^{(n)}\right\}_{n \geq 0} \subseteq \mathcal{L}\left(\boldsymbol{L}_{1}\right)$ for the same $\boldsymbol{L}_{1}$ in Lemma 13 .

### 6.3 Construction of the unbiased estimator

We denote $W$ as our unbiased estimator for $v$ in (6.2). In this section we present the construction of $W$ in several steps. For ease of presentation, we illustrate the case for $k=1$ and $t=1$ in (6.2). The case for general $(k, t) \in \mathbb{Z}^{+} \times \mathbb{R}^{+}$follows in a straightforward manner.

### 6.3.1 Probabilistic representation of $u(x, t)$

For $\mu \in \mathcal{L}$, the solution $u(x, t)$ in (6.1) is connected to a $d$-dimensional diffusion process by the Feynman-Kac formula. For a brief introduction on SDE and Feynman-Kac formula, see, e.g., [201, 202].

Proposition 7. Suppose $(x, t) \in \mathcal{X} \times \mathbb{R}^{+}$and $\mu(\cdot) \in \mathcal{L}$ in (6.1). Then under Assumption 6, solution of the PDE in (6.1) satisfies

$$
\begin{equation*}
u(x, t)=\mathbb{E} f\left(X_{t}\right), \tag{6.9}
\end{equation*}
$$

where the expectation is taken w.r.t. to the d-dimensional diffusion process $\left\{X_{s}\right\}_{0 \leq s \leq t}$ with $X_{0}=x$ and governed by the SDE (i.e., the unique strong solution):

$$
\begin{equation*}
d X_{s}=\mu\left(X_{s}\right) d t+\sigma\left(X_{s}\right) d B_{s} \tag{6.10}
\end{equation*}
$$

for $0 \leq s \leq t$. Here $B_{s}$ is a $d^{\prime}$-dimensional Brownian motion.

Proof. For $\mu \in \mathcal{L}$, the existence and uniqueness of strong solution $\left\{X_{s}, 0 \leq s \leq t\right\}$ follow from the Lipschitz condition on $\sigma(\cdot)$. The rest follows from the Feynman-Kac formula (see Section 4.4 in [201]).

We motivate the construction of $W$ in two steps. First, given $\mu(\cdot, \omega)$, we construct an estimator $Z(\mu)$ such that $\mathbb{E} Z(\mu)=u(x, 1)$ (we are letting $t=1$ w.l.o.g). We write $Z(\mu)$ to stress that $Z$ is constructed while keeping the random field realization $\mu$ fixed. Here the expectation is not taken w.r.t the randomness in $\boldsymbol{\mu}$ but the randomness in the estimator $Z$ itself. Next, we construct estimator $W(\mu)$ such that $\mathbb{E} W(\mu)=G(\mathbb{E} Z(\mu))=G(u(x, 1))$, again with $\mu$ fixed. After these two steps, we can sample $\boldsymbol{\mu}$ and construct $W=W(\boldsymbol{\mu})$ as above. Then, the unbiasedness of $W$ follows:

$$
\begin{equation*}
\mathbb{E} W=\mathbb{E}[\mathbb{E}[W(\mu) \mid \boldsymbol{\mu}=\mu]]=\mathbb{E}[\mathbb{E}[G(u(x, 1)) \mid \boldsymbol{\mu}=\mu]]=\mathbb{E}[G(\boldsymbol{u}(x, 1))]=v . \tag{6.11}
\end{equation*}
$$

Notice this construction does not guarantee the finite variance or finite expected computational cost of $W$ for arbitary dimension $d$. For now we focus on the construction of $Z$ and $W$.

### 6.3.2 Multilevel Monte Carlo

Section 6.3.1 allows for estimators based on discretization schemes for SDEs (e.g., Euler scheme, Milstein scheme, see [185]) rather than the ones for PDEs (e.g., FEM, FDM), which do not suffer from curse of dimensionality in the context of linear parabolic PDEs. However, estimators directly from numerical schemes are biased. The multilevel Monte Carlo method (MLMC) combines different "levels" of numerical estimators [189, 190]. In particular,

$$
\begin{equation*}
Z_{\mathrm{MLMC}}=\sum_{n=0}^{N} \frac{1}{M_{n}} \sum_{i=1}^{M_{n}} \Delta_{n}^{(i)}+\frac{1}{N_{0}} \sum_{i=1}^{N_{0}} f\left(X_{0}^{(i)}(1)\right) . \tag{6.12}
\end{equation*}
$$

where $\left\{\Delta_{n}^{(i)}\right\}_{i \in\left[M_{n}\right]}$ and $\left\{X_{0}^{(i)}(1)\right\}_{i \in\left[M_{0}\right]}$ are generally I.I.D. copies. Here, $\Delta_{n}$ is any estimator satisfying

$$
\begin{equation*}
\mathbb{E} \Delta_{n}=\mathbb{E} f\left(X_{n+1}(1)\right)-\mathbb{E} f\left(X_{n}(1)\right), \tag{6.13}
\end{equation*}
$$

where $X_{m}(1)$ for $m \geq 0$ corresponds to any discretization scheme for SDE solution $X_{t}$ from (6.10) at $t=1$ and $m$ is a generic index indicating the level of discretization. $N$ is a truncating integer (typically large) for the telescope sum

$$
\mathbb{E} Z_{\mathrm{MLMC}}=\sum_{n=0}^{N} \mathbb{E} f\left(X_{n+1}(1)\right)-\mathbb{E} f\left(X_{n}(1)\right)+\mathbb{E} f\left(X_{0}(1)\right)=\mathbb{E} f\left(X_{N+1}(1)\right),
$$

to control bias. However, the advantage of MLMC is the variance reduction from the efficient coupling in $\Delta_{n}[188,189]$. In fact, the finite variance of our estimator hinges on $\Delta_{n}$ proposed by so called antithetic MLMC for multidimensional SDEs [181].

However, in this chapter, we do not assume we can explicitly sample $\boldsymbol{\mu}$ in (6.4). Thus, we can not directly apply the antithetic MLMC in [181] as we need to approximate the random field by $\boldsymbol{\mu}^{(n)}$ in Definition 5. We summarize our discretization scheme into the following Algorithm: Num_Sol $(\cdot, \cdot, \cdot)$. Notations in Algorithm Num_Sol $(\cdot, \cdot, \cdot)$ are defined in Section 6.2.2, and $\gamma>0$ is considered fixed, to be sepcified later.

```
Algorithm 6 Num_Sol: discretization scheme for SDE
    procedure NUM_SOL \(\left(x, n,\left\{\Delta B_{k}^{n}\right\}_{0 \leq k \leq 2^{n}-1}\right)\)
    input: starting point \(x \in \mathbb{R}^{d}\), discretization level \(n \geq 0\) and Brownian increments
    \(\left\{\Delta B_{k}^{n}\right\}_{0 \leq k \leq 2^{n}-1}\).
    3: \(\quad X_{n}(0) \leftarrow x, \mu^{(n)}(\cdot) \leftarrow \sum_{i=1}^{\left\lfloor 2^{n \gamma}\right\rfloor} \frac{\lambda_{i}}{i^{q}} V_{i} \phi_{i}(\cdot)\)
        compute \(\left\{\widetilde{A}_{i j}\left(t_{k}^{n}, t_{k+1}^{n}\right)\right\}_{i, j \in\left[d^{\prime}\right], 0 \leq k \leq 2^{n}-1}\) from \(\left\{\Delta B_{k}^{n}\right\}_{0 \leq k \leq 2^{n}-1}\)
        for \(0 \leq k \leq 2^{n}-1\) and \(i \in[d]\) do
            \(X_{i, n}\left(t_{k+1}^{n}\right) \leftarrow X_{i, n}\left(t_{k}^{n}\right)+\mu_{i}^{(n)}\left(X_{n}\left(t_{k}^{n}\right)\right) \Delta t_{n}+\sum_{j=1}^{d^{\prime}} \sigma_{i j}\left(X_{n}\left(t_{k}^{n}\right)\right) \Delta B_{j, k}^{n}\)
            \(+\sum_{j=1}^{d^{\prime}} \sum_{l=1}^{d} \sum_{m=1}^{d^{\prime}} \frac{\partial \sigma_{i j}}{\partial x_{l}}\left(X_{n}\left(t_{k}^{n}\right)\right) \sigma_{l m}\left(X_{n}\left(t_{k}^{n}\right)\right) \widetilde{A}_{m j}\left(t_{k}^{n}, t_{k+1}^{n}\right)\)
        output: \(\left\{X_{i, n}\left(t_{k}^{n}\right)\right\}_{i \in[d], 0 \leq k \leq 2^{n}}\left(\right.\) or \(\left.\left\{X_{n}\left(t_{k}^{n}\right)\right\}_{0 \leq k \leq 2^{n}} \subseteq \mathbb{R}^{d}\right)\)
```

From (6.8) in Remark 6.2.2, given $\left\{\Delta B_{k}^{n+1}\right\}_{0 \leq k \leq 2^{n+1}-1}$, we create $\left\{\Delta B_{k}^{n}\right\}_{0 \leq k \leq 2^{n}-1}$ and $\left\{\Delta B_{k}^{n+1}\right\}_{0 \leq k \leq 2^{n+1}-1}$. The $\Delta_{n}$ in the modified antithetic scheme uses coupling of three discretizations from the three

Brownian increments above:

$$
\begin{equation*}
\Delta_{n} \triangleq \frac{1}{2}\left(f\left(X_{n+1}^{f}(1)\right)+f\left(X_{n+1}^{a}(1)\right)\right)-f\left(X_{n}(1)\right) \tag{6.14}
\end{equation*}
$$

where

$$
\begin{align*}
X_{n+1}^{f}(\cdot) & \leftarrow \operatorname{Num} \_\operatorname{Sol}\left(x, n+1,\left\{\Delta B_{k}^{n+1}\right\}_{1 \leq k \leq 2^{n+1}-1}\right) \\
X_{n+1}^{a}(\cdot) & \leftarrow \operatorname{Num} \_\operatorname{Sol}\left(x, n+1,\left\{\Delta B_{k}^{n+1, a}\right\}_{1 \leq k \leq 2^{n+1}-1}\right) \\
X_{n}(\cdot) & \leftarrow \operatorname{Num} \_\operatorname{Sol}\left(x, n,\left\{\Delta B_{k}^{n}\right\}_{1 \leq k \leq 2^{n}-1}\right) \tag{6.15}
\end{align*}
$$

The notations $X_{n+1}^{f}$ and $X_{n+1}^{a}$ comes from [181]. They represent the "fine" and "antithetic" solutions on level $n+1$ versus the"coarse" solution $X_{n}$ on level $n$. Moreover, note (6.13) is satisfied for $\Delta_{n}$ in (6.14). In particular, $X^{f}(\cdot) \stackrel{\mathcal{D}}{=} X^{a}(\cdot)$ since $\left\{\Delta B_{k}^{n}\right\}_{0 \leq k \leq 2^{n}-1} \stackrel{\mathcal{D}}{=}\left\{\Delta B_{k}^{n, a}\right\}_{0 \leq k \leq 2^{n}-1}$.

### 6.3.3 Bias removal via additional randomization

After the construction of MLMC (6.12), we note the bias exists as long as $N$ is finite. In this section we present a bias removal technique via additonal randomness, originally proposed by [192, 191], for the construction of both $Z$ and $W$ in Section 6.3.1.

Definition 6 (Construction of $Z(\mu)$ ). Given $\theta>0$, a fixed hyperparameter, let $N \sim G e o m\left(1-2^{-\theta}\right)$ be a geometric R.V. with $p_{n} \triangleq \mathbb{P}(N=n)=\left(1-2^{-\theta}\right)\left(2^{-\theta n}\right), n \geq 0$. Let $n_{0} \geq 0$ be the base discretization level for estimator $X_{n_{0}} \leftarrow \operatorname{Num} \operatorname{Sol}\left(x, n_{0}\right.$, $\left\{\Delta B_{k}^{n_{0}}\right\}_{1 \leq k \leq 2^{n_{0}-1}}$ ) and $\Delta_{n}$ as defined in (6.14). Then

$$
\begin{equation*}
Z(\mu) \triangleq f\left(X_{n_{0}}(1)\right)+\frac{\Delta_{N+n_{0}}}{p_{N}} . \tag{6.16}
\end{equation*}
$$

In practice, a larger value of $n_{0}$ gives lower variance of $Z$ at the cost of a higher computational cost. We can use the same Brownian path to for $X_{n_{0}}(1)$ and $\Delta_{N+n_{0}}$ in (6.16). We summarize the procedure for obtaining $Z(\mu)$ into an Algorithm: Unbiased_Z $(\cdot, \cdot)$.

```
Algorithm 7 Generate \(Z(\mu)\) (hyperparameters \(\theta\) and \(\gamma\) fixed)
    procedure UnBIASED_Z \(\left(x, n_{0}\right)\) with input \(x \in \mathbb{R}^{d}\) and \(n_{0} \geq 0\).
    2: \(\quad\) Generate \(N \leftarrow \operatorname{Geom}\left(1-2^{-\theta}\right)\), and \(\boldsymbol{V}_{i} \leftarrow \mathcal{N}\left(0, \Sigma_{i}\right)\) for \(1 \leq i \leq\left\lfloor 2^{\left(N+n_{0}+1\right) \gamma}\right\rfloor\).
    3: \(\quad \mu^{\left(N+n_{0}+1\right)} \leftarrow \sum_{i=1}^{\left\lfloor 2^{\left(N+n_{0}+1\right) \gamma}\right\rfloor} \frac{\lambda_{i}}{i q} V_{i} \phi_{i}(\cdot)\) and same for \(\mu^{\left(N+n_{0}\right)}, \mu^{\left(n_{0}\right)}\)
    4: \(\quad\) sample a Brownian path at times \(\left\{t_{k}^{N+n_{0}+1}\right\}_{0 \leq k \leq 2^{N+n_{0}+1}}\)
    5: store Brownian increments \(\left\{\Delta B_{k}^{N+n_{0}+1}\right\}_{0 \leq k \leq 2^{N+n_{0}+1}-1},\left\{\Delta B_{k}^{n_{0}}\right\}_{0 \leq k \leq 2^{n_{0}}-1}\)
    6: store \(\left\{\Delta B_{k}^{N+n_{0}+1, a}\right\}_{0 \leq k \leq 2^{N+n_{0}+1}-1}\) and \(\left\{\Delta B_{k}^{N+n_{0}}\right\}_{0 \leq k \leq 2^{N+n_{0}}-1}\)
    7: \(\quad X_{n_{0}}(\cdot) \leftarrow \operatorname{Num} \operatorname{Sol}^{\operatorname{Sol}\left(x, n_{0},\left\{\Delta B_{k}^{n_{0}}\right\}_{1 \leq k \leq 2^{n_{0}-1}}\right) \text { and } p_{N} \leftarrow\left(1-2^{-\theta}\right)\left(2^{-\theta N}\right), ~(1)}\)
    8: \(\quad\) Compute \(\Delta_{N+n_{0}}\) from (6.15) and (6.14)
    9: \(\quad\) Output \(Z(\mu) \leftarrow \frac{\Delta_{N+n_{0}}}{p_{N}}+f\left(X_{n_{0}}(1)\right)\)
```

The additional randomness via geometric R.V. is also used for debiasing $W(\mu)$. We summarize the Algorithm: Unbiased_W for generateing $W(\mu)$, for a general $k \in \mathbb{Z}^{+}$and $G(\cdot): \mathbb{R}^{k} \rightarrow \mathbb{R}$.

Definition 7. Given $M \in \mathbb{Z}^{+}$and $\left\{Z_{i j}\right\}_{i \in[k], j \in[M]}$. For $a, b \in \mathbb{Z}^{+}$and $a \leq b \leq M$,

$$
\begin{equation*}
S\left(a, b ;\left\{Z_{i j}\right\}\right) \triangleq G\left(\frac{1}{b-a+1} \sum_{j=a}^{b} Z_{1 j}, \ldots, \frac{1}{b-a+1} \sum_{j=a}^{b} Z_{k j}\right) \tag{6.17}
\end{equation*}
$$

Definition 8 (Construction of $W(\mu)$ ). Let $\left\{Z_{i}(\mu)\right\}_{i}$ be I.I.D. copies of random variables $Z(\mu)$ in (6.16). Define

$$
\begin{align*}
\widetilde{\Delta}_{n} \triangleq & S\left(1,2^{\widetilde{N}+n_{1}+1} ;\left\{Z_{i j}\right\}\right) \\
& -\frac{1}{2}\left(S\left(1,2^{\widetilde{N}+n_{1}} ;\left\{Z_{i j}\right\}\right)+S\left(2^{\widetilde{N}+n_{1}}+1,2^{\widetilde{N}+n_{1}+1} ;\left\{Z_{i j}\right\}\right)\right) . \tag{6.18}
\end{align*}
$$

Let $n_{1} \geq 1$ be the base level and $\widetilde{N} \sim \operatorname{Geom}\left(1-2^{-1.5}\right)$ with $\widetilde{p}_{n} \triangleq \mathbb{P}(\widetilde{N}=n)=2^{-1.5 n}\left(1-2^{-1.5}\right)$ for $n \geq 0$. Then,

$$
\begin{equation*}
W(\mu)=\frac{\widetilde{\Delta}_{\widetilde{N}+n_{1}}}{\widetilde{p}_{\widetilde{N}}}+S\left(1,2^{n_{1}} ;\left\{Z_{i j}\right\}\right) . \tag{6.19}
\end{equation*}
$$

```
Algorithm 8 Generate \(W(\mu)\).
    procedure UnBIASED_W \(\left(\left\{x_{i}\right\}_{i \in[k]}, n_{0}, n_{1}\right)\)
    2: \(\quad\) input: starting points \(\left\{x_{i}\right\}_{i \in[k]} \subseteq \mathbb{R}^{d}\), base level \(n_{0} \geq 0\) and \(n_{1} \geq 1\).
    3: \(\quad\) Generate \(\widetilde{N} \leftarrow \operatorname{Geom}\left(1-2^{-1.5}\right)\)
    4: \(\quad\) for \(1 \leq i \leq k\) do
    5: \(\quad\) for \(1 \leq j \leq 2^{\widetilde{N}+n_{1}+1}\) do
    6: \(\quad\) Generate \(Z_{i j} \leftarrow\) UnBiASED_Z \(\left(x_{i}, n_{0}\right)\)
    7: \(\quad\) compute \(\widetilde{\Delta}_{\widetilde{N}+n_{1}}\) in (6.18) and \(S\left(1,2^{n_{1}} ;\left\{Z_{i j}\right\}\right)\)
    8: \(\quad p_{\widetilde{N}} \leftarrow 2^{-1.5 \widetilde{N}}\left(1-2^{-1.5}\right)\)
    9: \(\quad\) Output \(W(\mu) \leftarrow \frac{\widetilde{\Delta}_{\tilde{N}+n_{1}}}{p_{\tilde{N}}}+S\left(1,2^{n_{1}} ;\left\{Z_{i j}\right\}\right)\)
```

Notice that if we denote $N_{i j}$ to be the geometric random variable generated for $Z_{i j} \rightarrow \operatorname{Unbiased} Z\left(x_{i}, n_{0}\right)$. Then, let

$$
m=\max _{i \in[k], j \in\left[2^{\tilde{N}+n_{1}+1}\right]} N_{i j} \quad \text { and } \quad M=\left\lfloor 2^{\left(m+n_{0}+1\right) \gamma}\right\rfloor .
$$

We only need to generate $\boldsymbol{V}_{1}, \ldots, \boldsymbol{V}_{M}$ for approximating random field $\boldsymbol{\mu}$ and use them for generating all $\left\{Z_{i j}\right\}$.

### 6.4 Main results

In this section, we present the analysis on the moments and complexity for estimator $W$ and $Z$. We show our estimator for $v$ is unbiased, has a finite variance and can be generated with finite computational cost.

### 6.4.1 Unbiasedness

To show the unbiasedness of $Z$, we need a couple of a technical lemma on the approximation error from the discretization scheme $X_{n}(\cdot) \leftarrow$ Num_Sol.

Lemma 14. Given $\mu \cup\left\{\mu^{(n)}\right\}_{n \geq 1} \subseteq \mathcal{L}\left(L_{1}\right)$ for $L_{1}>1$, let $\left\{X_{t}\right\}_{t \in[0,1]}$ be the solution of the SDE in (6.10) and $\left\{X_{n}\left(t_{k}^{n}\right)\right\}_{0 \leq k \leq 2^{n}}$ be the numerical solution from Num_Sol. Then, for appropriate choice
of $\gamma$ and $\theta$, there exists $\epsilon>0$ and $C>1$ such that,

$$
\begin{equation*}
\mathbb{E}\left\|X_{n}(t)-X_{t}\right\|_{\infty}^{4} \leq e^{C L_{1}} \Delta t_{n}^{2-\epsilon} \tag{6.20}
\end{equation*}
$$

for all $t \in\left\{t_{k}^{n}\right\}_{0 \leq k \leq 2^{n}}$.

Given $\mu \in \mathcal{L}\left(L_{1}\right)$, typical results from stochastic analysis (e.g.,[181]) show that $\mathbb{E} \| X_{n}(t)-$ $X_{t} \|_{\infty}^{4}=O\left(\Delta t_{n}^{2}\right)$. Such is a standard error bound for numerical SDEs obtained from Gronwall's inequality $[193,185]$ which has the form

$$
\begin{equation*}
\mathbb{E}\left\|X_{n}(t)-X_{t}\right\|_{\infty}^{4} \leq e^{C L_{1}^{4}} \Delta t_{n}^{2}, \tag{6.21}
\end{equation*}
$$

However, when $\boldsymbol{\mu}$ is random and $e^{\boldsymbol{L}_{1}^{p}}$ may not have finite expectation for $p$ greater than 1 , which becomes a technical challenge for showing finite variance. Instead of Gronwall's inequality, we use rough path techniques in [200] to develop an path-wise bound and trade the term $e^{C L_{1}^{p}}$ for $e^{C L_{1}}$ by giving up $\epsilon$ order from $\Delta t_{n}^{2}$ in (6.21).

Corollary 6.4.0.1. Under the same setting of Lemma 14 plus Assumption 6, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbb{E} f\left(X_{n}(1)\right)=\mathbb{E} f\left(X_{1}\right) \tag{6.22}
\end{equation*}
$$

Proof. From Assumption 6 and Cauchy-Schwarz inequality, we have

$$
\begin{equation*}
\mathbb{E}\left(f\left(X_{n}(1)\right)-f\left(X_{1}\right)\right)^{2} \leq L^{2} \mathbb{E}\left\|X_{n}(1)-X_{1}\right\|_{\infty}^{2} \leq L^{2} \sqrt{\mathbb{E}\left\|X_{n}(1)-X_{1}\right\|_{\infty}^{4}} \tag{6.23}
\end{equation*}
$$

which converge to 0 by Lemma 14 .

Lemma 15. Under the same setting of Lemma 14 plus Assumption 6, we have

$$
\mathbb{E} Z=u(x, 1)
$$

Proof. Note

$$
\mathbb{E}\left[\frac{\Delta_{N+n_{0}}}{p_{N}}\right]=\mathbb{E}\left[\mathbb{E}\left[\left.\frac{\Delta_{N+n_{0}}}{p_{N}} \right\rvert\, N\right]\right]=\sum_{n=0}^{\infty} \frac{\mathbb{E} \Delta_{n+n_{0}}}{p_{n}} \cdot p_{n}=\sum_{n=0}^{\infty} \mathbb{E} \Delta_{n+n_{0}}
$$

It then follows from (6.13) and Lemma 14 that

$$
\mathbb{E} Z=\mathbb{E} f X_{n_{0}}(1)+\sum_{n=0}^{\infty} \mathbb{E} f X_{n+n_{0}+1}(1)-\mathbb{E} f X_{n+n_{0}}(1)=\mathbb{E} f X_{1} .
$$

The conclusion now follows from Proposition 7.

Lemma 15 proves the unbiasedness of $Z$. We also need technical lemmas on the fourth moment of $\Delta_{n}$ and $Z$. Note finite fourth moment implies finite variance.

Lemma 16. Under the same setting of Lemma 14, there exist $\delta>0$ and $C>1$ that

$$
\begin{gather*}
\mathbb{E} \Delta_{n}^{4} \leq e^{C L_{1}} \Delta t_{n}^{4-\delta},  \tag{6.24}\\
\mathbb{E} f\left(X_{n_{0}}(1)\right)^{4} \leq \operatorname{poly}\left(L_{1}\right), \tag{6.25}
\end{gather*}
$$

for some polynomial function poly $(\cdot)$ satisfying poly $(x)>1$ when $x>1$.

Lemma 17. Under the setting of Lemma 16, there exists appropriate choice of $\gamma$ and $\theta$ with $3 \theta<$ $4-\delta$ such that

$$
\begin{equation*}
\mathbb{E} Z^{4} \leq e^{C L_{1}} \tag{6.26}
\end{equation*}
$$

for some $C>1$.

Proof. It follows from

$$
\begin{equation*}
\left|\sum_{n=1}^{N} a_{n}\right|^{p} \leq N^{p-1} \sum_{n=1}^{N}\left|a_{n}\right|^{p} \tag{6.27}
\end{equation*}
$$

that $\mathbb{E} Z^{4}$ is bounded by

$$
\begin{equation*}
8 \sum_{n=0}^{\infty} \frac{\mathbb{E} \Delta_{N+n_{0}}^{4}}{p_{n}^{3}}+8 \mathbb{E}\left|f\left(X_{n_{0}}(1)\right)\right|^{4} \leq 8\left(\frac{e^{C L_{1}}}{\left(1-2^{-\theta}\right)^{3}} \sum_{n=0}^{\infty} \frac{\Delta t_{n}^{4-\delta}}{\Delta t_{n}^{3 \theta}}+\operatorname{poly}\left(L_{1}\right)\right) \tag{6.28}
\end{equation*}
$$

according to Lemma 16. Since $4-\delta>3 \theta$, the conclusion follows if we can find some $C^{\prime}>1$ such that (6.28) can be bounded by $e^{C^{\prime} L_{1}}$. This can be done since for any $\operatorname{poly}(\cdot)$, we can find $c>0$ such that $\operatorname{poly}(x)<e^{c x}$ when $x>1$.

We can now show the unbiasedness of $W$.

Lemma 18. Under the same setting of Lemma 16 plus Assumptions 6, we have

$$
\begin{equation*}
\mathbb{E} W=G(\mathbb{E} Z) \tag{6.29}
\end{equation*}
$$

Proof. It follows from 17 that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbb{E}\left|\frac{\sum_{j=1}^{n} Z_{j}}{n}-\mathbb{E} Z\right|=0 \tag{6.30}
\end{equation*}
$$

It then follows from the bound of $\left\|D_{x} G\right\|_{\infty}$ in Assumption 6 that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbb{E} G\left(\frac{\sum_{j=1}^{2^{n}} Z_{j}}{2^{n}}\right)=G(\mathbb{E} Z) \tag{6.31}
\end{equation*}
$$

as $n \rightarrow \infty$. Now, since $\mathbb{E} \widetilde{\Delta}_{n}=\mathbb{E} G\left(\frac{\sum_{j=1}^{2^{n+1}} Z_{j}(\mu)}{2^{n+1}}\right)-\mathbb{E} G\left(\frac{\sum_{j=1}^{2^{n}} Z_{j}(\mu)}{2^{n}}\right)$, the rest of the proof follows as in Lemma 15.

### 6.4.2 Variance and computational cost

After unbiasedness, we now show $W$ has finite variance and finite computational cost. We start with several technical lemmas and then proceed to the main theorem.

Lemma 19. Under the setting of Lemma 14 plus Assumptions 6, $\widetilde{\Delta}_{n}$ satisfies

$$
\begin{equation*}
\mathbb{E} \widetilde{\Delta}_{n}^{2} \leq e^{C L_{1}} \Delta t_{n}^{2} \tag{6.32}
\end{equation*}
$$

for some $C>1$.

Lemma 20. Under the setting of Lemma 14 plus Assumptions 6, we have

$$
\begin{equation*}
\mathbb{E} W^{2} \leq e^{C L_{1}} \tag{6.33}
\end{equation*}
$$

for some $C>1$.

To discuss the computational cost for generating $Z$, denoted as $\operatorname{cost}_{Z}$, we denote the cost for generating then $X_{n}(\cdot) \leftarrow$ Num_Sol by $\operatorname{cost}_{n}$. Then, notice

$$
\begin{equation*}
\operatorname{cost}_{Z}=\cos _{n_{0}}+{\cos t_{N+n_{0}}+2 \cos _{N+n_{0}+1}} \tag{6.34}
\end{equation*}
$$

due to the computation of $X_{n_{0}}(\cdot), X_{N+n_{0}}(\cdot), X_{N+n_{0}+1}^{f}(\cdot)$ and $X_{N+n_{0}+1}^{a}(\cdot)$.

Lemma 21. There exists appropriate choice of $\gamma$ and $\theta$ with $\theta>1+\gamma$ and the computational cost for generating $Z$ has finite expectation:

$$
\begin{equation*}
\mathbb{E}\left(\operatorname{cost}_{Z}\right)<\infty . \tag{6.35}
\end{equation*}
$$

Proof. Consider the $\operatorname{cost}_{n}$. For fixed $n$, one needs to generate $2^{n}$ Brownian increments and $O\left(2^{\gamma n}\right)$ of $\boldsymbol{V}_{i}$ for $\boldsymbol{\mu}^{(n)}$. Then, to compute $X_{n}(1)$, one needs $2^{n}$ recursions in Num_Sol and each iteration requires $O\left(2^{\gamma n}\right)$ computation to evaluate

$$
\phi_{1}\left(X_{n}\left(t_{k}^{n}\right)\right), \ldots, \phi_{2\lfloor\gamma n\rfloor}\left(X_{n}\left(t_{k}^{n}\right)\right)
$$

in $\boldsymbol{\mu}^{(n)}\left(X_{n}\left(t_{k}^{n}\right)\right)$. Thus,

$$
\begin{equation*}
\operatorname{cost}_{n} \sim O\left(2^{(1+\gamma) n}\right) \tag{6.36}
\end{equation*}
$$

Therefore, from (6.34) and $p_{n} \sim 2^{-\theta n}$, we have

$$
\begin{align*}
\mathbb{E}\left(\operatorname{cost}_{Z}\right) & \leq \mathbb{E}\left(\operatorname{cost}_{n_{0}}\right)+\mathbb{E}\left(\cos _{N+n_{0}}\right)+2 \mathbb{E}\left(\operatorname{cost}_{N+n_{0}+1}\right) \\
& =\mathbb{E}\left(\operatorname{cost}_{n_{0}}\right)+\sum_{n=0}^{\infty} \mathbb{E}\left(\operatorname{cost}_{n+n_{0}}\right) p_{n}+2 \sum_{n=0}^{\infty} \mathbb{E}\left(\operatorname{cost}_{n+n_{0}+1}\right) p_{n} \\
& \sim O\left(2^{(1+\gamma) n_{0}}\left(1+\sum_{n=0}^{\infty} 2^{(1+\gamma-\theta) n}+2^{1+\gamma} \sum_{n=0}^{\infty} 2^{(1+\gamma-\theta) n}\right)\right)<\infty \tag{6.37}
\end{align*}
$$

since $\theta>1+\gamma$.

Now we discuss the computational cost for generating $W$, denoted by $\operatorname{cost}_{W}$. The construction $W$ consists of $\widetilde{\Delta}_{\widetilde{N}+n_{1}}$ and $G\left(\sum_{j=1}^{2^{n_{1}}} Z_{j} / 2^{n_{1}}\right)$. The computation cost of both lies in generating samples of $Z$ :

$$
\begin{equation*}
\operatorname{cost}_{W}=\sum_{j=1}^{2^{\tilde{N}+n_{1}+1}} \operatorname{cost}_{Z_{j}} \tag{6.38}
\end{equation*}
$$

Lemma 22. The total expected computational cost of $W$ satisfies

$$
\begin{equation*}
\mathbb{E}\left(\cos _{W}\right)<\infty . \tag{6.39}
\end{equation*}
$$

Proof. Using Wald's identity and Lemma 21, we have

$$
\begin{align*}
\mathbb{E}\left(\cos _{W}\right) & =\mathbb{E}\left(2^{\tilde{N}+n_{1}+1}\right) \mathbb{E}\left(\operatorname{cost}_{Z}\right) \\
& =2^{n_{1}+1}\left(\sum_{n=0}^{\infty} 2^{-0.5 n}\left(1-2^{-1.5}\right)\right) \mathbb{E}\left(\operatorname{cost}_{Z}\right)<\infty . \tag{6.40}
\end{align*}
$$

### 6.4.3 Main theorem

Theorem 6.4.1. Under Assumptions 5-6 and appropriate choice of $\gamma$ and $\theta, W$ is an unbiased estimator for $v$. Moreover, $W$ has a finite variance and the computational cost for generating $W$ has finite expectation.

Proof. The appropriate choice for $\gamma$ and $\theta$ that satisfies all Lemma conditions are referred to Definition 9. The unbiasedness follows from Lemma 18. The finite expected computational cost follows from Lemma 22 .Since $\boldsymbol{\mu}(\cdot) \in \mathcal{L}\left(\boldsymbol{L}_{1}\right)$ almost surely for the $\boldsymbol{L}_{1}$ in Lemma 13 , for any realization, we have $\mu(\cdot, \omega) \in \mathcal{L}\left(L_{1}(\omega)\right)$ with probability 1 . To show the finite variance property of $W$, note it follows from Lemma 13 and Lemma 20 that,

$$
\mathbb{E} W^{2}=\mathbb{E}\left[\mathbb{E}\left[W^{2}(\mu) \mid \boldsymbol{\mu}=\mu\right]\right] \leq \mathbb{E}\left[\mathbb{E}\left[e^{C L_{1}} \mid \boldsymbol{\mu}=\mu\right]\right] \leq \mathbb{E}\left[e^{C L_{1}}\right]<\infty .
$$

### 6.5 Simulation

Example 1 Consider the one-dimensional SDE known as the Ornstein-Uhlenbeck Process [185]:

$$
\left\{\begin{array}{l}
d X_{t}=-\alpha X_{t} d t+d B_{t} \quad \text { for } t \geq 0  \tag{6.41}\\
X_{0}=0
\end{array}\right.
$$

where $\alpha \in \mathbb{R}$ is random. Given the realization $\alpha(\omega)$, the solution are known exactly,

$$
\begin{equation*}
X_{1}=e^{-\alpha t} \int_{0}^{1} e^{\alpha s} d B_{s} \tag{6.42}
\end{equation*}
$$

Consequently, given the realization $\alpha(\omega)$, using Itô's isometry, it can be shown that $X_{1}$ is Gaussian with mean 0 and variance $(2 \alpha(\omega))^{-1}\left(1-e^{-2 \alpha(\omega)}\right)$. For simulation, we set $\alpha$ to be Gaussian with mean 1 and variance $0.05^{2}$ along with $f(x)=x^{2}, G(x)=e^{-x^{2}}$. Then, it follows from direct calculation that $\mathbb{E}\left[f\left(X_{1}\right) \mid \alpha\right]=\frac{1-e^{-2 \alpha}}{2 \alpha}$, and

$$
\mathbb{E}\left[G\left(\mathbb{E}\left[f\left(X_{1}\right) \mid \alpha\right]\right)\right]=\int_{-\infty}^{\infty} \frac{1}{\sqrt{2 \pi \cdot 0.05^{2}}} \cdot e^{-\frac{(x-1)^{2}}{2 \cdot 0 \cdot 05^{2}}} \cdot e^{-\left(\frac{\left(1-e^{-2 x}\right)}{2 x}\right)^{2}} d x \approx 0.8291
$$



Figure 6.1: Histogram of Estimator $Z$ when $\alpha=1$


Figure 6.2: Comparsion of Multilevel Estimators based on Antithetic Numerical SDE or Numerical PDE

To check the unbiasedness property of $Z$, we first fix $\alpha=1$ in simulation so that $\mathbb{E}\left[f\left(X_{1}\right) \mid \alpha=\right.$ $1] \approx 0.4323$. Picking $n_{0}=5$ as the base level, we generate 10,000 copies of $Z$ with $\alpha=1$. A sample mean of 0.4303 is obtained to compare with its true mean 0.4323 , as in Figure 1. Then, we pick $n_{1}=5$ and generate 10,000 copies of $W$ to obtain a sample mean of 0.8323 while the true mean is 0.8291 , as in Figure 2a. Furthermore, in Figure 2b, we generate 10000 copies of unbiased estimators of $G(u(x, 1))$ using the multilevel Monte Carlo estimator based on a finite difference numerical PDE solver similarly as the methods proposed in [187]. In both cases, the sample size is 10,000 and the difference between sample mean and true mean is within a $95 \%$ confidence interval. Overall, the findings are consistent with our theoretical results on the unbiasedness.

Example 2 In this example, we consider the more complicated SDE:

$$
\left\{\begin{array}{ll}
d X_{t} & =-\boldsymbol{\mu}\left(X_{t}\right) d t+\cos \left(X_{t}\right) d B_{t}  \tag{6.43}\\
X_{0} & =0
\end{array} \quad \text { for } t \geq 0\right.
$$

where $\boldsymbol{\mu}(x)=\sum_{i=1}^{\infty} i^{-4} \sin (i x) \boldsymbol{V}_{i}$ and we compare the proposed method with the standard Monte Carlo method with bias. We take $\gamma=\frac{1}{3}$ and $\theta=\frac{4}{3}$ for simplicity. Similar to the previous example, we take $n_{0}=n_{1}=5$. We generate 10,000 copies of our estimator and compare it with 10,000 copies of a standard Monte Carlo estimator where we remove the debiasing part $\frac{\Delta_{N}}{p_{N}}$ in both estimator $Z$ and $W$. As a result, using the CLT, we compute a $95 \%$ confidence interval [0.4610, 0.4656] for our estimator while we obtain an interval $[0.5189,0.5255]$ for the standard Monte Carlo estimator. As we can see, these two intervals are not overlapping, suggesting that the standard Monte Carlo estimator has a non-negligible bias.

### 6.6 Supplementary: Proofs

### 6.6.1 Proof of Lemma 19

Proof. Denote $S(a, b) \triangleq \frac{\sum_{j=a}^{b} Z_{j}}{b-a+1}$ as before but also $S^{k}(a, b)=(S(a, b)-\mathbb{E} Z)^{k}$. Then, as in [192], a second order Taylor expansion of $G(\cdot)$ around $\mathbb{E} Z(\mu)$ gives

$$
\begin{align*}
\widetilde{\Delta}_{n}= & G\left(S\left(1,2^{n+1}\right)\right)-\frac{1}{2}\left(G\left(S\left(1,2^{n}\right)\right)+G\left(S\left(2^{n}+1,2^{n+1}\right)\right)\right) \\
= & G^{\prime}(\mathbb{E} Z(\mu))\left(S\left(1,2^{n+1}\right)-\frac{1}{2}\left(S\left(1,2^{n}\right)+S\left(2^{n}+1,2^{n+1}\right)\right)\right. \\
& +\frac{G^{\prime \prime}\left(\xi_{1}\right)}{2} S^{2}\left(1,2^{n+1}\right)-\frac{G^{\prime \prime}\left(\xi_{2}\right)}{4} S^{2}\left(1,2^{n}\right)-\frac{G^{\prime \prime}\left(\xi_{3}\right)}{4} S^{2}\left(2^{n}+1,2^{n+1}\right), \tag{6.44}
\end{align*}
$$

where $\xi_{1}$ is between $\mathbb{E} Z(\mu)$ and $S\left(1,2^{n+1}\right)$, similarly $\xi_{2}$ between $\mathbb{E} Z(\mu), S\left(1,2^{n}\right)$ and $\xi_{3}$ between $\mathbb{E} Z(\mu), S\left(2^{n}+1,2^{n+1}\right)$. Thus, it follows from (6.27) and Assumption 6 that

$$
\begin{equation*}
\left|\widetilde{\Delta}_{n}\right|^{2} \leq \frac{3 L^{2}}{4}\left(S^{4}\left(1,2^{n+1}\right)+\frac{1}{4} S^{4}\left(1,2^{n}\right)+\frac{1}{4} S^{4}\left(2^{n}+1,2^{n+1}\right)\right) . \tag{6.45}
\end{equation*}
$$

However, $\left(Z_{j}(\mu)-\mathbb{E} Z(\mu)\right)$ are I.I.D. with mean 0 . In particular, when we write out the expansion in (6.45) and take expectation, the terms with odd power will vanish

$$
\begin{array}{r}
\mathbb{E}\left[\left(Z_{i}(\mu)-\mathbb{E} Z(\mu)\right)^{2}\left(Z_{j}(\mu)-\mathbb{E} Z(\mu)\right)\left(Z_{k}(\mu)-\mathbb{E} Z(\mu)\right)\right]=0, \\
\mathbb{E}\left[\left(Z_{i}(\mu)-\mathbb{E} Z(\mu)\right)^{3}\left(Z_{j}(\mu)-\mathbb{E} Z(\mu)\right)\right]=0, \\
\mathbb{E}\left[\left(Z_{i}(\mu)-\mathbb{E} Z(\mu)\right)\left(Z_{j}(\mu)-\mathbb{E} Z(\mu)\right)\left(Z_{k}(\mu)-\mathbb{E} Z(\mu)\right)\left(Z_{l}(\mu)-\mathbb{E} Z(\mu)\right)\right]=0 . \tag{6.46}
\end{array}
$$

Thus, taking expectation in (6.45) gives $\mathbb{E} \widetilde{\Delta}_{n}^{2}$ is bounded by

$$
\begin{equation*}
C\binom{2^{n+1}}{2} 2^{-4 n} \cdot \mathbb{E}(Z(\mu)-\mathbb{E} Z(\mu))^{4} \tag{6.47}
\end{equation*}
$$

for some $C>1$ since $\mathbb{E}\left(Z_{j}(\mu)-\mathbb{E} Z(\mu)\right)^{2}\left(Z_{i}(\mu)-\mathbb{E} Z(\mu)\right)^{2} \leq \mathbb{E}\left(Z_{j}(\mu)-\mathbb{E} Z(\mu)\right)^{4}$. Since $\binom{n}{2}=$ $O\left(n^{2}\right)$, we have

$$
\begin{equation*}
\binom{2^{n+1}}{2} 2^{-4 n} \leq C \Delta t_{n}^{2} \tag{6.48}
\end{equation*}
$$

for some (different) $C>1$. Finally, we bound $\mathbb{E}(Z(\mu)-\mathbb{E} Z(\mu))^{4}$ by Lemma 17:

$$
\begin{equation*}
\mathbb{E}(Z(\mu)-\mathbb{E} Z(\mu))^{4} \leq e^{C L_{1}} \tag{6.49}
\end{equation*}
$$

for some $C>1$. Thus, we conclude there exists some $C>1$ that $\mathbb{E} \widetilde{\Delta}_{n}^{2} \leq e^{C L_{1}} \Delta t_{n}^{2}$.

### 6.6.2 Proof of Lemma 20

Proof. Denote $S(a, b) \triangleq \frac{\sum_{j=a}^{b} Z_{j}}{b-a+1}$ as before but also $S^{k}(a, b)=(S(a, b)-\mathbb{E} Z)^{k}$. By Lemma 17, Assumption 6 on $G(\cdot)$ and Cauchy-Schwarz inequality, we have

$$
\begin{align*}
\mathbb{E}\left|G\left(S\left(1,2^{n_{1}}\right)\right)\right|^{2} & \leq \mathbb{E}\left(|G(0)|+L\left|S\left(1,2^{n_{1}}\right)\right|\right)^{2} \\
& \leq|G(0)|^{2}+2|G(0)| L\left|S\left(1,2^{n_{1}}\right)\right|+L^{2} S^{2}\left(1,2^{n_{1}}\right) \\
& \leq C+C e^{C L_{1}} \tag{6.50}
\end{align*}
$$

for some $C>1$. Now, using (6.27), (6.50) and Lemma 19, we have

$$
\begin{align*}
\mathbb{E} W^{2} & \leq 2 \mathbb{E}\left(\frac{\widetilde{\Delta}_{N+n_{1}}^{2}}{\widetilde{p}_{N}^{2}}+\left|G\left(\frac{\sum_{j=1}^{2^{n_{1}}} Z_{j}}{2^{n_{1}}}\right)\right|^{2}\right) \\
& =2 \sum_{n=0}^{\infty} \frac{\mathbb{E}_{\Delta_{n_{1}+n}^{2}}^{2}}{\widetilde{p}_{n}}+2 \mathbb{E}\left|G\left(\frac{\sum_{j=1}^{2^{n_{1}}} Z_{j}}{2^{n_{1}}}\right)\right|^{2} \\
& \leq \frac{2 e^{C L_{1}}}{\left(1-2^{-1.5}\right)} \sum_{n=0}^{\infty} \frac{2^{-2 n}}{2^{-1.5 n}}+2 C+2 C e^{C L_{1}} \leq e^{C^{\prime} L_{1}} \tag{6.51}
\end{align*}
$$

for some $C^{\prime}>1$. The last inequality follows since for any $a, b$ and $c$, there exists $d$ such that $a+c e^{b x}<e^{d x}$ when $x>1$.

### 6.6.3 Definitions and supporting lemmas

The following definition discusses the appropriate hyperparameters as well as choice of $\epsilon, \delta$ in Lemma 14 and Lemma 16. Finally, $\alpha$ and $\beta$ are used for rough path estimates in the sequel.

Definition 9. Let $\epsilon>0$ to be small enough so

$$
\begin{equation*}
\epsilon<\frac{1}{144} \quad \text { and } \quad \epsilon<\frac{q-4}{36} \frac{1}{2+q}, \tag{6.52}
\end{equation*}
$$

where $q>4$ is from Assumption 5. Define

$$
\begin{equation*}
\alpha \triangleq \frac{1}{2}-\epsilon, \quad \beta \triangleq \frac{1}{2}+2 \epsilon, \quad \gamma \triangleq \frac{1}{3}-12 \epsilon, \quad \theta \triangleq \frac{4}{3}-\frac{23}{2} \epsilon \text { and } \delta \triangleq 33 \epsilon \tag{6.53}
\end{equation*}
$$

It is easy to check:

$$
\begin{equation*}
\gamma \geq \frac{1}{4},\left(3+\frac{q-4}{2}\right) \gamma>1,8(2 \alpha-\beta)>4-\delta>3 \theta>0 \text { and } \theta>1+\gamma>0 \tag{6.54}
\end{equation*}
$$

The next definition is used for rough path estimates as well. Notice we have extend the definition of $\widetilde{A}$ in Definition 3 to include generat $(s, t) \in[0,1] \times[0,1]$.

Definition 10. Let $\{B(t)\}_{t \in[0,1]}$ be a Brownian motion on $[0,1]$ and $\alpha, \beta$ be defined as in Definition 9. Then, define

$$
\begin{gathered}
\|B\|_{\alpha} \triangleq \sup _{0 \leq s \leq t \leq 1} \frac{\|B(t)-B(s)\|_{\infty}}{|t-s|^{\alpha}} \text { and }\|A\|_{2 \alpha} \triangleq \sup _{0 \leq s \leq t \leq 1} \max _{1 \leq i, j \leq d^{\prime}} \frac{\left|A_{i j}(s, t)\right|}{|t-s|^{2 \alpha}} \\
\|\tilde{A}\|_{2 \alpha} \triangleq \sup _{0 \leq s \leq t \leq 1} \max _{1 \leq i, j \leq d^{\prime}} \frac{\left|\widetilde{A}_{i j}(s, t)\right|}{|t-s|^{2 \alpha}} \text { and } \Gamma_{\widetilde{R}} \triangleq \sup _{\substack{0 \leq s \leq t \leq 1 \\
s, t \in D_{n}, n \geq 1}} \max _{1 \leq i, j \leq d^{\prime}} \frac{\left|\widetilde{R_{i, j}^{n}}(s, t)\right|}{|t-s|^{\beta} \Delta t_{n}^{2 \alpha-\beta}},
\end{gathered}
$$

where $D_{n}$ is the dyadic rationals(i.e. multiples of $\frac{1}{2^{n}}$ ) in $[0,1]$ and for $i, j \in\left[d^{\prime}\right], i \neq j$,

$$
\begin{aligned}
A_{i j}(s, t) & \triangleq \int_{s}^{t}\left(B_{i}(u)-B_{i}(s)\right) d B_{j}(u) \\
\widetilde{A}_{i, j}(s, t) & \triangleq \frac{\left(B_{i}(t)-B_{i}(s)\right)\left(B_{j}(t)-B_{j}(s)\right)}{2} \\
\widetilde{A}_{i, i}(s, t) & =A_{i, i}(s, t) \triangleq \frac{\left(B_{i}(t)-B_{i}(s)\right)^{2}-(t-s)}{2}, \\
\widetilde{R}_{i, j}^{n}\left(t_{l}^{n}, t_{m}^{n}\right) & \triangleq \sum_{k=l+1}^{m}\left\{A_{i, j}\left(t_{k-1}^{n}, t_{k}^{n}\right)-\widetilde{A}_{i, j}\left(t_{k-1}^{n}, t_{k}^{n}\right)\right\} .
\end{aligned}
$$

The proofs for the following lemmas are left in the supplementary material.
Lemma 23. Fixing $\epsilon>0$, let $\left\{\boldsymbol{Z}_{n}\right\}_{n \geq 1}$ be a sequence I.I.D. standard d-dimensional Gaussian
random vectors (i.e., $\Sigma_{n}=I_{d}$ for all $n \geq 1$ ). Then, the R.V.

$$
M_{\epsilon} \triangleq \sup _{n \geq 1} \frac{\left\|Z_{n}\right\|_{\infty}}{n^{\epsilon}},
$$

has finite moment-generating function (i.e., $\mathbb{E}\left[e^{t M_{\epsilon}}\right]<\infty$ ) for all $t \geq 0$.

Lemma 24. The quantities $\|B\|_{\alpha},\|A\|_{2 \alpha},\|\tilde{A}\|_{2 \alpha}$ and $\Gamma_{\widetilde{R}}$ defined in Definition 10 have moments of arbitrary order.

Lemma 25. Let $X_{n}(\cdot)$ be the discretization in Num_Sol generated under $\mu^{(n)}(\cdot) \in \mathcal{L}\left(L_{1}\right), L_{1}>1$ and Brownian motion $B(\cdot)$. Then, there exists poly $(\cdot): \mathbb{R}^{3} \rightarrow \mathbb{R}$ such that

$$
\left\|X_{n}(t)-X_{n}(r)\right\|_{\infty} \leq \operatorname{poly}\left(L_{1},\|B\|_{\alpha},\|\widetilde{A}\|_{2 \alpha}\right)|t-r|^{\alpha}
$$

for $r, t \in\left\{t_{k}^{n}\right\}_{0 \leq k \leq 2^{n}}$ and $n \geq 0$. Moreover, poly $(x, \cdot, \cdot)>1$ for $x>1$.
Lemma 26. Let $X_{n}^{\mu}(\cdot)$ be the discretization from Num_Sol but generated under $\mu(\cdot) \in \mathcal{L}\left(L_{1}\right), L_{1}>$ 1 (instead of $\mu^{n}(\cdot)$, same as in [181]) and Brownian motion B(.). Also, let $\left\{X_{t}\right\}_{t \in[0,1]}$ be the solution of SDE in (6.10). Then, there exists poly $(\cdot): \mathbb{R}^{4} \rightarrow \mathbb{R}$ that,

$$
\begin{equation*}
\left\|X_{n}^{\mu}(t)-X_{t}\right\|_{\infty} \leq \operatorname{poly}\left(L_{1},\|B\|_{\alpha},\|A\|_{2 \alpha}, \Gamma_{\widetilde{R}}\right) \Delta t_{n}^{2 \alpha-\beta} \tag{6.55}
\end{equation*}
$$

for $n \geq 0$ and $t \in\left\{t_{k}^{n}\right\}_{0 \leq k \leq 2^{n}}$. Moreover, poly $(x, \cdot, \cdot, \cdot)>1$ for $x>1$.

### 6.6.4 Proof of Lemma 13

Proof of Lemma 13. Let $\left\{\boldsymbol{V}_{n}\right\}_{n \geq 1}$ be I.I.D. $\mathcal{N}\left(\mathbf{0}, \Sigma_{n}\right)$ with the covariance matrix $\left\|\Sigma_{n}\right\|_{F}<L$ for all $n \geq 1$ as in Assumption 5. Since $\left\{\Sigma_{n}\right\}_{n}$ are positive semi-definite, the square root matrices $\Sigma_{n}^{\frac{1}{2}}$
satisfy,

$$
\begin{aligned}
\left\|\Sigma_{n}^{\frac{1}{2}}\right\|_{F}^{2} & =\operatorname{trace}\left(\left(\Sigma_{n}^{\frac{1}{2}}\right)^{T}\left(\Sigma_{n}^{\frac{1}{2}}\right)\right)=\operatorname{trace}\left(\Sigma_{n}\right) \\
& =\sum_{i} \lambda_{i} \leq \sum_{i}\left(\lambda_{i}^{2}+1\right) \leq \operatorname{trace}\left(\Sigma_{n}^{T} \Sigma_{n}\right)+d \\
& \leq\left\|\Sigma_{n}\right\|_{F}^{2}+d \leq L^{2}+d
\end{aligned}
$$

where $\lambda_{i}$ are the eigenvalues of $\Sigma_{n}$. Thus, if we set $L^{\prime}=\sqrt{L^{2}+d}>1$, we have $\left\|\Sigma_{n}^{\frac{1}{2}}\right\|_{F}<L^{\prime}$ for all $n \geq 1$. Finally, by the equivalence of matrix norms, there exists $L^{\prime \prime}>1$ such that $\left\|\Sigma_{n}^{\frac{1}{2}}\right\|_{\infty}<L^{\prime \prime}$, for all $n \geq 1$.

Consequently, if we let $\left\{\boldsymbol{Z}_{n}\right\}_{n \geq 1}$ be a sequence of I.I.D. $d$-dimensional standard Gaussian, then $\left\{\Sigma_{n}^{\frac{1}{2}} \cdot \boldsymbol{Z}_{n}\right\}_{n \geq 1}$ are distributed as $\left\{\boldsymbol{V}_{n}\right\}_{n \geq 1}$, and we define

$$
\begin{equation*}
M_{\frac{q-4}{2}} \triangleq \sup _{n \geq 1} \frac{\left\|\Sigma_{n}^{\frac{1}{2}} \cdot \boldsymbol{Z}_{n}\right\|_{\infty}}{n^{\frac{q-4}{2}}} \leq L^{\prime \prime} \sup _{n \geq 1} \frac{\left\|\boldsymbol{Z}_{n}\right\|_{\infty}}{n^{\frac{q-4}{2}}} . \tag{6.56}
\end{equation*}
$$

It then follows from Lemma 23 that, the random variable $M_{\frac{q-4}{2}}$ and thus

$$
N_{\frac{q-4}{2}} \triangleq \sup _{n \geq 1} \frac{\left\|\boldsymbol{V}_{n}\right\|_{\infty}}{n^{\frac{q-4}{2}}}
$$

has finite moment-generating function for all $t \geq 0$. Finally, to bound $\left\|D_{x} \mu\right\|_{\infty}$,

$$
\begin{aligned}
\left\|D_{x} \mu\right\|_{\infty} & \leq \sum_{n=1}^{\infty} \frac{\left|\lambda_{n}\right|\left\|V_{n}\right\|_{\infty}}{n^{4+\frac{q-4}{2}} n^{\frac{q-4}{2}}}\left\|D_{x} \psi_{n}\right\|_{\infty} \\
& \leq \sum_{n=1}^{\infty} \frac{\left|\lambda_{n}\right| n L}{n^{4+\frac{q-4}{2}}} N_{\frac{q-4}{2}} \leq C N_{\frac{q-4}{2}}
\end{aligned}
$$

for some $C>1$, by Assumptions 5-6. Similarly, we can bound $\|\mu\|_{\infty}$ and $\left\|D_{x x} \boldsymbol{\mu}\right\|_{\infty}$ by R.V. with finite moment-generating function. The same bound applies for $\boldsymbol{S}_{n}, \boldsymbol{\mu}^{(n)}$ and $\overline{\boldsymbol{\mu}}^{(n)}$ and we can this uniform (random) bound by $L_{1}$ with condition $L_{1}>1$.

### 6.6.5 Proof of Lemma 14

Proof of Lemma 14. Let $\left\{X_{t}\right\}_{t \in[0,1]}, X_{n}(\cdot) \leftarrow$ Num_Sol and $X_{n}^{\mu}(\cdot)$ be as defined in Lemma 25 and 26. Then, for $t \in[0,1]$,

$$
\begin{equation*}
\left\|X_{n}(t)-X_{t}\right\|_{\infty} \leq\left\|X_{n}(t)-X_{n}^{\mu}(t)\right\|_{\infty}+\left\|X_{n}^{\mu}(t)-X_{t}\right\|_{\infty} . \tag{6.57}
\end{equation*}
$$

To bound $\left\|X_{n}^{\mu}(t)-X_{t}\right\|_{\infty}$, Lemma 26 provides some $\operatorname{poly}(x, \cdot, \cdot, \cdot)>1$ for $x>1$ that

$$
\left\|X_{n}^{\mu}(t)-X_{t}\right\|_{\infty}^{4} \leq \operatorname{poly}\left(L_{1},\|B\|_{\alpha},\|A\|_{2 \alpha}, \Gamma_{\widetilde{R}}\right) \Delta t_{n}^{4(2 \alpha-\beta)}
$$

However, Lemma 24 states $\|B\|_{\alpha},\|A\|_{2 \alpha}$ and $\Gamma_{\widetilde{R}}$ have moments of arbitrary order. Thus, for $\mu(\cdot) \in$ $\mathcal{L}\left(L_{1}\right), L_{1}>1$, we can find some $\operatorname{poly}^{\prime}(x)>1$ for $x>1$ such that

$$
\begin{align*}
\mathbb{E}\left\|X_{n}^{\mu}(t)-X_{t}\right\|_{\infty}^{4} & \leq \mathbb{E}\left[\operatorname{poly}\left(L_{1},\|B\|_{\alpha},\|A\|_{2 \alpha}, \Gamma_{\widetilde{R}}\right)\right] \Delta t_{n}^{4(2 \alpha-\beta)} \\
& \leq \operatorname{poly}^{\prime}\left(L_{1}\right) \Delta t_{n}^{4(2 \alpha-\beta)} \leq e^{C L_{1}} \Delta t_{n}^{4(2 \alpha-\beta)}, \tag{6.58}
\end{align*}
$$

for some appropriately chosen $C>1$ (note this is possible since $L_{1}>1$ ). Combining this with (6.57), we have

$$
\begin{equation*}
\mathbb{E}\left\|X_{n}(t)-X_{t}\right\|_{\infty}^{4} \leq 8 \mathbb{E}\left\|X_{n}(t)-X_{n}^{\mu}(t)\right\|_{\infty}^{4}+8 e^{C L_{1}} \Delta t_{n}^{4(2 \alpha-\beta)} \tag{6.59}
\end{equation*}
$$

On the other hand, if we can show

$$
\begin{equation*}
\mathbb{E}\left\|X_{n}(t)-X_{n}^{\mu}(t)\right\|_{\infty}^{4} \leq e^{C L_{1}} \Delta t_{n}^{4 \alpha}, \tag{6.60}
\end{equation*}
$$

for some $C>1$, we can show

$$
\begin{equation*}
\mathbb{E}\left\|X_{n}(t)-X_{n}^{\mu}(t)\right\|_{\infty}^{4} \leq e^{C L_{1}} \Delta t_{n}^{4(2 \alpha-\beta)}, \tag{6.61}
\end{equation*}
$$

since $4 \alpha=2-4 \epsilon>2-16 \epsilon=4(2 \alpha-\beta)$ by Lemma 9 and $\Delta t_{n}<1$. Finally, we can conclude the proof using (6.59),(6.61) and by adjusting the constant $C$ and $\epsilon$ (Lemma 14 states $2-2 \epsilon$ and we have $2 \alpha-\beta=2-16 \epsilon$ here). To prove (6.60), we define $\bar{\mu}^{(n)}(\cdot) \triangleq \mu-\mu^{(n)}=\sum_{i=\left\lfloor 2^{n \gamma}\right\rfloor+1}^{\infty} \frac{\lambda_{i}}{i^{q}} V_{i} \psi_{i}(\cdot)$. As shown in Section 6.6.4, the proof of Lemma 13, that

$$
\begin{equation*}
\left\|\bar{\mu}^{(n)}(\cdot)\right\|_{\infty} \leq L_{1} \Delta t_{n}^{3+\frac{q-4}{2}} \tag{6.62}
\end{equation*}
$$

Then, for $X_{n}^{\mu}(\cdot)-X_{n}(\cdot)$, we notice the recursion:

$$
\begin{equation*}
X_{i, n}^{\mu}\left(t_{k+1}^{n}\right)-X_{i, n}\left(t_{k+1}^{n}\right)=X_{i, n}^{\mu}\left(t_{k}^{n}\right)-X_{i, n}\left(t_{k}^{n}\right)+\eta_{i, n, k} \tag{6.63}
\end{equation*}
$$

for $i \in[d]$ and $0 \leq k \leq 2^{n}-1$, obtained by modifying Num_Sol with $\eta_{i, n, k}$ :

$$
\begin{align*}
& \eta_{i, n, k} \triangleq\left(\mu_{i}^{(n)}\left(X_{n}^{\mu}\left(t_{k}^{n}\right)\right)-\mu_{i}^{(n)}\left(X_{n}\left(t_{k}^{n}\right)\right)\right) \Delta t_{n}+\bar{\mu}^{(n)}\left(X_{n}^{\mu}\left(t_{k}^{n}\right)\right) \Delta t_{n} \\
& \quad+\sum_{j=1}^{d}\left(\sigma_{i j}\left(X_{n}^{\mu}\left(t_{k}^{n}\right)\right)-\sigma_{i j}\left(X_{n}\left(t_{k}^{n}\right)\right)\right) \Delta B_{j, k}^{n} \\
& \quad+\sum_{j=1}^{d^{\prime}} \sum_{l=1}^{d} \sum_{m=1}^{d^{\prime}}\left(\frac{\partial \sigma_{i j}}{\partial x_{l}}\left(X_{n}^{\mu}\left(t_{k}^{n}\right)\right) \sigma_{l m}\left(X_{n}^{\mu}\left(t_{k}^{n}\right)\right)\right. \\
& \left.\quad-\frac{\partial \sigma_{i j}}{\partial x_{l}}\left(X_{n}\left(t_{k}^{n}\right)\right) \sigma_{l m}\left(X_{n}\left(t_{k}^{n}\right)\right)\right) \widetilde{A}_{m j}\left(t_{k}^{n}, t_{k+1}^{n}\right) . \tag{6.64}
\end{align*}
$$

Furthermore, for convenience, define for $i \in[d]$ and $0 \leq k \leq 2^{n}, \xi_{n, k} \triangleq X_{n}^{\mu}\left(t_{k}^{n}\right)-X_{n}\left(t_{k}^{n}\right)$ and $\xi_{i, n, k} \triangleq X_{i, n}^{\mu}\left(t_{k}^{n}\right)-X_{i, n}\left(t_{k}^{n}\right)$ so that (6.63) becomes, $\xi_{i, n, k+1}=\xi_{i, n, k}+\eta_{i, n, k}$. Given $\mu \cup\left\{\mu^{(n)}\right\}_{n} \subseteq$ $\mathcal{L}\left(L_{1}\right), L_{1}>1$, taking expectation in (6.64) after raising it to the fourth power,

$$
\begin{align*}
& \mathbb{E}\left(\xi_{i, n, k+1}^{4}\right) \\
= & \mathbb{E}\left(\xi_{i, n, k}^{4}\right)+\mathbb{E}\left(\eta_{i, n, k}^{4}\right)+3 \mathbb{E}\left(\xi_{i, n, k}^{3} \eta_{i, n, k}\right)+3 \mathbb{E}\left(\xi_{i, n, k} \eta_{i, n, k}^{3}\right)+6 \mathbb{E}\left(\xi_{i, n, k}^{2} \eta_{i, n, k}^{2}\right) . \tag{6.65}
\end{align*}
$$

Recalling (6.60), it sufficies to show $\mathbb{E}\left\|X_{n}(t)-X_{n}^{\mu}(t)\right\|_{\infty}^{4}=\mathbb{E}\left\|\xi_{n, 2^{n}}\right\|_{\infty}^{4} \leq e^{C L_{1}} \Delta t_{n}^{4 \alpha}$ for some $C>1$. Thus, it further sufficies to prove there exists $\operatorname{poly}(\cdot)$ that:

- (I) When $n$ is large that $2^{n}>\operatorname{poly}\left(L_{1}\right), \mathbb{E}\left|\xi_{i, n, k}\right|^{4} \leq e^{C L_{1} \cdot t_{k}^{n}} \Delta t_{n}^{4 \alpha}$ for all $i, k$.
- (II) When $2^{n} \leq \operatorname{poly}\left(L_{1}\right)$, there exists poly' $(\cdot)$ with $\operatorname{poly}^{\prime}(x)>1$ for $x>1$ such that for $\mathbb{E}\left|\xi_{i, n, k}\right|^{4} \leq \operatorname{poly}^{\prime}\left(L_{1}\right) \Delta t_{n}^{4 \alpha}$ for all $i, k$.

The proof of above statement would conclude (after further adjustments of constants) the proof. So we focus on proving statement (I) and (II).

Proof of statement (I) Given $\mu \cup\left\{\mu^{(n)}\right\}_{n} \subseteq \mathcal{L}\left(L_{1}\right), L_{1}>1$, we do inductions on $0 \leq k \leq 2^{n}$. First of all, when $k=0$, for $i \in[d]$, the claim holds since $\xi_{i, n, 0}=X_{i, n}^{\mu}(0)-X_{i, n}(0)=x-x=0$. Next, for $0 \leq k \leq 2^{n}-1$, assume that the induction hypothesis holds so that for all $0 \leq j \leq k$,

$$
\begin{equation*}
\mathbb{E}\left|\xi_{i, n, j}^{4}\right| \leq e^{C L_{1} t_{j}^{n}} \cdot \Delta t_{n}^{4 \alpha}, \tag{6.66}
\end{equation*}
$$

for $i \in[d]$ and some $C>1$. We need to show

$$
\begin{equation*}
\mathbb{E}\left|\xi_{i, n, k+1}^{4}\right| \leq e^{C L_{1} t_{k+1}^{n}} \cdot \Delta t_{n}^{4 \alpha}, \tag{6.67}
\end{equation*}
$$

for all $i \in[d]$. To do so, we bound every term on the right hand side of (6.65). For $\eta_{i, n, k}^{4}$, define $\bar{d} \triangleq \max \left\{d, d^{\prime}\right\}$, by Definition $10\left|\eta_{i, n, k}\right|$ is bounded by

$$
\begin{aligned}
\left|\eta_{i, n, k}\right| \leq & \left\|\partial \mu_{i}^{(n)}\right\|_{\infty}\left\|\xi_{n, k}\right\|_{\infty} \Delta t_{n}+\left\|\bar{\mu}^{(n)}\right\|_{\infty} \Delta t_{n} \\
& +\bar{d} L\left\|\xi_{n, k}\right\|_{\infty}\|B\|_{\alpha} \Delta t_{n}^{\alpha}+\bar{d}^{3} L\left\|\xi_{n, k}\right\|_{\infty}\|A\|_{2 \alpha} \Delta t_{n}^{2 \alpha} \\
\leq & L_{1}\left\|\xi_{n, k}\right\|_{\infty} \Delta t_{n}+L_{1} \Delta t_{n}^{4+\frac{q-4}{2}}+\bar{d} L\left\|\xi_{n, k}\right\|_{\infty}\|B\|_{\alpha} \Delta t_{n}^{\alpha} \\
& +\bar{d}^{3} L\left\|\xi_{n, k}\right\|_{\infty}\|A\|_{2 \alpha} \Delta t_{n}^{2 \alpha}
\end{aligned}
$$

where the last inequality follows from (6.62). Since $\xi_{n, k}$ is independent of the shifted Brownian motion $\left\{B(t)-B\left(t_{k}^{n}\right)\right\}_{t_{k}^{n} \leq t \leq t_{k+1}^{n}}$, quantities $\|B\|_{\alpha}$ and $\|A\|_{2 \alpha}$ associated to $\left\{B(t)-B\left(t_{k}^{n}\right)\right\}_{t_{k}^{n} \leq t \leq t_{k+1}^{n}}$ are thus independent of $\xi_{n, k}$. Consequently, it then follows from Lemma 24 that we can $C^{\prime}>1$ such
that

$$
\begin{align*}
\mathbb{E} \eta_{i, n, k}^{4} \leq & C^{\prime}\left(L_{1}^{4} \mathbb{E}\left(\left\|\xi_{n, k}\right\|_{\infty}^{4}\right) \Delta t_{n}^{4}+L_{1}^{4} \Delta t_{n}^{16+2(q-4)}\right. \\
& \left.+\mathbb{E}\left(\left\|\xi_{n, k}\right\|_{\infty}^{4}\right) \Delta t_{n}^{4 \alpha}+\mathbb{E}\left(\left\|\xi_{n, k}\right\|_{\infty}^{4}\right) \Delta t_{n}^{8 \alpha}\right) \\
\leq & C^{\prime \prime} L_{1}^{4} \bar{d}^{4} e^{C L_{1} \cdot t_{k}^{n}} \cdot \Delta t_{n}^{8 \alpha} \tag{6.68}
\end{align*}
$$

for some $C^{\prime \prime}>1$ where the last line follows from the induction hypothesis and $8 \alpha<16+2(q-4)$ in Definition 9. To bound $\mathbb{E}\left(\xi_{i, n, k}^{3} \eta_{i, n, k}\right)$ in (6.65), we observe the terms in (6.64). We use (6.62) along with the martingale property (i.e., the independence of $\Delta B_{k}^{n}$ and $X_{n}\left(t_{k}^{n}\right)$ ) to obtain

$$
\begin{aligned}
& \mathbb{E}\left(\xi_{i, n, k}^{3} \eta_{i, n, k}\right) \\
= & \mathbb{E}\left[( X _ { i , n } ^ { \mu } ( t _ { k } ^ { n } ) - X _ { i , n } ^ { \mu ^ { ( n ) } } ( t _ { k } ^ { n } ) ) ^ { 3 } \left(\left(\mu_{i}^{(n)}\left(X_{n}^{\mu}\left(t_{k}^{n}\right)\right)-\mu_{i}^{(n)}\left(X_{n}^{\mu^{(n)}}\left(t_{k}^{n}\right)\right)\right) \Delta t_{n}\right.\right. \\
& \left.\left.+\bar{\mu}^{(n)}\left(X_{n}^{\mu}\left(t_{k}^{n}\right)\right) \Delta t_{n}\right)\right] \\
\leq & \mathbb{E}\left[L_{1}\left\|\xi_{n, k}\right\|_{\infty}^{4} \Delta t_{n}\right]+\mathbb{E}\left[L_{1}\left\|\xi_{n, k}\right\|_{\infty}^{3} \Delta t_{n}^{4+\frac{q-4}{2}}\right] \leq 2 L_{1} \bar{d}^{4} e^{C L_{1} \cdot t_{k}^{n}} \Delta t_{n}^{4 \alpha+1}
\end{aligned}
$$

The inequality follows from induction hypothesis, Hölder's inequality and the fact that $\alpha<4+$ $\frac{q-4}{2}$ as in Definition 9. For the bound on $\mathbb{E}\left(\xi_{i, n, k}^{2} \eta_{i, n, k}^{2}\right)$, notice the bound on $\left|\eta_{i, n, k}\right|$ and the fact $\mathbb{E}(B(t)-B(s))^{2}=O(|t-s|)$ and $\mathbb{E}\left(\widetilde{A}_{i j}(s, t)\right)^{2}=O\left((t-s)^{2}\right)$ (see, for example, [201]), we can find some $C^{\prime}>1$ that $\mathbb{E}\left(\xi_{i, n, k}^{2} \eta_{i, n, k}^{2}\right)$ is bounded by

$$
\begin{align*}
\mathbb{E}\left(\xi_{i, n, k}^{2} \eta_{i, n, k}^{2}\right) \leq & C^{\prime}\left(\mathbb{E}\left(\left\|\xi_{n, k}\right\|_{\infty}^{4}\right) L_{1}^{2} \Delta t_{n}^{2}+\mathbb{E}\left(\left\|\xi_{n, k}\right\|_{\infty}^{2}\right) L_{1}^{2} \Delta t_{n}^{4+q}\right. \\
& \left.+\mathbb{E}\left(\left\|\xi_{n, k}\right\|_{\infty}^{4}\right) \Delta t_{n}+\mathbb{E}\left(\left\|\xi_{n, k}\right\|_{\infty}^{4}\right) \Delta t_{n}^{2}\right) \\
\leq & C^{\prime} \mathbb{E}\left(\left\|\xi_{n, k}\right\|_{\infty}^{4}\right) \Delta t_{n}\left(L_{1}^{2} \Delta t_{n}+2\right)+C^{\prime} \mathbb{E}\left(\left\|\xi_{n, k}\right\|_{\infty}^{4}\right)^{\frac{1}{2}} \Delta t_{n}^{2 \alpha+1}\left(L_{1}^{2}(\omega) \Delta t_{n}\right) \\
\leq & 2 C^{\prime \prime} \bar{d}^{4} e^{C L_{1} \cdot t_{k}^{n}}\left(L_{1}^{2} \Delta t_{n}+1\right) \Delta t_{n}^{4 \alpha+1}, \tag{6.69}
\end{align*}
$$

for some $C^{\prime \prime}>1$. The last line follows from induction hypothesis. The second to last line follows from Hölder's inequality and the fact that $2 \alpha+2<4+q$ as in Definition 9. Finally, to bound $\mathbb{E}\left(\xi_{i, n, k} \eta_{i, n, k}^{3}\right)$ in (6.65), we again use inequality (6.68), induction hypothesis and Hölder's inequality to obtain

$$
\mathbb{E}\left(\xi_{i, n, k} \eta_{i, n, k}^{3}\right) \leq\left(\mathbb{E}\left(\xi_{i, n, k}^{4}\right)\right)^{\frac{1}{4}}\left(\mathbb{E}\left(\eta_{i, n, k}^{4}\right)\right)^{\frac{3}{4}} \leq C^{\prime \prime} L_{1}^{3} \bar{d}^{3} e^{C L_{1} \cdot t_{k}^{n}} \Delta t_{n}^{7 \alpha} .
$$

Now we are ready to prove the induction hypothesis. Let

$$
\begin{equation*}
C=12 C^{\prime \prime} \bar{d}^{4}+6 \bar{d}^{4}+1 \quad \text { and } \quad \operatorname{poly}(x)=\left(C^{\prime \prime}\left(x^{4} \bar{d}^{4}+3 x^{3} \bar{d}^{3}+12 x^{2} \bar{d}^{4}\right)\right)^{3} \tag{6.70}
\end{equation*}
$$

It is easy to check that $C>1$ and the polynomial $\operatorname{poly}(x)>1$ for $x>1$. Then, it follows from Definition 9 and standard calculation that if $n$ is large enough that $2^{n}>\operatorname{poly}\left(L_{1}\right)$ (i.e., $\left.\Delta t_{n}<\left(\operatorname{poly}\left(L_{1}\right)\right)^{-1}\right)$, then

$$
\begin{align*}
& C^{\prime \prime} L_{1}^{4} \bar{d}^{4} \Delta t_{n}^{4 \alpha-1}+3 C^{\prime \prime} L_{1}^{3} \bar{d}^{3} \Delta t_{n}^{3 \alpha-1}+12 C^{\prime \prime} L_{1}^{2} \bar{d}^{4} \Delta t_{n} \\
\leq & \left(C^{\prime \prime} L_{1}^{4} \bar{d}^{4}+3 C^{\prime \prime} L_{1}^{3} \bar{d}^{3}+12 C^{\prime \prime} L_{1}^{2} \bar{d}^{4}\right) \Delta t_{n}^{3 \alpha-1} \\
= & \left(\operatorname{poly}\left(L_{1}\right)\right)^{\frac{1}{3}} \Delta t_{n}^{3 \alpha-1}<\left(\mathcal{P}\left(L_{1}\right)\right)^{\frac{4}{3}-3 \alpha}<1, \tag{6.71}
\end{align*}
$$

where the last inequality follows $\Delta t_{n}=2^{-n} \leq\left(\operatorname{poly}\left(L_{1}\right)\right)^{-1}, \frac{4}{3}-3 \alpha<0, L_{1}>1$ and $\operatorname{poly}(x)>1$ for $x>1$. Thus, for $n$ such that $2^{n}>\operatorname{poly}\left(L_{1}\right)$, we use (6.65), Hölder's inequality and the bounds above to obtain

$$
\begin{aligned}
& e^{C L_{1} \cdot t_{k}^{n}} \Delta t_{n}^{4 \alpha}\left(1+C^{\prime \prime} L_{1}^{4} \bar{d}^{4} \Delta t_{n}^{4 \alpha}\right. \\
& \left.+6 L_{1} \bar{d}^{4} \Delta t_{n}+3 C^{\prime \prime} L_{1}^{3} \bar{d}^{3} \Delta t_{n}^{3 \alpha}+12 C^{\prime \prime} \bar{d}^{4}\left(L_{1}^{2} \Delta t_{n}+1\right) \Delta t_{n}\right) \\
\leq & e^{C L_{1} t_{k}^{n}} \Delta t_{n}^{4 \alpha}\left(1+\left(6 \bar{d}^{4}+12 C^{\prime \prime} \bar{d}^{4}+1\right) L_{1} \Delta t_{n}\right) \\
= & e^{C L_{1} t_{k}^{n}} \Delta t_{n}^{4 \alpha}\left(1+C L_{1} \Delta t_{n}\right) \leq e^{C L_{1} t_{k+1}^{n}} \Delta t_{n}^{4 \alpha},
\end{aligned}
$$

where the last line follows from convexity of exponential function: $e^{y} \geq e^{x}+e^{x} \cdot(y-x)$ for $y \geq x$. The second to last inequality follows from (6.70), (6.71) and the fact that $L_{1}>1$. This concludes the induction. However, since $t_{n}^{k} \leq 1$ for all $0 \leq k \leq 2^{n}$, we have proven that when $2^{n}>\operatorname{poly}\left(L_{1}\right)$ (i.e., $\left.\Delta t_{n}<\left(\operatorname{poly}\left(L_{1}\right)\right)^{-1}\right)$,

$$
\begin{equation*}
\mathbb{E}\left\|X_{i, n}^{\mu}(t)-X_{i, n}(t)\right\|_{\infty}^{4} \leq e^{C L_{1}} \cdot \Delta t_{n}^{4 \alpha}, \tag{6.72}
\end{equation*}
$$

for all $i \in[d]$ and $t \in[0,1]$.

Proof of statement (II) We extend the result to the case when $2^{n} \leq \operatorname{poly}\left(L_{1}\right)$. By observing (6.63), we can find some $\operatorname{poly}^{\prime}(\cdot)$ with $\operatorname{poly}^{\prime}(x)>1$ for $x>1$ so that:

$$
\left|\left(X_{i, n}^{\mu}\left(t_{k+1}^{n}\right)-X_{i, n}\left(t_{k+1}^{n}\right)\right)-\left(X_{i, n}^{\mu}\left(t_{k}^{n}\right)-X_{i, n}\left(t_{k}^{n}\right)\right)\right| \leq \operatorname{pol}^{\prime}\left(L_{1},\|B\|_{\alpha},\|\widetilde{A}\|_{2 \alpha}\right) \Delta t_{n}^{\alpha}
$$

Since the number of iterations in the discretization is at most $2^{n} \leq \operatorname{poly}\left(L_{1}\right)$, thus $\| X_{i, n}^{\mu}(\cdot)-$ $X_{i, n}(\cdot) \|_{\infty} \leq \operatorname{poly}\left(L_{1}\right) \operatorname{poly} y^{\prime}\left(L_{1},\|B\|_{\alpha},\|\widetilde{A}\|_{2 \alpha}\right) \Delta t_{n}^{\alpha}$, and from Lemma 24:

$$
\begin{equation*}
\mathbb{E}\left\|X_{i, n}^{\mu}(\cdot)-X_{i, n}(\cdot)\right\|_{\infty}^{4} \leq \operatorname{poly}^{\prime \prime}\left(L_{1}\right) \Delta t_{n}^{4 \alpha} \tag{6.73}
\end{equation*}
$$

for some poly" $(\cdot)$ with poly ${ }^{\prime \prime}(x)>1$ for $x>1$. This concludes the proof of Lemma 14 .

The proof for Lemma 16 is similar and left in the supplementary materials along with other technical lemmas.

### 6.7 Supplementary Material

We use (\#)(SP) to quote equations in this supplementary material, to distinguish from equations in the main text.

Lemma 27. Let $X_{n+1}^{f}(1)$ and $X_{n+1}^{a}$ (1) from (3.7) with $\mu^{(n+1)}(\cdot) \in \mathcal{L}\left(L_{1}\right)$. Then, there exists
$\operatorname{poly}(\cdot): \mathbb{R} \rightarrow \mathbb{R}$ such that

$$
\begin{equation*}
\mathbb{E}\left\|X_{n+1}^{f}(1)-X_{n+1}^{a}(1)\right\|_{\infty}^{8} \leq \operatorname{poly}\left(L_{1}\right) \Delta t_{n}^{8(2 \alpha-\beta)} \tag{6.74}
\end{equation*}
$$

Moreover, $\operatorname{poly}(x)>1$ for $x>1$.

### 6.8 Proof of Lemma 4.3

Proof of (4.6) in Lemma 4.3. Assume w.l.o.g. $x=0$. Given $\mu \cup\left\{\mu^{(n)}\right\}_{n} \subseteq \mathcal{L}\left(L_{1}\right), L_{1}>1$, similar as in [181], we can use Burkholder-Davis-Gundy inequality [203] to find $C>1$ that

$$
\mathbb{E} \sup _{1 \leq k \leq 2^{n}}\left|X_{i, n}\left(t_{k}^{n}\right)\right|^{4} \leq C\left(L_{1}^{4}+L^{4} 2^{n}\left(\sum_{k=0}^{2^{n}} \Delta t_{n}^{2}+\sum_{k=0}^{2^{n}} \Delta t_{n}^{4}\right)\right)<\mathcal{P}\left(L_{1}\right),
$$

for some polynomial function $\operatorname{poly}(\cdot)$ with $\operatorname{poly}(x)>1$ when $x>1$. Finally, the claim on $\mathbb{E}\left|f\left(X_{n_{0}}(1)\right)\right|^{4}$ follows from the bound on $\left\|D_{x} f\right\|_{\infty}$ in Assumption 2.

Proof of (4.5) in Lemma 4.3. It follows from Equation (4.8) in [181], $\left|\Delta_{n}\right|^{p}$ is bounded by

$$
\begin{aligned}
\left|\Delta_{n}\right|^{p} \leq & 2^{p-1} L^{p} \mathbb{E}\left\|\frac{1}{2}\left(X_{n+1}(1)+X_{n+1}^{a}(1)\right)-X_{n}(1)\right\|_{\infty}^{p} \\
& +2^{-p-1} L^{p} \mathbb{E}\left\|X_{n+1}(1)-X_{n+1}^{a}(1)\right\|_{\infty}^{2 p}
\end{aligned}
$$

when we have $p \geq 2$. Thus, to prove Lemma 4.3 and $\mathbb{E}\left(\Delta_{n}^{4}\right) \leq e^{C L_{1}} \Delta t_{n}^{4-\delta}$, it is sufficient to bound $\mathbb{E}\left\|\frac{1}{2}\left(X_{n+1}(1)+X_{n+1}^{a}(1)\right)-X_{n}(1)\right\|_{\infty}^{4}$ and $\mathbb{E}\left\|X_{n+1}(1)-X_{n+1}^{a}(1)\right\|_{\infty}^{8}$. Note that bound on $\mathbb{E}\left\|X_{n+1}(1)-X_{n+1}^{a}(1)\right\|_{\infty}^{8}$ is provided by Lemma 27 since $4-\delta<8(2 \alpha-\beta)$ as in Definition A. 1 and $\operatorname{poly}\left(L_{1}\right)<e^{C L_{1}}$ for appropriately chosen $C>1$.

It remains for us to bound $\mathbb{E}\left\|\frac{1}{2}\left(X_{n+1}(1)+X_{n+1}^{a}(1)\right)-X_{n}(1)\right\|_{\infty}^{4}$. First we write the recursion for
$X_{n+1}(\cdot)$ over the coarse step $\Delta t_{n}$ instead of $\Delta t_{n+1}$ :

$$
\begin{aligned}
& X_{i, n+1}\left(t_{k+1}^{n}\right)=X_{i, n+1}\left(t_{k}^{n}\right)+\mu_{i}^{(n+1)}\left(X_{n+1}^{f}\left(t_{k}^{n}\right)\right)+\sum_{j=1}^{d^{\prime}} \sigma_{i j}\left(X_{n+1}\left(t_{k}^{n}\right)\right) \Delta B_{j, k}^{n} \\
+ & \sum_{j=1}^{d^{\prime}} \sum_{l=1}^{d} \sum_{m=1}^{d^{\prime}} \frac{\partial \sigma_{i j}}{\partial x_{l}}\left(X_{n+1}\left(t_{k}^{n}\right)\right) \sigma_{l m}\left(X_{n+1}\left(t_{k}^{n}\right)\right) \widetilde{A}_{m j}\left(t_{k}^{n}, t_{k+1}^{n}\right)+N_{i, n, k}^{f}+M_{i, n, k}^{f,(1)}+M_{i, n, k}^{f,(2)}+M_{i, n, k}^{f,(3)} \\
- & \sum_{j=1}^{d^{\prime}} \sum_{l=1}^{d} \sum_{m=1}^{d^{\prime}} \frac{\partial \sigma_{i j}}{\partial x_{l}}\left(X_{n+1}\left(t_{k}^{n}\right)\right) \sigma_{l m}\left(X_{n+1}\left(t_{k}^{n}\right)\right)\left(\Delta B_{j, 2 k}^{n+1} \Delta B_{m, 2 k+1}^{n+1}-\Delta B_{m, 2 k}^{n+1} \Delta B_{j, 2 k+1}^{n+1}\right),
\end{aligned}
$$

where we define

$$
\begin{gathered}
M_{i, n, k}^{f,(2)} \triangleq\left(\sum_{j=1}^{d^{\prime}}\left(\sigma_{i j}\left(X_{n+1}\left(t_{2 k+1}^{n+1}\right)\right)-\sigma_{i j}\left(X_{n+1}\left(t_{k}^{n}\right)\right)\right)\right. \\
- \\
\left.\sum_{j=1}^{d^{\prime}} \sum_{l=1}^{d} \sum_{m=1}^{d^{\prime}}\left(\frac{\partial \sigma_{i j}}{\partial x_{l}} \cdot \sigma_{l m}\right)\left(X_{n+1}\left(t_{k}^{n}\right)\right) \Delta B_{m, 2 k}^{n+1}\right) \Delta B_{j, 2 k+1}^{n+1}, \\
M_{i, n, k}^{f,(3)} \triangleq \sum_{j=1}^{d^{\prime}} \sum_{l=1}^{d} \sum_{m=1}^{d^{\prime}}\left(\left(\frac{\partial \sigma_{i j}}{\partial x_{l}} \cdot \sigma_{l m}\right)\left(X_{n+1}\left(t_{2 k+1}^{n+1}\right)\right)\right. \\
\\
\left.-\left(\frac{\partial \sigma_{i j}}{\partial x_{l}} \cdot \sigma_{l m}\right)\left(X_{n+1}\left(t_{k}^{n}\right)\right)\right) \widetilde{A}_{m j}\left(t_{2 k+1}^{n+1}, t_{k+1}^{n}\right), \\
M_{i, n, k}^{f,(1)} \triangleq
\end{gathered} \quad\left(\sum_{j=1}^{d} \frac{\partial \mu_{i}^{(n+1)}}{\partial x_{j}}\left(X_{n+1}\left(t_{k}^{n}\right)\right) \sum_{m=1}^{d^{\prime}} \sigma_{j m}\left(X_{n+1}\left(t_{k}^{n}\right)\right) \Delta B_{m, 2 k}^{n+1}\right) \frac{\Delta t_{n}}{2},
$$

$$
\begin{aligned}
& N_{i, n, k}^{f} \triangleq\left(\mu_{i}^{(n+1)}\left(X_{n+1}\left(t_{2 k+1}^{n+1}\right)\right)-\mu_{i}^{(n+1)}\left(X_{n+1}\left(t_{k}^{n}\right)\right)\right) \frac{\Delta t_{n}}{2}-M_{i, n, k}^{f,(1)} \\
= & \left(\sum_{j=1}^{d} \frac{\partial \mu_{i}^{(n+1)}}{\partial x_{j}}\left(X_{n+1}\left(t_{k}^{n}\right)\right)\left(X_{j, n+1}\left(t_{2 k+1}^{n+1}\right)-X_{j, n+1}\left(t_{k}^{n}\right)\right)\right. \\
+ & \left.\frac{1}{2} \sum_{j=1}^{d} \sum_{m=1}^{d} \frac{\partial^{2} \mu_{i}^{(n+1)}}{\partial x_{j} \partial x_{m}}(\eta)\left(X_{j, n+1}\left(t_{2 k+1}^{n+1}\right)-X_{j, n+1}\left(t_{k}^{n}\right)\right)\left(X_{m, n+1}\left(t_{2 k+1}^{n+1}\right)-X_{m, n+1}\left(t_{k}^{n}\right)\right)\right) \frac{\Delta t_{n}}{2}-M_{i, n, k}^{f,(1)} \\
= & \left(\sum_{j=1}^{d} \frac{\partial \mu_{i}^{(n+1)}}{\partial x_{j}}\left(X_{n+1}\left(t_{k}^{n}\right)\right)\left(\mu_{j}^{(n+1)}\left(X_{n+1}\left(t_{k}^{n}\right)\right) \frac{\Delta t_{n}}{2}+\sum_{m, l, \widetilde{m}}\left(\frac{\partial \sigma_{j m}}{\partial x_{l}} \cdot \sigma_{l \widetilde{m}}\right)\left(X_{n+1}\left(t_{k}^{n}\right)\right) \widetilde{A}_{m \widetilde{m}}\left(t_{k}^{n}, t_{2 k+1}^{n+1}\right)\right)\right. \\
+ & \left.\frac{1}{2} \sum_{j, m=1}^{d} \frac{\partial^{2} \mu_{i}^{(n+1)}}{\partial x_{j} \partial x_{m}}(\rho)\left(X_{j, n+1}\left(t_{2 k+1}^{n+1}\right)-X_{j, n+1}\left(t_{k}^{n}\right)\right)\left(X_{m, n+1}\left(t_{2 k+1}^{n+1}\right)-X_{m, n+1}\left(t_{k}^{n}\right)\right)\right) \frac{\Delta t_{n}}{2},
\end{aligned}
$$

for some $\rho$ that lies between $X_{n+1}\left(t_{k}^{n}\right)$ and $X_{n+1}\left(t_{2 k+1}^{n+1}\right)$. Furthermore, we similarly define $N_{i, n, k}^{a}, M_{i, n, k}^{a,(\cdot)}$ associated with $X_{n+1}^{a}(\cdot), B^{n+1, a}(t)$ and $\widetilde{A}^{a}\left(t_{k+1}^{n+1}, t_{k}^{n+1}\right)$ so that:

$$
\begin{aligned}
& X_{i, n+1}^{a}\left(t_{k+1}^{n}\right)=X_{i, n+1}^{a}\left(t_{k}^{n}\right)+\mu_{i}^{(n+1)}\left(X_{n+1}^{a}\left(t_{k}^{n}\right)\right)+\sum_{j=1}^{d^{\prime}} \sigma_{i j}\left(X_{n+1}^{a}\left(t_{k}^{n}\right)\right) \Delta B_{j, k}^{n} \\
+ & \sum_{j=1}^{d^{\prime}} \sum_{l=1}^{d} \sum_{m=1}^{d^{\prime}} \frac{\partial \sigma_{i j}}{\partial x_{l}}\left(X_{n+1}^{a}\left(t_{k}^{n}\right)\right) \sigma_{l m}\left(X_{n+1}^{a}\left(t_{k}^{n}\right)\right) \widetilde{A}_{m j}^{a}\left(t_{k}^{n}, t_{k+1}^{n}\right)+N_{i, n, k}^{a}+M_{i, n, k}^{a,(1)}+M_{i, n, k}^{a,(2)}+M_{i, n, k}^{a,(3)} . \\
- & \sum_{j=1}^{d^{\prime}} \sum_{l=1}^{d} \sum_{m=1}^{d^{\prime}} \frac{\partial \sigma_{i j}}{\partial x_{l}}\left(X_{n+1}^{a}\left(t_{k}^{n}\right)\right) \sigma_{l m}\left(X_{n+1}^{a}\left(t_{k}^{n}\right)\right)\left(\Delta B_{j, 2 k}^{n+1, a} \Delta B_{m, 2 k+1}^{n+1, a}-\Delta B_{m, 2 k}^{n+1, a} \Delta B_{j, 2 k+1}^{n+1, a}\right) .
\end{aligned}
$$

Now, we write the recursion for $\bar{X}_{n+1}(\cdot) \triangleq \frac{1}{2}\left(X_{n+1}(\cdot)+X_{n+1}^{a}(\cdot)\right)$ over $\Delta t_{n}$ :

$$
\begin{aligned}
\bar{X}_{i, n+1}\left(t_{k+1}^{n}\right)= & \bar{X}_{i, n+1}\left(t_{k}^{n}\right)+\mu_{i}^{(n+1)}\left(\bar{X}_{n+1}\left(t_{k}^{n}\right)\right) \Delta t_{n}+\sum_{j=1}^{d^{\prime}} \sigma_{i j}\left(\bar{X}_{n+1}\left(t_{k}^{n}\right)\right) \Delta B_{j, k}^{n} \\
+ & \sum_{j, m=1}^{d^{\prime}} \sum_{l=1}^{d} \frac{\partial \sigma_{i j}}{\partial x_{l}}\left(\bar{X}_{n+1}\left(t_{k}^{n}\right)\right) \sigma_{l m}\left(\bar{X}_{n+1}\left(t_{k}^{n}\right)\right) \widetilde{A}_{m j}\left(t_{k}^{n}, t_{k+1}^{n}\right)+R_{i, n, k}, \\
R_{i, n, k} \triangleq & N_{i, n, k}^{(1)}+M_{i, n, k}^{(1)}+M_{i, n, k}^{(2)}+M_{i, n, k}^{(3)} \\
+ & \frac{1}{2}\left(N_{i, n, k}^{f}+M_{i, n, k}^{f,(1)}+M_{i, n, k}^{f,(2)}+M_{i, n, k}^{f,(3)}+N_{i, n, k}^{a}+M_{i, n, k}^{a,(1)}+M_{i, n, k}^{a,(2)}+M_{i, n, k}^{a,(3)}\right), \\
N_{i, n, k}^{(1)} \triangleq & \frac{1}{2}\left(\mu_{i}^{(n+1)}\left(X_{n+1}\left(t_{k}^{n}\right)\right)+\mu_{i}^{(n+1)}\left(X_{n+1}^{a}\left(t_{k}^{n}\right)\right)\right)-\mu_{i}^{(n+1)}\left(\bar{X}_{n+1}\left(t_{k}^{n}\right)\right), \\
M_{i, n, k}^{(1)} \triangleq & \sum_{j=1}^{d^{\prime}}\left(\frac{1}{2}\left(\sigma_{i j}\left(X_{n+1}\left(t_{k}^{n}\right)\right)+\sigma_{i j}\left(X_{n+1}^{a}\left(t_{k}^{n}\right)\right)\right)-\sigma_{i j}\left(\bar{X}_{n+1}\left(t_{k}^{n}\right)\right)\right) \Delta B_{j, k}^{n}, \\
M_{i, n, k}^{(2)} \triangleq & \sum_{j, m=1}^{d^{\prime}} \sum_{l=1}^{d}\left(\frac{1}{2}\left(\left(\frac{\partial \sigma_{i j}}{\partial x_{l}} \cdot \sigma_{l m}\right)\left(X_{n+1}\left(t_{k}^{n}\right)\right)+\left(\frac{\partial \sigma_{i j}}{\partial x_{l}} \cdot \sigma_{l m}\right)\left(X_{n+1}^{a}\left(t_{k}^{n}\right)\right)\right)\right. \\
& \left.-\left(\frac{\partial \sigma_{i j}}{\partial x_{l}} \cdot \sigma_{l m}\right)\left(\bar{X}_{n+1}\left(t_{k}^{n}\right)\right)\right) \widetilde{A}_{m j}\left(t_{k}^{n}, t_{k+1}^{n}\right), \\
M_{i, n, k}^{(3)} \triangleq & \sum_{j, m=1}^{d^{\prime}} \sum_{l=1}^{d} \frac{1}{2}\left(\left(\frac{\partial \sigma_{i j}}{\partial x_{l}} \cdot \sigma_{l m}\right)\left(X_{n+1}\left(t_{k}^{n}\right)\right)-\left(\frac{\partial \sigma_{i j}}{\partial x_{l}} \cdot \sigma_{l m}\right)\left(X_{n+1}^{a}\left(t_{k}^{n}\right)\right)\right) \\
& \cdot\left(\Delta B_{j, 2 k}^{n+1} \Delta B_{m, 2 k+1}^{n+1}-\Delta B_{m, 2 k}^{n+1} \Delta B_{j, 2 k+1}^{n+1}\right) .
\end{aligned}
$$

Finally, subtract the recursion in Num_Sol for $X_{n}(\cdot)$ from $\bar{X}_{n}(\cdot)$ to obtain

$$
\begin{aligned}
& \bar{X}_{i, n+1}\left(t_{k+1}^{n}\right)-X_{i, n}\left(t_{k+1}^{n}\right) \\
= & \bar{X}_{i, n+1}\left(t_{k}^{n}\right)-X_{i, n}\left(t_{k}^{n}\right)+\left(\mu_{i}^{(n)}\left(\bar{X}_{n+1}\left(t_{k}^{n}\right)\right)-\mu_{i}^{(n)}\left(X_{n}\left(t_{k}^{n}\right)\right)\right) \Delta t_{n} \\
& +\left(\mu_{i}^{(n+1)}-\mu_{i}^{(n)}\right)\left(\bar{X}_{i, n+1}\left(t_{k}^{n}\right)\right) \Delta t_{n} \\
& +\sum_{j=1}^{d^{\prime}}\left(\sigma_{i j}\left(\bar{X}_{i, n+1}\left(t_{k}^{n}\right)\right)-\sigma_{i j}\left(X_{i, n}\left(t_{k}^{n}\right)\right)\right) \Delta B_{j, k}^{n} \\
& +\sum_{j, m=1}^{d^{\prime}} \sum_{l=1}^{d}\left(\left(\frac{\partial \sigma_{i j}}{\partial x_{l}} \cdot \sigma_{l m}\right)\left(\bar{X}_{i, n+1}\left(t_{k}^{n}\right)\right)-\left(\frac{\partial \sigma_{i j}}{\partial x_{l}} \cdot \sigma_{l m}\right)\left(X_{i, n}\left(t_{k}^{n}\right)\right)\right) \widetilde{A}_{m j}\left(t_{k}^{n}, t_{k+1}^{n}\right) \\
& +R_{i, n, k} .
\end{aligned}
$$

Now, similarly as in the proof of Lemma 4.1, we simplify the notation by defining

$$
\xi_{i, n, k} \triangleq \bar{X}_{i, n+1}\left(t_{k}^{n}\right)-X_{i, n}\left(t_{k}^{n}\right) \quad \text { and } \quad \xi_{n, k} \triangleq \bar{X}_{n+1}\left(t_{k}^{n}\right)-X_{n}\left(t_{k}^{n}\right)
$$

and also

$$
\begin{aligned}
& \eta_{i, n, k} \\
& \triangleq\left(\mu_{i}^{(n)}\left(\bar{X}_{n+1}\left(t_{k}^{n}\right)\right)-\mu_{i}^{(n)}\left(X_{n}\left(t_{k}^{n}\right)\right)\right) \Delta t_{n}+\sum_{j=1}^{d^{\prime}}\left(\sigma_{i j}\left(\bar{X}_{i, n+1}\left(t_{k}^{n}\right)\right)-\sigma_{i j}\left(X_{i, n}\left(t_{k}^{n}\right)\right)\right) \Delta B_{j, k}^{n} \\
& \quad+\sum_{j, m=1}^{d^{\prime}} \sum_{l=1}^{d}\left(\left(\frac{\partial \sigma_{i j}}{\partial x_{l}} \cdot \sigma_{l m}\right)\left(\bar{X}_{i, n+1}\left(t_{k}^{n}\right)\right)-\left(\frac{\partial \sigma_{i j}}{\partial x_{l}} \cdot \sigma_{l m}\right)\left(X_{i, n}\left(t_{k}^{n}\right)\right)\right) \widetilde{A}_{m j}\left(t_{k}^{n}, t_{k+1}^{n}\right) \\
& \quad+R_{i, n, k}+\left(\mu_{i}^{(n+1)}-\mu_{i}^{(n)}\right)\left(\bar{X}_{i, n+1}\left(t_{k}^{n}\right)\right) \Delta t_{n},
\end{aligned}
$$

for $0 \leq k \leq 2^{n}-1$, so that $\xi_{i, n, k+1}=\xi_{i, n, k}+\eta_{i, n, k}$. Given $\mu \cup\left\{\mu^{(n)}\right\}_{n} \subseteq \mathcal{L}\left(L_{1}\right), L_{1}>1$, we want to find $C>1$ and $\operatorname{poly}(\cdot)$ with $\operatorname{poly}(x)>1$ when $x>1$, such that if $2^{n}>\operatorname{poly}\left(L_{1}\right)$, then

$$
\begin{equation*}
\mathbb{E}\left(\xi_{i, n, k}\right)^{4} \leq e^{C L_{1} \cdot t_{k}^{n}} \Delta t_{n}^{4-\delta}, \tag{6.75}
\end{equation*}
$$

for all $i \in[d]$ and $0 \leq k \leq 2^{n}$. Similarly, we prove by induction on $0 \leq k \leq 2^{n}$ and by bounding the terms of $R_{i, n, k}$. We start by bounding $N_{i, n, k}^{(1)}$ using Taylor expansion,

$$
\begin{aligned}
& N_{i, n, k}^{(1)} \triangleq \frac{1}{2}\left(\mu_{i}^{(n+1)}\left(X_{n+1}\left(t_{k}^{n}\right)\right)-\mu_{i}^{(n+1)}\left(X_{n+1}^{a}\left(t_{k}^{n}\right)\right)\right)-\mu_{i}^{(n+1)}\left(\bar{X}_{n+1}\left(t_{k}^{n}\right)\right) \\
= & \sum_{j, m=1}^{d}\left(\frac{\partial^{2} \mu_{i}\left(\rho_{1}\right)}{\partial x_{j} \partial x_{m}}+\frac{\partial^{2} \mu_{i}\left(\rho_{1}^{\prime}\right)}{\partial x_{j} \partial x_{m}}\right)\left(X_{j, n+1}\left(t_{k}^{n}\right)-X_{j, n+1}^{a}\left(t_{k}^{n}\right)\right)\left(X_{m, n+1}\left(t_{k}^{n}\right)-X_{m, n+1}^{a}\left(t_{k}^{n}\right)\right) \frac{\Delta t_{n}}{16},
\end{aligned}
$$

where $\rho_{1}$ and $\rho_{1}^{\prime}$ lie somewhere between $X_{n+1}^{a}\left(t_{k}^{n}\right)$ and $X_{n+1}\left(t_{k}^{n}\right)$. Now we use Lemma 6.74 on $\left(X_{j, n+1}\left(t_{k}^{n}\right)-X_{j, n+1}^{a}\left(t_{k}^{n}\right)\right)\left(X_{m, n+1}\left(t_{k}^{n}\right)-X_{m, n+1}^{a}\left(t_{k}^{n}\right)\right)$ and Hölder’s inequality to get

$$
\mathbb{E}\left(N_{i, n, k}^{(1)}\right)^{4}<\operatorname{poly}\left(L_{1}\right) \Delta t_{n}^{8(2 \alpha-\beta)+4}
$$

$\operatorname{poly}(\cdot)$ with $\operatorname{poly}(x)>1$ when $x>1$. In fact, based on the similar analysis on

$$
N_{i, n, k}^{f}, M_{i, n, k}^{(1)}, M_{i, n, k}^{(2)}, M_{i, n, k}^{(3)}, M_{i, n, k}^{f,(1)}, M_{i, n, k}^{f,(2)}, M_{i, n, k}^{f,(3)}
$$

as above, we can find some $\operatorname{poly}(\cdot)$ with $\operatorname{poly}(x)>1$ when $x>1$ that

$$
\begin{equation*}
\mathbb{E} R_{i, n, k}^{4} \leq \operatorname{poly}\left(L_{1}\right) \Delta t_{n}^{8(2 \alpha-\beta)+2} \tag{6.76}
\end{equation*}
$$

Then, as in proof of Lemma 4.1, we prove the hypothesis in (6.75) by induction. First of all, when $k=0$, for $i \in[d]$, the claim holds since $\xi_{i, n, 0} \triangleq X_{i, n}^{\mu}(0)-X_{i, n}(0)=x-x=0$. Now, fixing $0 \leq k \leq 2^{n}-1$ and $i \in[d]$, suppose the induction hypothesis holds so that we can find $C>1$ where $\mathbb{E}\left|\xi_{i, n, j}^{4}\right| \leq e^{C L_{1} \cdot t_{j}^{n}} \cdot \Delta t_{n}^{4-\delta}$ for all $0 \leq j \leq k$. We want to show, $\mathbb{E}\left|\xi_{i, n, k+1}^{4}\right| \leq e^{C L_{1} \cdot t_{k+1}^{n}} \cdot \Delta t_{n}^{4-\delta}$
for all $i \in[d]$. Use similar analysis as in proof of Lemma 4.1, we obtain

$$
\begin{align*}
\mathbb{E} \eta_{i, n, k}^{4} & \leq e^{C_{1} L_{1} t_{k}^{n}} \Delta t_{n}^{5-\delta}\left(\operatorname{poly}\left(L_{1}\right) \Delta t_{n}^{1+8(2 \alpha-\beta)-(4-\delta)}+2 L_{1}^{4} \Delta t_{n}^{3}+2 L^{4} \Delta t_{n}\right), \\
\mathbb{E}\left(\xi_{i, n, k}^{3} \eta_{i, n, k}\right) & \leq e^{C L_{1} t_{k}^{n}} \Delta t_{n}^{5-\delta}\left(2 L_{1}+2 L_{1} \Delta t_{n}^{\frac{\delta}{4}+2(2 \alpha-\beta)-1}\right), \\
\mathbb{E} \xi_{i, n, k}\left(\eta_{i, n, k}\right)^{3} & \leq e^{C L_{1} t_{k}^{n}} \Delta t_{n}^{5-\delta}\left(\operatorname{poly}\left(L_{1}\right)+2 L_{1}^{4}+2 L^{4}\right) \Delta t_{n}^{\frac{1}{2}}, \\
\mathbb{E}\left(\xi_{i, n, k}\right)^{2}\left(\eta_{i, n, k}\right)^{2} & \leq e^{C L_{1} t_{k}^{n}} \Delta t_{n}^{5-\delta}\left(\operatorname{poly} P\left(L_{1}\right) \Delta t_{n}^{8(2 \alpha-\beta)-(4-\delta)}+2 L_{1}^{4} \Delta t_{n}^{2}+2 L^{4}\right)^{\frac{1}{2}} . \tag{6.77}
\end{align*}
$$

for some $\operatorname{poly}(\cdot)$ with $\operatorname{poly}(x)>1$ when $x>1$. Thus, we can find some $\operatorname{poly}^{\prime}(\cdot)$ with $\operatorname{poly}^{\prime}(x)>$ 1 when $x>1$, such that $2^{n}>\operatorname{poly}^{\prime}\left(L_{1}\right)$, we can find Let $C=5+2 L>1$ that

$$
\begin{align*}
\left(2 L_{1}+2 L_{1} \Delta t_{n}^{\frac{\delta}{4}+2(2 \alpha-\beta)-1}\right) & \leq 3 L_{1}, \\
\left(\operatorname{poly}\left(L_{1}\right) \Delta t_{n}^{1+8(2 \alpha-\beta)-(4-\delta)}+2 L_{1}^{4} \Delta t_{n}^{3}+2 L^{4} \Delta t_{n}\right) & \leq 1, \\
\left(\operatorname{poly}\left(L_{1}\right)+2 L_{1}^{4}+2 L^{4}\right) \Delta t_{n}^{\frac{1}{2}} & \leq 1, \\
\left(\operatorname{poly}\left(L_{1}\right) \Delta t_{n}^{8(2 \alpha-\beta)-(4-\delta)}+2 L_{1}^{4} \Delta t_{n}^{2}+2 L^{4}\right)^{\frac{1}{2}} & \leq 2 L^{2} . \tag{6.78}
\end{align*}
$$

Consequently, when $2^{n}>\operatorname{poly}^{\prime}\left(L_{1}\right)$, we use the bound in Equations (6.78) (SP) to obtain

$$
\begin{align*}
\mathbb{E}\left(\xi_{i, n, k+1}\right)^{4} & \leq e^{C L_{1} t_{k}^{n}} \Delta t_{n}^{4-\delta}+e^{C L_{1} t_{k}^{n}} \Delta t_{n}^{5-\delta}\left(3 L_{1}+2+2 L^{2}\right) \\
& \leq e^{C L_{1} t_{k}^{n}} \Delta t_{n}^{4-\delta} \cdot\left(1+C L_{1} \Delta t_{n}\right) \leq e^{C L_{1} t_{k+1}^{n}} \Delta t_{n}^{4-\delta}, \tag{6.79}
\end{align*}
$$

where the last line follows from convexity of exponential function $e^{y} \geq e^{x}+e^{x} \cdot(y-x)$ for $y \geq x$. Now we use the method as in the proof of Lemma 4.1 to extend the induction hypothesis to the case where $\Delta t_{n} \leq \operatorname{poly}^{\prime}\left(L_{1}\right)$. This concludes the proof.

### 6.9 Proof of Supporting Lemmas

First, we use the Levy-Ciesielski construction of the Brownian motion (see [202]).

Lemma 28. Let $\left\{U_{j}^{m}: 1 \leq j \leq 2^{m-1}, m \geq 1\right\}$ along with $U_{0}^{0}$ be a sequence of I.I.D standard
normal random variables, and we define

$$
\begin{equation*}
H(t) \triangleq \mathbf{I}(0 \leq t<1 / 2)-\mathbf{I}(1 / 2 \leq t \leq 1), \tag{6.80}
\end{equation*}
$$

along with its family of functions $\left\{H_{j}^{m}(t)=2^{m / 2} H\left(2^{m-1} t-j+1\right): 1 \leq j \leq 2^{m-1}, m \geq 1\right\}$ and constant function $H_{0}^{0}(\cdot)=1$. Now, if we define $B(t)$ for $t \in[0,1]$ by

$$
\begin{equation*}
B(t) \triangleq U_{0}^{0} \int_{0}^{t} H_{0}^{0}(s) d s+\sum_{m \geq 1} \sum_{j=1}^{2^{m-1}}\left(U_{j}^{m} \int_{0}^{t} H_{j}^{m}(s) d s\right), \tag{6.81}
\end{equation*}
$$

then it can be shown that the right-hand side converges uniformly on [0,1] almost surely and the process $\{B(t)\}_{t \in[0,1]}$ is a standard Brownian motion on [0,1].

Proof. See Section 2.3 of [201].

Changing the sign of a standard Gaussian does not change its distribution. Thus the above theoretical construction a way to define $B^{(n+1), a}(t)$ related to Definition 4.

Corollary 6.9.0.1. Fixing $n \geq 0$ and the sequence of I.I.D. standard Gaussian $\left\{U_{j}^{m}: 1 \leq j \leq\right.$ $\left.2^{m-1}, m \geq 1\right\}$ along with $U_{0}^{0}$, we can define

$$
\begin{equation*}
B^{n+1, a}(t) \triangleq U_{0}^{0} \int_{0}^{t} H_{0}^{0}(s) d s+\sum_{j=1}^{2^{n}}\left(-U_{j}^{n+1} \int_{0}^{t} H_{j}^{n+1}(s) d s\right)+\sum_{\substack{m \geq 1 \\ m \neq n+1}} \sum_{j=1}^{2^{m-1}}\left(U_{j}^{m} \int_{0}^{t} H_{j}^{m}(s) d s\right), \tag{6.82}
\end{equation*}
$$

which is a again Brownian motion on [0,1].

Lemma 29. Given a sequence of I.I.D. standard Gaussian $\left\{U_{j}^{m}: 1 \leq j \leq 2^{m-1}, m \geq 1\right\}$. For $0 \leq t \leq 1$ and $n \geq 0$, define $B(t)$ as in (6.81) and $B^{n+1, a}(t)$ as in (6.82). Let

$$
\begin{align*}
\Delta B_{k}^{n+1} & =B\left(t_{k+1}^{n+1}\right)-B\left(t_{k}^{n+1}\right) \\
\Delta B_{k}^{n+1, a} & =B^{(n+1), a}\left(t_{k+1}^{n+1}\right)-B^{(n+1), a}\left(t_{k}^{n+1}\right) . \tag{6.83}
\end{align*}
$$

for $1 \leq k \leq 2^{n+1}-1$. Then $\Delta B_{k}^{n+1}$ and $\Delta B_{k}^{n+1, a}$ satisfy equations (2.5) and (2.6) in Definition 2.3. Thus, we may regard $X_{n+1}^{a}(\cdot)$ to be $X_{n+1}(\cdot)$ generated under Brownian motion $B^{n+1, a}(\cdot)$ instead of $B(\cdot)$.

Proof of Lemma 29. By Definition 28, for $n \geq 1$ and $0 \leq k \leq 2^{n-1}-1$,

$$
\left\{\begin{array}{lllll}
\int_{t_{2 k}^{n}}^{t_{2 k+1}^{n}} H_{j}^{m}(t) d t=\int_{t_{2 k+1}^{n}}^{t_{2 k+2}^{n}} H_{j}^{m}(t) d t & \text { for all } \quad m \neq n & \text { and } \quad 1 \leq j \leq 2^{m-1}  \tag{6.84}\\
\int_{t_{2 k}^{n}}^{t_{2 k+1}^{n}} H_{j}^{m}(t) d t=-\int_{t_{2 k+1}}^{t_{2 k+2}^{n}} H_{j}^{m}(t) d t & \text { for all } \quad m=n \quad \text { and } \quad 1 \leq j \leq 2^{m-1}
\end{array}\right.
$$

Thus, we have that, for $0 \leq k \leq 2^{n}-1$,

$$
\begin{gathered}
B^{n+1, a}\left(t_{2 k+1}^{n+1}\right)-B^{n+1, a}\left(t_{2 k}^{n+1}\right)=B\left(t_{2 k+2}^{n+1}\right)-B\left(t_{2 k+1}^{n+1}\right)=\Delta B_{2 k}^{n+1, a}, \\
B^{n+1, a}\left(t_{2 k+2}^{n+1}\right)-B^{n+1, a}\left(t_{2 k+1}^{n+1}\right)=B\left(t_{2 k+1}^{n+1}\right)-B\left(t_{2 k}^{n+1}\right)=\Delta B_{2 k+1}^{n+1, a},
\end{gathered}
$$

by simply taking the difference in (6.82) and checking (6.84).

Proof of Lemma A.2. Following Definition A.2, define $R_{i, j}^{n}\left(t_{l}^{n}, t_{m}^{n}\right)=\sum_{k=l+1}^{m} A_{i, j}\left(t_{k-1}^{n}, t_{k}^{n}\right)$ for $0 \leq$ $l<m \leq 2^{n}, i, j \in\left[d^{\prime}\right]$ and $i \neq j$. Then, we can define

$$
\begin{gathered}
\Gamma_{R} \triangleq \sup _{\substack{n \geq 1}}^{\sup _{\substack{0 \leq s \leq t \leq 1 \\
s, t \in D_{n}}} \max _{1 \leq i, j \leq d^{\prime}, i \neq j} \frac{\left|R_{i, j}^{n}(s, t)\right|}{|t-s|^{\beta} \Delta t_{n}^{2 \alpha-\beta}},} \\
\Gamma_{R-\tilde{R}} \triangleq \sup _{n \geq 1} \sup _{\substack{0 \leq s \leq t \leq 1 \\
s, t \in D_{n}}} \max _{1 \leq i, j \leq d^{\prime}, i \neq j} \frac{\left|R_{i, j}^{n}(s, t)-\tilde{R}_{i, j}^{n}(s, t)\right|}{|t-s|^{\beta} \Delta t_{n}^{2 \alpha-\beta}},
\end{gathered}
$$

Observing the definition for both the case $i=j$ and $i \neq j$, we have

$$
\begin{equation*}
\|\tilde{A}\|_{2 \alpha} \leq\|A\|_{2 \alpha}+\|B\|_{\alpha}^{2} \quad \text { and } \quad \Gamma_{\tilde{R}} \leq \Gamma_{R}+\Gamma_{R-\tilde{R}} \tag{6.85}
\end{equation*}
$$

Now, following Lemma 3.1 in [200], we define a family of random variables $\left(L_{i, j}^{n}(k): k=\right.$
$\left.0,1, \ldots, 2^{n-1}, i, j \in\left[d^{\prime}\right], i \neq j, n \geq 1\right)$ satisfying $L_{i, j}^{n}(0)=0$ and

$$
L_{i, j}^{n}(k)=L_{i, j}^{n}(k-1)+\left(B_{i}\left(t_{2 k-1}^{n}\right)-B_{i}\left(t_{2 k-2}^{n}\right)\right)\left(B_{j}\left(t_{2 k}^{n}\right)-B_{j}\left(t_{2 k-1}^{n}\right)\right) .
$$

Then, following Lemma 3.4 and its proof in [200], we define, for $i, j \in\left[d^{\prime}\right]$ and $i \neq j$,

$$
N_{i, j, 2}=\max \left\{n:\left|L_{i, j}^{n}(m)-L_{i, j}^{n}(l)\right|>(m-l)^{\beta} \Delta t_{n}^{2 \alpha} \quad \text { for some } \quad 0 \leq l<m \leq 2^{n-1}\right\},
$$

and define $N_{2}=\max \left\{N_{i, j, 2}: i, j \in\left[d^{\prime}\right], i \neq j\right\}$ along with

$$
\Gamma_{L} \triangleq \max \left\{1, \max _{1 \leq i, j \leq d^{\prime}, i \neq j} \max _{n<N_{2}} \max _{0 \leq l<m<2^{n-1}} \frac{\left|L_{i, j}^{n}(m)-L_{i, j}^{n}(l)\right|}{(m-l)^{\beta} \Delta t_{n}^{2 \alpha}}\right\} .
$$

Finally, we use Definition A. 2 and apply the result of Lemma 3.5 in [200] to write:

$$
\Gamma_{R} \leq \frac{2^{-(2 \alpha-\beta)}}{1-2^{-(2 \alpha-\beta)}} \cdot \Gamma_{L}, \quad \text { and } \quad\|A\|_{2 \alpha} \leq \Gamma_{R} \cdot \frac{2}{1-2^{-2 \alpha}}+\|B\|_{\alpha}^{2} \cdot \frac{2^{1-\alpha}}{1-2^{-\alpha}}
$$

Thus, it suffices to show that $\|B\|_{\alpha}, \Gamma_{L}$ and $\Gamma_{R-\tilde{R}}$ has finite moments of every order. For $\|B\|_{\alpha}$, it follows from Borell's inequality for continuous Gaussian random fields (see Section 2.3 of [204]). To show the result for $\Gamma_{L}$, we follow the proof of Lemma 3.4 in [200] to show that $\mathbb{P}\left(N_{i, j, 2} \geq n\right)$ is bounded by

$$
\begin{align*}
& \sum_{h=n}^{\infty} \mathbb{P}\left(\left|L_{i, j}^{h}(m)-L_{i, j}^{h}(l)\right|>(m-l)^{\beta} \Delta t_{n}^{2 \alpha} \quad \text { for some } 0 \leq l<m \leq 2^{n-1}\right) \\
& \leq \sum_{h=n}^{\infty} 2^{2 h} \exp \left(-\theta^{\prime} 2^{h(1-2 \alpha)}\right) \leq \exp \left(-\frac{\theta^{\prime}}{2} \cdot 2^{n(1-2 \alpha)}\right) \sum_{h=0}^{\infty} 2^{2 h} \exp \left(-\frac{\theta^{\prime}}{2} \cdot 2^{h(1-2 \alpha)}\right) \\
& \leq C \exp \left(-\frac{\theta^{\prime}}{2} \cdot 2^{n(1-2 \alpha)}\right) \tag{6.86}
\end{align*}
$$

for some $C>1$ and $\theta^{\prime}>0$. It follows that,

$$
\begin{equation*}
\mathbb{P}\left(N_{2} \geq n\right) \leq C\left(d^{\prime}\right)^{2} \exp \left(-\frac{\theta^{\prime}}{2} \cdot 2^{n(1-2 \alpha)}\right) \tag{6.87}
\end{equation*}
$$

$$
\begin{equation*}
\mathbb{E}\left(\exp \left(\eta N_{2}\right)\right) \leq \sum_{n=1}^{\infty} C\left(d^{\prime}\right)^{2} \exp (\eta n) \exp \left(-\frac{\theta^{\prime}}{2} \cdot 2^{n(1-2 \alpha)}\right)<\infty \tag{6.88}
\end{equation*}
$$

for every $\eta>0$. On the other hand, since for $m>l, n \leq N_{2}$, we have

$$
\begin{gathered}
(m-l)^{-\beta} \Delta t_{n}^{-2 \alpha}=(m-l)^{-\beta} 2^{2 \alpha n} \leq 2^{2 \alpha N_{2}}, \\
\Gamma_{L} \leq 1+2^{2 \alpha N_{2}} \cdot\left(\max _{1 \leq i, j \leq d^{\prime}, i \neq j} \max _{n<N_{2}} \max _{0 \leq l<m<2^{n-1}}\left|L_{i, j}^{n}(m)-L_{i, j}^{n}(l)\right|\right) .
\end{gathered}
$$

Since $N_{2}$ has a finite moment-generating function on the real line according to (6.88), in order to establish that $\Gamma_{L}$ has finite moments of every order, it suffices to show that

$$
\mathbb{E}\left[\left(\sum_{n=1}^{N_{2}} \sum_{1<l<m}^{2^{n-1}} \sum_{1 \leq i \neq j}^{d^{\prime}}\left|L_{i, j}^{n}(m)-L_{i, j}^{n}(l)\right|\right)^{k}\right]<\infty .
$$

for every $k \geq 1$. Letting $\bar{n}$ be the number of total elements being summed up inside the previous expectation, it follows that $\bar{n} \leq N_{2} \cdot 2^{2 N_{2}}\left(d^{\prime}\right)^{2}$ and therefore, by (6.27)

$$
\begin{aligned}
& \mathbb{E}\left(\sum_{n=1}^{N_{2}} \sum_{1<l<m}^{2^{n-1}} \sum_{1 \leq i \neq j}^{d^{\prime}}\left|L_{i, j}^{n}(m)-L_{i, j}^{n}(l)\right|\right)^{k} \leq \mathbb{E} \bar{n}^{k-1} \sum_{n=1}^{N_{2}} \sum_{1<l<m}^{2^{n-1}} \sum_{1 \leq i \neq j}^{d^{\prime}}\left|L_{i, j}^{n}(m)-L_{i, j}^{n}(l)\right|^{k} \\
\leq & \sum_{n=1}^{N_{2}} \sum_{1<l<m}^{2^{n-1}} \sum_{1 \leq i \neq j}^{d^{\prime}} \mathbb{E}\left[\left(N_{2} \cdot 2^{2 N_{2}}\left(d^{\prime}\right)^{2}\right)^{k-1}\left|L_{i, j}^{n}(m)-L_{i, j}^{n}(l)\right|^{k} I\left(N_{2} \geq n\right)\right] .
\end{aligned}
$$

To bound these terms, we first show that, fixing any $h \geq 1, \mathbb{E}\left|L_{i, j}^{n}(m)-L_{i, j}^{n}(l)\right|^{h}$ is uniformly bounded for any $n \geq 1,1 \leq l<m \leq 2^{n-1}, 1 \leq i, j \leq n$ and $i \neq j$. Let $\left\{Y_{i^{\prime}}\right\}_{i^{\prime} \geq 1}$ be I.I.D. with $Y \stackrel{\mathcal{D}}{=} Z_{1} \cdot Z_{2}$ where $Z_{1}, Z_{2}$ are independent standard Gaussian. It follows from Hölder's inequality and Jensen's inequality that we can find $C_{h}>0$ such that $\mathbb{E}\left|\frac{\sum_{i=1}^{n} Y_{i^{\prime}}}{n}\right|^{h}<C_{h}$ for all $n \geq 1$. Then $\mathbb{E}\left|L_{i, j}^{n}(m)-L_{i, j}^{n}(l)\right|^{h}<C_{h}$ follows from $\left|L_{i, j}^{n}(m)-L_{i, j}^{n}(l)\right| \stackrel{d}{=}\left|\Delta t_{n} \sum_{i^{\prime}=1}^{m-l} Y_{i^{\prime}}\right| \leq\left|\frac{\sum_{i^{\prime}=1}^{m-l} Y_{i^{\prime}}}{m-l}\right|$. Specifically $\mathbb{E}\left|L_{i, j}^{n}(m)-L_{i, j}^{n}(l)\right|^{4 k}<C_{4 k}$ for all $n \geq 1$. Now we can use Hölder's inequality multiple times and
the fact that $N_{2}$ has moment-generating function to conclude:

$$
E\left[\left(d^{\prime}\right)^{2(k-1)} 2^{3 N_{2}(k-1)}\left|L_{i, j}^{n}(m)-L_{i, j}^{n}(l)\right|^{k} I\left(N_{2} \geq n\right)\right] \leq C^{\prime} f\left(N_{2} \geq n\right)^{1 / 2},
$$

for $C^{\prime}>1$ and it follows from (6.87) that $\Gamma_{L}$ has moments of every order. Finally, for $\Gamma_{R-\tilde{R}}$, define $\left\{\tilde{L}_{i, j}^{n}(k): k=0,1, \ldots, 2^{n}, i, j \in\left[d^{\prime}\right], i \neq j, n \geq 1\right\}$ with $\tilde{L}_{i, j}^{n}(0)$ and

$$
\begin{gathered}
\tilde{L}_{i, j}^{n}(k)=\tilde{L}_{i, j}^{n}(k-1)+\left(B_{i}\left(t_{k}^{n}\right)-B_{i}\left(t_{k-1}^{n}\right)\right)\left(B_{j}\left(t_{k}^{n}\right)-B_{j}\left(t_{k-1}^{n}\right)\right), \\
\tilde{N}_{2}=\max \left\{n:\left|\tilde{L}_{i, j}^{n}(m)-\tilde{L}_{i, j}^{n}(l)\right|>(m-l)^{\beta} \Delta t_{n}^{2 \alpha} \text { for some } 0 \leq l<m \leq 2^{n}, i, j \in\left[d^{\prime}\right], i \neq j\right\}, \\
\Gamma_{\tilde{L}} \triangleq \max \left\{1, \max _{1 \leq i, j \leq d^{\prime}, i \neq j} \max _{n<\tilde{N}_{2}} \max _{0 \leq l<m<2^{n-1}} \frac{\left|\tilde{L}_{i, j}^{n}(m)-\tilde{L}_{i, j}^{n}(l)\right|}{(m-l)^{\beta} \Delta t_{n}^{2 \alpha}}\right\} .
\end{gathered}
$$

Then, for $1 \leq i, j \leq d^{\prime}, i \neq j, n \geq 1$ and $0 \leq s<t \leq 1, s, t \in D_{n}$, we have

$$
\begin{equation*}
R_{i, j}^{n}(s, t)-\tilde{R}_{i, j}^{n}(s, t)=\sum_{k=s 2^{n}+1}^{t 2^{n}} \widetilde{A}_{i, j}\left(t_{k-1}^{n}, t_{k}^{n}\right)=\tilde{L}_{i, j}^{n}\left(t 2^{n}\right)-\tilde{L}_{i, j}^{n}\left(s 2^{n}\right), \tag{6.89}
\end{equation*}
$$

which implies $\Gamma_{R-\tilde{R}} \leq \Gamma_{\tilde{L}}$. We can now proceed to show $\Gamma_{\tilde{L}}$ has finite moments of every order in the similar fashion as we did for $\Gamma_{L}$. This completes the proof.

Proof of Lemma A.3. Let $X_{n}^{\mathcal{M}}(\cdot)$ be the Milstein discretization for $\Delta t_{n}$ :

$$
\begin{aligned}
X_{i, n}^{\mathcal{M}}\left(t_{k+1}^{n}\right) & =X_{i, n}^{\mathcal{M}}\left(t_{k}^{n}\right)+\mu_{i}\left(X_{n}^{\mathcal{M}}\left(t_{k}^{n}\right)\right) \Delta t_{n}+\sum_{j=1}^{d^{\prime}} \sigma_{i j}\left(X_{n}^{\mathcal{M}}\left(t_{k}^{n}\right)\right) \Delta B_{j, k}^{n} \\
& +\sum_{j=1}^{d^{\prime}} \sum_{l=1}^{d} \sum_{m=1}^{d^{\prime}} \frac{\partial \sigma_{i j}}{\partial x_{l}}\left(X_{n}^{\mathcal{M}}\left(t_{k}^{n}\right)\right) \sigma_{l m}\left(X_{n}^{\mathcal{M}}\left(t_{k}^{n}\right)\right) A_{m j}\left(t_{k}^{n}, t_{k+1}^{n}\right),
\end{aligned}
$$

where we use $A_{i j}(s, t)$ instead of $\widetilde{A}_{i j}(s, t)$ defined in (24) (This distinguishes $X_{n}^{\mathcal{M}}(\cdot)$ from $X_{n}(\cdot)$, our antithetic scheme). Then, $\mu \cup\left\{\mu^{(n)}\right\}_{n} \subseteq \mathcal{L}\left(L_{1}\right), L_{1}>1$, we compute constant $C_{1}$ explicitly in terms of $L_{1},\|B\|_{\alpha}$ and $\|A\|_{2 \alpha}$ ( denoted as $M,\|Z\|_{\alpha}$ and $\|A\|_{2 \alpha}$ in [200]) such that for $n$ large enough and $r, t \in D_{n},\left\|X_{n}^{\mathcal{M}}(t)-X_{n}^{\mathcal{M}}(r)\right\|_{\infty} \leq C_{1}|t-r|^{\alpha}$. See page 305 of [200, Lemma 6.1].

To get the result for $X_{n}(\cdot)$ instead of $X_{n}^{\mathcal{M}}(\cdot)$, we follow page 283 of [200, Lemma 2.1], replacing $\|A\|_{2 \alpha}$ by $\|\tilde{A}\|_{2 \alpha}$ in notation, we define

$$
\begin{cases}C_{1}(\delta) & =\bar{d} L_{1}\|B\|_{\alpha}+1 / 2 \\ C_{2}(\delta) & =\bar{d}^{3} L_{1}^{2}\|A\|_{2 \alpha}+1 / 2 \\ C_{3}(\delta) & =\frac{2}{1-2^{1-3 \alpha}}\left(\bar{d} L_{1} C_{1}(\delta)^{2}\|B\|_{\alpha}+\bar{d}^{2} L_{1} C_{2}(\delta)\|B\|_{\alpha}+\bar{d}^{2} L_{1}^{2}\|B\|_{\alpha}+2 \bar{d}^{3} L_{1}^{2} C_{1}(\delta)\|A\|_{2 \alpha}\right)\end{cases}
$$

and find some $\operatorname{poly}(\cdot)$ with $\operatorname{poly}(x)>1$ when $x>1$ so that if

$$
\delta=\left(\mathcal{P}\left(L_{1},\|B\|_{\alpha},\|A\|_{2 \alpha}\right)\right)^{-1}
$$

then

$$
\begin{equation*}
C_{3}(\delta) \delta^{2 \alpha}+L_{1} \delta^{1-\alpha}+\bar{d}^{3} L_{1}^{2}\|A\|_{2 \alpha} \delta^{\alpha}<1 / 2 \quad \text { and } \quad C_{3}(\delta) \delta^{\alpha}<1 / 2 \tag{6.90}
\end{equation*}
$$

so that Equation (6.4) in page 308 of [200, Lemma 6.1] is satisfied:

$$
\begin{cases}C_{1}(\delta) & \geq \bar{d} L_{1}\|B\|_{\alpha}+L_{1} \delta^{1-\alpha}+\bar{d} L_{1}\|B\|_{\alpha}+\bar{d}^{3} L_{1}^{2}\|\widetilde{A}\|_{2 \alpha} \delta^{\alpha} \\ C_{2}(\delta) & \geq \bar{d}^{3} L_{1}^{2}\|A\|_{2 \alpha}+\bar{d}^{3} L_{1}^{2}\|\widetilde{A}\|_{2 \alpha} \\ C_{3}(\delta) & \geq \frac{2}{1-2^{1-3 \alpha}}\left(\bar{d} L_{1} C_{1}(\delta)^{2}\|B\|_{\alpha}+\bar{d}^{2} L_{1} C_{2}(\delta)\|B\|_{\alpha}+\bar{d}^{2} L_{1}^{2}\|B\|_{\alpha}+2 \bar{d}^{3} L_{1}^{2} C_{1}(\delta)\|A\|_{2 \alpha}\right)\end{cases}
$$

which gives, according to line $12-17$ of page 308 of [200, Lemma 6.1], that

$$
\begin{equation*}
\left\|X_{n}(t)-X_{n}(r)\right\|_{\infty} \leq \frac{2}{\delta} C_{1}(\delta)|t-r|^{\alpha} \tag{6.91}
\end{equation*}
$$

for all $n$ large enough where $\Delta t_{n} \leq \frac{1}{2} \delta$. Notice we changed the result to address $X_{n}(\cdot)$ instead of $X_{n}^{\mathcal{M}}(\cdot)$, and so far it follows from an modification of [200, Lemma 6.1].

To extend the result for $n$ where $\Delta t_{n}>\frac{\delta}{2}$, notice the recursion in Num_Sol is carried out at most $2^{n}$ number of times and $2^{n}=\left(\Delta t_{n}\right)^{-1}<2(\delta)^{-1}=2 \operatorname{poly}\left(L_{1},\|B\|_{\alpha},\|A\|_{2 \alpha}\right)$. By analyzing Num_Sol,
we have

$$
\begin{aligned}
\left\|X_{n}\left(t_{k+1}^{n}\right)-X_{n}\left(t_{k}^{n}\right)\right\|_{\infty} & \leq \bar{d}\left(C L_{1} \Delta t_{n}+\bar{d} L\|B\|_{\alpha} \Delta t_{n}^{\alpha}+\bar{d}^{3} L^{2}\|A\|_{2 \alpha} \Delta t_{n}^{2 \alpha}\right) \\
& \leq \bar{d}\left(C L_{1}+\bar{d} L\|B\|_{\alpha}+\bar{d}^{3} L^{2}\|A\|_{2 \alpha}\right) \Delta t_{n}^{\alpha}
\end{aligned}
$$

for some $C>1$. Since $\Delta t_{n}<1$, thus, for $\Delta t_{n}>\frac{\delta}{2},\left\|X_{n}(t)-X_{n}(r)\right\|_{\infty}$ is bounded by

$$
\begin{align*}
& \frac{|t-r| \Delta t_{n}^{\alpha}}{\Delta t_{n}} \bar{d}\left(C L_{1}+\bar{d} L\|B\|_{\alpha}+\bar{d}^{3} L^{2}\|A\|_{2 \alpha}\right) \\
\leq & \bar{d}\left(C L_{1}+\bar{d} L\|B\|_{\alpha}+\bar{d}^{3} L^{2}\|A\|_{2 \alpha}\right) \frac{|t-r| 2^{1-\alpha}}{\delta^{1-\alpha}} \\
\leq & 2 \bar{d}\left(C L_{1}+\bar{d} L\|B\|_{\alpha}+\bar{d}^{3} L^{2}\|A\|_{2 \alpha}\right) \cdot \operatorname{poly}\left(L_{1},\|B\|_{\alpha},\|A\|_{2 \alpha}\right) \cdot|t-r|^{\alpha} \tag{6.92}
\end{align*}
$$

where the last line follows from $\operatorname{poly}(x)>1$ when $x>1$ and $|t-r|<1$. The second to last line follows from $\Delta t_{n}>\frac{\delta}{2}$. We now combine (6.91) and (6.92) and let

$$
\begin{aligned}
& \operatorname{poly}^{\prime}\left(L_{1},\|B\|_{\alpha},\|A\|_{2 \alpha}\right) \\
\triangleq & 2 \bar{d}\left(C L_{1}+\bar{d} L\|B\|_{\alpha}+\bar{d}^{3} L^{2}\|A\|_{2 \alpha}\right) \cdot \operatorname{poly}\left(L_{1},\|B\|_{\alpha},\|A\|_{2 \alpha}\right) \cdot \frac{2}{\delta} C_{1}(\delta),
\end{aligned}
$$

be the polynomial $\left\|X_{n}(t)-X_{n}(r)\right\|_{\infty} \leq \operatorname{poly}^{\prime}\left(L_{1},\|B\|_{\alpha},\|\widetilde{A}\|_{2 \alpha}\right)|t-r|^{\alpha}$ for all $n$.
Proof of Lemma A.4. The discretization $\hat{X}^{n}(\cdot)$ from Equation (2.4) on page 280 of [200] is defiend as:

$$
\begin{aligned}
\hat{X}_{i}^{n}\left(t_{k+1}^{n}\right)= & \hat{X}_{i}^{n}\left(t_{k}^{n}\right)+\mu_{i}\left(\hat{X}^{n}\left(t_{k}^{n}\right)\right) \Delta t_{n}+\sum_{j=1}^{d^{\prime}} \sigma_{i j}\left(\hat{X}^{n}\left(t_{k}^{n}\right)\right) \Delta B_{j, k}^{n} \\
& +\sum_{j=1}^{d^{\prime}} \sum_{l=1}^{d} \sum_{m=1}^{d^{\prime}} \frac{\partial \sigma_{i j}}{\partial x_{l}}\left(\hat{X}^{n}\left(t_{k}^{n}\right)\right) \sigma_{l m}\left(\hat{X}^{n}\left(t_{k}^{n}\right)\right) \hat{A}_{m j}\left(t_{k}^{n}, t_{k+1}^{n}\right),
\end{aligned}
$$

where $\hat{A}_{i, j}(s, t)=0$ for $i \neq j$ and $\hat{A}_{i, i}(s, t)=A_{i, i}(s, t)$ for $i \in[d]$ as in Definition A.2. Moreover,
it is defined on page 280 of [200], as in Definition A.2, that

$$
\begin{gathered}
R_{i, j}^{n}\left(t_{l}^{n}, t_{m}^{n}\right) \triangleq \sum_{k=l+1}^{m}\left\{A_{i, j}\left(t_{k-1}^{n}, t_{k}^{n}\right)-\hat{A}_{i, j}\left(t_{k-1}^{n}, t_{k}^{n}\right)\right\} \\
\Gamma_{R} \triangleq \sup _{\substack{n \geq 0 \\
0 \leq s \leq t \leq 1 \\
s, t \in D_{n}}} \max _{1 \leq i, j \leq d^{\prime}} \frac{\left|R_{i, j}^{n}(s, t)\right|}{|t-s|^{\beta} \Delta t_{n}^{2 \alpha-\beta}} .
\end{gathered}
$$

With a slight change in notation, we replace $M$ with $L_{1}(\omega),\|Z\|_{\alpha}$ with $\|B\|_{\alpha}$, then according to [200, Theorem 2.1], we can find constant $G$ (for notation consistency with [200]) explicitly in terms of $L_{1}, K_{\alpha}, K_{2 \alpha}$ and $K_{R}$ such that $\left\|\hat{X}^{n}(t)-X_{t}\right\|_{\infty} \leq G \Delta t_{n}^{2 \alpha-\beta}$ where we may take $K_{\alpha}=$ $\|B\|_{\alpha}, K_{2 \alpha}=\|A\|_{2 \alpha}$ and $K_{R}=\Gamma_{R}+1$. To prove a similar result for $\left\|X_{n}^{\mu}(t)-X_{t}\right\|_{\infty}$ instead of $\left\|\hat{X}^{n}(t)-X_{t}\right\|_{\infty}$, we replace $\Gamma_{R}$ with our $\Gamma_{\widetilde{R}}$ defined in Definition A.2, the proof will follow exactly as in the proof of Theorem 2.1 in [200][Proposition 6.1 and 6.2]. Particularly, we are able to compute constant $G$ in terms of $L_{1}(\omega),\|B\|_{\alpha},\|A\|_{2 \alpha}$ and $\Gamma_{\widetilde{R}}$ such that $\left\|X_{n}^{\mu}(t)-X_{t}\right\|_{\infty} \leq G \Delta t_{n}^{2 \alpha-\beta}$, for $n$ large enough. However, we can extend the result to hold for all $n$ using the the method in the proof of Lemma A.3. Moreover, following Section 2.2 on pages 282-283 of [200] (part of which is shown in Lemma A.3), the construction of the constant $G$ only involves multiplication and addition among the variables $L_{1},\|B\|_{\alpha},\|A\|_{2 \alpha}, \Gamma_{\widetilde{R}}$ and constants. Thus there exists poly ${ }^{\prime \prime}(\cdot): \mathbb{R}^{4} \rightarrow \mathbb{R}$ with $\operatorname{poly}^{\prime \prime}(x, \cdot, \cdot, \cdot)>1$ when $x>1$

$$
\left\|X_{n}^{\mu}(t)-X_{t}\right\|_{\infty} \leq \operatorname{poly}^{\prime \prime}\left(L_{1},\|B\|_{\alpha},\|A\|_{2 \alpha}, \Gamma_{\widetilde{R}}\right) \Delta t_{n}^{2 \alpha-\beta} .
$$

Proof of Lemma 27. Given $\mu \cup\left\{\mu^{(n)}\right\}_{n} \subseteq \mathcal{L}\left(L_{1}\right), L_{1}>1$. Denote $\{X(t ; \mu, B)\}_{t \in[0,1]}$ to be the solution of SDE under $\mu(\cdot)$ and Brownian motion $B$. Let $X_{n}\left(t ; \mu^{(n+1)}, B\right) \leftarrow$ Num_Sol but under $\mu^{(n+1)} \in \mathcal{L}_{1}$ instead of $\mu^{(n)}$. Since $\Delta B_{k}^{n}$ are the same for $B(\cdot)$ and $B^{(n+1), a}(\cdot)$ by Eqautions (2.6), we have $X_{n}\left(1 ; \mu^{(n+1)}, B\right)=X_{n}\left(1 ; \mu^{(n+1)}, B^{n+1, a}\right)$.

Thus $\left\|X_{n+1}(1)-X_{n+1}^{a}(1)\right\|_{\infty}$ is bounded by

$$
\begin{aligned}
& \left\|X_{n+1}(1)-X_{n}\left(1 ; \mu^{(n+1)}, B\right)\right\|_{\infty}+\left\|X_{n+1}^{a}(1)-X_{n}\left(1 ; \mu^{(n+1)}, B^{n+1, a}\right)\right\|_{\infty} \\
\leq & \left\|X_{n+1}(1)-X\left(1 ; \mu^{(n+1)}, B\right)\right\|_{\infty}+\left\|X_{n}\left(1 ; \mu^{(n+1)}, B\right)-X\left(1 ; \mu^{(n+1)}, B\right)\right\|_{\infty} \\
& +\left\|X_{n+1}^{a}(1)-X\left(1 ; \mu^{(n+1)}, B^{n+1, a}\right)\right\|_{\infty}+\left\|X_{n}\left(1 ; \mu^{(n+1)}, B^{n+1, a}\right)-X\left(1 ; \mu^{(n+1)}, B^{n+1, a}\right)\right\|_{\infty} \\
\leq & 2\left(\operatorname{poly}^{\prime \prime}\left(L_{1},\|B\|_{\alpha},\|A\|_{2 \alpha}, \Gamma_{\widetilde{R}}\right)+\operatorname{poly}^{\prime \prime}\left(L_{1},\left\|B^{n+1, a}\right\|_{\alpha},\left\|A^{n+1, a}\right\|_{2 \alpha}, \Gamma_{\widetilde{R}^{n+1, a}}\right)\right) \Delta t_{n}^{2 \alpha-\beta}
\end{aligned}
$$

The last line follows from Lemma A. 4 where quantity $\left\|B^{n+1, a}\right\|_{\alpha},\left\|A^{n+1, a}\right\|_{2 \alpha}, \Gamma_{\widetilde{R}^{n+1, a}}$ is defined for $B^{n+1, a}(\cdot)$ as for $B(\cdot)$ in Definition A.1. Now, raising above inequality to the eighth power and using A. 2 , there exists some $\operatorname{poly}(\cdot)$ with $\operatorname{poly}(x)>1$ when $x>1$

$$
\mathbb{E}\left\|X_{n+1}(1)-X_{n+1}^{a}(1)\right\|_{\infty}^{8} \leq \operatorname{poly}\left(L_{1}\right) \Delta t_{n}^{8(2 \alpha-\beta)}
$$

for all $n \geq 0$.
Proof of Lemma A.1. By the Gaussian tail bound $\int_{\xi}^{\infty} e^{-\frac{t^{2}}{2}} d t \leq \frac{1}{\xi} e^{-\frac{\xi^{2}}{2}}$ for all $\xi>0$,

$$
\mathbb{P}\left(M_{\epsilon}>b\right)=1-\prod_{n=1}^{\infty} \mathbb{P}\left(\left|Z_{n}\right| \leq b n^{\epsilon}\right) \leq 1-\prod_{n=1}^{\infty}\left(1-\frac{2}{\sqrt{2 \pi} \cdot b n^{\epsilon}} e^{-\frac{b^{2} n^{2 \epsilon}}{2}}\right)
$$

Thus, we have $\mathbb{E}\left[e^{t M_{\epsilon}}\right]=\int_{0}^{\infty} \mathbb{P}\left(e^{t M_{\epsilon}}>b\right) d b$ which is bounded by

$$
3+\int_{3}^{\infty} \mathbb{P}\left(M_{\epsilon}>\frac{\log (b)}{t}\right) d b \leq 3+\int_{3}^{\infty}\left(1-\prod_{n=1}^{\infty}\left(1-\frac{2 t}{\sqrt{2 \pi} n^{\epsilon} \cdot \log (b)} e^{-\frac{\log (b)^{2} n^{2} \epsilon}{2 t^{2}}}\right)\right) d b<\infty
$$

according to calculation.

# Chapter 7: Unbiased Gradient Simulation for Stochastic Composition Optimization 

We introduce unbiased gradient simulation algorithms for solving stochastic composition optimization (SCO) problems. We show that the unbiased gradients generated by our algorithms have finite variance and finite expected computational cost. Therefore, the unbiased gradients can be directly used to solve SCO problems by applying the Stochastic Gradient Descent method (SGD) and have an iteration complexity of $O\left(\epsilon^{-1}\right)$ for strongly convex SCOs. We also show how to combine unbiased gradient simulation with variance reduction techniques such as stochastic variance reduced gradient (SVRG) or stochastically controlled stochastic gradient (SCSG) to achieve state-of-the-art theoretical convergence rates as well as practical performances. Finally, we illustrate the effectiveness of our algorithms through experiments on datasets arising from statistics and machine learning, specifically, Cox's partial likelihood model and conditional random field models.

### 7.1 Introduction

In statistics and machine learning, we often encounter the generic stochastic optimization problem

$$
\begin{equation*}
\min _{x \in \mathcal{D}} F(x) \triangleq \mathbb{E}_{v} f_{v}(x) \tag{7.1}
\end{equation*}
$$

where $f_{v}$ is a convex function indexed by random variable $v, \mathbb{E}_{v}$ denotes expectation with respect to $v$, and $\mathcal{D} \subset \mathbb{R}^{d}$ is a compact convex set. A special case of (7.1) is the empirical risk minimization
(ERM) problem when $v$ is from the uniform random variable on $\{1,2, \ldots, n\}$, that is,

$$
\begin{equation*}
\min _{x \in \mathcal{D}} F_{n}(x) \triangleq \frac{1}{n} \sum_{i=1}^{n} f_{i}(x) \tag{7.2}
\end{equation*}
$$

When obtaining the full gradient is computationally intensive, a popular method for solving these problems is the (projected) stochastic gradient descent (SGD) algorithm, which can be described by the following update rule for $t=1,2, \ldots$

$$
\begin{equation*}
x_{t}=\Pi_{\mathcal{D}}\left\{x_{t-1}-\lambda_{t} \nabla f_{v_{t}}\left(x_{t-1}\right)\right\}, \tag{7.3}
\end{equation*}
$$

where $v_{t}$ is sampled from the distribution of $v$ for generic optimization problems and from the uniform distribution on $\{1,2, \ldots, n\}$ for ERM problems, $\lambda_{t}$ is the step size, and $\Pi_{\mathcal{D}}$ is the projection operator on to $\mathcal{D}$. It is well known that convergence of SGD requires a diminishing step size $\lambda_{t}$ and thus results in a worse convergence rate than gradient descent algorithms. [205] observed that the inferior rate of SGD is caused by the fact that stochastic gradients do not converge to 0 as the iterates converge to the optimal solution. Base on this observation, they improved the SGD by applying a control variate variance reduction technique to the stochastic gradient generation which is known as the SVRG algorithm. SVRG has been shown to converge linearly to the optimal solution for strongly convex ERM problems and performs well in practice. These algorithms implicitly assume that the gradient of each member function $f_{v}(\cdot)$ is easy to compute. But this assumption does not hold in the so-called stochastic composition optimization (SCO) problem [206]:

$$
\min _{x \in \mathcal{D}} F(x) \triangleq \mathbb{E}_{v} f_{v}\left(\mathbb{E}_{w} g_{w}(x)\right)
$$

where $v$ and $w$ are random variables with certain known joint distributions nor its finite sample version:

$$
\begin{equation*}
\min _{x \in \mathcal{D}} F_{n}(x) \triangleq \frac{1}{n} \sum_{i=1}^{n} f_{i}\left\{\frac{1}{m_{i}} \sum_{j=1}^{m_{i}} g_{i j}(x)\right\} . \tag{7.4}
\end{equation*}
$$

Problems of this form arise in many areas such as reinforcement learning and risk-averse learning to graphical models, econometrics and survival analysis. As far as we know, all current algorithms that are used to solve SCO problems are based on biased stochastic gradient oracles. The convergence rates for these algorithms are unsatisfactory compared to the algorithms for solving generic stochastic optimization problems, except for the Comp-SVRG algorithms in [207]. Their algorithms are also based on biased stochastic gradients, but the modified variance reduced gradients vanish as the iterates converge to the optimal solution. Therefore, linear convergence can be proved for the finite sum version of SCO when strong convexity is present. However, the number of samples that are needed to construct a variance reduced gradient depends on the condition number of the objective function. All these drawbacks are the result of biased stochastic gradients. If unbiased stochastic gradients can be generated for SCO problems, we can treat SCO problems in the same way that we treat generic stochastic optimization problems and apply SGD and its variants to solve it.

### 7.1.1 Contributions

The contributions of this chapter can be summarized as follows.

- We introduce unbiased gradient simulation algorithms that are based on a multilevel Monte Carlo technique for solving smooth SCO problems. We also show that the output of these algorithms has finite variance and its expected computational cost is finite.
- Based on our unbiased gradient simulation algorithms, a stochastic composition optimization problem can be considered as a generic stochastic optimization problem. This is because we can simply apply SGD to solve SCO problems and achieve the same iteration complexity as
using SGD to solve generic stochastic optimization problems.
- We also show that our unbiased gradient simulation algorithm can be combined with variance reduction techniques including SVRG [205] and SCSG [208], yielding variance reduced optimization algorithms that converge linearly to the optimum of a SCO problem.


### 7.1.2 Related work

In the current SCO literature, as far as we know, all the algorithms used to solve SCO problems are based on biased stochastic gradients. [206] first proposed a generic algorithm for solving (7.5) with an iteration complexity of $O\left(\epsilon^{-3 / 2}\right)$ for strongly convex objectives and $O\left(\epsilon^{-4}\right)$ for general convex objectives. This result is further improved to $O\left(\epsilon^{-5 / 4}\right)$ for strongly convex objectives and $O\left(\epsilon^{-7 / 2}\right)$ for general convex objectives in [209]. For strongly convex objectives with finite sum structure, ([207]) modified the SVRG algorithm and achieved a sample complexity $O((m+n) \log (1 / \epsilon))$. Stochastic algorithms using biased gradient methods also appeared in [210] for non-convex SCOs.

We propose unbiased gradient simulation methods that are based on a multilevel Monte Carlo technique for solving smooth SCO problems. Unbiased simulation methods for functions of expectations using multilevel Monte Carlo techniques were developed in [191] and [192]. Such techniques have been heavily used in simulation algorithms to solve problems that require high accuracy estimates such as stochastic differential equation [211, 187, 212], stochastic partial differential equations [213], and Markov Chains [214]. They also have been used to reduce computational cost through variance reduction techniques [188, 189, 179, 184].

We also consider variance reduced stochastic gradient algorithms that are based on unbiased gradient simulation. A number of variance reduction techniques have been proposed for strongly convex ERM problems in the literature including control variate see SVRG in ([205]) and SDCA in ([215]), incremental gradients in [216] and SAGA in [217], and importance sampling in [218]. The analysis of these methods and their variants can be find in [219, 220, 221, 222, 223, 224].

A summary of the iteration complexity for current algorithms on smooth SCO is presented in

Table 1. In particular, SimGD, SimVRG and SCSimG are proposed in this chapter. We report iteration complexity instead of sample complexity due to the special randomization component in the gradient estimator construction. This component is critical for our estimator to be unbiased, but the trade-off is the difficulty during the analysis of sample complexity. We will discuss the related issue into detail in later sections.

Table 7.1: Iteration complexity of different algorithms for solving smooth SCO problems.

|  | Convex | Strongly Convex |
| :---: | :---: | :---: |
| Basic SCGD [206] | $O\left(1 / \epsilon^{4}\right)$ | $O\left(1 / \epsilon^{3 / 2}\right)$ |
| Accelerating SCGD [209] | $O\left(1 / \epsilon^{7 / 2}\right)$ | $O\left(1 / \epsilon^{5 / 4}\right)$ |
| Compositional SVRG-1 [207] | N.A. | $O(\log (1 / \epsilon))$ |
| Compositional SVRG-2 [207] | N.A. | $O(\log (1 / \epsilon))$ |
| SimGD (our variant of SGD) | $O\left(1 / \epsilon^{2}\right)$ | $O(1 / \epsilon)$ |
| SimVRG (our variant of SVRG) | N.A. | $O(\log (1 / \epsilon))$ |
| SCSimG (our variant of SCSG) | N.A. | $O(\log (1 / \epsilon))$ |

The basic SCGD and accelerating SCGD makes 2 sampling queries in every iteration, Compositional SVRG-1 and Compositional SVRG-2 make $\sum_{i=1}^{n} m_{i}$ and additional constant number of sampling queries in every iteration. SimGD makes a random number of sampling queries in every iteration and the expectation of this random number is finite. SimSVRG makes $\sum_{i=1}^{n} m_{i}$ and additional random number of sampling queries in every iteration and the the expectation of this random number is finite. SCSimG makes $\sum_{i=1}^{n} m_{i} \wedge 1 / \epsilon$ and additional random number of sampling queries in every iteration and the the expectation of this random number is finite.

### 7.1.3 Organization

The rest of the chapter is organized as follows. In section 2, we describe the problem formulations and introduce the notation that we will use. We then introduce our unbiased gradient simulation algorithms and the optimization algorithms that are based on these unbiased simulations. In section 3, we give concrete examples of SCO problems that arise in a variety of areas and explain how our algorithms are well-suited to solve them. In section 4, we prove several important
theoretical properties of our gradient simulation algorithm. In particular, its unbiasedness, finite variance and finite expected computational cost. We also show it has a certain "Lipschitz" property that makes it suitable for combining with variance reduction algorithms such as SVRG and SCSG. Finally, we prove the convergence properties of our algorithms. In section 5, we present numerical results obtained using our algorithms for maximizing Cox's partial likelihood and training conditional random fields.

### 7.2 Problem Description and Algorithms

### 7.2.1 Problem description and Notations

Throughout this chapter, we consider the following smooth stochastic composition optimization problem

$$
\begin{equation*}
\min _{x \in \mathcal{D}} F(x) \triangleq \mathbb{E}_{v} f_{v}\left(\mathbb{E}_{w} g_{w}(x)\right) . \tag{7.5}
\end{equation*}
$$

We define the support of the distributions $v$ and $w$ to be $\Omega_{v}$ and $\Omega_{w}$. Note that the following two problems can be considered as special cases of (7.5); the first one is the finite sum problem:

$$
\begin{equation*}
\min _{x \in \mathcal{D}} F_{n}(x) \triangleq \frac{1}{n} \sum_{i=1}^{n} f_{i}\left(\frac{1}{m_{i}} \sum_{j=1}^{m_{i}} g_{i j}(x)\right), \tag{7.6}
\end{equation*}
$$

and the second one is the mixed problem:

$$
\begin{equation*}
\min _{x \in \mathcal{D}} \frac{1}{n} \sum_{i=1}^{n} f_{i}\left(\mathbb{E}_{w} g_{w}(x)\right) . \tag{7.7}
\end{equation*}
$$

Later, we will discuss algorithms for these two special cases.
As for the notation, for a vector $v \in \mathbb{R}^{n}$, we use $[v]_{i}$ to denote the $i$-th entry for $1 \leq i \leq n$ and
use $\|v\|_{p}$ to denote its $L_{p}$-norm. For a matrix $A \in \mathbb{R}^{m \times n}$, we use $[A]_{i j},[A]_{: j}$ and $[A]_{i:}$ to denote the $(i, j)$-th entry, $j$-th column and $i$-th row for every $1 \leq i \leq m$ and $1 \leq j \leq n$. We use $\|A\|_{2}$ and $\|A\|_{F}$ to denote its spectrum norm and Frobenius norm. We use $\|A\|_{\infty}$ to denote the maximum absolute value of the entries of $A$, that is, $\|A\|_{\infty}=\max \left\{\left|[A]_{i j}\right| \| 1 \leq i \leq m, 1 \leq j \leq n\right\}$. For a multi-linear map $B \in \mathbb{R}^{m \times n \times p}$, we use $[B]_{i j k} \in \mathbb{R}$ to denote its ( $i, j, k$ )-th entry, use $[B]_{: j k} \in \mathbb{R}^{m},[B]_{i: k} \in \mathbb{R}^{n}$, and $[B]_{i j:} \in \mathbb{R}^{1 \times p}$ to denote its $(j, k)$-th column fiber, $(i, k)$-th row fiber, and $(i, j)$-th tube fiber, and use $[B]_{:: k} \in \mathbb{R}^{m \times n},[B]_{: j:} \in \mathbb{R}^{m \times p}$ and $[B]_{i::} \in \mathbb{R}^{n \times p}$ to denote its $k$-th frontal slice, $j$-th lateral slice and $i$-th horizontal slice, where $1 \leq i \leq m, 1 \leq j \leq n$ and $1 \leq k \leq p$. We define $\|B\|_{\infty}=\left\{\left|[B]_{i j k}\right| \mid 1 \leq i \leq m, 1 \leq j \leq n, 1 \leq k \leq p\right\}$. Moreover, we use vec( $\cdot$ ) to denote the vectorize operation for one matrix or a multi-linear map. When there are multiple arguments in $\operatorname{vec}()$, it vectorize each component and stack them into another vector.

We write the Jacobian (with respect to $x$ ) of the vector valued $g_{w}(\cdot)$ as

$$
\nabla g_{w}(x)=\left(\begin{array}{ccc}
\frac{\partial\left[g_{w}\right]_{1}}{\partial[x]_{1}}(x) & \cdots & \frac{\partial\left[g_{w}\right]_{1}}{\partial[x]_{p}}(x) \\
\vdots & \ddots & \vdots \\
\frac{\partial\left[g_{w}\right]_{d}}{\partial[x]_{1}}(x) & \cdots & \frac{\partial\left[g_{w}\right]_{d}}{\partial[x]_{p}}(x)
\end{array}\right)
$$

where

$$
g_{w}(x)=\left(\left[g_{w}\right]_{1}(x),\left[g_{w}\right]_{2}(x), \ldots,\left[g_{w}\right]_{d}(x)\right)^{\top}
$$

It then follows from the chain rule that the gradient (with respect of $x$ ) of $f_{v}(\cdot)$ for the stochastic problem is $\left\{\mathbb{E}_{w} \nabla g_{w}(x)\right\} \nabla f_{v}\left\{\mathbb{E}_{w} g_{w}(x)\right\}$ and

$$
\begin{equation*}
\nabla F(x)=\left\{\mathbb{E}_{w} \nabla g_{w}(x)\right\}^{\top} \mathbb{E}_{v}\left\{\nabla f_{v}\left(\mathbb{E}_{w} g_{w}(x)\right)\right\} \tag{7.8}
\end{equation*}
$$

We use $\nabla^{2} g_{w}(x) \in \mathbb{R}^{d \times p \times p}$ to denote the Hessian (with respect to $x$ ) of the vector valued $g_{w}(\cdot)$ and
use $\nabla^{2} g_{w}(x)[u, v] \in \mathbb{R}^{d}$ to denote the vector that $\nabla^{2} g_{w}(x)$ acting on $u, v \in \mathbb{R}^{p}$, that is,

$$
\left[\nabla^{2} g_{w}(x)[u, v]_{i}=\sum_{j=1}^{p} \sum_{k=1}^{p}\left[\nabla^{2} g_{w}(x)\right]_{i j k}[u]_{j}[v]_{k}=\sum_{j=1}^{p} \sum_{k=1}^{p}\left[\nabla^{2}\left[g_{w}\right]_{i}(x)\right]_{j k}[u]_{j}[v]_{k} .\right.
$$

Finally, we introduce the following notations used in our gradient simulation algorithms. Let $I_{n}\left(v_{1}\right)=\left\{w_{i}\right\}_{i=1}^{n}$ be a collection of random variables that are i.i.d. generated from the distribution of $w$ given $v=v_{1}$, where $v$ and $w$ are the random variables in problem (7.5). Given the samples $I_{n}\left(v_{1}\right)$, let

$$
\begin{aligned}
\bar{g}\left(x ; n_{1}, n_{2}\right) & =\frac{1}{n_{2}-n_{1}+1} \sum_{i=n_{1}}^{n_{2}} g_{w_{i}}(x), \\
\overline{\nabla g}\left(x ; n_{1}, n_{2}\right) & =\frac{1}{n_{2}-n_{1}+1} \sum_{i=n_{1}}^{n_{2}} \nabla g_{w_{i}}(x), \text { and } \\
\overline{\nabla^{2} g}\left(x ; n_{1}, n_{2}\right) & =\frac{1}{n_{2}-n_{1}+1} \sum_{i=n_{1}}^{n_{2}} \nabla^{2} g_{w_{i}}(x),
\end{aligned}
$$

for $x \in \mathcal{D} \subset \mathbb{R}^{p}$ and $1 \leq n_{1} \leq n_{2} \leq n$. These quantities are unbiased estimates of $\mathbb{E}_{w} g_{w}(x)$, $\mathbb{E}_{w} \nabla g_{w}(x)$ and $\mathbb{E}_{w} \nabla^{2} g_{w}(x)$. In addition, let

$$
\bar{y}\left(x ; n_{1}, n_{2}\right)=\overline{\nabla g}\left(x ; n_{0}, n_{1}\right)^{\top} \nabla f_{v}\left(\bar{g}\left(x ; n_{1}, n_{2}\right)\right),
$$

which is the gradient of $f_{v_{1}}\left(\bar{g}\left(x ; n_{1}, n_{2}\right)\right)$. This is an estimate of $\nabla\left\{\mathbb{E}_{v} f_{v}\left(\mathbb{E}_{w} g_{w}(x)\right)\right\}$ however, it is a biased estimate, that is,

$$
\mathbb{E} \bar{y}\left(x ; n_{1}, n_{2}\right) \neq \nabla\left(\mathbb{E}_{v} f_{v}\left\{\mathbb{E}_{w} g_{w}(x)\right\}\right) .
$$

Since the samples are i.i.d., the expectation of $\bar{y}\left(x ; n_{1}, n_{2}\right)$ only depends on the distribution of $w$ condition on $v=v_{1}$, and the number of samples that are used to construct $\bar{y}\left(x ; n_{1}, n_{2}\right)$. Then, we write

$$
s\left(x ; n_{2}-n_{1}+1, v_{1}\right)=\mathbb{E}\left\{\bar{y}\left(x ; n_{1}, n_{2}\right) \mid v=v_{1}\right\} .
$$

We also let

$$
\begin{aligned}
{\left[\bar{z}\left(x ; n_{1} ; n_{2}\right)\right]_{i}=} & \left\{\left[\overline{\nabla^{2} g}\left(x ; n_{1}, n_{2}\right)\right]:: i\right\}^{\top} \nabla f_{v_{1}}\left\{\bar{g}\left(x ; n_{1}, n_{2}\right)\right\} \\
& +\left\{\overline{\nabla g}\left(x ; n_{1}, n_{2}\right)\right\}^{\top} \nabla^{2} f_{v_{1}}\left\{\bar{g}\left(x ; n_{1}, n_{2}\right)\right\}\left[\overline{\nabla g}\left(x ; n_{1}, n_{2}\right)\right]: i
\end{aligned}
$$

which is the $i$-th row of the Hessian of $f_{v_{1}}\left(\bar{g}\left(x ; n_{1}, n_{2}\right)\right)$ for $1 \leq i \leq p$. Similarly, it is also a biased estimate of $\nabla^{2}\left(\mathbb{E}_{v} f_{v}\left\{\mathbb{E}_{w} g_{w}(x)\right\}\right)$.

### 7.2.2 Unbiased stochastic gradient simulation

We first present Algorithm 1 to simulate unbiased gradients for the stochastic problems (7.5) and (7.7) while fixing a component $v_{1}$ for $f_{v_{1}}\left(\mathbb{E}_{w} g_{w}(x)\right)$. It can be considered as a variant of [192] based on a multilevel randomization technique.

```
Algorithm 9 UnbiasedGradient \(\left(x, v_{1}, n_{0}, \gamma\right)\)
    procedure \(\operatorname{UnBIASEDGRadIENT}\left(x, v_{1}, n_{0}, \gamma\right)(\).
            Input: \(x \in \mathcal{D}, v_{1} \in \Omega_{v}\), base level \(n_{0} \geq 0 \in \mathbb{Z}\), rate parameter \(1<\gamma<2\).
            Output: \(G\left(x, v_{1}\right) \in \mathbb{R}^{p}\), an unbiased estimate of the gradient of \(f_{v_{1}}\left(\mathbb{E}_{w} g_{w}(x)\right)\) at point \(x\)
    and component \(v_{1}\).
4: \(\quad\) Sample \(N\) from a geometric distribution with success probability \(1-p\) where \(p=0.5^{\gamma}\).
5: Independently sample \(I_{2^{n} 0^{+N+1}}\left(v_{1}\right)=\left\{w_{i}\right\}_{i=1}^{2^{n_{0}+N+1}}\) from the distribution of \(w\) given \(v_{1}\).
6: \(\quad\) Compute \(Y_{1}(x)=\bar{y}\left(x ; 1,2^{n_{0}+N+1}\right)\).
7: Compute \(Y_{2}(x)=\bar{y}\left(x ; 1,2^{n_{0}+N}\right)\).
8: \(\quad\) Compute \(Y_{3}(x)=\bar{y}\left(x ; 2^{n_{0}+N}+1,2^{n_{0}+N+1}\right)\).
9: \(\quad\) Compute \(Y_{4}(x)=\bar{y}\left(x ; 1,2^{n_{0}}\right)\).
10: Compute \(G\left(x, v_{1}\right)=\frac{Y_{1}(x)-0.5\left(Y_{2}(x)+Y_{3}(x)\right)}{\tilde{p}_{N}}+Y_{4}(x)\), where \(\tilde{p}_{N}=(1-p) p^{N}\).
11: Output: \(G\left(x, v_{1}\right)\)
```

We shall prove in Section 4 that the output of Algorithm 1 is indeed an unbiased estimate of $f_{v_{1}}\left(\mathbb{E}_{w} g_{w}(x)\right)$ for fixed $v_{1}$. It follows that if we sample $v_{1} \sim v$, then $G\left(x, v_{1}\right)$ would be an unibased
estimate of the gradient of $\mathbb{E}_{v} f_{v}\left(\mathbb{E}_{w} g_{w}(x)\right)$.
Remark: We note that Algorithm 1 requires conditional sampling of $w$ given $v$. It is difficult to obtain such samples in a very general setting. However, in many applications, obtaining such samples can be relatively easy. We will discuss this in detail in Section 3. Moreover, Algorithm 1 uses a random number of samples to construct an unbiased estimate. We will show later that the number of samples needed is finite in expectation and free of the problem sample size. However, for problems such as (7.6), computing an unbiased estimate using this algorithm may need the same number of samples as computing the true gradient in a worst case scenario.

### 7.2.3 Optimization Algorithms

We now present our optimization algorithms to solve problem (7.5), (7.7) and (7.6) based on unbiased gradient simulation. First, in Algorithm 10, we present our SGD (SimGD) algorithm with a simple averaging techinique (see [225]). Convergence of our SimGD algorithm under different conditions will be analyzed in Section 4. It is worth noting that our SGD algorithm is an analogue of the standard stochastic gradient descent algorithm that substitutes simulated unbiased gradients for sampled stochastic gradients. Therefore, the unbiased gradient simulation algorithm enables us to solve SCO problems in the same way as generic stochastic optimization problems.

```
Algorithm 10 Simulated Gradient Descent (SimGD)
    Input: Number of iterations \(T\), step size \(\left\{\lambda_{t}\right\}_{t=1}^{\infty}\), initial point \(x_{0}\), base level \(n_{0}\) and rate parameter
    \(1<\gamma<2\).
    for \(t=0,1,2, \ldots, T-1\) do
        Sample \(v_{t}\) follows the distribution of \(v\) and let \(\rho_{t}=\operatorname{UnbiasedGradient~}\left(x_{t}, v_{t}, n_{0}, \gamma\right)\)
        \(x_{t+1}=\Pi_{\mathcal{D}}\left(x_{t}-\lambda_{t} \rho_{t}\right)\)
    option I Output \(\tilde{x}_{T}=\frac{2}{(T)(T+1)} \sum_{t=0}^{T-1}(t+1) x_{t}\)
    option II Output \(x_{T}\)
```

In contrast to SGD, where a diminishing step size is used, we also introduce an SVRG type of control variate variance reduced algorithm as mentioned in [205] with constant step size for SCO problems. As described in [205] for ERM problems (7.2) and in [226] for generic stochastic
optimization problems (7.1), a variance reduced stochastic gradient at point $x$ with respect to the reference point $\tilde{x}$ is defined as $\nabla f_{v^{\prime}}(x)-\nabla f_{v^{\prime}}(\tilde{x})+\nabla F(\tilde{x})$ where $v^{\prime}$ is sampled from $v$ for the generic stochastic optimization problem (7.1) and defined similarly for the ERM problem. We adopt these variance reduction techniques in our setting of unbiased gradient simulation. Specifically, we will simulate the unbiased gradients at $x$ and $\tilde{x}$ simultaneously, using the same set of simulated data, to reduce variance. The details of generating such variance reduced gradients are specified in Algorithm 11. For ease of presentation, Algorithm 11 is built on the setting of Algorithm 1 and it can be modified by using Algorithm 2 for solving problem (7.6).

```
\(\operatorname{Algorithm} 11 \operatorname{SimulatedGradient}\left(x, \tilde{x}, G(\tilde{x}), v_{1}, n_{0}, \gamma\right)\)
    procedure \(\operatorname{SimULATEDGRADIENT}\left(x, \tilde{x}, G(\tilde{x}), v_{1}, n_{0}, \gamma\right)\) Input: \(x \in \mathbb{R}^{d}, v_{1} \in \Omega_{v}\), reference
    point \(\tilde{x} \in \mathbb{R}^{d}\), an estimate of gradient at point \(\tilde{x} \hat{G}(\tilde{x}) \in \mathbb{R}^{p}\), base level \(n_{0} \geq 0\) and rate parameter
    \(1<\gamma<2\).
            Output: \(W \in \mathbb{R}^{p}\), a variance reduced unbiased estimator of the gradient of \(\mathbb{E}_{v} f\left(\mathbb{E}_{w} g_{w}(x), v\right)\)
    at point \(x\).
            Sample \(N\) from a geometric distribution with success rate \(1-p\) where \(p=0.5^{\gamma}\).
            Compute \(\tilde{p}_{N}=(1-p) p^{N}\).
            Independently sample \(I_{2^{n_{0}+N+1}}\left(v_{1}\right)=\left\{w_{i}\right\}_{i=1}^{2^{n_{0}+N+1}}\) from the conditional distribution of \(w\) given
    \(v=v_{1}\).
            Compute \(Y_{1}(x)=\bar{y}\left(x ; 1,2^{n_{0}+N+1}\right)\) and \(Y_{1}(\tilde{x})=\bar{y}\left(\tilde{x} ; 1,2^{n_{0}+N+1}\right)\).
            Compute \(Y_{2}(x)=\bar{y}\left(x ; 1,2^{n_{0}+N}\right)\) and \(Y_{2}(\tilde{x})=\bar{y}\left(\tilde{x} ; 1,2^{n_{0}+N}\right)\).
            Compute \(Y_{3}(x)=\bar{y}\left(x ; 2^{n_{0}+N}+1,2^{n_{0}+N+1}\right)\) and \(Y_{3}(\tilde{x})=\bar{y}\left(\tilde{x} ; 2^{n_{0}+N}+1,2^{n_{0}+N+1}\right)\).
            Compute \(Y_{4}(x)=\bar{y}\left(x ; 1,2^{n_{0}}\right)\) and \(Y_{4}(\tilde{x})=\bar{y}\left(\tilde{x} ; 1,2^{n_{0}}\right)\).
            Compute \(W\left(x, v_{1}\right)=\frac{Y_{1}(x)-0.5\left\{Y_{2}(x)+Y_{3}(x)\right\}}{\tilde{p}_{N}}+Y_{4}(x)\).
            Compute \(W\left(\tilde{x}, v_{1}\right)=\frac{Y_{1}(\tilde{x})-0.5\left\{Y_{2}(\tilde{x})+Y_{3}(\tilde{x})\right\}}{\tilde{p}_{N}}+Y_{4}(\tilde{x})\).
            Set \(W\left(x, \tilde{x}, v_{1}\right)=W\left(x, v_{1}\right)-W\left(\tilde{x}, v_{1}\right)+\hat{G}(\tilde{x})\).
            Output: \(W\left(x, \tilde{x}, v_{1}\right)\).
```

In Algorithm 11, the reference gradient $G(\tilde{x})$ can either be the full gradient at $\nabla F(\tilde{x})$ or an estimate of the full gradient $\nabla F(\tilde{x})$. For example, when it is efficient to compute full gradients of the objective function for problem (7.5) and (7.7), we propose to use the following method in Algorithm 5 to solve this problem. It can be considered as a variant of SVRG, we thus denote it by Simulated Variance Reduced Gradient Descent.

However, when the full gradients $\nabla F(\tilde{x})$ of the objective function (7.5) can be difficult to

```
Algorithm 12 Simulated Variance Reduced Gradient Descent(SimVRG)
    Inputs: Number of epochs \(T\), number of steps in each epoch \(M\), step size \(\lambda\) and initial point \(\tilde{x}_{0}\),
    base level \(n_{0} \geq 0\), and parameter \(1<\gamma<2\).
    for \(s=0,1,2, \ldots, T-1\) do
        Compute the full gradient \(\nabla F\left(\tilde{x}_{s}\right)\)
        \(x_{0}=\tilde{x}_{s}\)
        for \(t=0,1,2, \ldots, M-1\) do
            Sample \(v_{t}\) from the distribution of \(v\).
            Compute \(\rho_{t}=\operatorname{SimulatedGradient}\left(x_{t}, \tilde{x}_{s}, \hat{G}\left(x_{s}\right), v_{t}, n_{0}, \gamma\right)\).
            Update \(x_{t+1}=\Pi_{\mathcal{D}}\left(x_{t}-\lambda \rho_{t}\right)\).
        option I Output \(\tilde{x}_{s+1}=x_{M}\)
        option II Output \(\tilde{x}_{s+1}=x_{t}\) for randomly chosen \(t \in\{1, \ldots, M\}\)
```

compute, we estimate the full gradient $\nabla F(\tilde{x})$ by sampling the unbiased gradient within a batch of the indices and taking the average. This method is related to another variant of SVRG, namely SCGS in [222] and we summarize the details of this approach in Algorithm 13. Convergence properties of Algorithm 12 and Algorithm 13 will be analyzed in Section 4.

```
Algorithm 13 Stochastically Controlled Simulated Gradient Descent(SCSimG)
    Inputs: Number of epochs \(T\), number of steps in each epoch \(M\), batch size \(B\), sample size \(K\),
    step size \(\lambda\), initial point \(\tilde{x}_{0}\), base level \(n_{0} \geq 0\) and parameter \(1<\gamma<2\).
    for \(s=0,1, \ldots, T-1\) do
        \(x_{0}=\tilde{x}_{s}\)
        Uniformly sample a batch \(\mathcal{I}_{s} \subset \Omega_{v}\) according to the distribution of \(v\) with \(\left|\mathcal{I}_{s}\right|=B\)
        for \(k=1,2, \ldots, K\) do
        Compute \(h_{k}\left(\tilde{x}_{s}\right)=\frac{1}{B} \sum_{v_{i} \in \mathcal{I}_{s}} \operatorname{UnbiasedGradient}\left(\tilde{x}_{s}, v_{i}, n_{0}, \gamma\right)\)
    Compute \(\tilde{h}\left(\tilde{x}_{s}\right)=\frac{1}{K} \sum_{i=1}^{K} h_{i}\left(\tilde{x}_{s}\right)\)
    for \(t=0,1, \ldots, M-1\) do
        Sample \(v_{t}\) from the distribution of \(v\).
        Set \(\rho_{t}=\operatorname{SimulatedGradient}\left(x_{t}, \tilde{x}_{s}, \tilde{h}\left(\tilde{x}_{s}\right), v_{t}, n_{0}, \gamma\right)\).
        Update \(x_{t+1}=\Pi_{\mathcal{D}}\left(x_{t}-\lambda \rho_{t}\right)\).
        option I Output \(\tilde{x}_{s}=x_{M}\)
    option II Output \(\tilde{x}_{s}=x_{t}\) for randomly chosen \(t \in\{1, \ldots, M\}\)
```


### 7.3 Examples

We now present some important examples that can be formulated as SCO problems.

### 7.3.1 Conditional Random Fields (CRF)

Conditional random fields (CRF) [227] is a popular probabilistic model used for structural prediction. It has been used in a number of natural language processing (NLP) problems including part-of-speech tagging [227], noun-phrase chunking [228, 229] named identity recognition [230] and image segmentation in computer vision [231]. In the CRF models, the conditional probability of a structured outcome $y \in \mathcal{Y}$ given an observation $x \in \mathcal{X}$ is:

$$
\begin{equation*}
p(y \mid z ; x)=\frac{\exp \left\{x^{\top} F(z, y)\right\}}{\sum_{y^{\prime} \in \mathcal{Y}} \exp \left\{x^{\top} F\left(z, y^{\prime}\right)\right\}}, \tag{7.9}
\end{equation*}
$$

where $x \in \mathbb{R}^{p}$ is the parameter for estimation and $F(z, y) \in \mathbb{R}^{p}$ is a vector of pre-specified feature functions depending on the underlying structure of $\mathcal{Y}$. Based on the set of training data $\left\{\left(z_{i}, y_{i}\right), i=\right.$ $1, \ldots, n\}$, the parameter $x$ can be estimated by maximizing the log likelihood function

$$
\begin{equation*}
\max _{x \in \mathbb{R}^{p}} \frac{1}{n} \sum_{i=1}^{n} \log p\left(y_{i} \mid z_{i}, x\right) . \tag{7.10}
\end{equation*}
$$

As we shall see, the practical difficulty of computing the objective function value or its gradient lies in the exponential cardinality of $\mathcal{y}$. The hardness of computing log-likelihood and gradients for CRFs has been considered in [232] and [233]. When the underlying structure of $\mathcal{Y}$ is a linear chain or a tree, both the objective function value and the gradient can be efficiently computed through dynamic programming (the Viterbi algorithm in [234]). For these structural cases, a number of methods can be used to solve (7.10); for example, deterministic methods such as the iterative scaling algorithm in [227], L-BFGS in [229], stochastic methods such as stochastic gradient descent in [235] and SAG in [236]. However, when the underlying structure is more general (no linear chain or tree structure), computing a full gradient or even a stochastic gradient for problem (7.10) is difficult due to the exponential cardinality of $\mathcal{y}$. In our setting, we can formulate (7.10) as a
composition optimization problem as in (7.5) by noticing that (7.10) is equivalent to

$$
\begin{equation*}
\min _{x} \frac{1}{n} \sum_{i=1}^{n}\left(\log \left[\sum_{y^{\prime} \in \mathcal{Y}} \exp \left\{x^{\top} F\left(z_{i}, y^{\prime}\right)\right\}\right]-x^{\top} F\left(z_{i}, y_{i}\right),\right) \tag{7.11}
\end{equation*}
$$

whose gradient can be written as

$$
\frac{1}{n} \sum_{i=1}^{n} \frac{\sum_{y^{\prime} \in \mathcal{Y}} \exp \left\{x^{\top} F\left(z_{i}, y^{\prime}\right)\right\} F\left(z_{i}, y^{\prime}\right)}{\sum_{y^{\prime} \in \mathcal{Y}} \exp \left\{x^{\top} F\left(z_{i}, y^{\prime}\right)\right\}}-F\left(z_{i}, y_{i}\right) .
$$

Note that this problem is equivalent to

$$
\min _{x} \frac{1}{n} \sum_{i=1}^{n}\left(\log \left[\frac{1}{|\mathcal{Y}|} \sum_{y^{\prime} \in \mathcal{Y}} \exp \left\{x^{\top} F\left(z_{i}, y^{\prime}\right)\right\}\right]-x^{\top} F\left(z_{i}, y_{i}\right)+\log |\mathcal{Y}|\right)
$$

Therefore we can view it as a form of problem (7.5) and apply our optimization algorithms to solve (7.11).

To obtain a sample $y^{\prime}$ uniformly from $\mathcal{y}$, we first let $(V, E)$ be the underlying graph of the CRF. We assume that each vertex $v \in V$ takes value from $\{1,2, \ldots, K\}$. Under this setting, we can generate a discrete uniform random number over $\{1,2, \ldots, K\}$ for each vertex, and hence repeat this $|V|$ times to obtain a sample $y^{\prime}$ uniformly, where $|V|$ is the cardinality of $V$. This sampling scheme avoids sampling $y^{\prime}$ from a set of cardinality $K^{|V|}$ directly.

### 7.3.2 Softmax optimization

The Softmax optimization problems naturally arise when applying maximum likelihood estimation to the multinomial logistic model with application in many fields such as economics [237] and and network flows [238]. Specifically, the multinomial logistic model assumes the conditional probability mass of a discrete response $Y \in\{1, \ldots, K\}$ given covariates $X \in \mathbb{R}^{p}$ and parameters
$\beta=\left[\beta_{1}, \ldots \beta_{K}\right] \in \mathbb{R}^{p \times K}$ satisfies

$$
\mathbb{P}(Y=k \mid X, \beta)=\frac{\exp \left(x^{\top} \beta_{k}\right)}{\sum_{i=1}^{K} \exp \left(X^{\top} \beta_{i}\right)}
$$

Given $n$ observations ( $X_{i}, Y_{i}$ ), the log-likelihood function can be written as

$$
l(\beta)=\sum_{i=1}^{n}\left\{X_{i}^{\top} \beta_{Y_{i}}-\log \left\{\sum_{j=1}^{K} \exp \left(X_{j}^{\top} \beta_{j}\right)\right\}\right\}
$$

Therefore, maximizing the log-likelihood function, which is known as the Softmax optimization problem, can be viewed as a compositional optimization problem, where the $\beta$ here corresponds to the $x$ in problem (7.6). To obtain a sample $w_{i}$ in Algorithm 1 for this problem, we only need to generate a discrete uniform random variable over $\{1, \ldots, K\}$.

### 7.3.3 Cox's partial likelihood

The Cox's partial likelihood model [239, 240] is a widely used in survival analysis for censored data. It belongs to a class of survival models in statistics called the propositional harzard models in [241]. In particular, the Cox's model assumes there is a hazard function for an observation with covariates $X \in \mathbb{R}^{p}$ and coefficient $\beta \in \mathbb{R}^{p}$ as:

$$
\lambda(t \mid X)=\lambda_{0}(t) \exp \left(\beta^{\top} X\right)
$$

where $\lambda_{0}(t)$ is the baseline hazard function. In Cox's model, for each data point, we have two variables $T_{i}$ denoting the true life time and $C_{i}$ denoting the censoring time independent of $T_{i}$ which are not observed. Instead, we can only observe $\left(X_{i}, Y_{i}, \Delta_{i}\right)_{1 \leq i \leq n}$ assumed to be I.I.D. observations, where $X_{i} \in \mathbb{R}^{p}$ are the covariates, $Y_{i} \in \mathbb{R}$ are the observed times determined by $Y_{i}=\min \left(T_{i}, C_{i}\right)$, and $\Delta_{i}=\mathbb{I}\left\{Y_{i}=T_{i}\right\}$ are the indications for the censoring. Moreover, for a particular observation $i$, we define its risk set as the index set $\left\{j: Y_{j} \geq Y_{i}\right\}$. The Cox's model aims to maximize the partial
likelihood function as follows:

$$
\begin{equation*}
\max _{\beta \in \mathbb{R}^{p}}-\frac{1}{n} \sum_{i=1}^{n} \Delta_{i}\left[-X_{i}^{\top} \beta+\log \left\{\sum_{j=1}^{n} \mathbb{I}\left(Y_{j} \geq Y_{i}\right) \exp \left(X_{j}^{\top} \beta\right)\right\}\right] \tag{7.12}
\end{equation*}
$$

which is equivalent to

$$
\min _{\beta \in \mathbb{R}^{p}} \frac{1}{n} \sum_{i=1}^{n} \Delta_{i}\left[-X_{i}^{\top} \beta+\log \left\{\frac{1}{n} \sum_{j=1}^{n} \mathbb{I}\left(Y_{j} \geq Y_{i}\right) \exp \left(X_{j}^{\top} \beta\right)\right\}\right]
$$

whose gradient can be written as

$$
\begin{equation*}
\frac{1}{n} \sum_{i=1}^{n} \Delta_{i}\left[-X_{i}+\frac{\sum_{j=1}^{n} \mathbb{I}\left(Y_{j} \geq Y_{i}\right) \exp \left(X_{j}^{\top} \beta\right) X_{j}}{\sum_{j=1}^{n} \mathbb{I}\left(Y_{j} \geq Y_{i}\right) \exp \left(X_{i}^{\top} \beta\right)}\right] . \tag{7.13}
\end{equation*}
$$

This problem as a form of (7.5) hence we can apply the proposed algorithms to solve it.

### 7.4 Theory

In this section we present the analysis of our algorithms applied to problem (7.5), that is, $\min _{x \in \mathcal{D}} F(x) \triangleq \mathbb{E}_{v} f_{v}\left\{\mathbb{E}_{w} g_{w}(x)\right\}$. We omit the case for (7.6) and (7.7) as they can be analyzed similarly. We first give our assumptions.

### 7.4.1 Definitions, Assumptions and Lemmas

Assumption 1 In the compact set $\mathcal{D}$, each $f_{v}(\cdot)$ in the objective function of (7.5) is three times continuously differentiable. Its first order derivative is Lipschitz continuous with constant $L_{f, 1}$, its second order derivative is Lipschitz continuous with constant $L_{f, 2}$, and its third order derivative is Lipschitz continuous with constant $L_{f, 3}$.

Assumption 2 In the compact set $\mathcal{D}$, each $g_{w}(\cdot)$ is twice continously differentiable. Its first order derivative is Lipschitz continuous with constant $L_{g, 1}$ and its second order derivative is Lipschitz continuous with constant $L_{g, 2}$.

Assumption 3 We assume $F(\cdot)$ in (7.5) is strongly convex with parameter $\mu$ and its gradient is Lipstchitz continuous with constant $L$.

Definition 2. Define $\mathcal{G}=\left\{y \in \mathbb{R}^{d} \mid y=g_{w}(x), x \in \mathcal{D}, w \in \Omega_{w}\right\} \mathcal{H}=\left\{y \in \mathbb{R}^{d \times p} \mid y=\nabla g_{w}(x), x \in\right.$ $\left.\mathcal{D}, w \in \Omega_{w}\right\}$ and $\mathcal{J}=\left\{z \in \mathbb{R}^{d \times p \times p} \mid z=\nabla^{2} g_{w}(x), x \in \mathcal{D}, w \in \Omega_{w}\right\}$.

Assumption 4 We assume that $l_{g, 0}=\sup \left\{\|y\|_{\infty} \mid y \in \mathcal{G} \subset \mathbb{R}^{d}\right\}<\infty, l_{g, 1}=\sup \left\{\|y\|_{\infty} \mid y \in \mathcal{H} \subset\right.$ $\left.\mathbb{R}^{d \times p}\right\}<\infty$, and $l_{g, 2}=\sup \left\{\|z\|_{\infty} \mid z \in \mathcal{J} \subset \mathbb{R}^{d \times p \times p}\right\}$.

Assumption 5 We assume that $l_{f, 0}=\sup \left\{|y| \mid y=f_{v}(x), x \in \mathcal{G}, v \in \Omega_{v}\right\}<\infty, l_{f, 1}=$ $\sup \left\{\|y\|_{\infty} \mid y=\nabla f_{v}(x), x \in \mathcal{G}, v \in \Omega_{v}\right\}<\infty, l_{f, 2}=\sup \left\{\|y\|_{\infty} \mid y=\nabla^{2} f_{v}(x), x \in \mathcal{G}, v \in\right.$ $\left.\Omega_{v}\right\}<\infty$, and $l_{f, 3}=\sup \left\{\|y\|_{\infty} \mid y=\nabla^{3} f_{v}(x), x \in \mathcal{G}, v \in \Omega_{v}\right\}<\infty$.

Before we proceed, we state two elementary lemmas used in our proofs.

Lemma 30. Let $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be a continuously differentiable function with L-Lipschitz continuous gradients, then

$$
|f(y)-f(x)-\langle\nabla f(x), y-x\rangle| \leq \frac{L}{2}\|y-x\|_{2}^{2}
$$

We omit the proof of Lemma 30 since it is a well known result.

Lemma 31. Given a positive integer $N$ and a sequence of real number $a_{i}, 1 \leq i \leq N$, we have, for all $p \geq 1$, that

$$
\begin{equation*}
\left|\sum_{i=1}^{N} a_{i}\right|^{p} \leq N^{p-1} \sum_{i=1}^{N}\left|a_{i}\right|^{p} \tag{7.14}
\end{equation*}
$$

Proof. Proof. This is a consequence of Jensen's inequality.

### 7.4.2 Properties of the Unbiased Gradient Simulation Algorithm

In this subsection, we analysis the properties of Algorithm 1. We first prove the unbiasedness of $G\left(x, v_{1}\right)$.

Proposition 1 (Unbiasedness) For any $x \in \mathcal{D}$, sample $v_{1} \sim v, G\left(x, v_{1}\right)$ is an unbiased estimate of $\nabla \mathbb{E}_{v} f_{v}\left\{\mathbb{E}_{w} g_{w}(x)\right\}$, that is, $\mathbb{E} G\left(x, v_{1}\right)=\nabla \mathbb{E}_{v} f_{v}\left\{\mathbb{E}_{w} g_{w}(x)\right\}$.

Proof. Proof of Proposition 1. Fix $v_{1}$ and $x \in \mathcal{D}$. We first show that the output $G\left(x, v_{1}\right)$ is an unbiased estimate of $\nabla f_{v_{1}}\left\{\mathbb{E}_{w} g_{w}(x)\right\}$. According to Algorithm 1, we have,

$$
\begin{aligned}
\mathbb{E} G\left(x, v_{1}\right) & =\sum_{n=0}^{\infty} \mathbb{E}\left\{G\left(x, v_{1}\right) \mid N=n\right\} \mathbb{P}(N=n) \\
& =\sum_{n=0}^{\infty} \frac{\mathbb{E}\left\{Y_{1}(x)-0.5\left(Y_{2}(x)+Y_{3}(x)\right) \mid N=n\right\}}{\tilde{p}_{n}} \tilde{p}_{n}+\mathbb{E} Y_{4}(x) \\
& =\sum_{n=0}^{\infty} \mathbb{E}\left\{Y_{1}(x)-0.5\left(Y_{2}(x)+Y_{3}(x)\right) \mid N=n\right\}+\mathbb{E} Y_{4}(x)
\end{aligned}
$$

Note that condition on $N=n$, we assume there is hypothetically a set of i.i.d. samples $I_{2^{n} 0^{+n+1}}\left(v_{1}\right)=$ $\left\{w_{i}\right\}_{i=1}^{2^{n+n_{0}+1}}$ that follows the distribution of $w$ given $v=v_{1}$ that $Y_{1}(x), Y_{2}(x)$ and $Y_{3}(x)$ are constructed. Therefore

$$
\begin{aligned}
\mathbb{E}\left\{Y_{2}(x) \mid N=n\right\} & =\mathbb{E}\left\{\bar{y}\left(x, 1,2^{n_{0}+n}\right)\right\}=s\left(x ; 2^{n+n_{0}}\right) \\
& =\mathbb{E}\left\{\bar{y}\left(x ; 2^{n_{0}+n}+1,2^{n_{0}+n+1}\right)\right\}=\mathbb{E}\left\{Y_{3}(x) \mid N=n\right\} .
\end{aligned}
$$

And $\mathbb{E} Y_{4}(x)=s\left(x ; 2^{n_{0}}, v_{1}\right)$ and $\mathbb{E}\left\{Y_{1}(x) \mid N=n\right\}=s\left(x ; 2^{n_{0}+n+1}, v_{1}\right)$. Therefore,

$$
\begin{aligned}
& \mathbb{E} G\left(x, v_{1}\right) \\
= & \sum_{n=0}^{\infty}\left(s\left(x ; 2^{n_{0}+n+1}, v_{1}\right)-0.5\left\{s\left(x ; 2^{n_{0}+n}, v_{1}\right)+s\left(x ; 2^{n_{0}+n}, v_{1}\right)\right\}\right)+s\left(x ; 2^{n_{0}}, v_{1}\right) \\
= & \sum_{n=0}^{\infty}\left\{s\left(x ; 2^{n_{0}+n+1}, v_{1}\right)-s\left(x ; 2^{n_{0}+n}, v_{1}\right)\right\}+s\left(x ; 2^{n_{0}}, v_{1}\right) .
\end{aligned}
$$

Note that the above sum is a telescoping sum, therefore

$$
\begin{aligned}
\mathbb{E} G\left(x, v_{1}\right) & =\lim _{n \rightarrow \infty} s\left(x ; 2^{n_{0}+n}, v_{1}\right)-s\left(x ; 2^{n_{0}}, v_{1}\right)+s\left(x ; 2^{n_{0}}, v_{1}\right) \\
& =\lim _{n \rightarrow \infty} s\left(x ; 2^{n_{0}+n}, v_{1}\right)=\lim _{n \rightarrow \infty} \mathbb{E} \bar{y}\left(x ; 1,2^{n_{0}+n}, v_{1}\right) \\
& =\lim _{n \rightarrow \infty} \mathbb{E}\left(\overline{\nabla g}\left(x ; 1,2^{n_{0}+n}\right)^{\top} \nabla f_{v_{1}}\left\{\bar{g}\left(x ; 1,2^{n_{0}+n}\right)\right\}\right) \\
& =\lim _{n \rightarrow \infty} \mathbb{E}\left(\left\{\frac{1}{2^{n_{0}+n}} \sum_{i=1}^{2^{n_{0}+n}} \nabla g_{w_{i}}(x)\right\}^{\top} f_{v_{1}}\left\{\frac{1}{2^{n_{0}+n}} \sum_{i=1}^{2^{n_{0}+n}} g_{w_{i}}(x)\right\}\right) .
\end{aligned}
$$

Since

$$
\begin{aligned}
& \left\|\left\{\frac{1}{2^{n_{0}+n}} \sum_{i=1}^{2^{n_{0}+n}} \nabla g_{w_{i}}(x)\right\}^{\top} f_{v_{1}}\left\{\frac{1}{2^{n_{0}+n}} \sum_{i=1}^{2^{n_{0}+n}} g_{w_{i}}(x)\right\}\right\|_{2} \\
\leq & \left\|\left\{\frac{1}{2^{n_{0}+n}} \sum_{i=1}^{2^{n_{0}+n}} \nabla g_{w_{i}}(x)\right\}\right\|_{F}\left\|f_{v_{1}}\left\{\frac{1}{2^{n_{0}+n}} \sum_{i=1}^{2^{n_{0}+n}} g_{w_{i}}(x)\right\}\right\|_{2} \\
\leq & \left(\sqrt{p d}\left\|\left\{\frac{1}{2^{n_{0}+n}} \sum_{i=1}^{2^{n_{0}+n}} \nabla g_{w_{i}}(x)\right\}\right\|_{\infty}\right)\left(\sqrt{d}\left\|f_{v_{1}}\left\{\frac{1}{2^{n_{0}+n}} \sum_{i=1}^{2^{n_{0}+n}} g_{w_{i}}(x)\right\}\right\|_{\infty}\right) \\
\leq & \sqrt{p} d l_{g, 0} l_{g, 1}
\end{aligned}
$$

where the last inequality utilizes Assumption 4 and Assumption 5. Consequently, by the bounded convergence theorem, we can exchange the expectation and limit and hence

$$
\mathbb{E} G\left(x, v_{1}\right)=\mathbb{E} \lim _{n \rightarrow \infty}\left(\left\{\frac{1}{2^{n_{0}+n}} \sum_{i=1}^{2^{n_{0}+n}} \nabla g_{w_{i}}(x)\right\}^{\top} f_{v_{1}}\left\{\frac{1}{2^{n_{0}+n}} \sum_{i=1}^{2^{n_{0}+n}} g_{w_{i}}(x)\right\}\right) .
$$

By continuity of $\nabla f_{v_{1}}(\cdot)$, we have

$$
\lim _{n \rightarrow \infty} \nabla f_{v_{1}}\left\{\frac{1}{2^{n_{0}+n}} \sum_{i=1}^{2^{n_{0}+n}} g_{w_{i}}(x)\right\}=\nabla f_{v_{1}}\left\{\lim _{n \rightarrow \infty} \frac{1}{2^{n_{0}+n}} \sum_{i=1}^{2^{n_{0}+n}} g_{w_{i}}(x)\right\}
$$

Since the samples are i.i.d., by the strong law of large numbers, we have

$$
\lim _{n \rightarrow \infty} \frac{1}{2^{n_{0}+n}} \sum_{i=1}^{2^{n_{0}+n}} g_{w_{i}}(x)=\mathbb{E}_{w} g_{w}(x) \text { almost surely }
$$

By a similar argument,

$$
\lim _{n \rightarrow \infty} \frac{1}{2^{n_{0}+n}} \sum_{i=1}^{2^{n_{0}+n}} \nabla g_{w_{i}}(x)=\mathbb{E}_{w} \nabla g_{w}(x) \text { almost surely } .
$$

Therefore

$$
\begin{aligned}
\mathbb{E} G\left(x, v_{1}\right) & =\mathbb{E} \lim _{n \rightarrow \infty}\left(\left\{\frac{1}{2^{n_{0}+n}} \sum_{i=1}^{2^{n_{0}+n}} \nabla g_{w_{i}}(x)\right\}^{\top} f_{v_{1}}\left\{\frac{1}{2^{n_{0}+n}} \sum_{i=1}^{2^{n_{0}+n}} g_{w_{i}}(x)\right\}\right) \\
& =\mathbb{E}\left(\left\{\mathbb{E}_{w} \nabla g_{w}(x)\right\}^{\top} \nabla f_{v_{1}}\left\{\mathbb{E}_{w} g_{w}(x)\right\}\right) \\
& =\left\{\mathbb{E}_{w} \nabla g_{w}(x)\right\}^{\top} \nabla f_{v_{1}}\left\{\mathbb{E} g_{w}(x)\right\}=\nabla\left\{f_{v_{1}}\left(\mathbb{E}_{w} g_{w}(x)\right)\right\} .
\end{aligned}
$$

Finally, taking expectation w.r.t $v_{1}$, we obtain that

$$
\mathbb{E} G\left(x, v_{1}\right)=\mathbb{E}_{v} \nabla\left(f_{v}\left\{\mathbb{E}_{w} g_{w}(x)\right\}\right)=\nabla \mathbb{E}_{v} f_{v}\left\{\mathbb{E}_{w} g_{w}(x)\right\}
$$

Next, we will state two ancillary lemmas that will be used in proving the finite variance of $G\left(x, v_{1}\right)$. Proof of these two lemmas can be found in the Supplementary.

Lemma 32. For every $s \in \mathcal{H} \subset R^{d \times p}, t \in \mathcal{G} \subset R^{d}$, and $v_{1} \in \Omega_{v}$, define $H: \mathcal{H} \times \mathcal{G} \rightarrow \mathbb{R}^{p}$ by $H(s, t)=s^{\top} \nabla f_{v_{1}}(t)$. Then every component function of $H(s, t)$ has a Lipschitz continuous
gradient with constant $L_{H}=\sqrt{L_{f, 1}^{2}+2 d l_{f, 2}^{2}+2 d l_{g, 1}^{2} L_{f, 2}^{2}}$, i.e., for every $1 \leq i \leq p$, we have

$$
\left\|\nabla[H]_{i}\left(s_{1}, t_{1}\right)-\nabla[H]_{i}\left(s_{2}, t_{2}\right)\right\|_{F} \leq L_{H}\left\|\operatorname{vec}\left(\left[s_{1}\right]_{: i}, t_{1}\right)-\operatorname{vec}\left(\left[s_{2}\right]_{: i}, t_{2}\right)\right\|_{2}
$$

Lemma 33. For every $s, s_{0} \in \mathcal{H} \subset \mathbb{R}^{d \times p}$ and $t, t_{0} \in \mathcal{G} \subset \mathbb{R}^{p}$, define

$$
R\left(s, s_{0}, t, t_{0}\right)=H(s, t)-H\left(s_{0}, t_{0}\right)-\nabla H\left(s_{0}, s_{0}\right)\left[s-s_{0}, t-t_{0}\right] .
$$

Then we have

$$
\left\|R\left(s, s_{0}, t, t_{0}\right)\right\| \leq \frac{L_{H}}{2}\left(\left\|s-s_{0}\right\|_{F}^{2}+p\left\|t-t_{0}\right\|_{2}^{2}\right)
$$

Proposition 2 (Finite second order moment) Fix any $x \in \mathcal{D}$ and $v_{1} \in \Omega_{v}$, we have

$$
\mathbb{E}\left\|G\left(x, v_{1}\right)\right\|_{2}^{2} \leq C_{\mathcal{D}}^{\prime}
$$

where

$$
C_{\mathcal{D}}^{\prime}=2 p d^{2} l_{g, 1}^{2} l_{f, 1}^{2}+\frac{108 p^{2} d^{2}\left(L_{f, 1}^{2}+2 d f_{f, 2}^{2}+2 d l_{g, 1}^{2} L_{f, 2}^{2}\right)\left(l_{g, 0}^{4}+l_{g, 1}^{4}\right)}{4^{n_{0}}\left(1-0.5^{\gamma}\right)\left(1-0.5^{2-\gamma}\right)}
$$

and $1<\gamma<2$ is from the unbiased gradient simulation algorithm. Therefore $G\left(x, v_{1}\right)$ has finite variance.

Proof. Proof of Proposition 2. First, by (7.14),

$$
\begin{aligned}
\left\|G\left(x, v_{1}\right)\right\|_{2}^{2} & =\left\|\frac{\left(Y_{1}(x)-0.5\left\{Y_{2}(x)+Y_{3}(x)\right\}\right)}{\tilde{p}_{N}}+Y_{4}(x)\right\|_{2}^{2} \\
& \leq 2\left\|\frac{\left(Y_{1}(x)-0.5\left\{Y_{2}(x)+Y_{3}(x)\right\}\right)}{\tilde{p}_{N}}\right\|_{2}^{2}+2\left\|Y_{4}(x)\right\|_{2}^{2} .
\end{aligned}
$$

To obtain an upper bound of $\mathbb{E}\left\|G\left(x, v_{1}\right)\right\|_{2}^{2}$, we first take expectation with respect to $N$, therefore

$$
\begin{align*}
& \mathbb{E}\left\|G\left(x, v_{1}\right)\right\|_{2}^{2} \\
\leq & 2 \sum_{n=0}^{\infty} \mathbb{E}\left(\left.\frac{\left\|Y_{1}(x)-0.5\left\{Y_{2}(x)+Y_{3}(x)\right\}\right\|_{2}^{2}}{\tilde{p}_{n}^{2}} \right\rvert\, N=n\right) \mathbb{P}(N=n)+2 \mathbb{E}\left\|Y_{4}(x)\right\|_{2}^{2} \\
\leq & 2 \sum_{n=0}^{\infty} \frac{\mathbb{E}\left(\left\|Y_{1}(x)-0.5\left\{Y_{2}(x)+Y_{3}(x)\right\}\right\|_{2}^{2} \mid N=n\right)}{\tilde{p}_{n}}+2 \mathbb{E}\left\|Y_{4}(x)\right\|_{2}^{2} . \tag{7.15}
\end{align*}
$$

To proceed with equation (7.15), we first upper bound $\left\|Y_{4}(x)\right\|_{2}^{2}$ by

$$
\begin{aligned}
\left\|Y_{4}(x)\right\|_{2}^{2} & =\left\|\left\{\frac{1}{2^{n_{0}}} \sum_{i=1}^{2^{n_{0}}} \nabla g_{w_{i}}(x)\right\}^{\top} \nabla f_{v_{1}}\left\{\frac{1}{2^{n_{0}}} \sum_{i=1}^{2^{n_{0}}} g_{w_{i}}(x)\right\}\right\|_{2}^{2} \\
& \leq\left\|\frac{1}{2^{n_{0}}} \sum_{i=1}^{2^{n_{0}}} \nabla g_{w_{i}}(x)\right\|_{2}^{2}\left\|\nabla f_{v_{1}}\left\{\frac{1}{2^{n_{0}}} \sum_{i=1}^{2^{n_{0}}} g_{w_{i}}(x)\right\}\right\|_{2}^{2} \\
& \leq\left\|\frac{1}{2^{n_{0}}} \sum_{i=1}^{2^{n_{0}}} \nabla g_{w_{i}}(x)\right\|_{F}^{2}\left\|\nabla f_{v_{1}}\left\{\frac{1}{2^{n_{0}}} \sum_{i=1}^{2^{n_{0}}} g_{w_{i}}(x)\right\}\right\|_{2}^{2} .
\end{aligned}
$$

Note that by Assumption 4 and 5,

$$
\begin{aligned}
& \left\|\frac{1}{2^{n_{0}}} \sum_{i=1}^{2^{n_{0}}} \nabla g_{w_{i}}(x)\right\|_{F} \leq \sqrt{p d}\left\|\frac{1}{2^{n_{0}}} \sum_{i=1}^{2^{n_{0}}} \nabla g_{w_{i}}(x)\right\|_{\infty} \leq \sqrt{p d} l_{g, 1} \text {, and } \\
& \left\|\nabla f_{v_{1}}\left\{\frac{1}{2^{n_{0}}} \sum_{i=1}^{2^{n_{0}}} g_{w_{i}}(x)\right\}\right\|_{2} \leq \sqrt{d}\left\|\nabla f_{v_{1}}\left\{\frac{1}{2^{n_{0}}} \sum_{i=1}^{2^{n_{0}}} g_{w_{i}}(x)\right\}\right\|_{\infty} \leq \sqrt{d} l_{f, 1} .
\end{aligned}
$$

Therefore

$$
\begin{equation*}
\mathbb{E}\left\|Y_{4}(x)\right\|_{2}^{2} \leq p d^{2} l_{g, 1}^{2} l_{f, 1}^{2} . \tag{7.16}
\end{equation*}
$$

To bound the second term on the right hand side of (7.15), we first define the following vectorvalued function: for $s \in \mathcal{H} \subseteq \mathbb{R}^{d \times p}$ and $t \in \mathcal{G} \subseteq \mathbb{R}^{d}$, define $H: \mathcal{H} \times \mathcal{G} \rightarrow \mathbb{R}^{p}$ by $H(s, t) \triangleq$ $s^{\top} \nabla f_{v_{1}}(t)$. Moreover, to simplify the notation, let $\bar{n}_{0}=n_{0}+n$ and $\bar{n}_{0}^{+}=n_{0}+n+1$. Therefore given
that $N=n$, we can write

$$
\begin{align*}
& Y_{1}(x)-0.5\left\{Y_{2}(x)+Y_{3}(x)\right\} \\
= & \bar{y}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right)-0.5\left\{\bar{y}\left(x ; 1,2^{\bar{n}_{0}}\right)+\bar{y}\left(x ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right)\right\} \\
= & H\left\{\overline{\nabla g}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right), \bar{g}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right)\right\}-0.5 H\left\{\overline{\nabla g}\left(x ; 1,2^{\bar{n}_{0}}\right), \bar{g}\left(x ; 1,2^{\bar{n}_{0}}\right)\right\} \\
- & 0.5 H\left\{\overline{\nabla g}\left(x ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right), \bar{g}\left(x ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right) .\right. \tag{7.17}
\end{align*}
$$

Since $\bar{g}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right)=0.5\left\{\bar{g}\left(x ; 1,2^{\bar{n}_{0}}\right)+\bar{g}\left(x ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right)\right\}$, and $\overline{\nabla g}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right)=0.5\left\{\overline{\nabla g}\left(x ; 1,2^{\bar{n}_{0}}\right)+\right.$ $\left.\overline{\nabla g}\left(x ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right)\right\}$, when expanding the three functions in (7.17) at $\left(\mathbb{E}_{w} \nabla g_{w}(x), \mathbb{E}_{w} g_{w}(x)\right)$, the zeroth order terms and first order terms vanish. Therefore condition on $N=n$,

$$
\begin{aligned}
& Y_{1}(x)-0.5\left(Y_{2}(x)+Y_{3}(x)\right) \\
= & R\left\{\overline{\nabla g}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right), \mathbb{E}_{w} \nabla g_{w}(x), \bar{g}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right), \mathbb{E}_{w} g_{w}(x)\right\} \\
& -0.5 R\left\{\overline{\nabla g}\left(x ; 1,2^{\bar{n}_{0}}\right), \mathbb{E}_{w} \nabla g_{w}(x), \bar{g}\left(x ; 1,2^{\bar{n}_{0}}\right), \mathbb{E}_{w} g_{w}(x)\right\} \\
& -0.5 R\left\{\overline{\nabla g}\left(x ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right), \mathbb{E}_{w} \nabla g_{w}(x), \bar{g}\left(x ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right), \mathbb{E}_{w} g_{w}(x)\right\} .
\end{aligned}
$$

As a result, using (7.14) and (7.44), we have

$$
\begin{align*}
& \sum_{n=0}^{\infty} \frac{\mathbb{E}\left[\left\|Y_{1}-0.5\left(Y_{2}+Y_{3}\right)\right\|_{2}^{2} \mid N=n\right]}{\tilde{p}_{n}} \\
\leq & \sum_{n=0}^{\infty} \frac{3}{\tilde{p}_{n}}\left(\mathbb{E}\left\|R\left\{\overline{\nabla g}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right), \mathbb{E}_{w} \nabla g_{w}(x), \bar{g}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right), \mathbb{E}_{w} g_{w}(x)\right\}\right\|_{2}^{2}\right. \\
& +\frac{1}{4} \mathbb{E}\left\|R\left\{\overline{\nabla g}\left(x ; 1,2^{\bar{n}_{0}}\right), \mathbb{E}_{w} \nabla g_{w}(x), \bar{g}\left(x ; 1,2^{\bar{n}_{0}}\right), \mathbb{E}_{w} g_{w}(x)\right\}\right\|_{2}^{2} \\
& \left.+\frac{1}{4} \mathbb{E}\left\|R\left\{\overline{\nabla g}\left(x ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right), \mathbb{E}_{w} \nabla g_{w}(x), \bar{g}\left(x ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right), \mathbb{E}_{w} g_{w}(x)\right\}\right\|_{2}^{2}\right) \\
\leq & \frac{3 L_{H}^{2}}{4} \sum_{n=0}^{\infty} \frac{1}{\tilde{p}_{n}}\left(\mathbb{E}\left(\left\|\overline{\nabla g}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} \nabla g_{w}(x)\right\|_{F}^{2}+p\left\|\bar{g}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} g_{w}(x)\right\|_{2}^{2}\right)^{2}\right. \\
+ & \left.\frac{1}{4} \mathbb{E}\left(\left\|\overline{\nabla g}\left(x ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} \nabla g_{w}(x)\right\|_{F}^{2}+p\left\|\bar{g}\left(x ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} g_{w}(x)\right\|_{2}^{2}\right)^{2}\right) \\
& +\frac{1}{4} \mathbb{E}\left(\left\|\overline{\nabla g}\left(x ; 1,2^{\bar{n}_{0}}\right)-\mathbb{E}_{w} \nabla g_{w}(x)\right\|_{F}^{2}+p\left\|\bar{g}\left(x ; 1,2^{\bar{n}_{0}}\right)-\mathbb{E}_{w} g_{w}(x)\right\|_{2}^{2}\right)^{2} . \tag{7.18}
\end{align*}
$$

Then, by (7.14),

$$
\begin{aligned}
& \mathbb{E}\left(\left\|\overline{\nabla g}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} \nabla g_{w}(x)\right\|_{F}^{2}+p\left\|\bar{g}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} g_{w}(x)\right\|_{2}^{2}\right)^{2} \\
\leq & \left.2 \mathbb{E}\left\|\bar{\nabla} g\left(x ; 1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} \nabla g_{w}(x)\right\|_{F}^{4}+2 p^{2} \mathbb{E}\left\|\bar{g}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} g_{w}(x)\right\|_{2}^{2}\right)^{4} .
\end{aligned}
$$

Next, we will analyze the two terms on the right hand side of the inequality above. Since $\overline{\nabla g}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right)=$ $\frac{1}{2^{\bar{n}_{0}^{+}}} \sum_{i=1}^{2^{n_{0}^{+}}} \nabla g_{w_{i}}(x)$, and $\mathbb{E} \overline{\nabla g}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right)=\mathbb{E}_{w} \nabla g_{w}(x)$, we can write

$$
\begin{aligned}
& \mathbb{E}\left\|\overline{\nabla g}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} \nabla g_{w}(x)\right\|_{F}^{4} \\
= & \mathbb{E}\left\{\sum_{k=1}^{d} \sum_{h=1}^{p}\left(\frac{1}{2^{\bar{n}_{0}^{+}}} \sum_{i=1}^{2^{n_{0}^{+}}}\left\{\left[\nabla g_{w_{i}}(x)\right]_{k h}-\mathbb{E}_{w}\left[\nabla g_{w}(x)\right]_{k h}\right\}\right)^{2}\right\}^{2} \\
\leq & p d \sum_{k=1}^{d} \sum_{h=1}^{p} \mathbb{E}\left(\frac{1}{2^{\bar{n}_{0}^{+}}} \sum_{i=1}^{2^{\bar{n}_{0}^{+}}}\left\{\left[\nabla g_{w_{i}}(x)\right]_{k h}-\mathbb{E}_{w}\left[\nabla g_{w}(x)\right]_{k h}\right\}\right)^{4},
\end{aligned}
$$

where the last inequality is obtained by using (7.14). Note that for I.I.D. $X_{i=1}^{n}$ 's that $\mathbb{E} X_{i}=0$, and
$|X| \leq c_{0}$ we have

$$
\begin{aligned}
& \mathbb{E}\left(\frac{1}{n} \sum_{i=1}^{n} X_{i}\right)^{4} \\
= & \frac{1}{n^{4}} \mathbb{E}\left\{\sum_{i=1}^{n} X_{i}^{4}+\sum_{i \neq j}\left(4 X_{i}^{3} X_{j}+3 X_{i}^{2} X_{j}^{2}\right)+\sum_{i \neq j \neq k} 6 X_{i}^{2} X_{j} X_{k}+\sum_{i \neq j \neq k \neq h} X_{i} X_{j} X_{k} X_{h}\right\} \\
= & \frac{1}{n^{4}}\left\{n \mathbb{E} X_{1}^{4}+3 n(n-1) \mathbb{E} X_{1}^{2} X_{2}^{2}\right\} \leq \frac{3 c_{0}^{4}}{n^{2}} .
\end{aligned}
$$

Since $\left|\left[\nabla g_{w_{i}}(x)\right]_{k h}-\mathbb{E}_{w}\left[\nabla g_{w}(x)\right]_{k h}\right| \leq 2 l_{g, 1}$ and $\mathbb{E}\left\{\left[\nabla g_{w_{i}}(x)\right]_{k h}-\mathbb{E}_{w}\left[\nabla g_{w}(x)\right]_{k h}\right\}=0$, we have $\mathbb{E}\left(\frac{1}{2^{n_{0}^{n_{0}}}} \sum_{i=1}^{2^{n_{0}^{+}}}\left\{\left[\nabla g_{w_{i}}(x)\right]_{k h}-\mathbb{E}_{w}\left[\nabla g_{w}(x)\right]_{k h}\right\}\right)^{4} \leq \frac{48 l_{g, 1}^{4}}{4^{\bar{n}_{0}^{+}}}$and hence $\mathbb{E}\left\|\overline{\nabla g}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} \nabla g_{w}(x)\right\|_{F}^{4} \leq$ $\frac{48 p^{2} d^{2} l_{g, 1}^{4}}{4^{\bar{n}_{0}^{f}}}$. By the same argument, we also have $\mathbb{E}\left\|\overline{\nabla g}\left(x ; 1,2^{\bar{n}_{0}}\right)-\mathbb{E}_{w} \nabla g_{w}(x)\right\|_{F}^{4} \leq \frac{48 p^{2} d^{2} l_{g, 1}^{4}}{4^{\bar{n}_{0}}}$ and $\mathbb{E}\left\|\overline{\nabla g}\left(x ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} \nabla g_{w}(x)\right\|_{F}^{4} \leq \frac{48 p^{2} d^{2} l_{g, 1}^{4}}{4^{n_{0}}}$. Similarly, since $\mathbb{E} \bar{g}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right)=\mathbb{E}_{w} g_{w}(x)$ and $\left|\left[g_{w_{i}}(x)\right]_{j}-\mathbb{E}_{w}\left[g_{w}(x)\right]_{j}\right| \leq 2 l_{g, 0}$, we have

$$
\begin{aligned}
& \mathbb{E}\left\|\bar{g}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} g_{w}(x)\right\|_{2}^{4}=\mathbb{E}\left(\sum_{j=1}^{d}\left\{\frac{1}{2^{\bar{n}_{0}^{+}}} \sum_{i=1}^{2^{\bar{n}_{0}^{+}}}\left(\left[g_{w_{i}}(x)\right]_{j}-\mathbb{E}_{w}\left[g_{w}(x)\right]_{j}\right)\right\}^{2}\right)^{2} \\
& \leq d \sum_{j=1}^{d} \mathbb{E}\left\{\frac{1}{2^{\bar{n}_{0}^{+}}} \sum_{i=1}^{2^{\bar{n}_{0}^{+}}}\left(\left[g_{w_{i}}(x)\right]_{j}-\mathbb{E}_{w}\left[g_{w}(x)\right]_{j}\right)\right\}^{4} \leq \frac{48 d^{2} l_{g, 0}^{4}}{4^{\bar{n}_{0}^{+}}} .
\end{aligned}
$$

Using the same argument, we also have $\mathbb{E}\left\|\bar{g}\left(x ; 1,2^{\bar{n}_{0}}\right)-\mathbb{E}_{w} g_{w}(x)\right\|_{2}^{4} \leq \frac{48 d^{2} l_{g, 0}^{4}}{4^{\bar{n}_{0}}}$, and $\mathbb{E} \| \bar{g}\left(x ; 2^{\bar{n}_{0}}+\right.$ $\left.1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} g_{w}(x) \|_{2}^{4} \leq \frac{48 d^{2} l_{g, 0}^{4}}{4^{n_{0}}}$. Therefore

$$
\begin{aligned}
& \mathbb{E}\left(\left\|\overline{\nabla g}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} \nabla g_{w}(x)\right\|_{F}^{2}+p\left\|\bar{g}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} g_{w}(x)\right\|_{2}^{2}\right)^{2} \\
\leq & \left.2 \mathbb{E}\left\|\overline{\nabla g}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} \nabla g_{w}(x)\right\|_{F}^{4}+2 p^{2} \mathbb{E}\left\|\bar{g}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} g_{w}(x)\right\|_{2}^{2}\right)^{4} \\
\leq & \frac{96 p^{2} d^{2}\left(l_{g, 0}^{4}+l_{g, 1}^{4}\right)}{4^{\bar{n}_{0}^{+}}} .
\end{aligned}
$$

## Hence

$$
\begin{aligned}
& \mathbb{E}\left(\left\|\overline{\nabla g}\left(x ; 1,2^{\bar{n}_{0}}\right)-\mathbb{E}_{w} \nabla g_{w}(x)\right\|_{F}^{2}+p\left\|\bar{g}\left(x ; 1,2^{\bar{n}_{0}}\right)-\mathbb{E}_{w} g_{w}(x)\right\|_{2}^{2}\right)^{2} \leq \frac{96 p^{2} d^{2}\left(l_{g, 0}^{4}+l_{g, 1}^{4}\right)}{4^{\bar{n}_{0}}} \text { and } \\
& \mathbb{E}\left(\left\|\overline{\nabla g}\left(x ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} \nabla g_{w}(x)\right\|_{F}^{2}+p\left\|\bar{g}\left(x ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} g_{w}(x)\right\|_{2}^{2}\right)^{2} \leq \frac{96 p^{2} d^{2}\left(l_{g, 0}^{4}+l_{g, 1}^{4}\right)}{4^{\bar{n}_{0}}} .
\end{aligned}
$$

Now we continue with the analysis of (7.18)

$$
\begin{aligned}
& \sum_{n=0}^{\infty} \frac{1}{\tilde{p}_{n}} \mathbb{E}\left\{\left(Y_{1}(x)-0.5\left(Y_{2}(x)+Y_{3}(x)\right)\right)^{2} \mid N=n\right\} \\
\leq & \frac{3 L_{H}}{4} \sum_{n=0}^{\infty} \frac{1}{\tilde{p}_{n}}\left(\mathbb{E}\left(\left\|\overline{\nabla g}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} \nabla g_{w}(x)\right\|_{F}^{2}+p\left\|\bar{g}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} g_{w}(x)\right\|_{2}^{2}\right)^{2}\right. \\
& +\frac{1}{4} \mathbb{E}\left(\left\|\overline{\nabla g}\left(x ; 1,2^{\bar{n}_{0}}\right)-\mathbb{E}_{w} \nabla g_{w}(x)\right\|_{F}^{2}+p\left\|\bar{g}\left(x ; 1,2^{\bar{n}_{0}}\right)-\mathbb{E}_{w} g_{w}(x)\right\|_{2}^{2}\right)^{2} \\
& \left.+\frac{1}{4} \mathbb{E}\left(\left\|\overline{\nabla g}\left(x ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} \nabla g_{w}(x)\right\|_{F}^{2}+p\left\|\bar{g}\left(x ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} g_{w}(x)\right\|_{2}^{2}\right)^{2}\right) \\
\leq & 72\left(L_{f, 1}^{2}+2 d f_{f, 2}^{2}+2 d l_{g, 1}^{2} L_{f, 2}^{2}\right) p^{2} d^{2}\left(l_{g, 0}^{4}+l_{g, 1}^{4}\right) \sum_{n=0}^{\infty} \frac{3}{\tilde{p}_{n} 4^{n+n_{0}+1}},
\end{aligned}
$$

since $L_{H}=\sqrt{L_{1}^{2}+2 d f_{f, 2}^{2}+2 d l_{g, 1}^{2} L_{2}^{2}}$. Note that $\tilde{p}_{n}=\left(1-0.5^{\gamma}\right) 0.5^{\gamma n}$ and $1<\gamma<2$; therefore

$$
\sum_{n=0}^{\infty} \frac{3}{\tilde{p}_{n} 4^{n+n_{0}+1}}=\frac{3}{4^{n_{0}+1}\left(1-0.5^{\gamma}\right)} \sum_{n=0}^{\infty} 2^{n(\gamma-2)}=\frac{3}{4^{n_{0}+1}\left(1-0.5^{\gamma}\right)\left(1-0.5^{2-\gamma}\right)}<\infty .
$$

Hence

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{\left\{\left\|Y_{1}(x)-0.5\left(Y_{2}(x)+Y_{3}(x)\right)\right\|_{2}^{2}\right.}{\tilde{p}_{n}} \leq \frac{54 p^{2} d^{2}\left(L_{f, 1}^{2}+2 d f_{f, 2}^{2}+2 d l_{g, 1}^{2} L_{f, 2}^{2}\right)\left(l_{g, 0}^{4}+l_{g, 1}^{4}\right)}{4^{n_{0}}\left(1-0.5^{\gamma}\right)\left(1-0.5^{2-\gamma}\right)} \tag{7.19}
\end{equation*}
$$

Combining (7.16) and (7.19), we can bound (7.15) by

$$
\begin{aligned}
\mathbb{E}\left\|G\left(x, v_{1}\right)\right\|_{2}^{2} & \leq 2 \mathbb{E}\left\|Y_{4}(x)\right\|_{2}^{2}+2 \sum_{n=0}^{\infty} \frac{\left\{\left\|Y_{1}(x)-0.5\left(Y_{2}(x)+Y_{3}(x)\right)\right\|_{2}^{2}\right.}{\tilde{p}_{n}} \\
& \leq 2 p d^{2} l_{g, 1}^{2} l_{f, 1}^{2}+\frac{108 p^{2} d^{2}\left(L_{f, 1}^{2}+2 d f_{f, 2}^{2}+2 d l_{g, 1}^{2} L_{f, 2}^{2}\right)\left(l_{g, 0}^{4}+l_{g, 1}^{4}\right)}{4^{n_{0}}\left(1-0.5^{\gamma}\right)\left(1-0.5^{2-\gamma}\right)}=C_{\mathcal{D}}^{\prime} .
\end{aligned}
$$

Proposition 3 (Finite expected computational cost) For any $x \in \mathcal{D}$ and $v_{1} \in \Omega_{v}$, the number of random numbers one needs to generate (simulation cost) to construct $G\left(x, v_{1}\right)$ has finite expectation.

Proof. Proof of Proposition 3. Fix $v_{1} \in \Omega_{v}$ and $x \in \mathcal{D}$, and denote by $\operatorname{cost}_{G}$ the number of random variables one needs to generate to construct $G\left(x, v_{1}\right)$. In Algorithm 1, we generate one geometric random variable $N$ and $2^{n_{0}+n+1}$ number of $w_{i}$ that follows the distribution of $w$ conditioned on $v=v_{1}$. Thus we have $\operatorname{cost}_{G}=1+2^{n_{0}+N+1}$. Taking expectation w.r.t. $N$, we conclude

$$
\begin{aligned}
\mathbb{E}\left(\operatorname{cost}_{G}\right)=\mathbb{E}\left\{\mathbb{E}\left(\operatorname{cost}_{G} \mid N\right)\right\} & =\sum_{n=0}^{\infty} \mathbb{E}\left(\operatorname{cost}_{G} \mid N=n\right) \mathbb{P}(N=n) \\
& =\sum_{n=0}^{\infty}\left(1+2^{n_{0}+n+1}\right)\left(1-0.5^{\gamma}\right) 0.5^{\gamma n} \\
& =1+2^{n_{0}+1}\left(1-0.5^{\gamma}\right)\left(1-2^{1-\gamma}\right)^{-1}<\infty,
\end{aligned}
$$

where the convergence of the series above relies on $\gamma>1$.

Remark: Note that the choices of both the base level $n_{0}$ and $\gamma$ affect both the variance of the simulated estimator and its computational cost. By choosing a larger $n_{0}$, the variance of the simulated gradient will be lower but it will also have a higher computational cost. Similarly, choosing a smaller $\gamma$ will result in an estimator that has lower variance but higher computational cost.

### 7.4.3 Convergence of the Simulated Gradient Descent Algorithm

In this subsection, we establish the convergence properties of Algorithm 10 under different conditions. Note that with the unbiasedness and finite second order moment properties of the sim-
ulated gradients, convergence properties of the Simulated Gradient Descent (SimGD) algorithm for SCO problems follow from the classical theory of the stochastic gradient descent algorithm for generic stochastic optimization problems. For completeness, we include the proof of the convergence properties in the Supplementary.

Lemma 34. [Almost Sure Convergence] If $F(\cdot)$ is $\mu$-strongly convex, assume $\mathbb{E}\left\|x_{t}-x_{\star}\right\|_{2}^{2} \leq D$ for all $t \geq 0$. When $\sum_{t} \lambda_{t}=\infty$ and $\sum_{t} \lambda_{t}^{2}<\infty,\left\|x_{t}-x_{\star}\right\|_{2}^{2}$ converges to 0 almost surely.

The techniques of our proof for the Lemma below come mostly from [225]. We include a proof in the Supplementary.

Lemma 35. [Rate of Convergence] In the presence of $\mu$-strong convexity for $F(\cdot)$, with $\lambda_{t}=\frac{2}{\mu(t+1)}$, we can show that $\mathbb{E}\left\|x_{T}-x_{\star}\right\|_{2}^{2} \leq \frac{4 C_{\mathcal{D}}^{\prime}}{\mu^{2}(T+1)}$ and $\mathbb{E}\left\|\tilde{x}_{T}-x_{\star}\right\|_{2}^{2} \leq \frac{4 C_{\mathcal{D}}^{\prime}}{\mu^{2}(T+1)}$. In the case where $F(\cdot)$ is not strongly convex, if we have $\mathbb{E}\left\|x_{t}-x_{\star}\right\|_{2}^{2} \leq D$ for all $t$, then with $\lambda_{t}=\frac{c}{\sqrt{t+1}}$ and $c>0$, we can show that $\mathbb{E} F\left(\tilde{x}_{T}\right)-F\left(x_{\star}\right) \leq \frac{2 \sqrt{2} C_{\mathcal{D}}^{\prime}+c^{-1} 4 \sqrt{2} D}{\sqrt{T}}$.

Corollary 7.4.0.1. The iteration complexity of Algorithm 3 is $O\left(\epsilon^{-1}\right)$ when $F(\cdot)$ is $\mu$-strongly convex and the iteration complexit is $O\left(\epsilon^{-2}\right)$ when $F(\cdot)$ is not strongly convex.

### 7.4.4 Lipschitz Continuity of the Simulated Variance Reduced Gradient

In this subsection, we will present the convergence properties of the Simulated Variance Reduced Gradient (SVRG) algorithm. In contrast to the stochastic variance reduced gradient algorithm for ERM problem (7.2), the property that

$$
\mathbb{E}\left\|\nabla f_{i}(x)-f_{i}(\tilde{x})+\nabla F_{n}(\tilde{x})\right\|_{2}^{2} \leq 4 L\left\{F_{n}(x)-F_{n}\left(x_{\star}\right)+F_{n}(\tilde{x})-F_{n}\left(x_{\star}\right)\right\}
$$

where $i$ is uniformly sampled form $\{1, \ldots, n\}$ and $L$ is the Lipschitz constant of $\nabla F_{n}(x)$ may no longer hold because of the variance introduced by the simulation procedure. Instead, we establish a Lipschitz continuity property of the output $W=W\left(x, v_{1}\right)-W\left(\tilde{x}, v_{1}\right)+G(\tilde{x})$, where
$G(\tilde{x})$ can be full gradient or a subsampled gradient at $\tilde{x}$, from Algorithm 3 that is important in the proof of the convergence rate of Algorithm 4 and 5. We need the following two lemmas to prove the results.

Lemma 36 (Azuma-Hoeffding). Let $X_{1}, X_{2}, \ldots, X_{n}$ be i.i.d. random variables such that $\left|X_{i}\right| \leq B$ for all $1 \leq i \leq n$. Let $\bar{X}_{n}=\frac{1}{n} \sum_{i=1}^{n} X_{i}$. Then for any $t>0$, we have

$$
\begin{equation*}
\mathbb{P}\left(\left|\sum_{i=1}^{n} X_{i}-n \mathbb{E}[X]\right|>t\right) \leq 2 \exp \left(-\frac{t^{2}}{2 n B^{2}}\right) \tag{7.20}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{P}\left(\left|\bar{X}_{n}-\mathbb{E}[X]\right|>t\right) \leq 2 \exp \left(-\frac{n t^{2}}{2 B^{2}}\right) . \tag{7.21}
\end{equation*}
$$

Lemma 37. For all $n \geq 1$, we have

$$
\begin{align*}
& \mathbb{E}\left[\sup _{x \in \mathcal{D}}\left|[\overline{\nabla g}(x ; 1, n)]_{k j}-\left[\mathbb{E}_{w} \nabla g_{w}(x)\right]_{k j}\right|^{4}\right] \leq C_{1}\left(\frac{\log \left(4 n^{2}\right)}{n}\right)^{2}  \tag{7.22}\\
& \mathbb{E}\left[\sup _{x \in \mathcal{D}}\left|[\bar{g}(x ; 1, n)]_{h}-\left[\mathbb{E}_{w} g_{w}(x)\right]_{h}\right|^{4}\right] \leq C_{0}\left(\frac{\log \left(4 n^{2}\right)}{n}\right)^{2}  \tag{7.23}\\
& \mathbb{E}\left[\sup _{x \in \mathcal{D}}\left|\left[\overline{\nabla^{2} g}(x ; 1, n)\right]_{k i j}-\left[\mathbb{E}_{w} \nabla^{2} g_{w}(x)\right]_{k i j}\right|^{4}\right] \leq C_{2}\left(\frac{\log \left(4 n^{2}\right)}{n}\right)^{2} \tag{7.24}
\end{align*}
$$

for any $n \geq 1,1 \leq k, h \leq d$ and $1 \leq i, j \leq p$, where $C_{1}=8 l_{g, 1}^{4-p}\left(4 \operatorname{diam}(\mathcal{D})^{p}\right) p^{p / 2} L_{g, 1}^{p}+64 l_{g, 1}^{4}(p+$ $1)^{2}, C_{0}=8 l_{g, 0}^{4-p}\left(4 \operatorname{diam}(\mathcal{D})^{p}\right) p^{p / 2} L_{g, 0}^{p}+64 l_{g, 0}^{4}(p+1)^{2}$ and $C_{2}=8 l_{g, 2}^{4-p}\left(4 \operatorname{diam}(\mathcal{D})^{p}\right) p^{p / 2} L_{g, 2}^{p}+$ $64 l_{g, 2}^{4}(p+1)^{2}$.

Proof of Lemma 37 can be found in the Supplementary.

In this subsection, we need the following ancillary functions to develop our theory. For $x \in$ $\mathcal{H} \subset \mathbb{R}^{d \times p}, y \in \mathcal{G} \subset \mathbb{R}^{d}$ and $z \in \mathcal{J} \subset \mathbb{R}^{d \times p \times p}$, for every $1 \leq i \leq p$ and $1 \leq j \leq p$, define
$J(x, y, z): \mathcal{H} \times \mathcal{G} \times \mathcal{J} \rightarrow \mathbb{R}^{p \times p}$ that

$$
[J]_{i j}(x, y, z)=z_{: i j}^{\top} \nabla f_{v}(y)+[x]_{i:} \nabla^{2} f_{v}(y)[x]_{: j}
$$

Lemma 38. Then $[J]_{i j}(x, y, z)$ has Lipschitz continuous gradient with constant $L_{J}$, that is, for $x_{1}, x_{2} \in \mathcal{H}, y_{1}, y_{2} \in \mathcal{G}$ and $z_{1}, z_{2} \in \mathcal{J}$,

$$
\left\|\nabla[J]_{i j}\left(x_{1}, y_{1}, z_{1}\right)-\nabla[J]_{i j}\left(x_{2} y_{2}, z_{2}\right)\right\|_{F} \leq L_{J}\left\|v e c\left(x_{1}, y_{1}, z_{1}\right)-v e c\left(x_{2}, y_{2}, z_{1}\right)\right\|_{2},
$$

where

$$
L_{J}=\left\{12 d^{2} L_{f, 2}^{2} l_{g, 1}^{2}+4 d\left(\sqrt{d}_{g, 2} L_{f, 2}+d^{2} l_{g, 1}^{2} L_{f, 3}\right)^{2}+d L_{f, 1}^{2}+4 d^{2} l_{f, 2}^{2} L_{g, 2}^{2}+2 d^{2} l_{f, 2}^{2}+4 d^{3} l_{f, 3}^{2}\right\}^{1 / 2}
$$

Proof of Lemma 38 can be found in the Supplementary.

Base on the ancillary function $J(x, y, z)$, for $x, x_{0} \in \mathcal{H} \subset \mathbb{R}^{d \times p}, y, y_{0} \in \mathcal{G} \subset \mathbb{R}^{d}$ and $z, z_{0} \in$ $\mathcal{J} \subset \mathbb{R}^{d \times p \times p}$, we define

$$
\begin{aligned}
& {[R]_{i j}\left(x, x_{0}, y, y_{0}, z, z_{0}\right) } \\
= & {[J]_{i j}(x, y, z)-[J]_{i j}\left(x_{0}, y_{0}, z_{0}\right)-\left\{\nabla[J]_{i j}\left(x_{0}, y_{0}, z_{0}\right)\right\}\left[x-x_{0}, y-y_{0}, z-z_{0}\right], }
\end{aligned}
$$

where

$$
\begin{aligned}
& \left\{\nabla[J]_{i j}\left(x_{0}, y_{0}, z_{0}\right)\right\}\left[x-x_{0}, y-y_{0}, z-z_{0}\right] \\
= & \left(\operatorname{vec}\left\{\nabla[J]_{i j}\left(x_{0}, y_{0}, z_{0}\right)\right\}\right)^{\top} \operatorname{vec}\left(x-x_{0}, y-y_{0}, z-z_{0}\right) \\
= & \sum_{k^{\prime}=1}^{d} \sum_{j^{\prime}=1}^{d} \frac{\partial[J]_{i j}}{\partial[x]_{k^{\prime} j^{\prime}}}\left(x_{0}, y_{0}, z_{0}\right)\left([x]_{k^{\prime} j^{\prime}}-\left[x_{0}\right]_{k^{\prime} j^{\prime}}\right)+\sum_{h^{\prime}=1}^{d} \frac{\partial[J]_{i j}}{\partial[y]_{h^{\prime}}}\left([y]_{h^{\prime}}-\left[y_{0}\right]_{h^{\prime}}\right) \\
& +\sum_{k^{\prime \prime}=1}^{d} \sum_{i^{\prime \prime}=1}^{p} \sum_{j^{\prime \prime}=1}^{p} \frac{\partial[J]_{i j}}{\partial[z]_{k^{\prime \prime i^{\prime \prime} j^{\prime \prime}}}}\left(x_{0}, y_{0}, z_{0}\right)\left([z]_{k^{\prime \prime} i^{\prime \prime} j^{\prime \prime}}-\left[z_{0}\right]_{k^{\prime \prime} i^{\prime \prime} j^{\prime \prime}}\right)
\end{aligned}
$$

Lemma 39. For all $x, x_{0} \in \mathcal{H}, y, y_{0} \in \mathcal{G}$ and $z, z_{0} \in \mathcal{J}$, we have

$$
\left|[R]_{i j}\left(x, x_{0}, y, y_{0}, z, z_{0}\right)\right| \leq \frac{L_{J}}{2}\left\|\operatorname{vec}(x, y, z)-\operatorname{vec}\left(x_{0}, y_{0}, z_{0}\right)\right\|_{2}^{2}
$$

where

$$
L_{J}=\left\{12 d^{2} L_{f, 2}^{2} l_{g, 1}^{2}+4 d\left(\sqrt{d}_{g, 2} L_{f, 2}+d^{2} l_{g, 1}^{2} L_{f, 3}\right)^{2}+d L_{f, 1}^{2}+4 d^{2} l_{f, 2}^{2} L_{g, 2}^{2}+2 d^{2} l_{f, 2}^{2}+4 d^{3} l_{f, 3}^{2}\right\}^{1 / 2}
$$

Proof. Proof. This result is a direct consequence of Lemma 30.

Now we proceed with the main lemma of this section and this lemma will be used for proving convergence results for SimVRG and SCSimG algorithms.

Lemma 40. There exist a constant $C_{\mathcal{D}}<\infty$ such that for any $v_{1} \in \Omega_{v}$ and $x, \tilde{x} \in \mathcal{D}, W\left(x, v_{1}\right)$ and $W\left(\tilde{x}, v_{1}\right)$ from the variance reduced unbiased gradient $W\left(x, \tilde{x}, v_{1}\right)=W\left(x, v_{1}\right)-W\left(\tilde{x}, v_{1}\right)+\nabla G(\tilde{x})$ in Algorithm 3 satisfies

$$
\begin{equation*}
\mathbb{E}\left\|W\left(x, v_{1}\right)-W\left(\tilde{x}, v_{1}\right)\right\|_{2}^{2} \leq C_{\mathcal{D}}\|x-\tilde{x}\|_{2}^{2}, \tag{7.25}
\end{equation*}
$$

where

$$
\begin{aligned}
C_{\mathcal{D}}= & 4 p^{2} d^{2} f_{g, 2}^{2} l_{f, 1}^{2}+4 p^{2} d^{4} l_{g, 1}^{4} l_{f, 2}^{2} \\
& +9 L_{J}^{2} p^{2}\left(C_{0}+C_{1}+C_{2}\right)\left(\frac{\left(n_{0}+1\right)^{2}}{1-2^{\gamma-2}}+\frac{2\left(n_{0}+1\right) 2^{\gamma-2}}{\left(1-2^{\gamma-2}\right)^{2}}+\frac{2^{3 \gamma-6}+2^{\gamma-2}}{\left(1-2^{\gamma-2}\right)^{3}}\right) .
\end{aligned}
$$

Proof of this lemma can be found in the Supplementary.

### 7.4.5 Convergence of the Simulated Variance Reduced Gradient Algorithm

In this section we prove the convergence of Algorithm 12. We make use of the constant $C_{\mathcal{D}}$ defined in Lemma 40 and Assumption 3 that $F(\cdot)$ is $\mu$-strongly convex.

Lemma 41. Let $F: \mathbb{R}^{p} \rightarrow \mathbb{R}$ be a convex function with L-Lipschitz gradient and denote $x_{\star}=$ $\arg \min _{x \in \mathbb{R}^{p}} F(x)$ to be the global minimizer of $F(\cdot)$. Then for any $x \in \mathbb{R}^{p}$,

$$
\frac{1}{2 L}\|\nabla F(x)\|_{2}^{2} \leq F(x)-F\left(x_{\star}\right)
$$

We omit the proof for this lemma since it is a well known result.

Theorem 1 Consider Algorithm 12 with options II. Let $\lambda$ be sufficiently small and $M$ be sufficiently large so that

$$
\begin{equation*}
\alpha=\frac{1}{\mu\left(1-\frac{4}{\mu} C_{\mathcal{D}} \lambda\right) \lambda M}+\frac{\left(\frac{4}{\mu} C_{\mathcal{D}}+2 L\right) \lambda}{1-\frac{4}{\mu} C_{\mathcal{D}} \lambda}<1 . \tag{7.26}
\end{equation*}
$$

Then under Assumptions 1-5, we have geometric convergence in expectation for the SimVRG :

$$
\mathbb{E}\left[F\left(\tilde{x}_{s}\right)\right] \leq F\left(x_{\star}\right)+\alpha^{s}\left[F\left(\tilde{x}_{0}\right)-F\left(x_{\star}\right)\right]
$$

Proof. Proof of Theorem 1. It follows from Lemma 41 that

$$
\begin{equation*}
\left\|\nabla F(x)-\nabla F\left(x_{\star}\right)\right\|_{2}^{2}=\|\nabla F(x)\|_{2}^{2} \leq 2 L\left[F(x)-F\left(x_{\star}\right)\right] \tag{7.27}
\end{equation*}
$$

. Now conditioning on $x_{t}$, we can take expectation with respect to $v_{t} \in \Omega_{v}$ to obtain

$$
\begin{align*}
\mathbb{E}\left[\left\|\rho_{t}\right\|_{2}^{2} \mid x_{t}\right] & \leq 2 \mathbb{E}\left[\left\|W\left(x_{t}, v_{t}\right)-W\left(\tilde{x}_{s}, v_{t}\right)\right\|_{2}^{2} \mid x_{t}\right]+2 \nabla\left\|F\left(\tilde{x}_{s}\right)\right\|_{2}^{2} \\
& \leq 2 C_{\mathcal{D}}\left\|x_{t}-\tilde{x}_{s}\right\|_{2}^{2}+4 L\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right] \\
& \leq 4 C_{\mathcal{D}}\left(\left\|x_{t}-x_{\star}\right\|_{2}^{2}+\left\|\tilde{x}_{s}-x_{\star}\right\|_{2}^{2}\right)+4 L\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right] \\
& \leq \frac{8}{\mu} C_{\mathcal{D}}\left[F\left(x_{t}\right)-F\left(x_{\star}\right)\right]+\left(\frac{8}{\mu} C_{\mathcal{D}}+4 L\right)\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right] . \tag{7.28}
\end{align*}
$$

where the second inequality follows from Theorem 40 and equation (7.27). The last inequality follows from the strong convexity of $F(\cdot)$. Thus, by the contraction property of the projection
operator $\Pi_{\mathcal{D}}$,

$$
\begin{align*}
& \mathbb{E}\left[\left\|x_{t+1}-x_{\star}\right\|_{2}^{2} \mid x_{t}\right] \\
& \leq\left\|x_{t}-x_{\star}\right\|_{2}^{2}-2 \lambda\left(x_{t}-x_{\star}\right)^{\top} \mathbb{E}\left[\rho_{t} \mid x_{t}\right]+\lambda^{2} \mathbb{E}\left[\left\|\rho_{t}\right\|_{2}^{2} \mid x_{t}\right] \\
& \leq\left\|x_{t}-x_{\star}\right\|_{2}^{2}-2 \lambda\left(x_{t}-x_{\star}\right)^{\top} \nabla F\left(x_{t}\right)+\frac{8}{\mu} C_{\mathcal{D}} \lambda^{2}\left[F\left(x_{t}\right)-F\left(x_{\star}\right)\right]+\left(\frac{8}{\mu} C_{\mathcal{D}}+4 L\right) \lambda^{2}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right] \\
& \leq\left\|x_{t}-x_{\star}\right\|_{2}^{2}-2 \lambda\left[F\left(x_{t}\right)-F\left(x_{\star}\right)\right]+\frac{8}{\mu} C_{\mathcal{D}} \lambda^{2}\left[F\left(x_{t}\right)-F\left(x_{\star}\right)\right]+\left(\frac{8}{\mu} C_{\mathcal{D}}+4 L\right) \lambda^{2}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right] \\
&=\left\|x_{t}-x_{\star}\right\|_{2}^{2}-2 \lambda\left(1-\frac{4}{\mu} C_{\mathcal{D}} \lambda\right)\left[F\left(x_{t}\right)-F\left(x_{\star}\right)\right]+\left(\frac{8}{\mu} C_{\mathcal{D}}+4 L\right) \lambda^{2}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right] . \tag{7.29}
\end{align*}
$$

where the third line follows from the unbiasedness of the simulated gradient and the fourth line follows from the convexity of $F()$. Since $\tilde{x}_{s+1}$ is selected uniformly after all $M$ updates are completed and $x_{0}=\tilde{x}_{s}$. Summing over the previous inequality over $t=0, \ldots, M-1$, taking expectation and using option II at stage $s$, we obtain

$$
\begin{align*}
& \mathbb{E}\left[\left\|x_{M}-x_{\star}\right\|_{2}^{2}\right]+2 \lambda\left(1-\frac{4}{\mu} C_{\mathcal{D}} \lambda\right) M \mathbb{E}\left[F\left(\tilde{x}_{s+1}\right)-F\left(x_{\star}\right)\right] \\
\leq & \mathbb{E}\left[\left\|x_{0}-x_{\star}\right\|_{2}^{2}\right]+\left(\frac{8}{\mu} C_{\mathcal{D}}+4 L\right) \lambda^{2} M \mathbb{E}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right] \\
= & \mathbb{E}\left[\left\|\tilde{x}_{s}-x_{\star}\right\|_{2}^{2}\right]+\left(\frac{8}{\mu} C_{\mathcal{D}}+4 L\right) \lambda^{2} M \mathbb{E}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right] \\
\leq & \frac{2}{\mu} \mathbb{E}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right]+\left(\frac{8}{\mu} C_{\mathcal{D}}+4 L\right) \lambda^{2} M \mathbb{E}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right] \\
= & \left(\frac{2}{\mu}+\left(\frac{8}{\mu} C_{\mathcal{D}}+4 L\right) \lambda^{2} M\right) \mathbb{E}\left[F(\tilde{x})-F\left(x_{\star}\right)\right] \tag{7.30}
\end{align*}
$$

Thus we obtain

$$
\begin{equation*}
\mathbb{E}\left[F\left(\tilde{x}_{s+1}\right)-F\left(x_{\star}\right)\right] \leq\left[\frac{1}{\mu\left(1-\frac{4}{\mu} C_{\mathcal{D}} \lambda\right) \lambda M}+\frac{\left(\frac{4}{\mu} C_{\mathcal{D}}+2 L\right) \lambda}{1-\frac{4}{\mu} C_{\mathcal{D}} \lambda}\right] \mathbb{E}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right] \tag{7.31}
\end{equation*}
$$

This implies that $\mathbb{E}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right] \leq \alpha^{s} \mathbb{E}\left[F\left(\tilde{x}_{0}\right)-F\left(x_{\star}\right)\right]$. The conclusion follows.

As we mentioned, the sample complexity becomes difficult to analyze in the presence of batch size randomization. However, the corollary below provides an estimate of the total number of
samples that are needed to achieve and $\epsilon$-accurate solution for the finite sample SCO problems using Algorithm 4.

Corollary 7.4.0.2. In Algorithm 12, let $T_{\epsilon}=\min \left\{n \geq 0 \mid F\left(\tilde{x}_{k}\right)-F\left(x_{\star}\right) \leq \epsilon\right\}$ and let $N_{k, t}$ be the geometric random number that is generated when calling SimulatedGradient procedure at $t$-th epoch and $k$-th iteration. Then we have

$$
\mathbb{E}\left\{\sum_{k=1}^{T_{\epsilon}} \sum_{t=1}^{M}\left(2^{n_{0}+N_{k, t}+1}+1\right)\right\}=O(\log (1 / \epsilon)) .
$$

Proof. Proof of Corrollary 7.4.0.2. Since $T_{\epsilon}$ is a stopping time, by Wald's identity and Proposition 3 , we have

$$
\begin{aligned}
\mathbb{E}\left\{\sum_{k=1}^{T_{\epsilon}} \sum_{t=1}^{M} 2^{N_{k, t}+1}\right\} & =M \mathbb{E} T_{\epsilon} \mathbb{E}\left(2^{n_{0}+N_{k, t}+1}+1\right) \\
& =M\left\{1+2^{n_{0}+1}\left(1-0.5^{\gamma}\right)\left(1-2^{1-\gamma}\right)^{-1}\right\} \mathbb{E} T_{\epsilon} .
\end{aligned}
$$

Next, we analyze $\mathbb{E} T_{\epsilon}$. Since $T_{\epsilon}$ is non- negative, we have

$$
\begin{aligned}
\exp \left(\mathbb{E} T_{\epsilon}\right) & \leq \mathbb{E} \exp \left(T_{\epsilon}\right)=\int_{0}^{\infty} \mathbb{P}\left\{\exp \left(T_{\epsilon}\right) \geq x\right\} d x=1+\int_{1}^{\infty} \mathbb{P}\left\{T_{\epsilon} \geq \log (x)\right\} d x \\
& \leq 1+\int_{1}^{\infty} \mathbb{P}\left\{T_{\epsilon} \geq\lfloor\log (x)\rfloor\right\} d x \leq 3+\int_{3}^{\infty} \mathbb{P}\left\{T_{\epsilon} \geq\lfloor\log (x)\rfloor\right\} d x .
\end{aligned}
$$

By the definition of $T_{\epsilon}$, Markov's inequality and Theorem 2, we have

$$
\mathbb{P}\left(T_{\epsilon} \geq k\right) \leq \mathbb{P}\left\{F\left(\tilde{x}_{k}\right)-F\left(x_{\star}\right) \geq \epsilon\right\} \leq \frac{1}{\epsilon} \mathbb{E}\left\{F\left(\tilde{x}_{k}\right)-F\left(x_{\star}\right)\right\} \leq \frac{1}{\epsilon} \alpha^{k}\left\{F\left(\tilde{x}_{0}\right)-F\left(x_{\star}\right)\right\} .
$$

Therefore,

$$
\exp \left\{\mathbb{E} T_{\epsilon}\right\} \leq 3+\frac{1}{\epsilon} \int_{3}^{\infty}\left\{F\left(\tilde{x}_{0}\right)-F\left(x_{\star}\right)\right\} \alpha^{\lfloor\log (x)\rfloor} d x \leq 3+\frac{F\left(\tilde{x}_{0}\right)-F\left(x_{\star}\right)}{\alpha \epsilon} \int_{3}^{\infty} x^{\log (\alpha)} d x .
$$

If we choose $M$ and $\lambda$ in Algorithm 4 such that $\log \alpha<-1$, we have

$$
\exp \left\{\mathbb{E} T_{\epsilon}\right\} \leq 3+\frac{F\left(\tilde{x}_{0}\right)-F\left(x_{\star}\right)}{\alpha \epsilon(-\log \alpha-1)} 3^{\log \alpha+1}
$$

Therefore $\mathbb{E} T_{\epsilon}=O(\log (1 / \epsilon))$. Consequently, $\mathbb{E}\left\{\sum_{k=1}^{T_{\epsilon}} \sum_{t=1}^{M}\left(2^{n_{0}+N_{k, t}+1}+1\right)\right\}=O(1 / \epsilon)$.
Corollary 7.4.0.3. Let $\left\{\tilde{x}_{s}\right\}_{s \geq 0}$ be the sequence of outputs from each epoch of the Simulated SVRG algorithm. Then, with probability $1, \tilde{x}_{s}$ converges exponentially fast to $x_{\star}$.

Proof. Proof of Corrollary 3. It follows from Theorem 7.4 that we can find $0<\alpha<1$ such that $\mathbb{E}\left[F\left(\tilde{x}_{s}\right)\right] \leq F\left(\tilde{x}_{\star}\right)+\alpha^{s}\left[F\left(\tilde{x}_{0}\right)-F\left(\tilde{x}_{\star}\right)\right]$. Pick any $\alpha<\rho<1$. Define the set $\mathcal{A}_{s}=\left\{F\left(\tilde{x}_{s}\right)-\right.$ $\left.F\left(x_{\star}\right)>\rho^{s}\right\}$ in probability space, we have $\mathbb{P}\left(\mathcal{A}_{s}\right) \leq\left(\frac{\alpha}{\rho}\right)^{s} \mathbb{E}\left[F\left(\tilde{x}_{0}\right)-F\left(x_{\star}\right)\right]$ which implies that $\sum_{s \geq 0} \mathbb{P}\left(\mathcal{A}_{s}\right)<\infty$. It then follows from Borel-Cantelli lemma that

$$
\begin{align*}
\mathbb{P}\left(\mathcal{A}_{s} \text { occurs infinitely often }\right) & =\mathbb{P}\left(\limsup _{s \rightarrow \infty} \mathcal{A}_{s}\right)=\mathbb{P}\left(\bigcap_{t=0}^{\infty} \bigcup_{s=t}^{\infty} \mathcal{A}_{s}\right)=\inf _{t \geq 0} \mathbb{P}\left(\bigcup_{s=t}^{\infty} \mathcal{A}_{s}\right) \\
& \leq \inf _{t \geq 0} \sum_{s \geq t} \mathbb{P}\left(\mathcal{A}_{s}\right)=0 . \tag{7.32}
\end{align*}
$$

Thus with probability $1, F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)<\rho^{s}$ for $s$ large enough (depending on each the probability path), which implies $\left\|\tilde{x}_{s}-x_{\star}\right\|_{2}^{2} \leq \frac{2}{\mu} \rho^{s}$ in the presence of $\mu$-strong convexity.

### 7.4.6 Convergence of the Stochastically Controlled Simulated Gradient Algorithm

In this section we prove the convergence of Algorithm 13.
Lemma 42. Fix $x \in \mathcal{D}$ and $K, B \geq 1$, sample a batch $\mathcal{I} \subset \Omega_{v}$ with $|\mathcal{I}|=B$ following the distribution of $v$ and independently generate

$$
h_{k}(x)=\frac{1}{B} \sum_{v_{i} \in I} \operatorname{UnibasedGradient}\left(x, v_{i}, n_{0}, \gamma\right)
$$

for $1 \leq k \leq K$. Let $C_{\mathcal{D}}^{\prime}$ be the constant in the proof of Proposition 2, where $\mathbb{E}\|W(x, v)\|_{2}^{2} \leq C_{\mathcal{D}}^{\prime}$
for arbitary $v \in \Omega_{v}$. Defining $\tilde{h}(x)=\frac{1}{K} \sum_{i=1}^{K} h_{i}(x)$, we have

$$
\begin{equation*}
\mathbb{E}[\tilde{h}(x)]=\nabla F(x) \quad \text { and } \quad \operatorname{Var}[\tilde{h}(x)] \leq \frac{C_{\mathcal{D}}^{\prime}}{K B}+4 p d^{2} l_{\mathcal{D}}^{4}\left(\frac{1}{K}+\frac{1}{B}\right) \tag{7.33}
\end{equation*}
$$

so $\operatorname{Var}[\tilde{h}(x)]$ can be made arbitrarily small for any $x \in \mathcal{D}$ by making $K$ and $B$ sufficiently large.
Proof of this Lemma can be found in the Supplementary.
Theorem 2 Consider the Simulated SCSG Algorithm 6 with options II. Fix $\epsilon>0$ as the level of accuracy. Let $\lambda$ be sufficiently small and $M$ be sufficiently large so that

$$
\begin{equation*}
\alpha=\frac{2}{\mu\left(1-\frac{8}{\mu} C_{\mathcal{D}} \lambda\right) \lambda M}+\frac{\left(\frac{8}{\mu} C_{\mathcal{D}}+8 L\right) \lambda}{1-\frac{8}{\mu} C_{\mathcal{D}} \lambda}<1, \tag{7.34}
\end{equation*}
$$

while making either $K$ or $B$ large enough so that

$$
\begin{equation*}
\frac{4\left(\lambda+\frac{1}{2 \mu}\right)}{1-\frac{8}{\mu} C_{\mathcal{D}} \lambda} \operatorname{Var}\left[\tilde{h}\left(\tilde{x}_{s}\right)\right]<\epsilon \tag{7.35}
\end{equation*}
$$

Then

$$
\begin{equation*}
\mathbb{E}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right] \leq \alpha^{s} \mathbb{E}\left[F\left(\tilde{x}_{0}\right)-F\left(x_{\star}\right)\right]+\frac{1}{1-\alpha} \epsilon \tag{7.36}
\end{equation*}
$$

Proof. Proof of Theorem 2 Conditioning on $x_{t}$, we can take expectation with respect to $v_{t} \in \Omega_{v}$ to obtain

$$
\begin{align*}
& \mathbb{E}\left[\left\|\rho_{t}\right\|_{2}^{2} \mid x_{t}\right] \\
\leq & 2 \mathbb{E}\left[\left\|W\left(x_{t}, v_{t}\right)-W\left(\tilde{x}_{s}, v_{t}\right)\right\|_{2}^{2} \mid x_{t}\right]+4\left\|\nabla F\left(\tilde{x}_{s}\right)\right\|_{2}^{2}+4\left\|\tilde{h}\left(\tilde{x}_{s}\right)-\nabla F\left(\tilde{x}_{s}\right)\right\|_{2}^{2} \\
\leq & 2 C_{\mathcal{D}}\left\|x_{t}-\tilde{x}_{s}\right\|_{2}^{2}+8 L\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right]+4\left\|\tilde{h}\left(\tilde{x}_{s}\right)-\nabla F\left(\tilde{x}_{s}\right)\right\|_{2}^{2} \\
\leq & 4 C_{\mathcal{D}}\left(\left\|x_{t}-x_{\star}\right\|_{2}^{2}+\left\|\tilde{x}_{s}-x_{\star}\right\|_{2}^{2}\right)+8 L\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right]+4\left\|\tilde{h}\left(\tilde{x}_{s}\right)-\nabla F\left(\tilde{x}_{s}\right)\right\|_{2}^{2} \\
\leq & \frac{8}{\mu} C_{\mathcal{D}}\left[F\left(x_{t}\right)-F\left(x_{\star}\right)\right]+\left(\frac{8}{\mu} C_{\mathcal{D}}+8 L\right)\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right]+4\left\|\tilde{h}\left(\tilde{x}_{s}\right)-\nabla F\left(\tilde{x}_{s}\right)\right\|_{2}^{2} . \tag{7.37}
\end{align*}
$$

where the second inequality follows from Lemma 40 and equation (7.27). The last inequality
follows from the strong convexity of $F(\cdot)$. Now following (7.37), using the distance contraction property of projection operator $\Pi_{\mathcal{D}}(\cdot)$ we can write

$$
\begin{align*}
& \mathbb{E}\left[\left\|x_{t+1}-x_{\star}\right\|_{2}^{2} \mid x_{t}\right] \\
\leq & \left\|x_{t}-x_{\star}\right\|_{2}^{2}-2 \lambda\left(x_{t}-x_{\star}\right)^{\top} \mathbb{E}\left[\rho_{t} \mid x_{t}\right]+\lambda^{2} \mathbb{E}\left[\left\|\rho_{t}\right\|_{2}^{2} \mid x_{t}\right] \\
\leq & \left\|x_{t}-x_{\star}\right\|_{2}^{2}-2 \lambda\left(x_{t}-x_{\star}\right)^{\top}\left(\nabla F\left(x_{t}\right)-\nabla F\left(\tilde{x}_{s}\right)+\tilde{h}\left(\tilde{x}_{s}\right)\right)+\frac{8}{\mu} C_{\mathcal{D}} \lambda^{2}\left[F\left(x_{t}\right)-F\left(x_{\star}\right)\right] \\
& +\left(\frac{8}{\mu} C_{\mathcal{D}}+8 L\right) \lambda^{2}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right]+4 \lambda^{2}\left\|\tilde{h}\left(\tilde{x}_{s}\right)-\nabla F\left(\tilde{x}_{s}\right)\right\|_{2}^{2} \\
\leq & \left\|x_{t}-x_{\star}\right\|_{2}^{2}-2 \lambda\left[F\left(x_{t}\right)-F\left(x_{\star}\right)\right]+2 \lambda\left(x_{t}-x_{\star}\right)^{\top}\left(\tilde{h}\left(\tilde{x}_{s}\right)-\nabla F\left(\tilde{x}_{s}\right)\right) \\
& +\frac{8}{\mu} C_{\mathcal{D}} \lambda^{2}\left[F\left(x_{t}\right)-F\left(x_{\star}\right)\right]+\left(\frac{8}{\mu} C_{\mathcal{D}}+8 L\right) \lambda^{2}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right]+4 \lambda^{2}\left\|\tilde{h}\left(\tilde{x}_{s}\right)-\nabla F\left(\tilde{x}_{s}\right)\right\|_{2}^{2} \\
= & \left\|x_{t}-x_{\star}\right\|_{2}^{2}-2 \lambda\left(1-\frac{4}{\mu} C_{\mathcal{D}} \lambda\right)\left[F\left(x_{t}\right)-F\left(x_{\star}\right)\right]+\left(\frac{8}{\mu} C_{\mathcal{D}}+8 L\right) \lambda^{2}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right] \\
& +4 \lambda^{2}\left\|\tilde{h}\left(\tilde{x}_{s}\right)-\nabla F\left(\tilde{x}_{s}\right)\right\|_{2}^{2}+2 \lambda\left(x_{t}-x_{\star}\right)^{\top}\left(\tilde{h}\left(\tilde{x}_{s}\right)-\nabla F\left(\tilde{x}_{s}\right)\right), \tag{7.38}
\end{align*}
$$

where the third line follows from the convexity of $F(\cdot)$. Now we consider a fixed stage $s$, so that $x_{0}=\tilde{x}_{s}$ and $\tilde{x}_{s+1}$ is selected uniformly after all $M$ updates are completed. Summing the previous inequality over $t=1, \ldots, M$, taking expectation and using option II at stage $s$, we obtain

$$
\begin{align*}
& \mathbb{E}\left[\left\|x_{M}-x_{\star}\right\|_{2}^{2}\right]+2 \lambda\left(1-\frac{4}{\mu} C_{\mathcal{D}} \lambda\right) M \mathbb{E}\left[F\left(\tilde{x}_{s+1}\right)-F\left(x_{\star}\right)\right] \\
& \leq \mathbb{E}\left[\left\|x_{0}-x_{\star}\right\|_{2}^{2}\right]+\left(\frac{8}{\mu} C_{\mathcal{D}}+8 L\right) \lambda^{2} M \mathbb{E}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right] \\
&+4 \lambda^{2} M\left\|\tilde{h}\left(\tilde{x}_{s}\right)-\nabla F\left(\tilde{x}_{s}\right)\right\|_{2}^{2}+2 \lambda M \mathbb{E}\left[\left(\tilde{x}_{s+1}-x_{\star}\right)^{\top}\left(\tilde{h}\left(\tilde{x}_{s}\right)-\nabla F\left(\tilde{x}_{s}\right)\right)\right] \\
& \leq \mathbb{E}\left[\left\|\tilde{x}_{s}-x_{\star}\right\|_{2}^{2}\right]+\left(\frac{8}{\mu} C_{\mathcal{D}}+8 L\right) \lambda^{2} M \mathbb{E}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right] \\
&+4 \lambda M\left(\lambda+\frac{1}{2 \mu}\right)\left\|\tilde{h}\left(\tilde{x}_{s}\right)-\nabla F\left(\tilde{x}_{s}\right)\right\|_{2}^{2}+\frac{\mu}{2} \lambda M \mathbb{E}\left[\left\|\tilde{x}_{s+1}-x_{\star}\right\|_{2}^{2}\right] \\
& \leq \mathbb{E}\left[\left\|\tilde{x}_{s}-x_{\star}\right\|_{2}^{2}\right]+\left(\frac{8}{\mu} C_{\mathcal{D}}+8 L\right) \lambda^{2} M \mathbb{E}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right] \\
&+4 \lambda M\left(\lambda+\frac{1}{2 \mu}\right)\left\|\tilde{h}\left(\tilde{x}_{s}\right)-\nabla F\left(\tilde{x}_{s}\right)\right\|_{2}^{2}+\lambda M \mathbb{E}\left[F\left(\tilde{x}_{s+1}\right)-F\left(x_{\star}\right)\right] \tag{7.39}
\end{align*}
$$

where the second inequality follows from $2 a^{\top} b \leq \beta\|a\|_{2}^{2}+\frac{1}{\beta}\|b\|_{2}^{2}$ while $\beta=\frac{\mu}{2}$. The last inequality follows from the strong convexity of $F(\cdot)$. Finally, taking expectation over the randomness of $\tilde{h}\left(\tilde{x}_{s}\right)$, we have

$$
\begin{align*}
& \lambda\left(1-\frac{8}{\mu} C_{\mathcal{D}} \lambda\right) M \mathbb{E}\left[F\left(\tilde{x}_{s+1}\right)-F\left(x_{\star}\right)\right] \\
\leq & \mathbb{E}\left[\left\|\tilde{x}_{s}-x_{\star}\right\|_{2}^{2}\right]+\left(\frac{8}{\mu} C_{\mathcal{D}}+8 L\right) \lambda^{2} M \mathbb{E}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right]+4 \lambda M\left(\lambda+\frac{1}{2 \mu}\right) \operatorname{Var}\left[\tilde{h}\left(\tilde{x}_{s}\right)\right] \\
\leq & \frac{2}{\mu} \mathbb{E}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right]+\left(\frac{8}{\mu} C_{\mathcal{D}}+8 L\right) \lambda^{2} M \mathbb{E}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right]+4 \lambda M\left(\lambda+\frac{1}{2 \mu}\right) \operatorname{Var}\left[\tilde{h}\left(\tilde{x}_{s}\right)\right] \\
= & \left(\frac{2}{\mu}+\left(\frac{8}{\mu} C_{\mathcal{D}}+8 L\right) \lambda^{2} M\right) \mathbb{E}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right]+4 \lambda M\left(\lambda+\frac{1}{2 \mu}\right) \operatorname{Var}\left[\tilde{h}\left(\tilde{x}_{s}\right)\right] \tag{7.40}
\end{align*}
$$

Thus we obtain

$$
\begin{align*}
& \mathbb{E}\left[F\left(\tilde{x}_{s+1}\right)-F\left(x_{\star}\right)\right] \\
\leq & {\left[\frac{2}{\mu\left(1-\frac{8}{\mu} C_{\mathcal{D}} \lambda\right) \lambda M}+\frac{\left(\frac{8}{\mu} C_{\mathcal{D}}+8 L\right) \lambda}{1-\frac{8}{\mu} C_{\mathcal{D}} \lambda}\right] \mathbb{E}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right]+\frac{4\left(\lambda+\frac{1}{2 \mu}\right)}{1-\frac{8}{\mu} C_{\mathcal{D}} \lambda} \operatorname{Var}\left[\tilde{h}\left(\tilde{x}_{s}\right)\right] } \\
\leq & \alpha \mathbb{E}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right]+\epsilon \tag{7.41}
\end{align*}
$$

This implies that $\mathbb{E}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right] \leq \alpha^{s} \mathbb{E}\left[F\left(\tilde{x}_{0}\right)-F\left(x_{\star}\right)\right]+\frac{\epsilon}{1-\alpha}$. The conclusion follows.

Corollary 7.4.0.4. Let $\left\{\tilde{x}_{s}\right\}_{s \geq 0}$ be the sequence of outputs from each epoch of the Simulated SCSG algorithm and define $\tilde{y}_{s}=\min _{t \leq s}\left\{F\left(\tilde{x}_{t}\right)-F\left(x_{\star}\right)\right\}$ for $s \geq 0$ to be the lowest objective value after epoch s. Then, with probability 1, we have $\inf _{s \geq 0} \tilde{y}_{s} \leq \frac{\epsilon}{1-\alpha}$.

Proof. Proof of Corollary 4. It follows from Theorem 3 that we can find $0<\alpha<1$ where $\mathbb{E}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right] \leq \alpha^{s} \mathbb{E}\left[F\left(\tilde{x}_{0}\right)-F\left(x_{\star}\right)\right]+\frac{\epsilon}{1-\alpha}$. We also have $\sup _{x \in \mathcal{D}}\left\{F(x)-F\left(x_{\star}\right)\right\} \leq 2 l_{\mathcal{D}}$ from the definition of $l_{\mathcal{D}}$. It follows that for any $\tilde{x}_{0} \in \mathcal{D}$, we have that $\mathbb{E}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right) \mid \tilde{x}_{0}\right] \leq \alpha^{s} \cdot 2 l_{\mathcal{D}}+\frac{\epsilon}{1-\alpha}$. For any $\rho>0$, picking $N$ large enough so that $\delta=\left(\alpha^{N} \cdot 2 l_{\mathcal{D}}+\frac{\epsilon}{1-\alpha}\right)\left(\frac{\epsilon}{1-\alpha}+\rho\right)^{-1}<1$, we have

$$
\mathbb{P}\left(\tilde{y}_{N} \geq \frac{\epsilon}{1-\alpha}+\rho\right) \leq \mathbb{P}\left(F\left(\tilde{x}_{N}\right)-F(x) \geq \frac{\epsilon}{1-\alpha}+\rho\right) \leq \mathbb{E}\left[F\left(\tilde{x}_{0}\right)-F(x)\right]\left(\frac{\epsilon}{1-\alpha}+\rho\right)^{-1} \leq \delta .
$$

However, if we denote $\mathcal{X}_{N}$ to be the distribution of $\tilde{x}_{N}$ conditioning on $\tilde{y}_{N} \geq \frac{\epsilon}{1-\alpha}+\rho$, then it follows from the Markov Property that

$$
\begin{aligned}
& \mathbb{P}\left(\tilde{y}_{2 N} \geq \frac{\epsilon}{1-\alpha}+\rho\right) \\
= & \mathbb{P}\left(\left.\tilde{y}_{2 N} \geq \frac{\epsilon}{1-\alpha}+\rho \right\rvert\, \tilde{y}_{N} \geq \frac{\epsilon}{1-\alpha}+\rho\right) \mathbb{P}\left(\tilde{y}_{N} \geq \frac{\epsilon}{1-\alpha}+\rho\right) \\
= & \mathbb{P}\left(\left.\min _{N+1 \leq s \leq 2 N}\left\{F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right\} \geq \frac{\epsilon}{1-\alpha}+\rho \right\rvert\, \tilde{y}_{N} \geq \frac{\epsilon}{1-\alpha}+\rho\right) \mathbb{P}\left(\tilde{y}_{N} \geq \frac{\epsilon}{1-\alpha}+\rho\right) \\
= & \left(\mathbb{P}_{\tilde{x}_{N} \sim X_{N}} \mathbb{P}\left(\left.\min _{N+1 \leq s \leq 2 N}\left\{F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right\} \geq \frac{\epsilon}{1-\alpha}+\rho \right\rvert\, \tilde{x}_{N}\right)\right) \cdot \mathbb{P}\left(\tilde{y}_{N} \geq \frac{\epsilon}{1-\alpha}+\rho\right) \\
\leq & \left(\mathbb{P}_{\tilde{x}_{N} \sim \chi_{N}} \mathbb{P}\left(\left.F\left(\tilde{x}_{2 N}\right)-F\left(x_{\star}\right) \geq \frac{\epsilon}{1-\alpha}+\rho \right\rvert\, \tilde{x}_{N}\right)\right) \cdot \delta \\
\leq & \left(\mathbb{P}_{\tilde{x}_{N} \sim X_{N}} \mathbb{E}\left[F\left(\tilde{x}_{2 N}\right)-F\left(x_{\star}\right) \mid \tilde{x}_{N}\right]\right) \cdot\left(\frac{\epsilon}{1-\alpha}+\rho\right)^{-1} \cdot \delta \\
= & \left(\mathbb{P}_{\tilde{x}_{0} \sim X_{N}} \mathbb{E}\left[F\left(\tilde{x}_{N}\right)-F\left(x_{\star}\right) \mid \tilde{x}_{0}\right]\right) \cdot\left(\frac{\epsilon}{1-\alpha}+\rho\right)^{-1} \cdot \delta \\
\leq & \mathbb{P}_{\tilde{x}_{0} \sim X_{N}}\left(\alpha^{N} \cdot 2 l_{\mathcal{D}}+\frac{\epsilon}{1-\alpha}\right) \cdot\left(\frac{\epsilon}{1-\alpha}+\rho\right)^{-1} \cdot \delta \leq \delta^{2}
\end{aligned}
$$

Continue on, we can prove that $\mathbb{P}\left(\tilde{y}_{k N} \geq \frac{\epsilon}{1-\alpha}+\rho\right) \leq \delta^{k}$. Thus if we define the set $\mathcal{A}_{\rho}=\left\{\inf _{s \geq 0} \tilde{y}_{s} \geq\right.$ $\left.\frac{\epsilon}{1-\alpha}+\rho\right\}$ and $\mathcal{A}=\left\{\inf _{s \geq 0} \tilde{y}_{s}>\frac{\epsilon}{1-\alpha}\right\}$ in probability space, we have

$$
\begin{equation*}
\mathbb{P}\left(\mathcal{A}_{\rho}\right)=\mathbb{P}\left(\inf _{s \geq 0} \tilde{y}_{s} \geq \frac{\epsilon}{1-\alpha}+\rho\right) \leq \mathbb{P}\left(\tilde{y}_{k N} \geq \frac{\epsilon}{1-\alpha}+\rho\right) \leq \delta^{k}, \tag{7.42}
\end{equation*}
$$

for any $k \geq 1$. Since $\delta<1$, we have $\mathbb{P}\left(\mathcal{A}_{\rho}\right)=0$ for any $\rho>0$ which implies $\mathbb{P}(\mathcal{A})=\mathbb{P}\left(\bigcup_{n \geq 1} \mathcal{A}_{\frac{1}{n}}\right) \leq$ $\sum_{n=1}^{\infty} \mathbb{P}\left(\mathcal{A}_{\frac{1}{n}}\right)=0$. So, with probability $1, \inf _{s \geq 0} \tilde{y}_{s} \leq \frac{\epsilon}{1-\alpha}$.

### 7.5 Numerical Experiments

In our numerical experiments, all algorithms were implemented in $\mathrm{C}++$, and all experiments were performed on an Intel i5-5200U processor using Ubuntu 16.04.

### 7.5.1 Cox's partial likelihood

We implemented Algorithms 2(SGD),4(SimVRG) and 5(SCSimG) to minimize a regularized Cox's negative partial log- likelihood and compared their performance with the Compositional-SVRG-1 algorithm (Comp-SVRG-1) in [207], the Stochastic Compositional Gradient Descent algorithm (SCGD) in [206] and Gradient Descent(GD) algorithm. The optimization problem in Section 3.2 combined with $L_{2}$ regulation can be written as:

$$
\begin{equation*}
\min _{\beta \in \mathbb{R}^{p}} \frac{1}{n} \sum_{i=1}^{n} \Delta_{i}\left[-X_{i}^{\top} \beta+\log \left\{\sum_{j=1}^{n} \mathbb{I}\left(Y_{j} \geq Y_{i}\right) \exp \left(X_{j}^{\top} \beta\right)\right\}\right]+\frac{1}{2}\|\beta\|_{2}^{2},, \tag{7.43}
\end{equation*}
$$

where $\left(X_{i}, Y_{i}, \Delta_{i}\right)$ and $T_{i}, C_{i}$ for $i=1, \ldots, n$ come from the Cox's model as in the setting of Section 3.2. Here, we generated our dataset by seting $n=10^{4}, p=10^{3}$ and letting $X_{i}$ follow i.i.d. standard normal distribution. Moreover, $T_{i}$ was generated according to the standard exponential base line hazard function and $C_{i}$ was generated independent of $T_{i}$ with a $30 \%$ censoring rate. One can check that each component function is strongly convex with Lipschitz continuous gradients. The numerical results are presented below in Figure 1.

In Figure 1, the left plot is the logarithm of the objective value minus the optimal value versus the number of iterations while the right plot is the logarithm of the same difference versus the CPU running time. We compare both the running time and the iteration number to give a more comprehensive review of each algorithm since the iteration time for each algorithm could be drastically different due to different update rules. Moreover, the parameters in each algorithm were selected and tuned to achieve a relatively optimal performance without heavily increasing the computational cost. In Algorithm 5, we set $\lambda=0.01, \gamma=3 / 2 M=100$ and $n_{0}=0$, in Algorithm 6, $\lambda=0.0005$, $M=100, B=100, K=50$ and $n_{0}=2$, in Compositional SVRG-1, $\lambda=0.001, M=100$ and $B=500$, in Gradient Descent $\lambda=0.01$.

As we can see, in the left plot, the SimVRG and Compositional-SVRG-1 algorithm performed best amongst all algorithms while SimVRG also had better performance in the right plot. Algorithm 6, SCSimG was slightly less effective due to the lack of full gradient computation, but, as
expected from the theorems in Section 4, Algorithm 6 also converged linearly to the optimal solution. SimGD algorithm is ploted for every 50 iterations for the sake of fairness (to account for the inner loop in the other algorithms ) and it also showed satisfactory performance without the presence of variance reducetion techinques.


Figure 7.1: Performance plots for different algorithms on Cox's partial likelihood dataset. For both plots, the $y$-axis is the logarithm of the objective value minus the optimal value. For the plot on the left, the $x$-axis is number of iterations while for the right plot, the $x$-axis is the running time of the algorithms.

### 7.5.2 Conditional Random Fields

We implemented Algorithms 3(SimGD),5(SimVRG) and 6(SCSimG) to train conditional random field models and compared their performance with the Compositional-SVRG-1 algorithm (Comp-SVRG-1) in [207], the Stochastic Compositional Gradient Descent algorithm (SCGD) in [206] and Gradient Descent(GD) algorithm. However, we used the optical character recognition (OCR) data in [242]. Specifically, the ORC dataset provides labelling for letters in a image composed of words. The numerical results are summarized in Figure 2.

Once again, to make comparisons fair, the performance of algorithms are measured both in number of iterations and CPU time. For the parameters, in Algorithm 5, we have $\lambda=0.001, \gamma=$ $3 / 2 M=200$ and $n_{0}=0$, in Algorithm 6, $\lambda=0.0001, M=200, B=100, K=10$ and $n_{0}=2$, in Gradient Descent, $\lambda=0.01$. In other algorithms, the parameters are chosen according to their convergence theorem with scaling factor 0.5 . For example, basic SCGD corresponds to Theorem 6 in [206].

As we can see from the figures, once again, the SimVRG of Algorithm 5 has the best performance amongst the group. However, in this example, the gradient descent algorithm actually outperforms Algorithm 6, SimVRG in terms iteration complexity. This is possibly due to the lack of accurate gradient estimation in Algorithm 6. Specifically, as the dataset grows large, it becomes more costly to obtain accurate gradient estimate. On the other hand, the SimGD in Algorithm 3 outperforms SCGD in terms of iterations and CPU time for both datasets. We note that the occasional increase of function value in some executions of the SimGD algorithm is caused by the variance of our gradient simulation.

### 7.6 Conclusion and Future Work.

In this chapter, we introduced unbiased gradient simulation algorithms that are based on a multilevel Monte Carlo technique for solving stochastic compositional optimization (SCO) problems and proved convergence of our algorithms and applied them on a number of different statistical


Figure 7.2: Performance plots for different algorithms on the OCR dataset. For both plots, the $y$-axis is the logarithm of the objective value minus the optimal value. For the plot on the left, the $x$-axis is number of iteration while for the right plot, the $x$-axis is the running time of the algorithms.
and machine learning problems.
There are several directions where we can expand upon our work. For example, different accelerating schemes and second order methods usually show fast convergence in practice, and can be extended using simulated gradients for SCO problems. Another direction is to extend our approach to adaptive step size schemes. A limitation of our unbiased gradient simulation algorithm is the requirement for smoothness of the objective function. Therefore, developing unbiased simulation of sub-gradient methods and utilizing them for optimizing non-smooth functions is also of great interest. Analyzing the sample complexity of our algorithms and the optimal choice of the parameters are also interesting problems for future work.

### 7.7 Supplementary A:Proof of Lemma 32

Proof. Proof. Before proving this lemma, we introduce the notation for partial derivatives of $H(s, t)$, i.e., each component of the gradient $\nabla H(s, t) \in \mathbb{R}^{p} \times\left(\mathbb{R}^{d \times p} \times \mathbb{R}^{d}\right)$. Let

$$
\frac{\partial[H]_{i}}{\partial[s]_{k j}}(s, t)=\delta_{i j} \frac{\partial f_{v_{1}}}{\partial[t]_{k}}(t), \text { and } \frac{\partial[H]_{i}}{\partial[t]_{h}}(s, t)=\sum_{k=1}^{d}[s]_{k i} \frac{\partial\left[\nabla f_{v_{1}}\right]_{k}}{\partial[t]_{h}}=\sum_{k=1}^{d}[s]_{k i} \frac{\partial^{2} f_{v_{1}}}{\partial[t]_{k} \partial[t]_{h}}(t),
$$

where $1 \leq i \leq p, 1 \leq j \leq p, 1 \leq k \leq d, 1 \leq h \leq d$, and $\delta_{i j}$ is the Kronecker delta, i.e., $\delta_{i j}=1$ when $i=j ; \delta_{i j}=0$ otherwise. Note that by Assumption 1, $\nabla f_{v_{1}}$ is Lipschitz continuous with constant $L_{f, 1}$; therefore $\frac{\partial[H]_{i}}{\partial[s]_{k j}}(s, t)$, which is the partial derivative of $\nabla f_{v_{1}}$, is Lipschitz continuous with constant $L_{f, 1}$. By Assumption 1, $\nabla^{2} f_{v_{1}}$ is Lipschitz continuous with constant $L_{f, 2}$; therefore $\frac{\partial[H]_{i}}{\partial[t]_{h}}(s, t)$ is Lipschitz continuous with constant $L_{f, 2}$. Therefore

$$
\begin{aligned}
& \left\|\nabla[H]_{i}\left(s_{1}, t_{1}\right)-\nabla[H]_{i}\left(s_{2}, t_{2}\right)\right\|_{F} \\
\leq & \sqrt{\sum_{k=1}^{d} \sum_{j=1}^{p}\left(\delta_{i j} \frac{\partial f_{v_{1}}}{\partial[t]_{k}}\left(t_{1}\right)-\delta_{i j} \frac{\partial f_{v_{1}}}{\partial[t]_{k}}\left(t_{2}\right)\right)^{2}+\sum_{h=1}^{d}\left(\sum_{k=1}^{d}\left[s_{1}\right]_{k i} \frac{\partial^{2} f_{v_{1}}}{\partial[t]_{k} \partial[t]_{h}}\left(t_{1}\right)-\sum_{k=1}^{d}\left[s_{2}\right]_{k i} \frac{\partial^{2} f_{v_{1}}}{\partial[t]_{k} \partial[t]_{h}}\left(t_{2}\right)\right)^{2}} .
\end{aligned}
$$

Since

$$
\begin{aligned}
\sum_{k=1}^{d} \sum_{j=1}^{p}\left\{\delta_{i j} \frac{\partial f_{v_{1}}}{\partial[t]_{k}}\left(t_{1}\right)-\delta_{i j} \frac{\partial f_{v_{1}}}{\partial[t]_{k}}\left(t_{2}\right)\right\}^{2} & =\sum_{k=1}^{d}\left\{\frac{\partial f_{v_{1}}}{\partial[t]_{k}}\left(t_{1}\right)-\frac{\partial f_{v_{1}}}{\partial[t]_{k}}\left(t_{2}\right)\right\}_{2}^{2}=\left\|\nabla f_{v_{1}}\left(t_{1}\right)-\nabla f_{v_{2}}\left(t_{2}\right)\right\|_{2}^{2} \\
& \leq L_{f, 1}^{2}\left\|t_{1}-t_{2}\right\|_{2}^{2}
\end{aligned}
$$

using the fact that $\left|\left[s_{2}\right]_{k i}\right| \leq l_{g, 1}\left|\frac{\partial^{2} f_{v_{1}}}{\partial[t]_{k} \partial[t]_{h}}\left(t_{2}\right)\right| \leq l_{f, 2}$ for all $k$ and $h$,

$$
\begin{aligned}
& \sum_{h=1}^{d}\left\{\sum_{k=1}^{d}\left[s_{1}\right]_{k i} \frac{\partial^{2} f_{v_{1}}}{\partial[t]_{k} \partial[t]_{h}}\left(t_{1}\right)-\sum_{k=1}^{d}\left[s_{2}\right]_{k i} \frac{\partial^{2} f_{v_{1}}}{\partial[t]_{k} \partial[t]_{h}}\left(t_{2}\right)\right\}^{2} \\
\leq & 2 \sum_{h=1}^{d}\left\{\sum_{k=1}^{d}\left[s_{1}\right]_{k i} \frac{\partial^{2} f_{v_{1}}}{\partial[t]_{k} \partial[t]_{h}}\left(t_{1}\right)-\sum_{k=1}^{d}\left[s_{2}\right]_{k i} \frac{\partial^{2} f_{v_{1}}}{\partial[t]_{k} \partial[t]_{h}}\left(t_{1}\right)\right\}^{2} \\
& +2 \sum_{h=1}^{d}\left\{\sum_{k=1}^{d}\left[s_{2}\right]_{k i} \frac{\partial^{2} f_{v_{1}}}{\partial[t]_{k} \partial[t]_{h}}\left(t_{1}\right)-\sum_{k=1}^{d}\left[s_{2}\right]_{k i} \frac{\partial^{2} f_{v_{1}}}{\partial[t]_{k} \partial[t]_{h}}\left(t_{2}\right)\right\}^{2} \\
\leq & 2 l_{f, 2}^{2} \sum_{h=1}^{d}\left\{\sum_{k=1}^{d}\left[s_{1}\right]_{k i}-\left[s_{2}\right]_{k i}\right\}^{2}+2 l_{g, 1}^{2} \sum_{h=1}^{d}\left\{\sum_{k=1}^{d} \frac{\partial^{2} f_{v_{1}}}{\partial[t]_{k} \partial[t]_{h}}\left(t_{1}\right)-\frac{\partial^{2} f_{v_{1}}}{\partial[t]_{k} \partial[t]_{h}}\left(t_{2}\right)\right\}^{2} \\
\leq & 2 l_{f, 2}^{2} d\left\|\left[s_{1}\right]_{: i}-\left[s_{2}\right]_{: i}\right\|_{2}^{2}+2 l_{g, 1}^{2} d L_{f, 2}^{2}\left\|t_{1}-t_{2}\right\|_{2}^{2} .
\end{aligned}
$$

Hence,

$$
\begin{aligned}
\left\|\nabla[H]_{i}\left(s_{1}, t_{1}\right)-\nabla[H]_{i}\left(s_{2}, t_{2}\right)\right\|_{F} & \leq \sqrt{L_{f, 1}^{2}\left\|t_{1}-t_{2}\right\|_{2}^{2}+2 l_{f, 2}^{2} d\left\|\left[s_{1}\right]_{\cdot i}-\left[s_{2}\right]_{\cdot i}\right\|_{2}^{2}+2 d l_{g, 1}^{2} L_{f, 2}^{2}\left\|t_{1}-t_{2}\right\|_{2}^{2}} \\
& \leq \sqrt{L_{f, 1}^{2}+2 d l_{f, 2}^{2}+2 d l_{g, 1}^{2} L_{f, 2}^{2}}\left\|\operatorname{vec}\left(\left[s_{1}\right]_{: i}, t_{1}\right)-\operatorname{vec}\left(\left[s_{2}\right]_{: i}, t_{2}\right)\right\|_{2} \\
& =L_{H}\left\|\operatorname{vec}\left(\left[s_{1}\right]_{: i}, t_{1}\right)-\operatorname{vec}\left(\left[s_{2}\right]_{: i}, t_{2}\right)\right\|_{2} .
\end{aligned}
$$

### 7.8 Supplementary B: Proof of Lemma 33

Proof. Proof. Recall that $\nabla H(s, t)[u, v] \in \mathbb{R}^{p}, u \in \mathbb{R}^{d \times p}, v \in \mathbb{R}^{d}$ and each component $\nabla H(s, t)$ is defined as

$$
[\nabla H(s, t)[u, v]]_{i}=\nabla[H]_{i}(s, t)[u, v]=\sum_{k=1}^{d} \sum_{j=1}^{p} \frac{\partial[H]_{i}}{\partial[s]_{k j}}(s, t) \cdot[u]_{k j}+\sum_{h=1}^{d} \frac{\partial[H]_{i}}{\partial[t]_{h}}(s, t) \cdot[v]_{h} .
$$

Note that $R\left(s, s_{0}, t, t_{0}\right)$ can be considered as the remainder of the first order Taylor expansion of $H(s, t)$ at $\left(s_{0}, t_{0}\right)$. Now using Lemma 30, we have

$$
\begin{align*}
\left\|R\left(s, s_{0}, t, t_{0}\right)\right\|_{2} & =\left\|H(s, t)-H\left(s_{0}, t_{0}\right)-\nabla H\left(s_{0}, t_{0}\right)\left[\left(s-s_{0}\right),\left(t-t_{0}\right)\right]\right\|_{2} \\
& =\sqrt{\sum_{i=1}^{p}\left|[H]_{i}(s, t)-[H]_{i}\left(s_{0}, t_{0}\right)-\nabla[H]_{i}\left(s_{0}, t_{0}\right)\left[s-s_{0}, t-t_{0}\right]\right|^{2}} \\
& \leq \sum_{i=1}^{p}\left|[H]_{i}(s, t)-[H]_{i}\left(s_{0}, t_{0}\right)-\nabla[H]_{i}\left(s_{0}, t_{0}\right)\left[s-s_{0}, t-t_{0}\right]\right| \\
& \leq \sum_{i=1}^{p} \frac{1}{2} \sqrt{L_{f, 1}^{2}+2 d l_{f, 2}^{2}+2 d l_{g, 1}^{2} L_{f, 2}^{2}}\left\|\operatorname{vec}\left([s]_{i}, t\right)-\operatorname{vec}\left(\left[s_{0}\right]_{i}, t_{0}\right)\right\|_{2}^{2} \\
& =\frac{1}{2} \sqrt{L_{f, 1}^{2}+2 d l_{f, 2}^{2}+2 d l_{g, 1}^{2} L_{f, 2}^{2}}\left(\left\|s-s_{0}\right\|_{F}^{2}+p\left\|t-t_{0}\right\|_{2}^{2}\right) \\
& =\frac{L_{H}}{2}\left(\left\|s-s_{0}\right\|_{F}^{2}+p\left\|t-t_{0}\right\|_{2}^{2}\right) \tag{7.44}
\end{align*}
$$

for any $x, x_{0} \in \mathcal{H}$ and $y, y_{0} \in \mathcal{G}$.

### 7.9 Supplementary C: Proof of Lemma 34

Proof. Proof. Define $Y_{t}=\left\|x_{t}-x_{\star}\right\|_{2}^{2}$. By the contraction property of projection operators, we have $Y_{t+1}=\left\|x_{t+1}-x_{\star}\right\|_{2}^{2}=\left\|\Pi_{\mathcal{D}}\left(x_{t}-\lambda_{t} \rho_{t}\right)-\Pi_{\mathcal{D}}\left(x_{\star}\right)\right\|_{2}^{2} \leq\left\|x_{t}-\lambda_{t} \rho_{t}-x_{\star}\right\|_{2}^{2}$. Thus

$$
\begin{equation*}
Y_{t+1}-Y_{t} \leq\left\|x_{t+1}-x_{\star}\right\|^{2}=\left\|x_{t}-x_{\star}\right\|^{2}=-2 \lambda_{t}\left(x_{t}-x_{\star}\right)^{\top} \rho_{t}+\lambda_{t}^{2}\left\|\rho_{t}\right\|_{2}^{2}, \tag{7.45}
\end{equation*}
$$

Moreover, with respect to the natural filtration $\left\{\mathcal{F}_{t}\right\}_{t \geq 0}$, we can obtain, using Proposition 1 and 2, $\mathbb{E}\left\{\rho_{t} \mid \mathcal{F}_{t}\right\}=\nabla F\left(x_{t}\right)$ and $\mathbb{E}\left\{\left\|\rho_{t}\right\|_{2}^{2} \mid \mathcal{F}_{t}\right\} \leq C_{\mathcal{D}}^{\prime}$ and by convexity of $F(\cdot)$, we have $0 \geq F\left(x_{\star}\right)-$ $F(x) \geq\left(x_{\star}-x\right)^{\top} \nabla F(x)$. Therefore

$$
\begin{equation*}
\mathbb{E}\left[Y_{t+1}-Y_{t} \mid \mathscr{F}_{t}\right] \leq-2 \lambda_{t}\left(x_{t}-x_{\star}\right)^{\top} \nabla F\left(x_{t}\right)+\lambda_{t}^{2} C_{\mathcal{D}}^{\prime} \leq \lambda_{t}^{2} C_{\mathcal{D}}^{\prime} . \tag{7.46}
\end{equation*}
$$

Define $M_{t}=Y_{t}+\sum_{t}^{\infty} \lambda_{s}^{2} C_{\mathcal{D}}^{\prime}$ with respect to the natural filtration $\mathcal{F}_{t}$. Then it can be checked that $M_{t}$ is a positive supermartingale with finite expected values. Thus, it follows from the martingale convergence theorem that $M_{t}$ and consequently $Y_{t}=\left\|x_{t}-x_{\star}\right\|_{2}^{2}$ converges almost surely. To show that $\left\|x_{t}-x_{\star}\right\|_{2}^{2} \rightarrow 0$, we define $Z_{t}=\sum_{s=0}^{t} 2 \lambda_{t}\left(x_{t}-x_{\star}\right)^{\top} \nabla F\left(x_{t}\right)$, and notice that $0 \leq Z_{t} \leq Z_{t+1}$ due to convexity of $F(\cdot)$. Therefore, using the monotone convergence theorem and (7.46) we have

$$
\begin{align*}
\mathbb{E}\left[\sum_{t} 2 \lambda_{t}\left(x_{t}-x_{\star}\right)^{\top} \nabla F\left(x_{t}\right)\right] & \leq \sum_{t} \mathbb{E}\left[2 \lambda_{t}\left(x_{t}-x_{\star}\right)^{\top} \nabla F\left(x_{t}\right)\right] \\
& =\sum_{t} \mathbb{E}\left[Y_{t}\right]-\mathbb{E}\left[Y_{t+1}\right]+\lambda_{t}^{2} \mathbb{E}\left[\rho_{t}^{2}\right] \leq D+\sum_{t} \lambda_{t}^{2} C_{\mathcal{D}}^{\prime}<\infty . \tag{7.47}
\end{align*}
$$

Thus the monotone series $Z_{t}=\sum_{s \leq t} 2 \lambda_{s}\left(x_{s}-x_{\star}\right)^{\top} \nabla F\left(x_{s}\right)$ converges almost surely. It follows from $\sum_{t} \lambda_{t}=\infty$ and $\left(x_{t}-x_{\star}\right)^{\top} \nabla F\left(x_{t}\right) \geq 0$ that $\left(x_{t}-x_{\star}\right)^{\top} \nabla F\left(x_{t}\right) \rightarrow 0$. Since $F(\cdot)$ is $\mu$-strongly convex, we have $\left(x_{t}-x_{\star}\right)^{\top} \nabla F\left(x_{t}\right) \geq \mu\left\|x_{t}-x_{\star}\right\|_{2}^{2}$, which implies $\left\|x_{t}-x_{\star}\right\|_{2}^{2} \rightarrow 0$.

### 7.10 Supplementary D: Proof of Lemma 35

Proof. Proof. By the contraction property of projection operators, we have

$$
\begin{align*}
\mathbb{E}\left[\left\|x_{t}-x_{\star}\right\|^{2} \mid x_{t-1}\right] & \leq \mathbb{E}\left[\left\|x_{t-1}-\lambda_{t} \rho_{t-1}-x_{\star}\right\|^{2} \mid x_{t-1}\right] \\
& =\left\|x_{t-1}-x_{\star}\right\|_{2}^{2}+\lambda_{t}^{2} \mathbb{E}\left[\left\|\rho_{t-1}\right\|_{2}^{2} \mid x_{t-1}\right]-2 \lambda_{t}\left(x_{t-1}-x_{\star}\right)^{\top} \mathbb{E}\left[\rho_{t-1} \mid x_{t-1}\right] \\
& =\left\|x_{t-1}-x_{\star}\right\|_{2}^{2}+\lambda_{t}^{2} \mathbb{E}\left[\left\|\rho_{t-1}\right\|_{2}^{2} \mid x_{t-1}\right]-2 \lambda_{t}\left(x_{t-1}-x_{\star}\right)^{\top} \nabla F\left(x_{t-1}\right) \\
& \leq\left\|x_{t-1}-x_{\star}\right\|_{2}^{2}+\lambda_{t}^{2} C_{\mathcal{D}}^{\prime}-2 \lambda_{t}\left(F\left(x_{t-1}\right)-F\left(x_{\star}\right)+\frac{\mu}{2}\left\|x_{t-1}-x_{\star}\right\|_{2}^{2}\right) . \tag{7.48}
\end{align*}
$$

The third line follows from the Proposition 1 and the fourth line follows from Proposition 2 and strong convexity. Now we have

$$
\begin{equation*}
\mathbb{E}\left[F\left(x_{t-1}\right)\right]-F\left(x_{\star}\right) \leq \frac{\lambda_{t} C_{\mathcal{D}}^{\prime}}{2}+\frac{\lambda_{t}^{-1}-\mu}{2} \mathbb{E}\left\|x_{t-1}-x_{\star}\right\|_{2}^{2}-\frac{\lambda_{t}^{-1}}{2} \mathbb{E}\left\|x_{t}-x_{\star}\right\|_{2}^{2} \tag{7.49}
\end{equation*}
$$

Finally, with $\lambda_{t}=\frac{2}{\mu(t+1)}$, it follows from the convexity of $F(\cdot)$ that

$$
\begin{align*}
0 & \leq \mathbb{E}\left[F\left(\tilde{x}_{T}\right)\right]-F\left(x_{\star}\right) \leq \frac{2}{(T)(T+1)} \sum_{t=0}^{T-1}(t+1)\left(\mathbb{E}\left[F\left(x_{t}\right)\right]-F\left(x_{\star}\right)\right) \\
& \leq \frac{2}{(T)(T+1)} \sum_{t=0}^{T-1} \frac{t+1}{t+2} \frac{C_{\mathcal{D}}^{\prime}}{\mu}+\frac{\mu}{4}\left((t)(t+1) \mathbb{E}\left\|x_{t-1}-x_{\star}\right\|_{2}^{2}-(t+1)(t+2) \mathbb{E}\left\|x_{t}-x_{\star}\right\|_{2}^{2}\right) \\
& \leq \frac{2 C_{\mathcal{D}}^{\prime}}{\mu(T+1)}-\frac{\mu}{2} \mathbb{E}\left\|x_{T}-x_{\star}\right\|_{2}^{2} \tag{7.50}
\end{align*}
$$

The last inequality implies that both $\mathbb{E}\left\|x_{T}-x_{\star}\right\|_{2}^{2} \leq \frac{4 C_{\mathcal{D}}^{\prime}}{\mu^{2}(T+1)}$ and $\mathbb{E}\left\|\tilde{x}_{T}-x_{\star}\right\|_{2}^{2} \leq \frac{4 C_{\mathcal{D}}^{\prime}}{\mu^{2}(T+1)}$ (using strong convexity).

When $F(\cdot)$ is non-strongly convex, we can use the convexity of $F(\cdot)$ so that the last inequality of (7.48) becomes

$$
\begin{equation*}
\mathbb{E}\left[\left\|x_{t}-x_{\star}\right\|^{2} \mid x_{t-1}\right] \leq\left\|x_{t-1}-x_{\star}\right\|_{2}^{2}+\lambda_{t}^{2} C_{\mathcal{D}}^{\prime}-2 \lambda_{t}\left(F\left(x_{t-1}\right)-F\left(x_{\star}\right)\right), \tag{7.51}
\end{equation*}
$$

Thus we have

$$
\begin{equation*}
\mathbb{E}\left[F\left(x_{t-1}\right)\right]-F\left(x_{\star}\right) \leq \frac{\lambda_{t} C_{\mathcal{D}}^{\prime}}{2}+\frac{\lambda_{t}^{-1}}{2} \mathbb{E}\left\|x_{t-1}-x_{\star}\right\|_{2}^{2}-\frac{\lambda_{t}^{-1}}{2} \mathbb{E}\left\|x_{t}-x_{\star}\right\|_{2}^{2} \tag{7.52}
\end{equation*}
$$

Finally, with $\lambda_{t}=\frac{c}{\sqrt{(t+1)}}$, it follows from the convexity of $F()$ and the assumption that $\mathbb{E} \| x_{t}-$ $x_{\star} \|_{2}^{2} \leq D$ that

$$
\begin{align*}
0 & \leq \mathbb{E}\left[F\left(\tilde{x}_{T}\right)\right]-F\left(x_{\star}\right) \leq \frac{2}{(T)(T+1)} \sum_{t=0}^{T-1}(t+1)\left(\mathbb{E}\left[F\left(x_{t}\right)\right]-F\left(x_{\star}\right)\right) \\
& \leq \frac{\sqrt{2}}{2 c(T)(T+1)} D+\frac{2}{(T)(T+1)} \sum_{t=0}^{T-1}(t+1) \frac{c C_{\mathcal{D}}^{\prime}}{2 \sqrt{t+2}}+\sum_{t=1}^{T-1}\left(\frac{\sqrt{t+2}(t+1)}{2 c}-\frac{\sqrt{t+1}(t)}{2 c}\right) \mathbb{E}\left\|x_{t}-x_{\star}\right\|_{2}^{2} \\
& \leq \frac{\sqrt{2}}{2 c(T)(T+1)} D+\frac{2}{(T)(T+1)} \sum_{t=0}^{T-1} \sqrt{t+1} \frac{c C_{\mathcal{D}}^{\prime}}{2}+\sum_{t=1}^{T-1} \frac{\sqrt{t+1}}{2 c}\left(\frac{3 t+2}{\sqrt{(t+2)(t+1)}+t}\right) D \\
& \leq \frac{\sqrt{2}}{2 c(T)(T+1)} D+\frac{2}{(T)(T+1)}(T+1)^{\frac{3}{2}}\left(\frac{c C_{\mathcal{D}}^{\prime}}{2}+\frac{3 D}{2 c}\right) \leq \frac{2 \sqrt{2} C_{\mathcal{D}}^{\prime}+c^{-1} 4 \sqrt{2} D}{\sqrt{T}} \tag{7.53}
\end{align*}
$$

### 7.11 Supplementary E: Proof of Lemma 37

Proof. Proof. We start by proving (7.22). Since $\nabla g_{w}(x)$ is Lipschitz continuous with constant $L_{g, 1}$, then every $\partial\left[g_{w}\right]_{k} / \partial[x]_{j}(x)$ is Lipschitz continuous with constant $L_{g, 1}$ for every $1 \leq k \leq d$ and $1 \leq j \leq p$. It follows from Definition 2 that for any $w \in \Omega_{w}$,

$$
\begin{equation*}
\max _{\substack{1 \leq j \leq p \\ 1 \leq k \leq d}}\left\{\left.\frac{\partial\left[g_{w}\right]_{k}}{\partial[x]_{j}}(x)-\frac{\partial\left[g_{w}\right]_{k}}{\partial[x]_{j}}(\tilde{x}) \right\rvert\,\right\} \leq L_{g, 1}\|x-\tilde{x}\|_{2} \tag{7.54}
\end{equation*}
$$

It also follows from Definition 2 that $\operatorname{diam}(\mathcal{D})<\infty$. Consequently, we can find a set $\Gamma \subset \mathbb{R}^{p}$ with cardinality $|\Gamma| \leq\left(\frac{2 \operatorname{diam}(\mathcal{D})}{\epsilon / \sqrt{p}}\right)^{p}$ such that for any $x \in \mathcal{D}$, there exists $z \in \Gamma$ with $\|x-z\|_{2} \leq \epsilon$, and hence

$$
\begin{aligned}
\left|[\overline{\nabla g}(x ; 1, n)]_{k j}-\left[\mathbb{E}_{w} \nabla g_{w}(x)\right]_{k j}\right| & =\left|\frac{1}{n} \sum_{i=1}^{n} \frac{\partial\left[g_{w_{i}}\right]_{k}}{\partial[x]_{j}}(x)-\mathbb{E}_{w} \frac{\partial\left[g_{w}\right]_{k}}{\partial[x]_{j}}(x)\right| \\
& \leq\left|\frac{1}{n} \sum_{i=1}^{n} \frac{\partial\left[g_{w_{i}}\right]_{k}}{\partial[x]_{j}}(z)-\mathbb{E}_{w} \frac{\partial\left[g_{w}\right]_{k}}{\partial[x]_{j}}(z)\right|+2 \epsilon L_{g, 1} \\
& =\left|[\overline{\nabla g}(z ; 1, n)]_{k j}-\left[\mathbb{E}_{w} \nabla g_{w}(z)\right]_{k j}\right|+2 \epsilon L_{g, 1} .
\end{aligned}
$$

Fixing $\delta>0$ and $0<\epsilon<\min \left\{\operatorname{diam}(\mathcal{D}), \frac{\delta}{2 L_{g, 1}}\right\}$, we have

$$
\begin{aligned}
\mathbb{P}\left\{\left|[\overline{\nabla g}(x ; 1, n)]_{k j}-\left[\mathbb{E}_{w} \nabla g_{w}(x)\right]_{k j}\right| \geq \delta\right\} & \leq \mathbb{P}\left\{\max _{z \in \Gamma}\left|[\overline{\nabla g}(z ; 1, n)]_{k j}-\left[\mathbb{E}_{w} \nabla g_{w}(z)\right]_{k j}\right|+2 \epsilon L_{g, 1} \geq \delta\right\} \\
& \leq \sum_{z \in \Gamma} \mathbb{P}\left\{\left|[\overline{\nabla g}(z ; 1, n)]_{k j}-\left[\mathbb{E}_{w} \nabla g_{w}(z)\right]_{k j}\right| \geq \delta-2 \epsilon L_{g, 1}\right\}
\end{aligned}
$$

By Assumption 4, $\left|\frac{\partial\left[g_{\left.w_{w_{2}}\right]}\right.}{\partial[x]_{j}}(x)\right|<l_{g, 1}$ for every $x \in \mathcal{D}, 1 \leq k \leq d$ and $1 \leq j \leq p$. Therefore, by
applying Azuma-Hoeffding inequality and using the cardinality bound of $\Gamma$, we have

$$
\begin{align*}
\mathbb{P}\left\{\left|[\overline{\nabla g}(x ; 1, n)]_{k j}-\left[\mathbb{E}_{w} \nabla g_{w}(x)\right]_{k j}\right| \geq \delta\right\} & \leq \sum_{z \in \Gamma} 2 \exp \left\{-\frac{n\left(\delta-2 \epsilon L_{g, 1}\right)^{2}}{2 l_{g, 1}^{2}}\right\} \\
& \leq 2\left(\frac{2 \operatorname{diam}(\mathcal{D})}{\epsilon / \sqrt{p}}\right)^{p} \exp \left\{-\frac{n\left(\delta-2 \epsilon L_{g, 1}\right)^{2}}{2 l_{g, 1}^{2}}\right\} . \tag{7.55}
\end{align*}
$$

Noticing that $\sup _{x \in \mathcal{D}}\left|[\overline{\nabla g}(x ; 1, n)]_{k j}-\left[\mathbb{E}_{w} \nabla g_{w}(x)\right]_{k j}\right| \leq 2 l_{g, 1}$, we have

$$
\begin{align*}
& \mathbb{E}\left[\sup _{x \in \mathcal{D}}\left|[\overline{\nabla g}(x ; 1, n)]_{k j}-\left[\mathbb{E}_{w} \nabla g_{w}(x)\right]_{k j}\right|^{4}\right] \leq\left(2 l_{g, 1}\right)^{4} \mathbb{P}\left\{\sup _{x \in \mathcal{D}} \mid[\overline{\nabla g}(x ; 1, n)]_{k j}-\left[\mathbb{E}_{w} \nabla g_{w}(x)\right]_{k j} \| \geq \delta\right\} \\
& \quad+\delta^{4} \mathbb{P}\left\{\sup _{x \in \mathcal{D}}\left|[\overline{\nabla g}(x ; 1, n)]_{k j}-\left[\mathbb{E}_{w} \nabla g_{w}(x)\right]_{k j}\right|<\delta\right\} \\
& \leq 32 l_{g, 1}^{4}\left(\frac{2 \operatorname{diam}(\mathcal{D})}{\epsilon / \sqrt{p}}\right)^{p} \exp \left\{-\frac{n\left(\delta-2 \epsilon L_{g, 1}\right)^{2}}{2 l_{g, 1}^{2}}\right\}+\delta^{4} \\
& =32 l_{g, 1}^{4}(2 \operatorname{diam}(\mathcal{D}))^{p} p^{p / 2} \exp \left\{-\frac{n\left(\delta-2 \epsilon L_{g, 1}\right)^{2}}{2 l_{g, 1}^{2}}+p \log \left(\frac{1}{\epsilon}\right)\right\}+\delta^{4}, \tag{7.56}
\end{align*}
$$

where the second inequality above follows from (7.55). Letting $\delta=\frac{\sqrt{2} l_{g, 1} \sqrt{4(p+1) \log \left(4 n^{2}\right)}}{\sqrt{n}}$ and $\epsilon=$ $\frac{\sqrt{2} l_{g, 1}}{2 L_{g, 1} \sqrt{n}}$, we have $\frac{n\left(\delta-2 \epsilon L_{g, 1}\right)^{2}}{2 l_{g, 1}^{2}}=\left(\sqrt{4(p+1) \log \left(4 n^{2}\right)}-1\right)^{2}$. Note that $(x-1)^{2} \geq x^{2} / 4$ for all $x \geq 2$. Since, $\sqrt{4(p+1) \log \left(4 n^{2}\right)} \geq 2$ for $p \geq 1, n \geq 1$, we have

$$
\frac{n\left(\delta-2 \epsilon L_{g, 1}\right)^{2}}{2 l_{g, 1}^{2}}=\left(\sqrt{4(p+1) \log \left(4 n^{2}\right)}-1\right)^{2} \geq(p+1) \log \left(4 n^{2}\right) .
$$

Hence

$$
\begin{aligned}
& \mathbb{E}\left[\sup _{x \in \mathcal{D}}\left|[\overline{\nabla g}(x ; 1, n)]_{k j}-\left[\mathbb{E}_{w} \nabla g_{w}(x)\right]_{k j}\right|^{4}\right] \\
& \leq 32 l_{g, 1}^{4}(2 \operatorname{diam}(\mathcal{D}))^{p} p^{p / 2} \exp \left\{-(p+1) \log \left(4 n^{2}\right)+p \log \sqrt{n}+p \log \left(\sqrt{2} L_{g, 1} / l_{g, 1}\right)\right\} \\
& \quad+\frac{64 l_{g, 1}^{4}(p+1)^{2}\left\{\log \left(4 n^{2}\right)\right\}^{2}}{n^{2}} .
\end{aligned}
$$

Since $\log \left(4 n^{2}\right)>\log \sqrt{n}$ for every $n \geq 1$, we have

$$
\begin{aligned}
& \mathbb{E}\left[\sup _{x \in \mathcal{D}}\left|[\overline{\nabla g}(x ; 1, n)]_{k j}-\left[\mathbb{E}_{w} \nabla g_{w}(x)\right]_{k j}\right|^{4}\right] \\
& \leq 32 l_{g, 1}^{4}(2 \operatorname{diam}(\mathcal{D}))^{p} p^{p / 2} \exp \left\{-\log \left(4 n^{2}\right)+p \log \left(\sqrt{2} L_{g, 1} / l_{g, 1}\right)\right\}+\frac{64 l_{g, 1}^{4}(p+1)^{2}\left\{\log \left(4 n^{2}\right)\right\}^{2}}{n^{2}} \\
& =\frac{8 l_{g, 1}^{4-p}\left(4 \operatorname{diam}(\mathcal{D})^{p}\right) p^{p / 2} L_{g, 1}^{p}}{n^{2}}+\frac{64 l_{g, 1}^{4}(p+1)^{2}\left\{\log \left(4 n^{2}\right)\right\}^{2}}{n^{2}} \leq C_{1} \frac{(\log (4 n))^{2}}{n^{2}}
\end{aligned}
$$

where $C_{1}=8 l_{g, 1}^{4-p}\left(4 \operatorname{diam}(\mathcal{D})^{p}\right) p^{p / 2} L_{g, 1}^{p}+64 l_{g, 1}^{4}(p+1)^{2}$.
To prove (7.23), we notice that $g_{w}(x)$ is Lipschitz continuous with constant $L_{g, 0}$ and for all $x \in \mathcal{D},\left|\left[g_{w}\right]_{k}\right| \leq l_{g, 0}$. Therefore, we can apply exactly the same argument to derive (7.23). Finally, (7.24) can be proved in the same way.

### 7.12 Supplementary F: Proof of Lemma 38

Proof. Proof. Note that
$[J]_{i j}(x, y, z)=z_{: i j}^{\top} \nabla f_{v}(y)+[x]_{i:} \nabla^{2} f_{v}(y)[x]_{: j}=\sum_{k=1}^{d}\left([z]_{k i j} \frac{\partial f_{v_{1}}}{\partial[y]_{k}}(y)+[x]_{k i}\left(\sum_{h=1}^{d} \frac{\partial f_{v_{1}}}{\partial[y]_{k} \partial[y]_{h}}(y)[x]_{h j}\right)\right)$.

We can then compute each component of the gradient $\nabla[J]_{i j}(x, y, z) \in \mathbb{R}^{(d \times p) \times d \times(d \times p \times p)}$ as

$$
\begin{aligned}
\frac{\partial[J]_{i j}}{\partial[x]_{k^{\prime} j^{\prime}}}(x, y, z) & =\delta_{i j^{\prime}} \sum_{h=1}^{d} \frac{\partial f_{v_{1}}}{\partial[y]_{k^{\prime}} \partial[y]_{h}}(y)[x]_{h j}+\delta_{j j^{\prime}} \sum_{k=1}^{d} \frac{\partial f_{v_{1}}}{\partial[y]_{k} \partial[y]_{k^{\prime}}}(y)[x]_{k i} \\
& =\delta_{i j^{\prime}}\left[\nabla^{2} f_{v_{1}}\right]_{k^{\prime}:}(y)[x]_{: j}+\delta_{j j^{\prime}}\left[\nabla^{2} f_{v_{1}}\right]_{k^{\prime}:}(y) x_{: i} \\
\frac{\partial[J]_{i j}}{\partial[y]_{h^{\prime}}}(x, y, z) & =\sum_{k=1}^{d}\left([z]_{k i j} \frac{\partial f_{v_{1}}}{\partial[y]_{k} \partial[y]_{h^{\prime}}}(y)+[x]_{k i}\left(\sum_{h=1}^{d} \frac{\partial f_{v_{1}}}{\partial[y]_{k} \partial[y]_{h} \partial[y]_{h^{\prime}}}(y)[x]_{h j}\right)\right) \\
& =[z]_{: i j}^{\top}\left[\nabla^{2} f_{v_{1}}(y)\right]_{: h^{\prime}}+[x]_{: i}^{\top}\left[\nabla^{3} f_{v_{1}}(y)\right]_{:: h^{\prime}}[x]_{: j} \\
\frac{\partial[J]_{i j}}{\partial[z]_{k^{\prime \prime \prime} i^{\prime \prime} j^{\prime \prime}}}(x, y, z) & =\delta_{i i^{\prime \prime}} \delta_{j j^{\prime \prime}} \frac{\partial f_{v_{1}}}{\partial[y]_{k^{\prime \prime}}}(y)=\delta_{i i^{\prime \prime}} \delta_{j j^{\prime \prime}}\left[\nabla f_{v_{1}}(y)\right]_{k^{\prime \prime}} .
\end{aligned}
$$

where $1 \leq i^{\prime}, j^{\prime}, i^{\prime \prime}, j^{\prime \prime} \leq p, 1 \leq k^{\prime}, h^{\prime}, k^{\prime \prime} \leq d$ and $\delta_{i j}$ is the Kronecker delta. Note that by Assumptions 1, 2, 4, and 5, we have

$$
\begin{aligned}
& \left|\frac{\partial[J]_{i j}}{\partial[x]_{k^{\prime} j^{\prime}}}\left(x_{1}, y_{1}, z_{1}\right)-\frac{\partial[J]_{i j}}{\partial[x]_{k^{\prime} j^{\prime}}}\left(x_{2}, y_{2}, z_{2}\right)\right| \\
& \leq \delta_{i j^{\prime}}\left|\left[\nabla^{2} f_{v_{1}}\right]_{k^{\prime}:}\left(y_{1}\right)\left[x_{1}\right]_{: j}-\left[\nabla^{2} f_{v_{1}}\right]_{k^{\prime}:}\left(y_{2}\right)\left[x_{2}\right]_{: j}\right|+\delta_{j j^{\prime}}\left|\left[\nabla^{2} f_{v_{1}}\right]_{k^{\prime}:}\left(y_{1}\right)\left[x_{1}\right]_{: i}-\left[\nabla^{2} f_{v_{1}}\right]_{k^{\prime}:}\left(y_{2}\right)\left[x_{2}\right]_{: i}\right| \\
& \leq \delta_{i j^{\prime}} \sqrt{d}\left\{l_{f, 2}\left\|\left[x_{1}\right]_{: j}-\left[x_{2}\right]_{: j}\right\|_{2}+L_{f, 2} l_{g, 1}\left\|y_{1}-y_{2}\right\|_{2}\right\}+\delta_{j j^{\prime}} \cdot \sqrt{d}\left\{l_{f, 2}\left\|\left[x_{1}\right]_{: i}-\left[x_{2}\right]_{: i}\right\|_{2}+L_{f, 2} l_{g, 1}\left\|y_{1}-y_{2}\right\|_{2}\right\} \\
& =\left(\delta_{i j^{\prime}}+\delta_{j j^{\prime}}\right) \sqrt{d} L_{f, 2} l_{g, 1}\left\|y_{1}-y_{2}\right\|_{2}+\delta_{i j^{\prime}} \cdot \sqrt{d} l_{f, 2}\left\|\left[x_{1}\right]_{: j}-\left[x_{2}\right]_{: j}\right\|_{2}+\delta_{j j^{\prime}} \sqrt{d} l_{f, 2}\left\|\left[x_{1}\right]_{: i}-\left[x_{2}\right]_{: i}\right\|_{2} \\
& \left|\frac{\partial[J]_{i j}}{\partial[y]_{h^{\prime}}}\left(x_{1}, y_{1}, z_{1}\right)-\frac{\partial[J]_{i j}}{\partial[y]_{h^{\prime}}}\left(x_{2}, y_{2}, z_{2}\right)\right| \\
& \left.\leq\left|\left[z_{1}\right]_{i j}^{\top}\left[\nabla^{2} f_{v_{1}}\left(y_{1}\right)\right]: h^{\prime}-\left[z_{2}\right]_{i j}^{\top}\left[\nabla^{2} f_{v_{1}}\left(y_{2}\right)\right]: h^{\prime}\right|+\left|\left[x_{1}\right]_{: i}^{\top}\left[\nabla^{3} f_{v_{1}}\left(y_{1}\right)\right]:: h^{\prime}\left[x_{1}\right]_{: j}-\left[x_{2}\right]_{: i}^{\top}\left[\nabla^{3} f_{v_{1}}\left(y_{2}\right)\right]:: h^{\prime}\right| x_{2}\right]_{: j} \mid \\
& \leq \sqrt{d} l_{g, 2} L_{f, 2}\left\|y_{1}-y_{2}\right\|_{2}+\sqrt{d} l_{f, 2} L_{g, 2}\left\|\left[z_{1}\right]_{: i j}-\left[z_{2}\right]_{i j}\right\|_{2}+d l_{g, 1}^{2} L_{f, 3}\left\|y_{1}-y_{2}\right\|_{2} \\
& +d l_{g, 1} l_{f, 3}\left\|\left[x_{1}\right]_{: j}-\left[x_{2}\right]_{: j}\right\|_{2}+d l_{g, 1} l_{f, 3}\left\|\left[x_{1}\right]_{: i}-\left[x_{2}\right]_{: i}\right\|_{2} \\
& =\left(\sqrt{d} l_{g, 2} L_{f, 2}+d l_{g, 1}^{2} L_{f, 3}\right)\left\|y_{1}-y_{2}\right\|_{2}+\sqrt{d} l_{f, 2} L_{g, 2}\left\|\left[z_{1}\right]_{: i j}-\left[z_{2}\right]_{i j}\right\|_{2} \\
& +d l_{g, 1} l_{f, 3}\left\|\left[x_{1}\right]_{: j}-\left[x_{2}\right]_{: j}\right\|_{2}+d l_{g, 1} l_{f, 3}\left\|\left[x_{1}\right]_{: i}-\left[x_{2}\right]_{: i}\right\|_{2}
\end{aligned}
$$

$$
\begin{aligned}
\left|\frac{\partial[J]_{i j}}{\partial[z]_{k^{\prime \prime} i^{\prime \prime} j^{\prime \prime}}}\left(x_{1}, y_{1}, z_{1}\right)-\frac{\partial[J]_{i j}}{\partial[z]_{k^{\prime \prime} i^{\prime \prime} j^{\prime \prime}}}\left(x_{2}, y_{2}, z_{2}\right)\right| & \leq\left|\delta_{i i^{\prime \prime}} \delta_{j_{j j^{\prime \prime}}}\left[\nabla f_{v_{1}}\left(y_{1}\right)\right]_{k^{\prime \prime}}-\delta_{i i^{\prime \prime}} \delta_{j j^{\prime \prime}}\left[\nabla f_{v_{1}}\left(y_{1}\right)\right]_{k^{\prime \prime}}\right| \\
& \leq \delta_{i i^{\prime \prime}} \delta_{j j^{\prime \prime}} L_{f, 1}\left\|y_{1}-y_{2}\right\|_{2} .
\end{aligned}
$$

Note that

$$
\begin{aligned}
& \left\|\nabla[J]_{i j}\left(x_{1}, y_{1}, z_{1}\right)-\nabla[J]_{i j}\left(x_{2}, y_{2}, z_{2}\right)\right\|_{F}^{2} \\
= & \sum_{k^{\prime}=1}^{d} \sum_{j^{\prime}=1}^{p}\left|\frac{\partial[J]_{i j}}{\partial[x]_{k^{\prime} j^{\prime}}}\left(x_{1}, y_{1}, z_{1}\right)-\frac{\partial[J]_{i j}}{\partial[x]_{k^{\prime} j^{\prime}}}\left(x_{2}, y_{2}, z_{2}\right)\right|^{2}+\left.\sum_{h^{\prime}=1}^{d}\right|^{2} \frac{\partial[j]_{i j}}{\partial[y]_{h^{\prime}}}\left(x_{1}, y_{1}, z_{1}\right)-\left.\frac{\partial[j]_{i j}}{\partial[y]_{h^{\prime}}}\left(x_{2}, y_{2}, z_{2}\right)\right|^{2} \\
& +\sum_{k^{\prime \prime}=1}^{d} \sum_{i=1}^{p} \sum_{i^{\prime \prime}}^{p}\left|\frac{\partial[J]_{i j}}{\partial[z]_{k^{\prime} i^{\prime \prime} j^{\prime \prime}}}\left(x_{1}, y_{1}, z_{1}\right)-\frac{\partial[J]_{i j}}{\partial[z]_{k^{\prime} i^{\prime \prime} j^{\prime \prime}}}\left(x_{2}, y_{2}, z_{2}\right)\right|^{2} .
\end{aligned}
$$

Then based on our previous computation and using (7.14), we have

$$
\begin{aligned}
& \sum_{k^{\prime}=1}^{d} \sum_{j^{\prime}=1}^{p}\left|\frac{\partial[J]_{i j}}{\partial[x]_{k^{\prime} j^{\prime}}}\left(x_{1}, y_{1}, z_{1}\right)-\frac{\partial[J]_{i j}}{\partial[x]_{k^{\prime} j^{\prime}}}\left(x_{2}, y_{2}, z_{2}\right)\right|^{2} \\
& \leq \sum_{k^{\prime}=1}^{d} \sum_{j^{\prime}=1}^{p} 3\left\{\left(2 \delta_{i j^{\prime}}+2 \delta_{j j^{\prime}}\right) d L_{f, 2}^{2} l_{g, 1}^{2}\left\|y_{1}-y_{2}\right\|_{2}^{2}+\delta_{i j^{\prime}} d l_{f, 2}^{2}\left\|\left[x_{1}\right]_{: j}-\left[x_{2}\right]_{: j}\right\|_{2}^{2}+\delta_{j j^{\prime}} d l_{f, 2}^{2}\left\|\left[x_{1}\right]_{: i}-\left[x_{2}\right]_{: i}\right\|_{2}^{2}\right\} \\
& \left.=12 d^{2} L_{f, 2}^{2} l_{g, 1}^{2}\left\|y_{1}-y_{2}\right\|_{2}^{2}+d^{2} l_{f, 2}^{2}\left\|\left[x_{1}\right]_{: j}-\left[x_{2}\right]_{: j}\right\|_{2}^{2}+d^{2} l_{f, 2}^{2}\left\|\left[x_{1}\right]: i-\left[x_{2}\right]:\right\| \|_{2}^{2}\right\}, \\
& \sum_{h^{\prime}=1}^{d}\left|\frac{\partial[j]_{i j}}{\partial[y]_{h^{\prime}}}\left(x_{1}, y_{1}, z_{1}\right)-\frac{\partial[j]_{i j}}{\partial[y]_{h^{\prime}}}\left(x_{2}, y_{2}, z_{2}\right)\right|^{2} \\
& \leq 4 d\left(\sqrt{d} l_{g, 2} L_{f, 2}+d l_{g, 1}^{2} L_{f, 3}\right)^{2}\left\|y_{1}-y_{2}\right\|_{2}^{2}+4 d^{2} l_{f, 2}^{2} L_{g, 2}^{2}\left\|\left[z_{1}\right]_{: i j}-\left[z_{2}\right]_{: i j}\right\|_{2}^{2} \\
& +4 d^{3} l_{f, 3}^{2}\left\|\left[x_{1}\right]_{: j}-\left[x_{2}\right]_{: j}\right\|_{2}^{2}+4 d^{3} l_{g, 1}^{2} l_{f, 3}^{2}\left\|\left[x_{1}\right]_{: i}-\left[x_{2}\right]_{: i}\right\| \text {, and } \\
& \sum_{k^{\prime \prime}=1}^{d} \sum_{i}^{p} \sum_{i^{\prime \prime}=1}^{p}\left|\frac{\partial[J]_{j^{\prime \prime}=1}}{\partial[z]_{k^{\prime} i^{\prime \prime} j^{\prime \prime}}}\left(x_{1}, y_{1}, z_{1}\right)-\frac{\partial[J]_{i j}}{\partial[z]_{k^{\prime} i^{\prime \prime} j^{\prime \prime}}}\left(x_{2}, y_{2}, z_{2}\right)\right|^{2} \leq d L_{f, 1}^{2}\left\|y_{1}-y_{2}\right\|_{2}^{2} .
\end{aligned}
$$

Therefore

$$
\begin{aligned}
& \left\|\nabla[J]_{i j}\left(x_{1}, y_{1}, z_{1}\right)-\nabla[J]_{i j}\left(x_{2}, y_{2}, z_{2}\right)\right\|_{F}^{2} \\
\leq & \left\{12 d^{2} L_{f, 2}^{2} l_{g, 1}^{2}+4 d\left(\sqrt{d} d_{g, 2} L_{f, 2}+d^{2} l_{g, 1}^{2} L_{f, 3}\right)^{2}+d L_{f, 1}^{2}\right\}\left\|y_{1}-y_{2}\right\|_{2}^{2}+4 d^{2} l_{f, 2}^{2} L_{g, 2}^{2}\left\|\left[z_{1}\right]_{: i j}-\left[z_{2}\right]_{: i j}\right\|_{2}^{2} \\
& +\left(d^{2} l_{f, 2}^{2}+4 d^{3} l_{f, 3}^{2}\right)\left\|\left[x_{1}\right]_{: j}-\left[x_{2}\right]_{: j}\right\|_{2}^{2}+\left(d^{2} l_{f, 2}^{2}+4 d^{3} l_{f, 3}^{2}\right)\left\|\left[x_{1}\right]_{: i}-\left[x_{2}\right]_{: i}\right\|_{2}^{2} \\
\leq & \left\{12 d^{2} L_{f, 2}^{2} l_{g, 1}^{2}+4 d\left(\sqrt{d}_{g, 2} L_{f, 2}+d^{2} l_{g, 1}^{2} L_{f, 3}\right)^{2}+d L_{f, 1}^{2}+4 d^{2} l_{f, 2}^{2} L_{g, 2}^{2}\right. \\
& \left.+2 d^{2} l_{f, 2}^{2}+4 d^{3} l_{f, 3}^{2}\right\}\left\|\operatorname{vec}\left(x_{1}-x_{2}, y_{1}-y_{2}, z_{1}-z_{2}\right)\right\|_{2}^{2} \\
= & L_{J}^{2}\left\|\operatorname{vec}\left(x_{1}-x_{2}, y_{1}-y_{2}, z_{1}-z_{2}\right)\right\|_{2}^{2}
\end{aligned}
$$

### 7.13 Supplementary G: Proof of Lemma 40

Proof. Proof. Fixing $v_{1} \in \Omega_{v}$ and $x, \tilde{x} \in \mathcal{D}$, we have

$$
W\left(x, v_{1}\right)-W\left(\tilde{x}, v_{1}\right)=\frac{1}{\tilde{p}_{N}}\left(Y_{1}(x)-Y_{1}(\tilde{x})-\frac{1}{2}\left(Y_{2}(x)-Y_{2}(\tilde{x})+Y_{3}(x)-Y_{3}(\tilde{x})\right)\right)+Y_{4}(x)-Y_{4}(\tilde{x}) .
$$

Similar to the proof of Proposition 2, we first take expectation with respect to $N$. Then,

$$
\begin{aligned}
& \mathbb{E}\left\|W\left(x, v_{1}\right)-W\left(\tilde{x}, v_{1}\right)\right\|_{2}^{2}=\sum_{n=0}^{\infty} \mathbb{E}\left\{\left\|W\left(x, v_{1}\right)-W\left(\tilde{x}, v_{1}\right)\right\|_{2}^{2} \mid N=n\right\} \tilde{p}_{n} \\
= & \sum_{n=0}^{\infty} \sum_{i=1}^{p} \mathbb{E}\left(\left\{\left[W\left(x, v_{1}\right)\right]_{i}-\left[W\left(\tilde{x}, v_{1}\right)\right]_{i}\right\}^{2} \mid N=n\right) \tilde{p}_{n} \leq \sum_{i=1}^{p} 2 \mathbb{E}\left\{\left[Y_{4}(x)\right]_{i}-\left[Y_{4}(\tilde{x})\right]_{i}\right\}^{2} \\
& +\sum_{n=0}^{\infty} \sum_{i=1}^{p} \frac{2}{\tilde{p}_{n}} \mathbb{E}\left\{\left(\left[Y_{1}(x)\right]_{i}-\left[Y_{1}(\tilde{x})\right]_{i}-0.5\left\{\left[Y_{2}(x)\right]_{i}-\left[Y_{2}(\tilde{x})\right]_{i}+\left[Y_{3}(x)\right]_{i}-\left[Y_{3}(\tilde{x})\right]_{i}\right\}\right)^{2} \mid N=n\right\},
\end{aligned}
$$

where the last inequality comes from (7.14). Since $\left[Y_{4}(\cdot)\right]_{i}$ and $\left.\left[Y_{1}(\cdot)\right]_{i}-0.5\left\{\left[Y_{2}(\cdot)\right]_{i}+\left[Y_{3}(\cdot)\right)\right]_{i}\right\}$ are continuous for every $1 \leq i \leq p$. By the mean value theorem, there exist $\zeta_{i}$ and $\xi_{i}$ that lie
between $x$ and $\tilde{x}$ such that $\left[Y_{4}(x)\right]_{i}-\left[Y_{4}(\tilde{x})\right]_{i}=\nabla\left[Y_{4}\left(\zeta_{i}\right)\right]_{i}^{\top}(x-\tilde{x})$ and

$$
\begin{aligned}
& \left(\left[Y_{1}(x)\right]_{i}-0.5\left\{\left[Y_{2}(x)\right]_{i}+\left[Y_{3}(x)\right]_{i}\right\}\right)-\left(\left[Y_{1}(\tilde{x})\right]_{i}-0.5\left\{\left[Y_{2}(\tilde{x})\right]_{i}+\left[Y_{3}(\tilde{x})\right]_{i}\right\}\right) \\
= & \left\{\nabla\left(\left[Y_{1}\left(\xi_{i}\right)\right]_{i}-0.5\left\{\left[Y_{2}\left(\xi_{i}\right)\right]_{i}+\left[Y_{3}\left(\xi_{i}\right)\right]_{i}\right\}\right)\right\}^{\top}(x-\tilde{x}) .
\end{aligned}
$$

Therefore, we may write

$$
\begin{align*}
& \mathbb{E}\left\|W\left(x, v_{1}\right)-W\left(\tilde{x}, v_{1}\right)\right\|_{2}^{2}=\sum_{i=1}^{p} 2 \mathbb{E}\left\{\nabla\left[Y_{4}\left(\zeta_{i}\right)\right]_{i}^{\top}(x-\tilde{x})\right\}^{2} \\
& +\sum_{n=0}^{\infty} \sum_{i=1}^{p} \frac{2}{\tilde{p}_{n}} \mathbb{E}\left(\left\{\nabla\left(\left[Y_{1}\left(\xi_{i}\right)\right]_{i}-0.5\left\{\left[Y_{2}\left(\xi_{i}\right)\right]_{i}+\left[Y_{3}\left(\xi_{i}\right)\right]_{i}\right\}\right)^{\top}(x-\tilde{x})\right\}^{2} \mid N=n\right) \\
& \leq \sum_{i=1}^{p} 2\|x-\tilde{x}\|_{2}^{2} \mathbb{E}\left\|\nabla\left[Y_{4}\left(\zeta_{i}\right)\right]_{i}\right\|_{2}^{2} \\
& \quad+\sum_{n=0}^{\infty} \sum_{i=1}^{p} \frac{2\|x-\tilde{x}\|_{2}^{2}}{\tilde{p}_{n}} \mathbb{E}\left\{\left\|\nabla\left(\left[Y_{1}\left(\xi_{i}\right)\right]_{i}-0.5\left\{\left[Y_{2}\left(\xi_{i}\right)\right]_{i}+\left[Y_{3}\left(\xi_{i}\right)\right]_{i}\right\}\right)\right\|_{2}^{2} \mid N=n\right\} \\
& =\sum_{i=1}^{p} 2\|x-\tilde{x}\|_{2}^{2} \mathbb{E}\left\|\nabla\left[Y_{4}\left(\zeta_{i}\right)\right]_{i}\right\|_{2}^{2} \\
& \quad+\sum_{n=0}^{\infty} \sum_{i=1}^{p} \sum_{j=1}^{p} \frac{2\|x-\tilde{x}\|_{2}^{2}}{\tilde{p}_{n}} \mathbb{E}\left\{\left\|\left[\nabla Y_{1}\left(\xi_{i}\right)\right]_{i j}-0.5\left\{\left[\nabla Y_{2}\left(\xi_{i}\right)\right]_{i j}+\left[\nabla Y_{3}\left(\xi_{i}\right)\right]_{i j}\right\}\right\|_{2}^{2} \mid N=n\right\} \tag{7.57}
\end{align*}
$$

where the last inequality uses the Cauchy-Shwartz inequality. Next, we first obtain an upper bound for $\mathbb{E}\left\|\nabla\left[Y_{4}\left(\zeta_{i}\right)\right]_{i}\right\|_{2}^{2}$ and then bound $\mathbb{E}\left\{\left\|\nabla\left(\left[Y_{1}\left(\xi_{i}\right)\right]_{i}-0.5\left\{\left[Y_{2}\left(\xi_{i}\right)\right]_{i}+\left[Y_{3}\left(\xi_{i}\right)\right]_{i}\right\}\right)\right\|_{2}^{2} \mid N=n\right\}$ using a function of $n$ in order to analyze the infinite sum above.

To obtain an upper bound for $\mathbb{E}\left\|\left[\nabla Y_{4}\left(\zeta_{i}\right)\right]_{i}\right\|_{2}^{2}$, we first note that

$$
\begin{aligned}
& \nabla\left\{\left[Y_{4}\left(\zeta_{i}\right)\right]_{i}\right\} \\
= & \left\{\left[\overline{\nabla^{2} g}\left(x ; 1,2^{n_{0}}\right)\right]:: i\right\}^{\top} \nabla f_{v_{1}}\left\{\bar{g}\left(x ; 1,2^{n_{0}}\right)\right\}+\left\{\overline{\nabla g}\left(x ; 1,2^{n_{0}}\right)\right\}^{\top} \nabla^{2} f_{v_{1}}\left(\bar{g}\left(x ; 1,2^{n_{0}}\right)\right)\left[\overline{\nabla g}\left(x ; 1,2^{n_{0}}\right)\right]_{i:} .
\end{aligned}
$$

Therefore by (7.14),

$$
\begin{aligned}
\left\|\nabla\left\{\left[Y_{4}\left(\zeta_{i}\right)\right]_{i}\right\}\right\|_{2}^{2} \leq & 2\left\|\left\{\left[\overline{\nabla^{2} g}\left(x ; 1,2^{n_{0}}\right)\right]:: i\right\}^{\top} \nabla f_{v_{1}}\left\{\bar{g}\left(x ; 1,2^{n_{0}}\right)\right\}\right\|_{2}^{2} \\
& +2\left\|\left\{\overline{\nabla g}\left(x ; 1,2^{n_{0}}\right)\right\}^{\top} \nabla^{2} f_{v_{1}}\left(\bar{g}\left(x ; 1,2^{n_{0}}\right)\right)\left[\overline{\nabla g}\left(x ; 1,2^{n_{0}}\right)\right]_{i:}\right\|_{2}^{2} \\
\leq & 2\left\|\left[\overline{\nabla^{2} g}\left(x ; 1,2^{n_{0}}\right)\right]:: i\right\|_{F}^{2}\left\|\nabla f_{v_{1}}\left\{\bar{g}\left(x ; 1,2^{n_{0}}\right)\right\}\right\|_{2}^{2} \\
& +2\left\|\overline{\nabla g}\left(x ; 1,2^{n_{0}}\right)\right\|_{F}^{2}\left\|\nabla^{2} f_{v_{1}}\left(\bar{g}\left(x ; 1,2^{n_{0}}\right)\right)\right\|_{F}^{2} \|\left[\overline{\nabla g}\left(x ; 1,2^{n_{0}}\right)\right]_{i: \|_{2}}^{2} .
\end{aligned}
$$

By Assumptions 4 and 5,

$$
\begin{aligned}
& \left\|\left[\overline{\nabla^{2} g}\left(\zeta_{i} ; 1,2^{n_{0}}\right)\right]:: i\right\|_{F}^{2} \leq p d\left\|\left[\overline{\nabla^{2} g}\left(\zeta_{i} ; 1,2^{n_{0}}\right)\right]_{:: i}\right\|_{\infty}^{2} \leq p d l_{g, 2}^{2}, \\
& \left\|\nabla f_{v_{1}}\left\{\bar{g}\left(\zeta_{i} ; 1,2^{n_{0}}\right)\right\}\right\|_{2}^{2} \leq p\left\|f_{v_{1}}\left\{\bar{g}\left(\zeta_{i} ; 1,2^{n_{0}}\right)\right\}\right\|_{\infty}^{2} \leq d l_{f, 1}^{2}, \\
& \left\|\overline{\nabla g}\left(\zeta_{i} ; 1,2^{n_{0}}\right)\right\|_{F}^{2} \leq p d\left\|\overline{\nabla g}\left(\zeta_{i} ; 1,2^{n_{0}}\right)\right\|_{\infty}^{2} \leq p d l_{g, 1}^{2}, \\
& \left\|\nabla^{2} f_{v_{1}}\left(\bar{g}\left(\zeta_{i} ; 1,2^{n_{0}}\right)\right)\right\|_{F}^{2} \leq d^{2}\left\|\nabla^{2} f_{v_{1}}\left(\bar{g}\left(\zeta_{i} ; 1,2^{n_{0}}\right)\right)\right\|_{\infty}^{2} \leq d^{2} l_{f, 2}^{2}, \text { and } \\
& \left\|\left[\overline{\nabla g}\left(\zeta_{i} ; 1,2^{n_{0}}\right)\right]_{i:}\right\|_{2}^{2} \leq d\left\|\left[\overline{\nabla g}\left(\zeta_{i} ; 1,2^{n_{0}}\right)\right]_{i:}\right\|_{\infty}^{2} \leq d l_{g, 1}^{2} .
\end{aligned}
$$

Therefore

$$
\left\|\nabla\left\{\left[Y_{4}\left(\zeta_{i}\right)\right]_{i}\right\}\right\|_{2}^{2} \leq 2 p d^{2} f_{g, 2}^{2} l_{f, 1}^{2}+2 p d^{4} l_{g, 1}^{4} l_{f, 2}^{2}
$$

Hence

$$
\begin{equation*}
2\|x-\tilde{x}\|_{2}^{2} \mathbb{E}\left\|\nabla\left[Y_{4}\left(\zeta_{i}\right)\right]_{i}\right\|_{2}^{2} \leq\left\{4 p d^{2} f_{g, 2}^{2} l_{f, 1}^{2}+4 p d^{4} l_{g, 1}^{4} l_{f, 2}^{2}\right\}\|x-\tilde{x}\|_{2}^{2} \tag{7.58}
\end{equation*}
$$

To bound the second term in (7.57), we let $\bar{n}_{0}=n+n_{0}$ and $\bar{n}_{0}^{+}=n+n_{0}+1$ and note that
conditioned on $N=n$,

$$
\begin{aligned}
{\left[\nabla Y_{1}\left(\xi_{i}\right)\right]_{i j}=} & {[J]_{i j}\left\{\overline{\nabla g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}^{+}}\right), \bar{g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}^{+}}\right), \overline{\nabla^{2} g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}^{+}}\right)\right\} } \\
= & {[J]_{i j}\left\{\mathbb{E}_{w} \nabla g_{w}\left(\xi_{i}\right), \mathbb{E}_{w} g_{w}\left(\xi_{i}\right), \mathbb{E}_{w} \nabla^{2} g_{w}\left(\xi_{i}\right)\right\} } \\
& +\nabla[J]_{i j}\left\{\mathbb{E}_{w} \nabla g_{w}\left(\xi_{i}\right), \mathbb{E}_{w} g_{w}\left(\xi_{i}\right), \mathbb{E}_{w} \nabla^{2} g_{w}\left(\xi_{i}\right)\right\}\left[\overline{\nabla g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} \nabla g_{w}\left(\xi_{i}\right),\right. \\
& \left.\bar{g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} g_{w}\left(\xi_{i}\right), \overline{\nabla^{2} g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} \nabla^{2} g_{w}\left(\xi_{i}\right)\right]+ \\
& R\left\{\overline{\nabla g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}^{+}}\right), \mathbb{E}_{w} \nabla g_{w}\left(\xi_{i}\right), \bar{g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}^{+}}\right), \mathbb{E}_{w} g_{w}\left(\xi_{i}\right), \overline{\nabla^{2} g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}^{+}}\right), \mathbb{E}_{w} \nabla^{2} g_{w}\left(\xi_{i}\right)\right\},
\end{aligned}
$$

$$
\begin{aligned}
{\left[\nabla Y_{2}\left(\xi_{i}\right)\right]_{i j}=} & {[J]_{i j}\left\{\overline{\nabla g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}}\right), \bar{g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}}\right), \overline{\nabla^{2} g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}}\right)\right\} } \\
= & {[J]_{i j}\left\{\mathbb{E}_{w} \nabla g_{w}\left(\xi_{i}\right), \mathbb{E}_{w} g_{w}\left(\xi_{i}\right), \mathbb{E}_{w} \nabla^{2} g_{w}\left(\xi_{i}\right)\right\} } \\
& +\nabla[J]_{i j}\left\{\mathbb{E}_{w} \nabla g_{w}\left(\xi_{i}\right), \mathbb{E}_{w} g_{w}\left(\xi_{i}\right), \mathbb{E}_{w} \nabla^{2} g_{w}\left(\xi_{i}\right)\right\}\left[\overline{\nabla g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}}\right)-\mathbb{E}_{w} \nabla g_{w}\left(\xi_{i}\right),\right. \\
& \left.\bar{g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}}\right)-\mathbb{E}_{w} g_{w}\left(\xi_{i}\right), \overline{\nabla^{2} g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}}\right)-\mathbb{E}_{w} \nabla^{2} g_{w}\left(\xi_{i}\right)\right]+ \\
& R\left\{\overline{\nabla g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}}\right), \mathbb{E}_{w} \nabla g_{w}\left(\xi_{i}\right), \bar{g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}}\right), \mathbb{E}_{w} g_{w}\left(\xi_{i}\right), \overline{\nabla^{2} g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}}\right), \mathbb{E}_{w} \nabla^{2} g_{w}\left(\xi_{i}\right)\right\}, \text { and }
\end{aligned}
$$

$$
\begin{aligned}
{\left[\nabla Y_{3}\left(\xi_{i}\right)\right]_{i j}=} & {[J]_{i j}\left\{\overline{\nabla g}\left(\xi_{i} ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right), \bar{g}\left(\xi_{i} ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right), \overline{\nabla^{2} g}\left(\xi_{i} ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right)\right\} } \\
& +\nabla[J]_{i j}\left\{\mathbb{E}_{w} \nabla g_{w}\left(\xi_{i}\right), \mathbb{E}_{w} g_{w}\left(\xi_{i}\right), \mathbb{E}_{w} \nabla^{2} g_{w}\left(\xi_{i}\right)\right\}\left[\overline{\nabla g}\left(\xi_{i} ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} \nabla g_{w}\left(\xi_{i}\right),\right. \\
& \left.\bar{g}\left(\xi_{i} ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} g_{w}\left(\xi_{i}\right), \overline{\nabla^{2} g}\left(\xi_{i} ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} \nabla^{2} g_{w}\left(\xi_{i}\right)\right] \\
+ & R\left\{\overline{\nabla g}\left(\xi_{i} ; 2^{\overline{n_{0}}}+1,2^{\bar{n}_{0}^{+}}\right), \mathbb{E}_{w} \nabla g_{w}\left(\xi_{i}\right), \bar{g}\left(\xi_{i} ; 2^{\overline{n_{0}}}+1,2^{\bar{n}_{0}^{+}}\right), \mathbb{E}_{w} g_{w}\left(\xi_{i}\right),\right. \\
& \left.\overline{\nabla^{2} g}\left(\xi_{i} ; 2^{\overline{n_{0}}}+1,2^{\bar{n}_{0}^{+}}\right), \mathbb{E}_{w} \nabla^{2} g_{w}\left(\xi_{i}\right)\right\} .
\end{aligned}
$$

Therefore, condition on $N=n$, we have

$$
\begin{aligned}
& {\left[\nabla Y_{1}\left(\xi_{i}\right)\right]_{i j}-0.5\left\{\left[\nabla Y_{2}\left(\xi_{i}\right)\right]_{i j}+\left[\nabla Y_{3}\left(\xi_{i}\right)\right]_{i j}\right\} } \\
= & R\left\{\overline{\nabla g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}^{+}}\right), \mathbb{E}_{w} \nabla g_{w}\left(\xi_{i}\right), \bar{g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}^{+}}\right), \mathbb{E}_{w} g_{w}\left(\xi_{i}\right), \overline{\nabla^{2} g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}^{+}}\right), \mathbb{E}_{w} \nabla^{2} g_{w}\left(\xi_{i}\right)\right\} \\
- & \frac{1}{2} R\left\{\overline{\nabla g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}}\right), \mathbb{E}_{w} \nabla g_{w}\left(\xi_{i}\right), \bar{g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}}\right), \mathbb{E}_{w} g_{w}\left(\xi_{i}\right), \overline{\nabla^{2} g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}}\right), \mathbb{E}_{w} \nabla^{2} g_{w}\left(\xi_{i}\right)\right\} \\
- & \frac{1}{2} R\left\{\overline{\nabla g}\left(\xi_{i} ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right), \mathbb{E}_{w} \nabla g_{w}\left(\xi_{i}\right), \bar{g}\left(\xi_{i} ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right), \mathbb{E}_{w} g_{w}\left(\xi_{i}\right), \overline{\nabla^{2} g}\left(\xi_{i} ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right), \mathbb{E}_{w} \nabla^{2} g_{w}\left(\xi_{i}\right)\right\} .
\end{aligned}
$$

Then, by (7.14)

$$
\begin{aligned}
& \mathbb{E}\left\{\left(\left[\nabla Y_{1}\left(\xi_{i}\right)\right]_{i j}-0.5\left\{\left[\nabla Y_{2}\left(\xi_{i}\right)\right]_{i j}+\left[\nabla Y_{3}\left(\xi_{i}\right)\right]_{i j}\right\}\right)^{2} \mid N=n\right\} \\
\leq & 3 \mathbb{E}\left(R\left\{\overline{\nabla g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}^{+}}\right), \mathbb{E}_{w} \nabla g_{w}\left(\xi_{i}\right), \bar{g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}^{+}}\right), \mathbb{E}_{w} g_{w}\left(\xi_{i}\right), \overline{\nabla^{2} g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}^{+}}\right), \mathbb{E}_{w} \nabla^{2} g_{w}\left(\xi_{i}\right)\right\}^{2}\right) \\
& +\frac{3}{4} \mathbb{E}\left(R\left\{\overline{\nabla g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}}\right), \mathbb{E}_{w} \nabla g_{w}\left(\xi_{i}\right), \bar{g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}}\right), \mathbb{E}_{w} g_{w}\left(\xi_{i}\right), \overline{\nabla^{2} g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}}\right), \mathbb{E}_{w} \nabla^{2} g_{w}\left(\xi_{i}\right)\right\}^{2}\right) \\
+ & \frac{3}{4} \mathbb{E}\left(R\left\{\overline{\nabla g}\left(\xi_{i} ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right), \mathbb{E}_{w} \nabla g_{w}\left(\xi_{i}\right), \bar{g}\left(\xi_{i} ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right), \mathbb{E}_{w} g_{w}\left(\xi_{i}\right), \overline{\nabla^{2} g}\left(\xi_{i} ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right), \mathbb{E}_{w} \nabla^{2} g_{w}\left(\xi_{i}\right)\right\}^{2}\right.
\end{aligned}
$$

Now, applying Lemma 39 on the three terms on the right-hand-side of the inequality above,

$$
\begin{aligned}
& \mathbb{E}\left\{\left(\left[\nabla Y_{1}\left(\xi_{i}\right)\right]_{i j}-0.5\left\{\left[\nabla Y_{2}\left(\xi_{i}\right)\right]_{i j}+\left[\nabla Y_{3}\left(\xi_{i}\right)\right]_{i j}\right\}\right)^{2} \mid N=n\right\} \\
\leq & \frac{3 L_{J}^{2}}{4}\left\{\mathbb{E}\left\|\overline{\nabla g}\left(\xi_{i} ; 1,2^{n_{0}+n+1}\right)-\mathbb{E}_{w} \nabla g_{w}\left(\xi_{i}\right)\right\|_{F}^{4}+\mathbb{E}\left\|\bar{g}\left(\xi_{i} ; 1,2^{n_{0}+n+1}\right)-\mathbb{E}_{w} g_{w}\left(\xi_{i}\right)\right\|_{F}^{4}\right. \\
& \left.+\mathbb{E}\left\|\overline{\nabla^{2} g}\left(\xi_{i} ; 1,2^{n_{0}+n+1}\right)-\mathbb{E}_{w} g_{w}\left(\xi_{i}\right)\right\|_{F}^{4}\right\}+\frac{3 L_{J}^{2}}{16}\left\{\mathbb{E}\left\|\overline{\nabla g}\left(\xi_{i} ; 1,2^{n_{0}+n}\right)-\mathbb{E}_{w} \nabla g_{w}\left(\xi_{i}\right)\right\|_{F}^{4}+\right. \\
& \left.\mathbb{E}\left\|\bar{g}\left(\xi_{i} ; 1,2^{n_{0}+n}\right)-\mathbb{E}_{w} g_{w}\left(\xi_{i}\right)\right\|_{F}^{4}+\mathbb{E}\left\|\overline{\nabla^{2} g}\left(\xi_{i} ; 1,2^{n_{0}+n}\right)-\mathbb{E}_{w} \nabla^{2} g_{w}\left(\xi_{i}\right)\right\|_{F}^{4}\right\}+ \\
& \frac{3 L_{J}^{2}}{16}\left\{\mathbb{E}\left\|\overline{\nabla g}\left(\xi_{i} ; 2^{n_{0}+n}+1,2^{n_{0}+n+1}\right)-\mathbb{E}_{w} \nabla g_{w}\left(\xi_{i}\right)\right\|_{F}^{4}+\mathbb{E}\left\|\bar{g}\left(\xi_{i} ; 2^{n_{0}+n}+1,2^{n_{0}+n+1}\right)-\mathbb{E}_{w} g_{w}\left(\xi_{i}\right)\right\|_{F}^{4}\right. \\
+ & \left.\mathbb{E}\left\|\overline{\nabla^{2} g}\left(\xi_{i} ; 2^{n_{0}+n}+1,2^{n_{0}+n+1}\right)-\mathbb{E}_{w} \nabla^{2} g_{w}\left(\xi_{i}\right)\right\|_{F}^{4}\right\} .
\end{aligned}
$$

Then using Lemma 37 to the right-hand-side of the above inequality, we have

$$
\begin{align*}
& \mathbb{E}\left\{\left(\left[\nabla Y_{1}\left(\xi_{i}\right)\right]_{i j}-0.5\left\{\left[\nabla Y_{2}\left(\xi_{i}\right)\right]_{i j}+\left[\nabla Y_{3}\left(\xi_{i}\right)\right]_{i j}\right\}\right)^{2} \mid N=n\right\} \\
\leq & \frac{3 L_{J}^{2}}{4}\left(\left(C_{0}+C_{1}+C_{2}\right) \frac{\left\{\log \left(4^{n+n_{0}+1}\right)\right\}^{2}}{4^{n+n_{0}+1}}\right)+\frac{3 L_{J}^{2}}{8}\left(\left(C_{0}+C_{1}+C_{2}\right) \frac{\left\{\log \left(4^{n_{0}+n}\right)\right\}^{2}}{4^{n_{0}+n}}\right) \\
= & \frac{3 L_{J}^{2}\left(C_{0}+C_{1}+C_{2}\right)}{4^{n_{0}+n+1}}\left\{\frac{1}{4}\left\{\log \left(4^{n+n_{0}+1}\right)\right\}^{2}+\frac{1}{2}\left\{\log \left(4^{n_{0}+n}\right)\right\}^{2}\right\} \\
\leq & \frac{3 L_{J}^{2}\left(C_{0}+C_{1}+C_{2}\right)}{4^{n_{0}+n+1}}\left\{\frac{3}{2}\left(n_{0}+n+1\right)^{2}\right\}, \tag{7.59}
\end{align*}
$$

where the last inequality is the result of $\log 4<2$.
Now we are ready to obtain a bound for (7.57). Using (7.58) and (7.59), we have

$$
\begin{aligned}
& \mathbb{E}\left\|W\left(x, v_{1}\right)-W\left(\tilde{x}, v_{1}\right)\right\|_{2}^{2} \\
\leq & \sum_{i=1}^{p} 2\|x-\tilde{x}\|_{2}^{2} \mathbb{E}\left\|\nabla\left[Y_{4}\left(\zeta_{i}\right)\right]_{i}\right\|_{2}^{2} \\
+ & \sum_{n=0}^{\infty} \sum_{i=1}^{p} \sum_{j=1}^{p} \frac{2\|x-\tilde{x}\|_{2}^{2}}{\tilde{p}_{n}} \mathbb{E}\left\{\left\|\left[\nabla Y_{1}\left(\xi_{i}\right)\right]_{i j}-0.5\left\{\left[\nabla Y_{2}\left(\xi_{i}\right)\right]_{i j}+\left[\nabla Y_{3}\left(\xi_{i}\right)\right]_{i j}\right\}\right\|_{2}^{2} \mid N=n\right\} \\
\leq & \sum_{i=1}^{p}\left\{4 p d^{2} f_{g, 2}^{2} l_{f, 1}^{2}+4 p d^{4} l_{g, 1}^{4} l_{f, 2}^{2}\right\}\|x-\tilde{x}\|_{2}^{2} \\
& +\sum_{n=0}^{\infty} \sum_{i=1}^{p} \sum_{j=1}^{p} \frac{2\|x-\tilde{x}\|_{2}^{2}}{\tilde{p}_{n}} \frac{3 L_{J}^{2}\left(C_{0}+C_{1}+C_{2}\right)}{4^{n_{0}+n+1}}\left\{\frac{3}{2}\left(n_{0}+n+1\right)^{2}\right\} \\
= & \|x-\tilde{x}\|_{2}^{2}\left\{4 p^{2} d^{2} f_{g, 2}^{2} l_{f, 1}^{2}+4 p^{2} d^{4} l_{g, 1}^{4} l_{f, 2}^{2}+9 L_{J}^{2} p^{2}\left(C_{0}+C_{1}+C_{2}\right) \sum_{n=0}^{\infty} \frac{\left(n_{0}+n+1\right)^{2}}{\tilde{p}_{n} 4^{n_{0}+n+1}}\right\} .
\end{aligned}
$$

Since $\tilde{p}_{n}=\left(1-0.5^{\gamma}\right) 0.5^{\gamma n}$ and $1<\gamma<2$, we have

$$
\begin{aligned}
\sum_{n=0}^{\infty} \frac{\left(n_{0}+n+1\right)^{2}}{\tilde{p}_{n} 4^{n_{0}+n+1}} & =\frac{1}{\left(1-0.5^{\gamma}\right) 4^{n_{0}+1}} \sum_{n=0}^{\infty} \frac{\left(n_{0}+n+1\right)^{2}}{2^{(2-\gamma) n}} \\
& =\frac{\left(n_{0}+1\right)^{2}}{1-2^{\gamma-2}}+\frac{2\left(n_{0}+1\right) 2^{\gamma-2}}{\left(1-2^{\gamma-2}\right)^{2}}+\frac{2^{3 \gamma-6}+2^{\gamma-2}}{\left(1-2^{\gamma-2}\right)^{3}} .
\end{aligned}
$$

Therefore

$$
\mathbb{E}\left\|W\left(x, v_{1}\right)-W\left(\tilde{x}, v_{1}\right)\right\|_{2}^{2} \leq C_{\mathcal{D}}\|x-\tilde{x}\|_{2}^{2},
$$

where

$$
\begin{aligned}
C_{\mathcal{D}}= & 4 p^{2} d^{2} f_{g, 2}^{2} l_{f, 1}^{2}+4 p^{2} d^{4} l_{g, 1}^{4} l_{f, 2}^{2} \\
& +9 L_{J}^{2} p^{2}\left(C_{0}+C_{1}+C_{2}\right)\left(\frac{\left(n_{0}+1\right)^{2}}{1-2^{\gamma-2}}+\frac{2\left(n_{0}+1\right) 2^{\gamma-2}}{\left(1-2^{\gamma-2}\right)^{2}}+\frac{2^{3 \gamma-6}+2^{\gamma-2}}{\left(1-2^{\gamma-2}\right)^{3}}\right)
\end{aligned}
$$

### 7.14 Supplementary H: Proof of Lemma 42

Proof. Proof. First we have

$$
\begin{aligned}
\mathbb{E}[\tilde{h}(x)]=\mathbb{E}\left[h_{1}(x)\right]=\mathbb{E}\left[\mathbb{E}\left[h_{1}(x) \mid \mathcal{I}\right]\right] & =\frac{1}{B} \mathbb{E}\left[\mathbb{E}\left[\sum_{v_{i} \in \mathcal{I}} \text { UnibasedGradient }\left(x, v_{i}\right) \mid \mathcal{I}\right]\right] \\
& =\frac{1}{B} \mathbb{E}\left[\sum_{v_{i} \in \mathcal{I}} \nabla\left(f_{v_{i}}\left(\mathbb{E}_{w} g_{w}(x)\right)\right)\right]=\nabla F(x) .
\end{aligned}
$$

Secondly, for any $v \in \Omega_{v}$, denote $W_{i}=\operatorname{UnbiasedGradient}\left(x, v_{i}\right), h_{v}=\nabla\left(f_{v}\left(\mathbb{E}_{w} g_{w}(x)\right)\right)$ and $h(I)=\mathbb{E}\left[h_{1}(x) \mid I\right]=\frac{1}{B} \sum_{v_{i} \in I} h_{v_{i}}$, we have

$$
\begin{aligned}
\operatorname{Var}[\tilde{h}(x)] & =\mathbb{E}[\operatorname{Var}[\tilde{h}(x) \mid \mathcal{I}]]+\operatorname{Var}[\mathbb{E}[\tilde{h}(x) \mid \mathcal{I}]]=\frac{1}{K} \mathbb{E}\left[\operatorname{Var}\left[h_{1}(x) \mid \mathcal{I}\right]\right]+\operatorname{Var}_{\mathcal{I}}[h(\mathcal{I})] \\
& =\frac{1}{K} \mathbb{E}\left[\mathbb{E}\left[\left(h_{1}(x)-h(\mathcal{I})\right)^{\top}\left(h_{1}(x)-h(\mathcal{I})\right) \mid \mathcal{I}\right]\right]+\frac{1}{B} \operatorname{Var}_{v}\left[h_{v}\right] \\
& =\frac{1}{K B^{2}} \mathbb{E}\left[\mathbb{E}\left[\left(\sum_{i=1}^{B} W_{i}-h_{v_{i}}+h_{v_{i}}-h(\mathcal{I})\right)^{\top}\left(\sum_{i=1}^{B} W_{i}-h_{v_{i}}+h_{v_{i}}-h(\mathcal{I})\right) \mid \mathcal{I}\right]\right]+\frac{1}{B} \operatorname{Var}_{v}\left[h_{v}\right] \\
& =\frac{1}{K B^{2}} \mathbb{E}\left[\mathbb{E}\left[\sum_{i=1}^{B}\left\|W_{i}-h_{v_{i}}\right\|_{2}^{2}+\sum_{i=1}^{B} \sum_{j=1}^{B}\left(h_{v_{i}}-h(\mathcal{I})\right)^{\top}\left(h_{v_{j}}-h(\mathcal{I})\right) \mid \mathcal{I}\right]\right]+\frac{1}{B} \operatorname{Var}_{v}\left[h_{v}\right] \\
& \leq \frac{C_{\mathcal{D}}^{\prime}}{K B}+4 p d^{2} l_{f, 1}^{2} l_{g, 1}^{2}\left(\frac{1}{K}+\frac{1}{B}\right)
\end{aligned}
$$

where the last inequality follows from the definition of $C_{\mathcal{D}}^{\prime}$ and the fact that each component of $h_{v}$ is bounded by $d l_{f, 1} l_{g, 1}$ for any $v \in \Omega_{v}$, according to the definition of $l_{\mathcal{D}}$ and $h_{v}$. The equality above it follows from the independence between the $W_{i}$ 's given $I$.
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