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Abstract

The rise of business-oriented and commercial applications for Grid computing
environments has recently gathered pace. Grid computing traditionally has been
linked with scientific environments, where heterogeneous resources provided by Grid
systems and infrastructures were employed for carrying out computationally-
intensive and data-intensive scientific experiments or applications that may have not
been possible before. The natural progression is that business-oriented applications
will look to build on this success and utilise the large number of heterogeneous Grid
resources including computational resources such as CPUs and memory and storage
resources such as disk space, potentially available. The success of introducing these
applications into the mainstream is directly related to whether service providers can
deliver a level of Quality of Service (QoS) to a consumer and the ability of the
consumer to request high-level QoS such as the numbers of CPUs required or the RAM

required.

QoS refers to the guidelines and requirements requested by a user/consumer from the
service providers and resources. The communication and agreement establishment
processes between user and provider must be defined clearly to accommodate a new
type of user where knowledge of the underlying infrastructure cannot be assumed.
QoS parameters have generally been defined at the Grid resource level using low level
definitions. This tailors to specific applications and models related to scientific
domains where brokering, scheduling and QoS delivery is designed for specific

applications within specific domains.

This thesis presents a flexible model for high-level QoS requests. Business Grid Quality
of Service (BGQoS) is introduced for business-oriented and commercial Grid
applications which may wish to make use of the resources made available by Grid
system environments. BGQoS allows GRCs (Grid Resource Consumers) to specify
varying types of high-level QoS requirements which are delivered via querying up-to-
date resource information, matchmaking and monitoring operations. Moreover, we
present dynamically calculated metrics for measuring QoS such as reliability,
increasing the accuracy of meeting the GRC’s requirements. On the other hand GRPs
(Grid Resource Provider) are also capable of advertising their resources, their
capabilities, their usage policies and availability both locally and globally. This leads to
a flexible model that could be carried across domains without altering the core
operations and which could easily be expanded in order to accommodate different

types of GRC, resources and applications.
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CHAPTER 1: INTRODUCTION

1.1.

1.2.

Introduction

This chapter serves three main purposes. First, it introduces the general setting and
motivation behind the research. Second, it specifies the research objectives, including
the research question and the contributions. Finally, it provides an overview of the

methodology used and the structure of this thesis.

General Setting

The emergence of Grid Computing as a mainstream solution (Scale Out Software
2011) has allowed the progression and development of a new generation of
applications that utilise the resources Grids provide. Grids are systems that provide
the user with seamless access to a variety of resources, such as CPUs, storage space,
data and instruments. The Grid computing field is the result that has emerged from a
series of evolutionary steps in computing (Foster, Kesselman and Tuecke 2001), with
each providing a major advancement, allowing users to solve more complex problems
and gain otherwise unattainable results. This evolution started with the single user
model, to Massively Parallel Processors (MPPs), to clusters (Krishnamurthy et al
2001), to distributed systems and finally to Grid computing. Recently, large companies
such as SUN, IBM and Amazon have been providing Grid solutions by providing

resources and services to third parties.

A key ingredient in whether users can utilise grid resources successfully, is the
guarantee that users can control their requests. This includes being able to request
specific resources, set resource requirements or Quality of Service (QoS)
requirements and obtain guarantees that these requirements are met according to
their request throughout the duration within which there’s an association between

the user and the resources.

The focus of this thesis is threefold. First, to provide a flexible and expandable model
that is tailored to allowing the user to specify the types of resources they require and
the requirements associated with them at a high level, hiding the complexity of the
underlying infrastructure and its heterogeneity. Second, to provide a mechanism that
allows the selection of appropriate resources according to up-to-date resource
information, and finally, a solution that guarantees both the requirements of the user

and the resource provider are met throughout the execution of applications.
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1.3. Qualities of Service (QoS), Resource Operations and Motivation

There are many definitions for QoS. In this research, Quality of Conformance has been
chosen which sees QoS as meeting user requirements and specifications. For example,
if a user requires a resource with computational power equal to x and the resource
provider offers a resource that delivers the amount of computational power required,
i.e. computational power > x, provided that the resource does so throughout the time
the resource is dedicated to this user, then the resource can be said to have met the

request, or conformsto the request.

Moreover, each particular domain within the mainstream environment that the user
belongs to, will have its own set of QoS requirements and parameters that apply to
those domains applications. However, there is a case for carrying the parameters
across domains and establishing an arrangement for ensuring that the QoS carried

between domains conform to the same definition.

Resource information accessibility is vital to the success of carrying cross-domain
requirement specifications and provides the platform for locating the appropriate
resources that meet QoS parameters requirements submitted by the user. Current, up-
to-date and accurate information relative to each resource ensures that resources
selected are offering the level of QoS that is requested by the user and provides the

base for creating a working relationship between user and resource provider.

The explanation above presents a problem which needs to be tackled and that is the
problem of providing a description of the QoS requirements that can easily be created
and used to compare with the level of QoS that a resource is offering in order to carry
out appropriate resource selection. There is a need to specify a specific method of
describing QoS that the user can use. The information within these QoS descriptions
must be extracted in order to carry out resource operations, including resource

selection and allocation.

Therefore, resource operations must rely on a user’s requirements and the values they
set for the level of QoS each resource must provide. Many factors can play a role
within this system, such as resource provider policies, user budgets, and resource

quantity and time limitations.



CHAPTER 1: INTRODUCTION

1.3.1.

Background

Grid computing research has not produced a comprehensive and flexible approach
which supports different types of Grids and applications. Current Grid technology is
diverse with an inclination for adopting a service oriented architecture (Papazoglou et
al 2008) that supports and provides commercial, business-oriented and mainstream
services to different domains. However, most current efforts address specific domains
such as bioinformatics (myGrid@EBI 2002) or weather prediction, producing specific
solutions tailored for applications within those domains and a solution that cannot be

carried across to another domain easily.

Moreover, the diversity or lack of QoS support presents major challenges in making
Grids a viable tool for the commercial and business-oriented domains where QoS is
essential. Many current Grid projects utilise resources that are offered voluntarily, this

model cannot be carried forward and the issue of QoS support must be addressed.

The proposed model is driven by the need to find a solution to the problem of
flexibility and QoS support and the thesis presents this model and the motivation
behind the work. Essentially, it is proposed in line with the assumption that
applications from different domains such as, education, engineering and medicine
require QoS guarantees and that the requesting of those guarantees is carried out in

an efficient manner at a high-level.
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1.4. Research Question and Contributions

The selection of resources in Grids is not a straightforward process. This is due to the
dynamic nature of Grids, as well as the complexities arising from the distributed and
heterogeneous nature of its resources. However, these complexities become more
apparent when requesting resources is associated with a specific set of requirements
which these resources must meet. The rising number of applications, their types and
the different domains they belong to, has meant that the delivery of a standard set of
QoS attributes is one of the complexities that needed to be addressed. Moreover, a new
approach to QoS specification was needed to be undertaken. This led to the following

research question:

Is there a model for QoS of Grids and Grid behaviour that is flexible, capable of carrying
out resource operations and is guided by user requirements such that the delivery of QoS

to a variety of user types and domains can be guaranteed?

This question can be divided into multiple sub-questions related to implementing any

possible model:

At which level must the QoS required be specified within the Grid Architectural Model?

What type of QoS must be supported? How will they be measured?

How can a model that uses this set of QoS be implemented in a way that hides the
complexities from the user, while maintaining a successfill operational model for

resource providers?

How can the issues of local and global resources be addressed? How can the

specification of users’ privileges to request such resources be addressed?

How will resource discovery and selection occur?

How can reallocation and rescheduling be supported at the same level? And on what

basis are these operations triggered?

How can this model be efficiently implemented? What are the components and

architecture required?
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1.5. Contributions

This thesis presents:

» A comprehensive review of literature on Grid computing, QoS and related projects and
models.

» A high-level QoS approach to resource operations driven by a requirements
description originating from the user and utilising multiple types of resource
information, static and dynamic.

» A dynamic method for calculating specific QoS parameters using up-to-date
information, hence increasing the accuracy of resource information, leading to a more
accurate resource selection process.

» A multi-tier flexible user model which defines the types of users, their privileges and
responsibilities.

» A new method for requesting QoS through specialised interfaces, templates and tier
related restrictions.

» A QoS model defining the requirements and communication processes for successful
QoS support.

» A resource selection and ranking model for matchmaking resources with the users’
description of requirements.

» A method, which employs reallocation, for guaranteeing the level of QoS through the
run of an application according to the requirements submitted by the user.

» A novel local approach to searching for resources while maintaining the capability for
searching for global resources, using up-to-date resource repositories to hold
information on resources that are current. Including, an improved scheduling and
reallocation method that employs both the resource ranking capabilities of the model

and those of the resource repositories.

6
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1.6. Methodology

The methodology is comprised within the following stages:

e Literature Review:
Gathering the information that is related to the field of research has helped in
formulating the research question as well as providing a clear picture of current
research in the field, and the current developments that directly relate to the research

undertaken and introduced in this thesis.

e Definitions:
An important part of answering the research question was that of identifying and

defining the required building blocks on top of which this research is carried out.

e Model design:

The model was designed to provide the platform that answers the research questions.

e Model development:
The novel model was presented, prototyped, improved, technically developed and

produced in detail.

e Simulation:
The model’s evaluation has been carried out using simulation. This is achieved
through using a simulation toolkit that has been expanded and extended for the
purposes of this research. The simulation toolkit was then used to provide the testing

and evaluation environment for this model.

¢ Evaluation:
The novel model and its components are evaluated using the newly expanded and

extended simulation toolkit. This evaluation process includes:

- Testing the functionalities of individual components of the model
- The success of the QoS model and QoS delivery.
- Evaluating whether the model meets its objectives.

- Evaluating the model in terms of functionality and performance.
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1.7. Thesis Organisation

Chapter 2: Presents a comprehensive review of literature and background. It presents
a background of Grid Computing, its architecture and its objectives. Next, the chapter
introduces QoS and resource operations. Moreover, it also introduces related projects,

efforts and research.

Chapter 3: Presents the new model, Business Grid Quality of Service (BGQoS). High-
level concepts of BGQoS and related definitions are included within this chapter.

BGQoS and its associated concepts form the main contribution of this thesis.

Chapter 4: Presents the QoS model implemented within BGQoS. An explanation of the
QoS model and the methods implemented within it in order to guarantee the delivery

of QoS to the GRC are included within this chapter.

Chapter 5: Presents the components of BGQoS. Complete and detailed explanation of
BGQoS components, their responsibilities and specific tasks within the model are

included within this chapter.

Chapter 6: Presents the operations employed by the components presented in Chapter
5 in order to carry out their responsibilities. This chapter complements Chapter 5,

combining the components with their functional approach.

Chapter 7: Presents the simulation environment and its significance in implementing
and evaluating BGQoS. An explanation of the toolkit used and its expansion is included

within this chapter.

Chapter 8: Presents a comprehensive evaluation of the important operations,

components and functionalities of BGQoS.

Chapter 9: Continues the evaluation of BGQoS. A complete experimental environment

is introduced and the results are shown and analysed.

Chapter 10: Presents the summary and conclusion of the thesis. Furthermore, future

work and trends are included within this chapter.
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2.1.

2.2,

Introduction

The last decade of the 20t century witnessed a substantial increase in applications
requiring high levels of computing power and network bandwidth. The result was the
rapid improvement in hardware, software and network infrastructure. However, the
continued development of scientific applications and the thirst in different fields
including science, engineering and business (Tserpes et al 2007) to solve bigger and
more complicated problems, effectively meant that the technological advancement
was lagging and that the current generation of computing at that time which consisted
of computers, workstations and super-computers were not enough. Moreover, the fact
that these problems were computation and data intensive meant that the resources
they required were heterogeneous and often could not be provided within the same
organisation and were not located in the same geographical location. This chapter
introduces Grid computing, its concepts, architecture and operational model. It also

specifically explores work related to this thesis.

Grids

The availability of powerful computers and high speed networks at a reasonably low
cost rapidly changed the computing world. It allowed technology to introduce
resources sharing such as computational power and storage capacity, as wide area
distributed computing models, leading to what is currently known as Grid Computing.
By using this new distributed computing environment that allows the user to access
diverse types of resources that are located in different places, the users were allowed
to solve more problems that require resources that were beyond the capabilities of
their own sites, locations or organisations. Moreover, these capabilities were able to
provide a reliable method for speeding up the process of carrying out applications.
These distributed computing systems are called Grids and will hereafter be called
Grids in this thesis. Figure 1 is an example of utilising grid resources in order to assist

in product research and development.

The main aim of Grid computing is resource sharing and the utilisation of
heterogeneous and geographically distributed resources. This approach has come
from different scientific and research institutions and organisations who wanted to
carry out compute-intensive and data-intensive applications that required a large
number of resources while also requiring them to be completed within a realistic time
frame within which the results would still be applicable and viable. However, after

Grids established themselves within scientific domains and environments and have
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allowed some of the biggest experiments in human history to be carried out, such as
the Large Hadron Collider (LHC) at CERN (2011), it was inevitable that Grid

Computing would evolve to be utilised within other domains.

The full text of this image has been
removed due to third party
copyright. The unabridged version
of the thesis can be viewed at the
Lanchester Library, Coventry
University.

Figure 1: Johnson & Johnson on using Grids (OGF 2007)

The inspiration to name these distributed computing systems as Grids is derived from
Electrical Grids. Electrical Grids pool together the generation capabilities of a large
number of geographically distributed electrical generators to provide usable, reliable,
cheap, and universal electrical power. In similar fashion, a Grid is designed around the
concept of pooling resources that might be geographically sparse and run by different
administrations, in order to provide easy, reliable, standardised, specialised, dynamic
and pervasive access to high-end computational resources. This concept has been
expanded to include data, instrument and human resources as will be explained

throughout this chapter (Czajkowski et al 1998, Roy and Sander 2001).

The project of Grids started with the objective of linking super-computers, combining
their capabilities and using them as a single unit. That concept grew to provide a
platform from which many applications could benefit, including engineering, physics,
data exploration, high throughput computing and service oriented computing. The
internet boom, which saw the internet grow at a very high speed alongside the web,
has produced interest in exploiting the Web as an infrastructure for running
distributed and parallel applications, effectively creating a Grid computing platform

(Foster et al 1999, Jeffery 2007).

According to CERN (2011) Grid computing can be defined as a service for sharing

computer power and data storage capacity over the Internet. Foster (2002) explains
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2.2.1,

2.2.1.1.

that for a distributed computing environment to be called a Grid, it must meet a three

point checklist:

It must be able to coordinate resources that are not subject to centralised control: A
Grid coordinates resources from different control domains. A Grid enables the sharing
of a large number of distributed resources that are not in the same geographical

location; otherwise we are dealing with a local management system.

It uses standard, open, general purpose protocols and interfaces: Grids are built from
multi-purpose protocols and interfaces that can address multiple issues such as
resource discovery and resource access; otherwise we are dealing with an application

specific system.

It delivers non-trivial Quality of Service: A Grid allows its resources to deliver Quality
of Service, meeting user’s complex demands; otherwise the potential of the system

cannot be guaranteed to be greater than its individual components.

For the effective and correct operation of Grids, the provisioning of system support
tools, User Interfaces (Uls), programming languages, programming environments,
Grid operating systems, storage services, process management services, security
infrastructure and management were necessary. However, the main challenge was
that of management of resource sharing and the later challenge of resource

scheduling.

Grid Computing Objectives

This section explains the objectives of Grids and the grid computing field in general.

Resource Sharing

The main aim for the development of Grid Computing was that of resource sharing
(Foster et al 1999), and still remains the main objective. Initially, internal projects
were carried out within the same institution, company or organisation. If a project
was large and required a large number of resources to be completed within a certain
amount of time; more resources were allocated to that project. These institutions
would use idle resources within their local environments and make use of them for
completing tasks. That opened the door to a situation where certain departments with
computationally intensive tasks would be allowed access to idle resources in off-peak

hours from other departments or local resources that are under-utilised or idle, to
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carry out their operations. For example, if an application needed resources that
equalled the combined operational power of a complete floor, administrators would
allow those applications to utilise the unused computational power during periods
when these resources are not used by others in order to successfully carry out the
required tasks. This has evolved into the current Grids which allow the sharing and
selection of resources or a group of heterogeneous resources such as computing and

storage resources.

Efficient Utilisation of Idle, Unused and Unallocated Resources

In most organisations there are a large number of unutilised resources. According to
IBM (2007), computing resources in most organisations are only utilised to their full
capacity and potential five percent of the time. This idle status is by no means limited
to CPUs, it also applies to other resources in varying percentages. Grids help
organisations pooling their resources together; resources such as computational

cycles, software, database servers and network bandwidth.

Collaboration

The collaboration between different institutions and organisations is very difficult.
Each organisation might have a different architecture deployed. In fact, some
organisations might have different deployed architectures between different sites
within them. In addition, each organisation has its own policies; guidelines and rules
set in place governing any collaboration between different organisations. These
guidelines provide the boundaries of operation, and must be adhered to for any
collaboration to proceed. A Grid is an environment that allows the collaboration
between different organisations, service providers and users. It enables
heterogeneous, distributed resources to be pooled together and accessed on-demand.

This simplifies access to these resources and makes collaboration possible.

Large Problems, Tasks and Applications Solutions

Through Grids, multiple resources can be utilised and pooled together to solve very
large problems that would not have been possible if it were not for the access to
variable and distributed resources the Grid provides. This has allowed many fields
such as weather forecasting and meteorology (Ren et al 2006), industry
(Taylor, Surridge and Marvin 2009) and bioinformatics (myGrid@EBI 2002, Desprez

and Vernois 2005) to process large amounts of data, run large applications and carry


http://www.computer.org/search/results?action=authorsearch&resultsPerPage=50&queryOption1=DC_CREATOR&sortOrder=descending&queryText1=Mike%20Surridge
http://www.computer.org/search/results?action=authorsearch&resultsPerPage=50&queryOption1=DC_CREATOR&sortOrder=descending&queryText1=Darren%20Marvin
http://www.computer.org/search/results?action=authorsearch&resultsPerPage=50&queryOption1=DC_CREATOR&sortOrder=descending&queryText1=A.%20Vernois

CHAPTER 2: BACKGROUND AND LITERATURE REVIEW

2.2.1.5.

2.2.2,

out computationally intensive simulations. This presented another problem that is
also addressed by Grids and explained in the next objective, which is the increased

storage demand.

Storage Solution

Grids allow the storage of data by providing access to storage resources ranging from
high capacity disk storage to long term storage resources. Not only does this provide
space for storing data that was not previously available, but also provides the user or

application requiring the data access to these resources on-demand (Jeffery 2007).

Grid Features

This section presents the typical features of a Grid (Iamnitchi and Foster 2001, Foster

2002).

Single Login: The provision of a single login that gives the user secure access to Grid
resources. Access control mechanisms are used to control and govern user access to

Grid resources.

Resource Management: The provision of resource management, information services,
data storage and data transportation. The highly distributed environment proposed
for sharing heterogeneous resources via Grids must be able to meet the challenges of

resource management and monitor them through its architecture and protocols.

Heterogeneity: Grid resources are not of a single type, in the same location or under
the same administrative domain. The latter is explained in the next feature of this list.
However, the heterogeneity of resource types available in Grids is a vital component

and feature.

Multiple administrative domains: Resources in Grids are located in different locations
and operate under the umbrellas of different administrative domains, institutes and
organisations. Each of these domains has guidelines, policies and protocols that
govern the allocation, usage and utilisation of the heterogeneous resources that

belong to them. Grids must therefore operate within these constraints.

Parallel processing capabilities: Results are returned more quickly, efficiently and

accurately, using the parallel processing capabilities of Grids. Not all applications can
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be modified to run on a parallel computing infrastructure, therefore not every
application will be able to function on the Grid. This essentially means that the
common belief that Grids will be able to pool resources together to carry out any
application many times faster, is not accurate. In fact, developing applications to run
on the Grid is both a scientific and engineering challenge (Allen et al 2003), and while
there currently exist advanced techniques to do so, they have not been optimised and
there is still much work to be done. However, when developed, Grid applications
would be able to acquire and release resources according to their needs, on-demand.
Applications should also interact easily with users, interact with different types of
data and interact with other Grid applications. Grid applications would be capable of
completing tasks many times faster than when there was no access to distributed
resources. Indeed, some applications may even complete tasks that were not even

possible before the resource pooling powers of Grids (Allen et al 2003).

Dynamicity and Scalability: The Grid by definition is a dynamic infrastructure in which
resources can fail, leave the Grid or change according to different conditions. Users,
service providers and organisations might also join, leave or change their relationship
with the Grid at any point. This is both a feature and a challenge in Grids, one that will
be addressed in detail within this thesis. The dynamic nature of Grids enables
resources to join the Grid at anytime, leading to an increase in its size that could be
significant and potentially affecting performance and other scalability issues.
Therefore, Grids must be scalable to accommodate this change, expansion and fluid

resource model.

Grid Architecture

Generally, Grids follow a layered architecture which figure 2 illustrates (Foster 2002).
Each layer uses the service or services provided by the levels below them and build
upon those services. In addition, each level is made of many components which
collaborate and communicate between themselves as well as with the lower levels

(Ledlie et al 2003, Amin, Von Laszewski and Mikler 2004, MANET Charter 2011).
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Figure 2: Layered Grid Architecture (Ledlie et al 2003)

2.2.3.1. Fabric Layer

The fabric layer contains the resources; both logical resources and physical resources,
which Grids facilitate access to. Logical resources include distributed file systems and
a computer cluster (Foster and Kesselman 1999), Physical resources include
computational resources, data and data storage resources and network resources
(Foster and Kesselman 1999). This thesis, as mentioned previously, is mainly

concerned with computational and storage resources.

This layer defines the interface to native resources, and implements low-level
mechanisms that allow the user to access the resources. Once they are accessed, the
resources can be used. These mechanisms include but are not limited to resource state
inquiries and resource management that must be defined and implemented

specifically for the set of resources it interfaces with locally.

2.2.3.2. Connectivity Layer
The basic communication protocols and the core authentication protocols are defined
at this layer. These protocols are required for Grid networking service transactions,

and provide the mechanism to identify Grid resources and users. Protocols at this

layer are derived from the TCP/IP protocol stack. This includes Internet Control
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Message Protocol (ICMP) (Rowstron and Druschel 2005), Transport Control Protocol
(TCP) (Traversat, Abdelaziz and Pouyoul 2003), Internet Protocol (IP) (Saxena,
Tsudik and Yi 2003) and Domain Name System (DNS) (Rikitake 2005).

Resource Layer

The resource layer uses the protocols defined in the connectivity layer to control
access, negotiation, and initiation, management, monitoring and accounting for Grid

resources.

This layer only controls individual resources, without regard to the global state of the
system. The resource layer uses the fabric layer (lower layer) to gain access to local
resources and controls them. This is done using the information protocol and
management protocol. The information protocol is used for calling the fabric layer
functions that access and control local resources. The management protocols are used
for negotiation and other management of resources (Foster, Kesselman and Tuecke

2001).

Collective Layer

The resource layer is only concerned with individual resources. The global state and
atomic actions of the complete set of resources pooled together is the responsibility of
the collective layer. The collective layer is not associated with a single resource, but is
global in nature and is concerned with communication and interactions between
selections of resources. Moreover, it is also responsible for the management of these
resources. The collective layer is therefore responsible for the coordination between

different Grid resources.

The Collective layer is built on top of the narrow layers beneath it, such as the
resource and connectivity layer. This means that it can implement many sharing
behaviour functions without placing extra requirements on the resources themselves
and using a limited number of the protocols from the layers beneath it. Directory, co-
allocation, scheduling, brokering, monitoring, diagnostics, data replication, software

discovery and partner services are in this layer (Netto and Buyya 2010).
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The application layer is the top layer of the Grid architecture. This layer includes the
user’s applications and enables the use of Grid resources. Created by application

programmers, they call the service and protocols provided by the lower layers.

Grid Evolution

In the literature (Al-Fawair 2009), Grid topology evolution is classified into four
distinct stages; clusters, intraGrids, extraGrids and interGrid. These stages are

illustrated in figure 3.
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Figure 3: Grid Evolution (Al-Fawair 2009)

2.2.4.1. Stage 1: Clusters

The initial stage of the development and the grounds for the evolution of Grids was
the cluster. Clusters are a collection of pooled resources that were used as a unit to
provide more computing power when necessary. Clusters are still the smallest and
most restricted types of Grids. Cluster computing is built on individual unit processors

and commodity operating systems.

Clusters are used to solve computing problems that were proposed by members of an
organisation and were beyond the capabilities of a single computing unit. Clusters

were implemented locally using the available resources within a single department,
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organisation or group. These resources include personal computers (PCs), storage
devices and servers in particular, hence creating a heterogeneous pool of resources
used for delivering a service that a single unit could not. However, Clusters, as
explained before, are the simplest types of Grids, and while they operate in a
heterogeneous resource environment, the resource pool itself can only be accessed

locally at a single point, using a single queue (MANET Charter 2011).

Stage 2: IntraGrids

IntraGrids are distributed systems of clusters within the same organisation or
administrative domain. IntraGrids could span multiple geographical locations within
an organisation, but in some cases could be a collection of clusters within the same
location that are connected together. This allowed organisations to use the basic
concept in which clusters of resources are pooled together and expand it into a larger
model within the same environment, providing a larger scale of resource sharing and
making them available for authorised users. Reliability, security, control over resource
access and authentication were the main reason why the concentration of application

developers was on intraGrids.

Stage 3: ExtraGrids

ExtraGrids open intraGrids to trusted parties and partners, allowing them to share
resources and services between each other. These partners are specific and are
usually affiliated with the organisation that shares its IntraGrid. ExtraGrids to Grids
are what Wide Area Networks (WANSs) are to networks. Unlike IntraGrids, the parties
that participate in creating an ExtraGrid have differing policies and do not fall under
the same administrative domain. However, the relationship between the collaborating

ExtraGrids is usually close and mutual.

ExtraGrid can provide a vessel to offload off-peak traffic to a trusted third party, for
commercial applications (Crawford et al 2003). Virtual Private Networks (VPNs) are
used to make these resources available. Figure 4, from IBM (2007), illustrates

ExtraGrid architecture.
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Figure 4: ExtraGrid architecture (IBM 2007)

2.2.4.4. Stage 4: InterGrids

The evolution of Grid computing has led to the current generation of Grids. InterGrids
(Dias de Assun, Buyya and Venugopal 2008) are a collection of IntraGrid and
ExtraGrids that relate in terms of evolution to that of the networking field; from
separated Local Area Networks and Wide Area Networks to the inter-networked mesh
that is the Internet as we know it. This step of evolution has been as significant for

Grid computing.

InterGrids provide the platform for the development of the next-generation of Grid
applications that has started to gather pace recently. This has allowed Grid computing
to start being introduced into the mainstream. This thesis concentrates on the
flexibility and QoS aspects of this evolution phase and is concerned with providing the

required conditions for the success of InterGrids.
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Grids Classification

Grids could be classified according to multiple criteria, one of which is a classification
that relies on their administration purpose and target users. This classification
produces four types, National Grids, Volunteer Grids, Project Grids and Enterprise
Grids. Another classification is based on the Grids' functionality and produces
Computational Grids and Data Grids. All of these types are explained in detail within

this section.

National Grids

National Grids utilise high-end computing resources as well as data across a nation to
create a national computing architecture which is distributed, reliable and integrated.
Access to national Grids is controlled by the governments or governmental
institutions responsible for it. National Grids were initially restricted to be used for
governmental projects, this however has changed recently. Currently, National Grids
are also used by educational institutions, research centres and other public sectors

(China Grid 2003, D-Grid 2005).

Volunteer Grids

Volunteer Grids are an idea in which internet users are given the choice to volunteer
unused personal resources. These resources are pooled and used towards achieving a
non-revenue scientific, partner or charity goal. In return every volunteer will have
restricted access to the Grid. Examples of these types of Grids include Berkley Open
Infrastructure for Network Computing (BOINC) (Anderson 2004) and SLINC
(Baldassari, Finkel and Toth 2006)

Project Grids

Project Grids may span wide areas, potentially across international domains and
different organisations that may be located across multiple geographical areas. These
Grids pool resources in order to provide service to different communities to achieve a
certain scientific or commercial target. Access to these Grids is governed by a privately
chosen administrative authority and is usually limited to the organisations that are
members of that Grid (Particle Physics Data Grid 2001, Chien 2003, UK e-Science
(Grid) Core Programme 2006).
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Enterprise Grids

Enterprise Grids use the resources located within a single organisation and combine
them to produce a powerful, internally distributed computing model. These Grids are
at no cost as they only combine available resources within the same enterprise.
Moreover, administration is carried out by network administrators within that
organisation. Access to these Grids is limited to selected members of that organisation,
usually members involved with large projects of importance to that organisation

(Cappello et al 2005, Apple 2011a).

Computational Grids

A computational Grid is a collection of computing resources. These computing
resources represent computing elements and may belong to different owners in
different locations and domains. The computing elements themselves might be
heterogeneous. The initial purpose of these types of Grids was to run compute
intensive applications, in areas where the applications were very large, such as
complex scientific and engineering problems. Moore’s law states that the processing
power of computers double every 18 months. Combining computing elements can
provide the users with possibilities that were not feasible before the Grids (Jacob

2003).

Data Grids

Data Grids are designed for the storage and replication of data across multiple sites
allowing access to this data in an on-demand and efficient manner (Jacob 2003). To

illustrate this, the field of medical imaging (Erberich al 2007) is used.

Medical images are substantial in size and considering the number of images taken
every day, the issue of data storage needs to be addressed. On top of image sizes,
patient information and other related information must be stored with that image.

(IBM 2007 and Frost and Sullivan 2007).

The migration from analogue to digital imaging technology has been going on for
some time and new imaging technologies such as Magnetic resonance imaging (MRI)
and X-ray computed tomography (CT) are used globally. For example the number of
CTs taken has grown from 7 million in 2004 to almost 80 million in 2008 (IBM 2007,
Apple 2011a). These technology advancements have provided cost-effective

alternatives to open surgical intervention and so have been used more regularly and
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on a larger scale. Moreover, in parallel, radiologists have started using digital software
systems. This has come at a cost, the amount of storage needed to store Imaging data
has been growing and is now posing a challenge, not only are there more tests
undertaken, those tests have much more data attached to them and that amount of

data is growing (IBM 2007, Apple 2011a).

Another challenge is the amount of fixed content which is retained for a long period of
time, regularly referenced and does not change. This has increased from 308,000
terabytes in 2003 to 1,250,000 terabytes in 2007 taking up massive amounts of
storage in a single geographical location due to the currently used “siloed”
architecture (IBM 2007). The volume of data produced by major institutions doubles
every six months and there are now around 150 petabytes of medical image related

data produced each year (Frost and Sullivan 2007).

Data Grids are responsible for storing the data and providing access to this data to
authorized users. Along with the distributed database systems, which can be
heterogeneous, they provide the infrastructure that is capable of data storage, data

discovery, data handling, data publication and data manipulation.

Grids in Europe

Over the last decade or so there have been major Grid efforts in America and in
Europe as well as elsewhere. The American effort in general defines the Grid as a
meta-computing infrastructure, while the European school has concentrated on data.
[t is worth mentioning that this is not a restrictive statement and there have been both
data centred Grid projects in America such as the DataGrid (Chervenak et al 1999)
and there have been computationally centered Grid projects in Europe such as

EUROGRID (2004).
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CoreGrid (2008), the European Research Network on Grid Foundations, Software
Infrastructures and Applications for large scale distributed Grid and Peer-to-Peer
Technologies, is a major European initiative. CoreGrid has aided in highlighting
European research achievements internationally, both in scientific and academic

domains. Ultimately, the main aim of CoreGrid was to deliver:

"A  fully distributed, dynamically reconfigurable, scalable and autonomous
infrastructure to provide location independent pervasive, reliable, secure and
efficient access to a coordinated set of services encapsulating and virtualizing
resources (computing power, storage, instruments, data, etc.) in order to generate

knowledge” (CoreGrid 2008)

Twenty nine full partners, nineteen countries -eighteen of which are European- have
been involved in the project and in achieving its objectives. Six research areas have

been targeted, these areas are:

e Knowledge & Data Management

e Programming Model

e  Architectural Issues: Scalability, Dependability, Adaptability

e  Grid Information, Resource and Workflow Monitoring Services
e Resource Management and Scheduling

e Grid Systems, Tools and Environments

With the LHC (2011) running at the