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Abstract 

 

Recent findings suggest, that perception of acoustic stimuli in the mouse auditory cortex relies on 

categorization of object-based representations. Local neuronal populations in L2/3 of the mouse auditory cortex 

reportedly exhibit a limited number (1-3) of stable modes of response, each possibly evoked by multiple 

complex sounds of variable acoustic features. Stimulation using linear intensity mixing of sounds evoking 

different response modes revealed an attractor-like dynamic of the underlying representation. These modes of 

response were hypothesized to represent the neural correlate of perceptual categorization. We have developed 

an experimental protocol enabling chronic two-photon imaging of the previously described population coding 

under awake conditions. Using this protocol we acquired data suggesting that the pattern of population activity 

underlying a mode of response, is stable during a week-long timeframe. We have also recorded the neural 

activity of a local subpopulation of somatostatin-positive inhibitory interneurons (SST+ INs) during abrupt 

changes in cortical representation. Our preliminary results suggest that local SST+ INs exhibit maximal firing 

when the neural correlate of a mode of response is exhibited by the surrounding population of principal cells. 

In addition, we observed a transient increase in the synchronicity of response of single SST+ cells, concurrent 

with the switch in cortical representation. We hypothesize that the observed dynamics may reflect the attractor 

state of the underlying network. Based on the successful acquisition of preliminary results, we confirm that the 

developed experimental protocol enables recording of specific interneuronal subtypes during changes in cortical 

representation. 

 

Key words: Auditory cortex, sound encoding, complex stimuli, inhibitory interneurons, optophysiology, 

attractor dynamics 

  



 

 

 

 

 

 

 

Abstrakt 

 

 Výsledky nedávno publikovaných štúdii ukazujú, že vnímanie akustických stimulov v sluchovej kôre 

myši môže vykazovať charakter kategorizácie objektovo-založených reprezentácii. Lokálne populácie 

neurónov nachádzajúce sa v spojenej druhej a tretej vrstve sluchovej kôry myši, údajne vykazujú malý počet 

stabilných módov odpovedi (1-3), vyvolávaných viacerými komplexnými zvukmi s rozdielnymi akustickými 

vlastnosťami. Stimulácie za použitia batérie dvoch lineárne zmiešaných zvukov vyvolávajúcich rozdielne módy 

odpovede preukázali, že takto definované kôrové reprezentácie vykazujú atraktorovú dynamiku. Módy 

odpovedi môžu podľa autorov reprezentovať nervový korelát vnemových kategórii. Vyvinuli sme protokol, 

ktorý umožňuje dlhodobé pozorovanie vyššie popísaného populačného kódovania, za použitia dvojfotónovej 

excitácie u bdelých zvierat. Využitím tohto protokolu sme získali výsledky, ktoré naznačujú že kôrové módy 

definované konzistentnými populačnými odpoveďami vykazujú stabilitu v časovom horizonte jedného týždňa. 

Naše predbežné výsledky tiež naznačujú, že priemerná aktivita somatostatín-pozitívnych interneurónov (SST+ 

INs) behom náhlych zmien v lokálnej reprezentácii dosahuje maximum v priebehu prítomnosti nervového 

korelátu módu odpovede daného aktivitou excitačných neurónov. Naše dáta taktiež naznačujú, že aktivita 

jednotlivých SST+ buniek pri odpovedi na kroky z lineárneho mixu spojené s prechodom medzi módmi 

odpovedi, vykazuje vyššiu zhodu. Naša interpretácia pozorovaného správania spočíva v teórii, že ide o dôsledok 

dvoch možných stavov lokálnej atraktorovej siete. Na základe získaných pilotných dát sme potvrdili, že 

vyvinutý experimentálny protokol umožňuje nahrávanie odpovedí špecifického podtypu interneurónov, behom 

zmien v kôrovej reprezentácii. 

 

Kľúčové slová: Sluchová kôra, kódovanie zvuku, komplexné stimuly, inhibičné interneuróny, optofyziológia, 

atraktorová dynamika. 
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1 Introduction

 

 

The orchestration of the activity of cellular ensembles forming tissues and organs is mostly organized, 

directly or indirectly, by neuronal populations of the central nervous system. The understanding of the language 

these populations communicate in when processing extrinsic and intrinsic signals relevant to the organism or 

when effectuating responses, could have similar ground-breaking consequences as those once generated by the 

deciphering of the genetic code. Therefore, the breaking of the neural code, in many aspects the most prominent 

mystery of present day physiology, possibly represents the next grand discovery with potential to define a 

generation of research. 

The mammalian brain, with the neocortex as its crowning mystery, remains poorly understood mainly 

due to its unparalleled complexity in terms of development, organization and function. Every model aspiring to  

describe the mode of its operation, needs to do so with respect to its anatomical architecture and wiring. Further 

constraints are generated by the well-documented functional properties of single cells (such as firing rates or 

short-term synaptic dynamics), or large functional areas (such as their organization into primary and higher-

order cortices). The lack of knowledge regarding the physiology of neuronal populations, is primarily caused 

by the challenges coupled with observations on such scale. Hopefully, recent and future advancements in 

neurobiological methods will provide tools enabling discoveries leading to the understanding of how 

information is represented and processed in the central nervous system, ultimately resulting in the capacity to 

causally intervene under pathological conditions. 

2 Structure of interest 

 

As a structure presumably responsible for cognitive abilities and a hallmark of human evolutionary success, 

the mammalian neocortex is capable of processing complex and highly specific information in distinct 

functional areas, while employing the same general pattern of cellular organization across different regions. The 

following chapters will discuss the architecture of the neocortex starting with the characterization of its main 

neuronal constituents, followed by their functional organization into layers and circuits. Finally, a specific 

model describing an auditory stimulus-coding strategy will be reviewed. 

 

2.1 Cellular composition 

 

There are two major neuronal subtypes residing in the neocortex. First, the excitatory, glutamatergic, 

spiny, principal neurons representing approximately 80% of all neocortical neuronal population. These cells are 

capable of forming synapses generating excitatory postsynaptic potentials (EPSP). Secondly, the inhibitory, 

GABAergic, smooth, mostly aspiny neurons representing the remaining 20% of total neocortical neurons. 

Synapses of these cells usually generate inhibitory postsynaptic potentials (IPSP) (DeFelipe and Fariñas, 1992; 
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Markram et al., 2004). Since inhibitory interneurons and their roles in functional microcircuits represent a 

substantial part of research described in this text, their properties will be discussed in more detail. 

 

2.1.1 Excitatory neurons 

 

Neocortical neurons forming excitatory synapses are the major (80%) neuronal constituent of the 

neocortex, responsible for 85% of local connections (DeFelipe and Fariñas, 1992; Douglas and Martin, 2007; 

Markram et al., 2004). Due to the presence of dendritic spines (short (1-2 μm) membranal compartments 

(Ballesteros-Yáñez et al., 2006)) excitatory cells are also often termed spiny and are, based on their morphology, 

further distinguishable into two groups: pyramidal cells and non-pyramidal cells (DeFelipe and Fariñas, 1992).  

Pyramidal cells form apical dendrites, long axons and reside in all neocortical layers except L1 (DeFelipe 

and Fariñas, 1992), where their apical dendrites often terminate in tufts (Oberlaender et al., 2012). These cells 

include both upper and lower L2/3 pyramids with intracortical connectivity (Petersen and Crochet, 2013) and 

large pyramidal neurons found in L5 (Kasper et al., 1994) and L6 (Thomson, 2010) accounting for most of the 

output to subcortical regions from the neocortex. Spiny non-pyramidal neurons are classically described as star-

shaped or of interneuronal morphology, due to their short, locally branching axonal projections (DeFelipe and 

Fariñas, 1992). These cells are mainly present in the L4 and include two subtypes: stellate cells, which 

completely lack an apical dendrite, and star pyramids, which do project a slender apical dendrite terminating in 

L2 (Oberlaender et al., 2012; Staiger et al., 2004). In general, excitatory neurons mostly form asymmetric (Gray 

type I) synapses targeting dendritic spines (Ballesteros-Yáñez et al., 2006; Colonnier, 1968; Gray, 1959). 

In addition to being the guideline to neuronal migration during neocortical development (Rakic, 1972), 

local radial glia are a direct progenitor of neocortical principal cells (Tamamaki et al., 2001). Furthermore, it 

was shown that sister principal cells generated by asymmetrical division of radial glia exhibit transient electrical 

connections during development (Yu et al., 2012a). These are later transformed into chemical synapses, the 

incidence of which is significantly higher between clonal sisters when compared to random neighboring 

principal cells (35% in sister cells compared to 5-20% in random (Markram et al., 1997; Sjöström et al., 2001; 

Song et al., 2005)) (Yu et al., 2009). Thus, neocortical excitatory microcircuits seem to be lineage-dependent 

and of significantly nonrandom connectivity (Song et al., 2005). The main task of neocortical principal cells is 

to convey signals within and between various areas, in other words to effectively carry and drive the flow of 

information (Tremblay et al., 2016). To our current knowledge, principal cells of the neocortex cannot be 

categorized into genetically and functionally defined subclasses. Consequently, their characterization mostly 

relies on morphological properties and connectivity, which are largely layer-specific. Therefore, PC subtypes 

will be further discussed in the context of single layers (1.2.1 Lamination).  
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2.1.2 Inhibitory neurons 

 

While neocortical principal cells (PCs) presumably act as carriers of information and drive the flow of 

data, the role of neocortical GABA(-aminobutyric acid)-ergic inhibitory interneurons (INs) most likely 

involves modulation and shaping of the incoming data flow (Tremblay et al., 2016). Besides the classical, fast 

synaptic transmission, neuromodulators such as acetylcholine, serotonin, noradrenalin and dopamine have been 

documented to play an important role in the neocortical function, via their  IN-mediated influence (Kawaguchi 

and Shindou, 1998; Muñoz and Rudy, 2014). 

Neocortical INs are of significant anatomical, morphological and electrophysiological diversity, 

including variable synaptic targeting and subtype-specific expression of genetic markers (Kawaguchi and 

Kubota, 1997; Kubota, 2014; Markram et al., 2004). This renders any categorization challenging and prone to 

duplication (The Petilla Interneuron Nomenclature Group (PING), 2008). The commonly accepted 

generalization states that INs represent 20% of total neocortical neurons, forming 15% of total synapses 

(symmetric (Gray type II) (Colonnier, 1968; Gray, 1959)). However, data from rat somatosensory cortex 

suggests that local numbers of INs can be as low as 10-15% (Meyer et al., 2011). Moreover, INs exhibit variable 

targeting patterns including the soma, the axon initial segment or dendritic shafts (Douglas and Martin, 2007; 

Kirkcaldie, 2012; Kubota, 2014).  

As postulated by Cajal, relative numbers of these “short-axon” cells rise proportionally with the 

importance of cerebral tissue in evolution. Thus, larger numbers of INs are possibly correlated with the superior 

performance of human neocortex (Yuste, 2005). Contrary to principal cells, which are of local origin and 

undergo short migration of radial nature, INs originate in ganglionic eminences of the ventral telencephalon and 

migrate tangentially towards their final habitats during neocortical development (Guo and Anton, 2014; Lee et 

al., 2010). The indisputable importance of GABAergic INs within neocortical circuitry (Isaacson and Scanziani, 

2011), highlighted by its early recognition, has been a strong driver for continuous research despite their notable 

variability and largely unsuccessful categorization efforts (Markram et al., 2004; The Petilla Interneuron 

Nomenclature Group (PING), 2008). Finally, advances in molecular genetics, most notably represented by site-

specific recombination systems (Cre/lox, Flp/frt) incorporated into mice (Bockamp et al., 2002), led to the 

discovery of genetic markers linked with specific morphological and electrophysiological properties (Taniguchi 

et al., 2011; Tasic et al., 2016). Neocortical INs can be ultimately divided into three non-overlapping groups 

based on the expression of three main markers: parvalbumin (PV), somatostatin (SST) and the ionotropic 

receptor for serotonin (5HT3aR) (Kubota et al., 1994; Lee et al., 2010; Zeisel et al., 2015). The expression of 

these markers is accompanied by specific physiological or morphological properties, nevertheless, an apparent 

causal connection linking main marker expression to IN features remains, in many cases, unclear, while 

examples of cells exhibiting all features of a given category, although lacking the main marker have been 

documented (Taniguchi et al., 2013). 
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Fig. 1, Laminar distribution of different interneuronal subtypes (Tremblay et al., 2016). 5HT3aR INs are 

predominantly found in the supragranular layers (non-VIP+ INs in L1, VIP INs in L2/3). Although absent in 

L1, PV+ INs are the most abundant IN subtype of the neocortex. SST+ INs are present in all layers, most notably 

in the infragranular part of the neocortex.  

 

2.1.2.1 Parvalbumin-positive INs 

 

Parvalbumin (PV) is a calcium-binding protein involved in intracellular calcium homeostasis (Arif, 

2009), and the main genetic marker for the largest population of neocortical INs, accounting for ∼40% of total 

IN numbers in the neocortex (Fig. 1) (Tamamaki et al., 2003; Xu et al., 2010). With developmental origins in 

the medial ganglionic eminence (Guo and Anton, 2014), PV-positive INs include two main morphological 

subtypes: basket cells and chandelier cells. 

 

2.1.2.1.1 Fast-spiking PV-positive basket cells 

 

Fast-spiking (FS) PV-positive (PV+) basket cells are the most abundant IN subpopulation of the 

neocortex. Organized into an exclusive, electrically interconnected network (Galarreta and Hestrin, 1999; 

Gibson et al., 1999), FS basket cells form a multipolar dendritic arbor and exhibit fast, precise, reliable, non-

adapting firing (Hu and Jonas, 2014; Kawaguchi, 1995; Taniguchi et al., 2013). This phenotype is driven by 
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their specialized cellular and membrane properties, including high membrane density of sodium channels (Hu 

and Jonas, 2014). Further electrophysiological features include low input resistance, low resting membrane 

potential with subthreshold gamma oscillation activity and the capacity to produce brief spikes with fast 

afterhyperpolarization supporting high-frequency firing  . Furthermore, both synaptic input to and output from 

PV+ basket cells is strongly depressing, thus enabling only brief and transient inhibition (Gupta, 2000; Reyes 

et al., 1998).  

According to Ohms law, low input resistance of a membrane results in smaller changes in voltage upon 

the injection of current (the neurotransmitter-mediated opening of channels). Thus, FS basket cells require 

stronger stimuli in order to reach the depolarization threshold. In summary, electrical properties of basket cells 

result in a very fast time constant preventing EPSP summation except for strong near-simultaneous events, 

therefore enabling reliable coincidence detection and high-pass filtering applicable in the organization of data 

flow (Tremblay et al., 2016). 

PV-positive basket cells form a locally branching axonal arbor, densely (200-1000 cells) and non-

specifically innervating neighboring principal cells and INs (mainly other PVs, not SST+ (Pfeffer et al., 2013)). 

Target cells are contacted at multiple sites (5-15 per cell) of somatic or perisomatic localization (Kawaguchi 

and Kubota, 1997; Kubota, 2014). By targeting the perisomatic region of PCs (sites of dendritic integration), 

basket cells effectively control global excitability of the given principal cell and, since being electrically coupled 

to other local PV+ basket cells, may synchronize local neuronal networks and drive populational oscillations 

(Buzsáki and Wang, 2012; Freund, 2003; Keimpema et al., 2012; Papp et al., 2001). In addition to the mostly 

local inhibition generated by regular FS basket cells, a second class of large, presumably PV+, basket cells was 

reported to form translaminar and transcolumnar projections promoting layer synchronization (Keimpema et 

al., 2012; Lund et al., 1988; Lund and Yoshioka, 1991; Thomson, 2010). Somata of PV+ basket cells are found 

in all layers except L1, most densely in L4 (Fig. 1) (Tremblay et al., 2016). 

 

2.1.2.1.2 Chandelier cells 

  

The second main morphological subtype of neocortical PV+ INs are the axo-axonic chandelier cells 

(ChCs). The term “Chandelier” (Szentágothai and Arbib, 1974) describes the unique targeting properties 

exhibited by this IN subtype, mainly consisting of dense innervation of the axon initial segment (AIS) with rows 

of axon terminals termed “cartridges”, bearing resemblance to “a row of candles on a chandelier” (Fig. 2) 

(Howard et al., 2005; Tai et al., 2014). ChCs are significantly stereotypical in their axonal targeting, innervating 

exclusively the AIS of principal cells (up to 200 per ChC (Somogyi et al., 1982)). This suggests that ChCs play 

a substantial role in control over AP generation (Kawaguchi and Kubota, 1997; Kubota, 2014; Somogyi, 1977; 

Taniguchi et al., 2013). Their somata reside mainly in the upper L2 (from where they send dendrites to L1) and 

in both L5 and L6 (Taniguchi et al., 2013).  

The electrophysiological profile of ChCs resembles that of FS basket cells including exclusive electrical 

coupling (Kubota, 2014; Taniguchi et al., 2013; Woodruff et al., 2011), promoting synchronizing impact over 
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larger populations. It is therefore not surprising, that ChCs have been implicated in the oscillation control 

(hippocampal theta rhythm) (Howard et al., 2005; Kubota, 2014). Interestingly, due to lower expression levels 

of potassium chloride contransporter 2 (KCC2) reported in the AIS of PCs, GABA-mediated chloride-channel 

opening may cause local depolarization (Szabadics, 2006). 

Contrary to FS basket cells, ChCs are mostly driven by local PC activity and exhibit significantly lower 

spontaneous firing rates (Howard et al., 2005). Such features would support the hypothetical role of ChCs in 

the reduction of excessive excitation in local populations (Zhu et al., 2004). Furthermore, results showing an 

increase in spontaneous ChC firing rate following a decrease in GABAergic input would suggest a possible role 

of ChCs in monitoring and regulation of local GABA levels (Howard et al., 2005). 

 

 

 

Fig. 2,. A graphical representation of ChC morphology (Tai et al., 2014). A detailed depiction of the 

cartridge-axon complex along with a schematic demonstration of the interaction between DOCK7 a 

(cytoplasmic activator of ErbB4), and ErbB4 (a tyrosine-kinase receptor) essential for successful development 

of the ChC phenotype. 

 

 

  



 

7 

 

 

 

 

 

2.1.2.2 Feed-forward inhibition 

 

The following example illustrates the overall effect of the above-described properties of PV+ basket cells 

in a well-documented neocortical circuit. FS basket cells of L4 are the main IN subtype involved in feed-forward 

inhibition (FFI) of principal cells receiving thalamocortical input. The ascending thalamocortical (TC) 

projections terminate on both L4 principal cells and L4 FS PV+ INs. As a consequence of their locally branching 

non-specific and dense axonal plexus, most of the inhibition generated by local FS basket cells is directed 

towards the neighboring principal cells. Moreover, FS basket cells show a stronger response to TC input due to 

their specific expression profile (calcium-permeable AMPA receptors (Hull et al., 2009)) (Fig. 3A) (Ji et al., 

2016; Zhou et al., 2012). Subsequently, upon stimulation by TC input, FS basket cells responds with fast, precise 

inhibition of the surrounding PCs. Due to the presence of an additional synapse (illustrated by the wiring 

diagram in Fig. 3A),  basket cell-mediated inhibitory input on L4 PCs arrives with a 1-2 ms delay following the 

ascending TC input (Pouille, 2001). This creates a brief temporal window, during which a summation of 

synchronous EPSPs may occur on the PC and an action potential (AP) may be generated, until suppressed by 

the following onset of inhibition (Fig. 3B). PCs of this circuit therefore serve as coincidence detectors, gating 

solely near-synchronous thalamic input (Pouille, 2001). Such temporal filtering reportedly sharpens the 

temporal precision of sensory representations. To provide an example, the above-described dynamics were 

reported to participate in feature selectivity performed by the L4 of rodent barrel cortex (Pinto et al., 2003; 

Wilent and Contreras, 2005). Furthermore, the superior nature of PV+ basket cell recruitment prevents early PC 

saturation while increasing their sensitivity, which consequently enhances the signal-to-noise ratio of PC 

response (Fig. 3D) (Alonso and Swadlow, 2005; Pinto et al., 2000). This concept hypothetically underlies the 

improvement of acuity of frequency discrimination in mouse auditory cortex (AC) (Aizenberg et al., 2015). 

Short-term synaptic depression on both input and output synapses of basket cells causes the gradual extension 

of summation windows on PCs (Fig. 3C). This was hypothesized to play a role in the switch between two 

possible stages of stimulus recognition: from presence detection, to the “thorough” perception (Wang et al., 

2010). 

In summary, FS PV+ basket cells provide fast, efficient and precise inhibition within the local neuronal 

population and play an important role in the gating of sensory information through feed-forward inhibition by 

forcing coincidence detection and high-pass filtering on local PCs. 
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Fig. 3 Feed-forward inhibition (Tremblay et al., 2016). A: A wiring diagram of feed-forward inhibition. The 

same thalamic input produces stronger responses in PV+ basket cells (relative square size) due to their 

specialized membrane properties. B: Disynaptic inhibition of local principal cells produces a short delay in 

inhibition following TC input, thus creating a temporal window during which EPSP summation is possible. 

Top: Synchonous input may succeed in generating an AP. Middle: Strongly asynchronous TC input is prevented 

from generating EPSP summation. Bottom: A comparative representation displaying the strongly repolarizing 

effect of FFI on PCs. C: Strong short-term depression on both input and output synapses of FS basket cells 

results in a relatively fast decrease in the effectivity of FFI. D: Rapid recruitment of basket cells (PV+ INs) 

enhances PC sensitivity by preventing their rapid saturation (dotted). 
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2.1.2.3 Somatostatin-positive INs 

 

Somatostatin (SST) is a polypeptide first discovered in the context of hypothalamic somatotropin (growth 

hormone) inhibition (Brazeau et al., 1973). Its main function involves inhibitory regulation of endocrine and 

exocrine secretion, predominantly employed in the gastrointestinal tract (Gahete et al., 2010). Moreover, SST 

acts as a neuromodulator in the CNS and is commonly employed as a co-transmitter by GABAergic cells. Its 

neuromodulatory effects are GPCR-mediated and include inhibition of neurotransmitter release in the 

presynaptic cell as well as generation of  slow long-lasting inhibition in the postsynaptic cell (Liguz-Lecznar et 

al., 2016).  

SST-positive (SST+) INs have developmental origins in the medial ganglionic eminence and represent 

the second largest group of neocortical interneurons (20-30% of total INs (Yavorska and Wehr, 2016)). Distinct 

functional properties of this group are largely determined by two elements: their targeting pattern and short-

term dynamics of their excitatory inputs. Contrary to  PV+ INs, SST+ INs exhibit dendritic targeting 

(predominantly dendritic shafts) (Dennison-Cavanagh et al., 1993; Lima and Morrison, 1989; Wang et al., 

2004). Moreover excitatory input synapses on SST+ INs are significantly facilitating (Beierlein et al., 2003; 

Kapfer et al., 2007; Silberberg and Markram, 2007), a characteristic determined by the postsynaptic cell (the 

interneuron in this case), since a single PC can form both depressing and facilitating synapses depending on its 

synaptic partner (Buchanan et al., 2012; Reyes et al., 1998; Thomson, 2003). SST+ INs can be divided into two 

main morphological groups based on the laminar localization of their axonal arborization: Martinotti cells and 

non-Martinotti cells. 

 

2.1.2.3.1 Martinotti cells 

 

Somata of Martinotti cells (MCs) (Fig. 4 bottom) reside in L2/3, L5 and L6. Their dendrites arborize 

locally and are of bi- or multipolar morphology. In addition to the targeting  basal dendrites of the local neuronal 

population, axons of MCs project to L1, where they branch in a wide axonal plexus (Kubota, 2014) targeting 

apical dendrites (including spines (Chiu et al., 2013)) of pyramidal cells that reside in L5 (Wang et al., 2010). 

MCs form chemical synapses with PCs and other INs (PV+ and Vip+). Connections between MCs are, however, 

strictly electrical (contrary to PV+ basket cells, which are chemically interconnected and, therefore, inhibit each 

other) (Mahesh M. Karnani et al., 2016; Pfeffer et al., 2013). 

The electrical properties of MCs are also somewhat opposite of those of PV+ basket cells. Membranes 

of MCs exhibit high input resistance, high resting membrane potential, and slow time constant. Further 

promoted by the strong short-term facilitation of their input synapses, the above-listed features support EPSP 

summation (Kapfer et al., 2007). Firing patterns employed by MCs include burst firing, regular firing and low-

threshold firing (Kubota, 2014). Furthermore, cholinergic input was reported to strongly modulate MC 

excitation (there is no such effect on FS basket cells) (Fanselow et al., 2008; Kawaguchi, 1997). 
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2.1.2.3.2 Non-martinotti cells 

 

Non-martinotti cells (Non-MCs) (Fig. 4 top) represent SST+ INs lacking an axonal plexus in L1. Located 

in L4 and L5, non-MCs direct most of their axonal projections to L4 neurons, predominantly L4 PV+ INs, thus 

suggesting their role in disinhibition of the thalamorecipient (L4) layer (Ma et al., 2006; Xu et al., 2013). In 

comparison with MCs, electrophysiological properties of non-MCs are of higher variability, including firing 

patterns typical of MCs (low-threshold spiking) (Beierlein et al., 2003) and firing profiles resembling those of 

fast-spiking basket cells (Ma et al., 2006). Non-MCs also exhibit facilitating excitatory input, show strong 

depolarizing response to cholinergic input and, similarly to other types of INs, are electrically interconnected 

(Amitai et al., 2002). 

  

 

Fig. 4 Morphological reconstructions of non-Martinotti cells (top) and Martinotti cells (bottom) (Ma et al., 

2006). Dendrites are green, the axon is red. Arrows represent the turning point of an axon of a non-MC on its 

way back to L4 . 
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2.1.2.4 Feedback inhibition 

 

The well-described circuit motif of feedback inhibition (FBI) will be discussed in the following 

paragraphs, in order to illustrate the functional consequences of the above-listed properties of SST+ cells in 

comparison with PV+ INs. 

Both PV+ and SST+ INs “promiscuously” innervate all possible synaptic targets within their spatial 

domains, thus creating a dense, non-specific net of inhibition upon local PCs (Fino and Yuste, 2011; Packer and 

Yuste, 2011). Consequently, upon excitation an IN does not only inhibit the PC from which the excitation has 

originated, but also other local PCs within the radius of its axonal plexus (Tremblay et al., 2016). Therefore, the 

same inhibitory circuitry mediates both the feedback inhibition of the PCs driving the IN activity, and the lateral 

inhibition of the PCs which do not excite the given IN. These laterally inhibited PCs may reside locally, or may 

be targeted by specialized populations of GABAergic neurons projecting onto their dendrites or somata from 

elsewhere (Helmstaedter et al., 2008; Kätzel et al., 2011). This concept is widely employed by various systems, 

examples of which include: surround suppression mediated by SST+ INs in the visual cortex (Adesnik et al., 

2012), cell assembly or neuronal population selection (Roux and Buzsáki, 2015), role in the generation of 

gamma oscillation (FS basket cells) (Buzsáki and Wang, 2012) and attractor networks of hippocampal grid cells 

(Couey et al., 2013). In a FBI wiring diagram (Fig. 5A), a PC forms excitatory connections with an IN, while 

being reciprocally targeted. As previously discussed, electrical properties and short-term dynamics of excitatory 

input represent the main functional differences between PV+ and SST+ INs, subsequently shaping the dynamics 

of recurrent inhibition.  

Low capacitance of PV+ IN results in their fast responses to excitatory input, which gradually diminish 

due to the strongly depressing character of excitatory input synapses and due to the fast time constant preventing 

EPSP summation (Fig. 5B left up). In the case of SST+ INs, the high membrane potential causes that non-

synchronous excitatory input initially drives subthreshold events. However, due to a slow time constant enabling 

EPSPs to summate and strongly facilitating input synapses, SST+ INs gradually depolarize (Fig. 5B bottom 

left), until reaching the action potential threshold (Fig. 5B bottom right) (Kapfer et al., 2007; Pouille and 

Scanziani, 2004). This temporal dichotomy in inhibition also carries a spatial component, owing to different 

targeting patterns of PV+ and SST+ INs. As reported for hippocampal PCs, a high-frequency stimulus (100 Hz) 

delivered to the local population results in immediate perisomatic inhibition, gradually substituted by dendritic 

inhibition (Pouille and Scanziani, 2004). As discussed in the context of feed-forward inhibition (FFI), PV+ 

basket cells are intrinsically reliable coincidence detectors and their activity is best driven by synchronous input. 

Consequently, this IN subtype mainly mediates FBI in response to coordinated firing of a larger number of PCs 

(Kwan and Dan, 2012), with the capacity to alter the overall timing of local PC activity, by regulating their 

sodium based somatic depolarization (Tremblay et al., 2016). On the other hand, SST+ INs are capable of 

integrating positive changes in firing rates from as little as single PCs (Kapfer et al., 2007; Kwan and Dan, 

2012), thus serving as local detectors and suppressors of bursting activity. This proposed role is supported by 
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the dendritic nature of SST+ IN targeting. It suggests regulatory effect over dendritic integration by shunting 

NMDA receptor-based spikes on dendritic shafts, and inhibition of calcium-based potentials locally generated 

in order to relay dendritic depolarizations to the otherwise distant AIS (dendritic initiation zone is further 

discussed in 2.2.1.1.4 Layer 5) (Fig. 5E) (Miles et al., 1996; Royer et al., 2012). 

In summary, PC+ basket cells are assumed to temporally segregate local neuronal populations into 

functional cell assemblies using FBI (Fig. 5C) (Buzsáki and Wang, 2012). On the other hand, SST+ INs are 

expected to generate a local non-specific net of inhibition suppressing extensive bursting activity. Such 

environment hypothetically favors a winner-takes all, attractor-like network dynamic, where an optimally 

stimulated PC (or  an assembly of PCs) could drive the SST+ IN strongly enough to inhibit its neighbors via 

disynaptic inhibition (Fig. 5D) (Silberberg, 2008). In contrast to FFI, the excitation driving FBI originates 

locally. However, it is important to note that INs involved in FFI and FBI do not represent separated populations. 

Both PV+ and SST+ INs may receive local and thalamocortical input at the same time, which would implement 

them in both inhibitory circuits simultaneously. In summary both FFI and FBI represent concepts of functional 

organization rather than physically separated wiring patterns (Roux and Buzsáki, 2015). 

 

 

 

 

 

Fig. 5 Feedback inhibition (Tremblay et al., 2016). A: A general wiring diagram of feedback inhibition. 

Locally generated excitation depolarizing an interneuron (IN), results in feedback inhibition of the stimulating 
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principal cell (PC) and lateral inhibition of other local PCs due to dense and non-specific nature of IN targeting. 

B: Electrical and synaptic properties of PV+ (top) and SST+ (bottom) INs determine their response to excitation 

input from a PC. The amplitude of EPSP during continuous spiking diminishes in the case of PV+ INs (top left) 

while it grows in the case of SST+ INs (bottom left). Successful somatic depolarization of a PV+ IN is achieved 

if synchronous input arrives from multiple cells (top right). An SST+ IN can be depolarized by a single PC if 

enough EPSP are provided repeatedly for successful summation. C: PV+ basket cells are driven by 

synchronously active PCs, while inhibiting the rest of the population. D: SST+ INs provide tonic inhibition 

favoring attractor dynamics, where the PC with the strongest drive inhibits all others. E: A graphical 

representation of axonal targeting for PV+ (blue) and SST+ (red) INs, specifying the nature of inhibited 

depolarizations. 

 

2.1.2.5 5HT3aR-positive INs 

 

The third and the most heterogeneous group among GABA-ergic INs consists of cells expressing a 

functional ionotropic serotonin receptor (5HT3aR) as their main marker (Fig. 8). 5HT3aR+ INs originate in the 

caudal ganglionic eminence and represent the remaining 30% of all glutamate decarboxylase (GAD) (a marker 

of GABAergic cells) positive cells of the neocortex (Lee et al., 2010). In addition to the susceptibility to 

serotonin-mediated excitation, all types of 5HT3aR+ INs express nicotinic receptors and may therefore be 

depolarized by cholinergic input (Férézou et al., 2002; Lee et al., 2010). 5HT3aR+ INs are the dominant IN 

subtype in supragranular layers, while being the only neuronal subtype present in L1 (Fig. 1) (Lee et al., 2010; 

Rudy et al., 2011). 5HT3aR+ INs are further divided into two groups based on the expression of the vasoactive 

intestinal peptide (Vip). 

 

2.1.2.5.1 Vip-positive 5HT3aR+ INs 

 

The vasoactive intestinal peptide (Vip) is a short neuropeptide, a member of the glucagon/secretin family, 

modulating neural activity in both central and peripheral nervous system (White et al., 2010). Outside of the 

nervous system, Vip-mediated signalization regulates physiological and pathophysiological processes taking 

place in digestive, reproductive, respiratory and cardiovascular systems (Umetsu et al., 2011).  

Vip-positive (Vip+) INs represent ∼ 40% of total 5HT3aR+ INs and are dividable into two morphological 

categories: bipolar and multipolar. The small somata of bipolar Vip+ INs are mainly located in L2/3 (60%) 

while other layers of the neocortex collectively account for 40% (Fig. 1, Fig. 6) (Prönneke et al., 2015). 

Predominantly of vertically-oriented bipolar morphology, projections of these cells span in a translaminar, but 

horizontally confined fashion. Dendrites of bipolar Vip+ INs with somas located in L2/3 reach L1 but do not 

target infragranular layers. Dendrites of bipolar Vip+ INs residing in infragranular layers form dendritic 

projections in both supra- and infragranular layers. However, in terms of axonal projections, supragranular 

bipolar Vip+ INs have descending axons targeting the whole neocortex, while those of deeper layers form axons 
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confined to L5 and L6. In summary, bipolar Vip+ INs of infra and suparagranular layers exhibit inverse 

projectional organization (Bayraktar et al., 2000; Kubota, 2014; Prönneke et al., 2015). Further notable 

properties of bipolar Vip+ INs include preferential targeting of SST+ INs, a very high input resistance (enabling 

responses to weak stimuli including TC drive (Lee et al., 2010)) and various firing patterns (Caputi et al., 2009; 

Jiang et al., 2015). In terms of nomenclature, bipolar Vip+ INs are commonly referred to as bitufted or double-

bouqet cells (DeFelipe et al., 2006). 

Vip+ INs not exhibiting a bipolar phenotype tend to form dendrites of multipolar morphology and reside 

in the upper L2 and in deep layers of the neocortex. These cells include small Vip- and cholecystokinin-positive 

(Cck+) basket cells with locally and horizontally projecting axons forming basket like innervation (Caputi et 

al., 2009; Wang, 2002). In addition, Vip-positive (Vip+) INs were reported to induce local vasodilatation, thus 

directly coupling neural activity with the vascular system (Cauli et al., 2004). 

 

Fig. 6 Vertical distribution of Vip+ cells in the neocortex (Prönneke et al., 2015). A: Vip+ cells expressing a 

red fluorescent protein tdTomato show uneven distribution along neocortical layers. Lateral projection of a z-
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stack acquired from a 300μm thick coronal section. B: Relative Vip+ cell density across the neocortex 

determined based on 150 samples similar to A show that Vip+ cells are preferentially located in L2/3 (60%). 

  

2.1.2.5.2 Non-Vip-expressing 5HT3aR+ INs 

 

Non-Vip-expressing INs represent ∼60% of the total neocortical 5HT3aR+ IN population, while being 

the almost exclusive neuron type of L1 (90%)  (Lee et al., 2015; Rudy et al., 2011). Non-Vip+ INs do not bear 

strict group-specific features but are divided into three subgroups, which do: neurogliaform cells, single-bouquet 

cells, and large Cck+ basket cells. 

Neurogliaform cells (NGFCs) are an IN-subtype of specific morphological properties and synaptic 

transmission present in all layers of the neocortex, while being the almost exclusive residential neuronal subtype 

of L1 (Tremblay et al., 2016). NGFCs have a small soma and an especially dense local dendritic field consisting 

of frequently branched dendrites (Hestrin and Armstrong, 1996; Kawaguchi et al., 2006; Kubota, 2014; Oláh et 

al., 2007). Their axons, exhibit high densities of terminal boutons and form a fine but dense axonal plexus 

(longest axons of non-pyramidal cells) of mostly local nature (with the exception of L1 NGFCs (elongated 

NGFCs, which form axonal arborizations extending beyond their anatomical columns) (Hestrin and Armstrong, 

1996; Jiang et al., 2013; Kawaguchi and Kubota, 1997; Kubota, 2014). 

NGFCs exhibit a late-spiking firing pattern with slowly devolving depolarization (Kawaguchi, 1995), 

a feature often used for their identification in electrophysiological recordings. Furthermore, NGFCs have been 

reported to form electrical synapses with other IN subtypes, thus suggesting their implication in integration of 

the otherwise electrically separated interneuronal networks (Simon et al., 2005). In addition to the above-

described morphological and electrophysiological features, it is the, to a large extend consequent, nature of the 

chemical synaptic transmission, which differentiates NGFCs from the rest of IN subtypes. Contrary to other 

GABAergic INs of the neocortex, NGFCs produce slow, long-lasting IPSPs in their target cells (PCs and other 

INs), through the combined activation of GABAA (a chloride channel mediating fast hyperpolarization) and 

GABAB (a G-protein-coupled receptor mediating slow hyperpolarization through the activation of G-protein-

coupled inwardly rectifying potassium channels (GIRK) Kiv3.2) receptors (Gähwiler and Brown, 1985; Lüscher 

et al., 1997; Oláh et al., 2007; Tamás et al., 2003). Since GABAB receptors are usually located extrasynaptically, 

their activation is typically induced by extensive synaptic transmission leading to GABA spillover (Scanziani, 

2000). Nevertheless, NGFCs are not equipped to deliver long-lasting firing that would oversaturate synaptic 

GABA transporters (GAT) tasked with GABA intake (Gonzalez-Burgos, 2010). Therefore, in addition to 

regular, Gray type 2 synaptic connections, NGFCs form synapses with larger synaptic clefts (Szabadics et al., 

2007), while their axons include terminal boutons with no clear postsynaptic partner, presumably in order to 

facilitate GABA diffusion (Oláh et al., 2009). Single-bouquet cells (SBCs) are the second neuronal subtype 

residing in L1, mainly its inner part. In comparison to NGFCs, SBCs do not mediate volume transition and 

target L2/3 INs based on excitatory drive from L2/3 PCs (Lee et al., 2015). 
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The non-Vip Cholecystokinin-positive (Cck+) basket cells are of larger overall morphology (soma, 

axonal and dendritic projections) than those Vip-positive (Galarreta et al., 2004; Karube et al., 2004). Given 

their name, large Cck+ basket cells exhibit somatic and perisomatic targeting and, therefore, were extensively 

compared to PV+ basket cells of the same targeting pattern. While networks of PV+ basket cells likely mediate 

fast, reliable regulation of network synchronicity and oscillations (Buzsáki and Wang, 2012; Pouille, 2001), the 

role of Cck+ basket cells has been implicated in the translation of mood-related signals of subcortical origin 

(illustrated by the strong serotonergic drive from raphe nuclei), to local neuronal populations (Freund, 2003; 

Freund and Katona, 2007). This is supported by the fact that Cck+ basket cells, unlike their PV+ counterparts, 

are sensitive to serotonin (as part of the 5HT3aR+ group), acetylcholine (via postsynaptic nicotinic receptors) 

and also presynaptically express cannabinoid receptors (CB1). 

 

2.1.2.6 Disinhibition 

 

Networks containing neurons forming inhibitory connections with PC-targeting GABAergic INs, 

represent the wiring base for the disinhibition circuitry (Fig. 7A). In the context of neocortex, such targeting is 

most dominantly exhibited by bipolar Vip+ INs of the superficial layers, preferentially targeting SST+ INs of 

L2/3 (reported for primary somatosensory (S1) (Lee et al., 2013), auditory (A1) (Pi et al., 2013) and visual (V1) 

cortices (Pfeffer et al., 2013)). As a consequence of their horizontally-confined axonal morphology (Prönneke 

et al., 2015), bipolar Vip+ INs may mediate focal disinhibition in a similarly columnar fashion (Fig. 7C) (M. 

M. Karnani et al., 2016). However, in order to exert spatially confined disinhibition with functional relevance, 

the input driving bipolar Vip+ INs must be of causally-related origin. As documented in sensory cortices, 

cortico-cortical feedback from higher-order regions preferentially targets Vip+ INs, membrane properties of 

which further promote facilitated depolarization by this excitatory input (Lee et al., 2010). The primary motor 

cortex (M1), targeting the S1 barrel cortex may serve as an example of such wiring (Lee et al., 2013). Local 

electrophysiological data show, that SST+ INs of the barrel cortex exhibit higher levels of activity during rest 

(no whisker stimulation) as opposed to the significant inhibition of their firing during periods of active or passive 

whisker movement. Moreover, the latter situation is accompanied by an elevation in the activity of surrounding 

PCs (Gentet et al., 2012). Glutamatergic input from the cingulate cortex targeting V1 provides another example 

of disinhibition-mediated top-down modulation by feedback projections from higher-order areas (Gonchar and 

Burkhalter, 2003; Zhang et al., 2014). In addition to feedback projections, Vip+ bipolar INs were also reported 

to receive direct thalamic input, which suggests their possible role in feed-forward sensory-dependent 

disinhibition of supragranular populations (Lee et al., 2010). 

Besides the spatially restricted disinhibition induced by direct excitatory input, bipolar Vip+ INs are 

also sensitive to neuromodulatory projections of mainly subcortical origin. Consequently, there seems to be 

another, neuromodulatory, system mediating the disinhibition that is less spatially restricted and acts on a more 

global scale (Fig. 7B) (Fu et al., 2014). For illustration, locomotion, as a global state of the organism, seems to 

cause global disinhibition in sensory cortices (visual, auditory), via cholinergic input (from the basal forebrain) 
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activating nicotinic receptors located on membranes of Vip+ INs. Other neuromodulatory systems are also 

suspected to act in a similar manner (Fu et al., 2014). 

In summary, the disinhibition mediated by Vip+ INs can be both spatially limited and widespread 

depending on the nature of the input. Glutamatergic excitatory input from higher-order structures (feedback) or 

from primary thalamic nuclei (feed-forward) both result in spatially precise disinhibition often leading to an 

increase in representation acuity. Neuromodulatory input from subcortical areas on the other hand, result in 

less-specific, widespread changes in neocortical activity by increasing the overall gain of entire areas. 

 

 

Fig. 7 Feedback inhibition (Tremblay et al., 2016), A: A wiring diagram demonstrating the identities of and 

connectivity between neurons involved in disinhibition. B: Neuromodulatory input on bipolar Vip+ INs results 

in a widespread disinhibition of global effect. C: Excitatory input (cortico-cortical or thalamocortical) on bipolar 

Vip+ INs results in spatially confined disinhibition of a limited number of local PCs. 

 

 Advancements in molecular genetics enabled significant progress in the categorization of INs into non-

overlapping groups of specific function within the networks of neocortex. PV+ basket cells are considered to 

represent the “clockwork” of the neocortex given their pivotal role in oscillation generation and sensory gating 

through feed-forward inhibition. SST+ INs are expected to form an adaptive blanket of feedback inhibition 

enabling attractor-like competition and selection of the most active cells/cell assemblies. And finally, Vip+ 

bipolar INs could create “holes” in the above-mentioned blanket of inhibition based on current cognitive 

circumstances.  
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Fig. 8 Classification of neocortical interneurons (Tremblay et al., 2016). Virtually all neocortical INs express 

one of three non-overlapping molecular markers. Further subdivisions of these groups include the previously 

characterized morphological, electrophysiological and other subtypes. 

 

2.2 Functional architecture 

 

The hypothesis that the neocortex could be assembled from universal building blocks was first postulated 

by the early neuroanatomists and further developed in the second half of the twentieth century. Neocortical 

neurons are morphologically and functionally organized into six layers (Douglas and Martin, 2004), thus 

exhibiting universal horizontal architecture. However, a strict vertical pattern of organization common to the 

entire neocortex remains elusive as the notion of cortical columns as functional units has been largely abandoned 

(Costa et al., 2010).  
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2.2.1 Lamination 

 

Layer-dependent differences in cellular density and morphology, provided early neuroanatomists 

including Meynert (Seitelberger, 1997) and Brodmann with information leading to the characterization of the 

neocortex as a six-layered structure (Skoglund, 1997). Layer 4 is often referred to as the granular layer, due to 

the morphological features of its cellular constituents. Consequently, layers above L4 are frequently termed 

supragranular layers while layers located deeper than L4 are commonly termed infragranular. During 

development, cortical layers are generated by successive migration of neurons from the ventricular zone towards 

pial surface, while surpassing previously arriving cells (Ogawa et al., 1995). Furthermore, neurons of different 

layers exhibit distinct input/output patterns, ultimately resulting in layer-specific physiological properties 

(Douglas and Martin, 2004; Gilbert and Kelly, 1975). The existence of such layer-specific organization suggests 

the possible role of neocortical lamination as a scaffold used to organize and limit the way neocortical neurons 

form connections, in order to achieve optimal wire use (Chklovskii et al., 2002; Douglas and Martin, 2004; 

Mitchison, 1991). 

The relative thickness of different layers seems to be largely invariant across different sensory cortices 

of the mouse neocortex. Layers 1, 2/3 and 4 represent 50% of total thickness, while Layers 5 and 6 both 

contribute with 25% (Anderson et al., 2009). Nevertheless, the six-layered nature of neocortical organization is 

still subject to considerable variability across the whole neocortex (for example the output-oriented primary 

motor cortex is often termed agranular for its apparent lack of L4 (Yamawaki et al., 2014) ). Therefore, a 

depiction of neocortical lamination exhibiting strict functional and anatomical boundaries represents a 

significant simplification and needs to be considered with respect to the local context (Shipp, 2007). 

 

 

Fig. 9 Glutamatergic excitatory cells of the neocortex (Oberlaender et al., 2012), A schematic representation 

of different cellular morphology of glutamatergic excitatory cells present in the neocortex. py: pyramid, sp: star 

pyramids, ss: spiny stellate, st: slender-tufted (L5 cortico-cortical), tt: thick-tufted (L5 cortico-subcortical), cc: 

corticocortical, ct: corticothalamic. 
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2.2.1.1.1 Layer 1 

 

From the morphological point of view, Layer I, or the molecular layer, of the neocortex is mostly 

comprised of apical dendrites of cortical neurons, as well as axons of both cortical and subcortical origin 

(Larkum, 2013; Rubio-Garrido et al., 2009). Contrary to other layers, L1 contains only a very sparse population 

of neurons (Garcia-Munoz and Arbuthnott, 2015; Shipp, 2007). In mice, its thickness is ∼125 μm (Petersen and 

Crochet, 2013). 

L1 is the first layer to appear during neocortical ontogenesis as the marginal zone and is essential for 

further neocortical development (Marín-Padilla, 1998; Muralidhar et al., 2014). From between E10,5 and E12,5, 

a special class of interneurons, the Cajal-Retzius cells, migrate into the marginal zone and mediate the transient 

localized production of reelin (Kwon et al., 2011) an extracellular matrix protein essential for successful cortical 

lamination (Del Río et al., 1997; Ogawa et al., 1995). Glutamatergic Cajal-Retzius cells are no longer present 

in the mature neocortex (Ma et al., 2014), instead the only neurons present in mature L1 are GABAergic 

interneurons almost exclusively belonging to the 5HT3aR group (mainly non-VIP) (Fig. 1) (Lee et al., 2015; 

Rudy et al., 2011). L1 of a mature neocortex is where local (10%) and long-distance (90%) projections including 

higher-order structures converge on a relatively small number of interneurons, thus suggesting its role in top-

down feedback of cortical processing (Cauller, 1995; Gilbert and Sigman, 2007; Larkum, 2013). 

 

2.2.1.1.2 Layers 2 and 3 

 

The external granular (L2) and external pyramidal (L3) layers consist of neurons, which were the last 

to migrate into the developing neocortex. While L2 and L3 are morphologically discernable in human samples, 

their distinction in rodents is more challenging. Therefore, rodent L2 and L3 are collectively referred to as L2/3 

(Meng et al., 2017). The mouse L2/3 is a ∼300 μm thick structure densely populated by pyramidal neurons of 

two morphological subtypes. PCs residing closer to the pial surface exhibit apical dendrites with short, 

horizontally stretched dendritic trees (Fig. 9) (Oberlaender et al., 2012). Pyramids located deeper within the 

L2/3 develop apical dendrites with vertical alignment terminating in L1 (Fig. 9) (Oberlaender et al., 2012; 

Petersen and Crochet, 2013). Furthermore, multiple subtypes of inhibitory interneurons, mainly cells of the 

5HT3aR group (with a slight bias towards VIP-expressing) supported by a lower number of PVs (Fig. 1) reside 

in L2/3 (Rudy et al., 2011).  

In terms of neurophysiology, projections to and from L2/3 provide connections between different 

neocortical areas and regions, thus forming the foundation for an information integration nod located in L2/3 

(Petersen and Crochet, 2013). Excitatory neurons of L2/3 were shown to exhibit sparse, spatially focused and 

generally lower evoked and spontaneous activity when compared to the higher and spatially distributed overall 

activity reported for neurons of the granular layer (O’Connor et al., 2010; Petersen and Crochet, 2013; Sakata 

and Harris, 2009). Moreover, the receptive fields of neurons belonging to L2/3 show greater heterogeneity in 

comparison to those of L4 neurons (Bathellier et al., 2012; Winkowski and Kanold, 2013). Due to the above 
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listed properties, neurons of L2/3 exhibit higher stimulus selectivity, including that to complex stimuli (Petersen 

and Crochet, 2013). 

 

2.2.1.1.3 Layer 4 

 

Neurons of L4, the internal granular layer, are the main neocortical target for thalamic input (Douglas 

and Martin, 2004; Gilbert and Wiesel, 1979) (originating from the medial geniculate nucleus in the case of AC 

(Cetas et al., 1999)). Although this notion may be contested by the fact that thalamic innervation has also been 

reported for all other layers (Cetas et al., 1999; Constantinople and Bruno, 2013; Ji et al., 2016; Rubio-Garrido 

et al., 2009), L4 still receives the strongest thalamic drive (Constantinople and Bruno, 2013; Ji et al., 2016). 

Thalamocortical projections target both excitatory neurons and GABAergic interneurons (Feldmeyer, 2012; Ji 

et al., 2016). The strength of thalamic innervation terminating on PV interneurons (the most abundant IN type 

of L4 (Tremblay et al., 2016)) surpasses those terminating on all other cell-types including excitatory neurons. 

This enables strong sensory-evoked feed-forward inhibition, resulting in precise and reliable synchronization 

of L4 pyramidal activity (Ji et al., 2016; Zhou et al., 2012). Thalamocortical projections constitute only 5-20% 

of excitatory synapses on L4 neurons, while the rest presumably originates from local cortical circuits (Douglas 

and Martin, 2007; Feldmeyer, 2012). However, axon terminals originating from thalamic nuclei preferentially 

target perisomatic regions of L4 neurons, thus possibly increasing the efficiency of thalamic drive over that of 

locally originating input (Richardson et al., 2009).  

In general, most (58% in rat somatosensory cortex (Staiger et al., 2004)) L4 excitatory neurons of 

sensory cortices, belong to the group of spiny stellate cells (Fig. 9). Dendritic trees of these cells are limited to 

L4, lack the apical dendrite and their axons project vertically while arborizing in L4 and L2/3 (Costa and Martin, 

2011; Feldmeyer, 2012; Oberlaender et al., 2012). Another spiny neuronal subtype found exclusively in L4 are 

the star pyramidal cells (Fig. 9) (representing 25% of excitatory cells in L4 of rat somatosensory cortex (Staiger 

et al., 2004)). Star pyramids do form an apical dendrite, although not terminating further than L2 and with no 

tuft (Oberlaender et al., 2012). These two cell types are further complemented by L4 pyramids, with apical 

dendrites terminating in tufts located in L1 (Oberlaender et al., 2012), representing 17% of excitatory principal 

cells in the somatosensory cortex of a rat (Staiger et al., 2004). Contrary to other sensory cortices, the majority 

of L4 excitatory neurons of the AC does exhibit apical dendrites, a hallmark for L4 of the auditory cortex across 

species (Richardson et al., 2009; Smith and Populin, 2001).   

The concept of L4 as the main thalamorecipient layer further relaying the incoming input towards 

supragranular layers has been originally proposed half a century ago (Gilbert and Wiesel, 1979) and remains 

relevant to this day (Callaway, 2004; Dantzker and Callaway, 2000; Douglas and Martin, 2004). However, such 

generalization of function will always represent a mere simplification since connections to, within and from the 

neocortex are too complex to be described in such a straightforward way. 
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2.2.1.1.4 Layer 5 

 

Layer 5, the internal pyramidal  layer, consists of large pyramidal cells, dividable into two groups based 

on their connectivity, morphology and physiology. First, the cortico-cortical (CC), or slender-tufted cells (Fig. 

9), projections of which (besides other neocortical regions) include transcallosal cortico-cortical targets and 

striatum (Kasper et al., 1994; Ramos et al., 2008). CC cells are characterized by a smaller soma, a thin apical 

dendrite with a simple ramification often terminating below L1 and a regular pattern of action potential (AP) 

firing (Groh et al., 2010; Hefti and Smith, 2000; Kasper et al., 1994) Secondly, the cortico-subcortical (CS), or 

thick-tufted cells (Fig. 9) exhibiting projection patterns terminating in structures within the thalamus, the 

colliculi, or within various nuclei located in the brainstem (Bourassa and Deschênes, 1995; Hallman et al., 1988; 

Kasper et al., 1994; Kim et al., 2015). CS cells fire APs in bursts, have a larger soma and a thick apical dendrite 

with a complex dendritic tuft primarily ramifying in L1, along with additional branching in other layers (Groh 

et al., 2010; Hefti and Smith, 2000; Kasper et al., 1994). L5 pyramids are also directly targeted by 

thalamocortical input, thus suggesting a possible role in the integration of direct sensory input arriving from the 

thalamus, and processed information, which has already passed through L4 and supragranular layers 

(Constantinople and Bruno, 2013; Ji et al., 2016). 

In order to increase the relevancy of depolarizations on distant apical dendrites, membranes of pyramids 

with dendritic tufts in L1 employ a specialized strategy ensuring reliable signal transduction to the axon initial 

segment. These measures include a dendritic initiation zone capable of driving a plateau-shaped Ca2+-based 

action potential, effectively relaying synaptic input, which would have otherwise produced a subthreshold 

depolarization due to its distance from the axon initial segment (Larkum, 2013; Schiller et al., 1997; Yuste et 

al., 1994). However, these features are not exclusive to pyramids of L5, as similar dendritic spikes have been 

observed in the apical dendrites of L2/3 pyramidal cells (Larkum et al., 2007). 

In addition to the dense, non-specific local inhibition, L5 PV+ FS basket cells also specifically target 

neurons of L2/3, possibly promoting synchronization of these layers (Lund et al., 1988). In addition, SST+ INs 

create a network targeting dendritic initiation zones of L5 pyramids, mediating disynaptic lateral inhibition. 

Since input from active pyramids has a facilitating effect on SST+ INs, their activity results in strong inhibition 

of neighboring pyramids (Kätzel et al., 2011; Silberberg and Markram, 2007) (see 1.1.2.4 Feedback inhibition). 

 

2.2.1.1.5 Layer 6 

Layer 6, or the multiform layer is, in terms of cell morphology, the most heterogeneous among 

neocortical layers (Chen et al., 2009). Complemented by cells of lower L5, L6 pyramids represent the biggest 

neocortical population with corticothalamic (CT) connectivity (Jones and Wise, 1977). However, L6 CT cells 

only represent 30-50% of L6 pyramids, with corticocortical (CC) cells and claustrum-projecting cells 

accounting for the rest (Thomson, 2010). L6 CC pyramid cells (Fig. 9, Fig. 10) are of diverse morphology 

(inverted, upright, bipolar) and develop long axonal arbors limited to deep layers targeting other cortical areas. 

Their projection pathways include those that originate in higher-order sensory cortices and target the 
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corresponding lower-order cortex in order to provide feedback, or those that originate in the somatosensory 

cortex while targeting motor cortices (Bai et al., 2004; Thomson, 2010). L6 CT cells (Fig. 9) develop axon 

collaterals and dendritic tufts that both target layers located directly above (Bortone et al., 2014; Kim et al., 

2014; Thomson, 2010). Moreover, L6 CT cells are further divided into two subtypes based on their thalamic 

targeting and position within the layer: Firstly, L6 CT cells located in the upper part of L6 project back into the 

primary thalamic area from which the local network is innervated, while sending collaterals to the reticular 

thalamic nucleus (nRT) (Fig. 10) (Bourassa and Deschênes, 1995; Thomson, 2010). Secondly, L6 CT cells 

residing in the lower part of L6, also reciprocally target their thalamic counterparts. In addition, these pyramids 

target other, for example association-related, thalamic regions (Fig. 10) (Deschênes et al., 1998; Thomson, 

2010). The third group of claustrum-projecting L6 pyramids was originally discovered in cat visual cortex and 

can be morphologically distinguished based on a thin apical dendrite reaching L1 (Fig. 10) (Katz, 1987; 

Thomson, 2010). 

Pyramids of L6 are, similarly to those of L5, directly targeted by axons of thalamic neurons. Moreover, 

the inactivation of L4 does not affect responses of L5 nor L6 neurons to the upstream stimulation of thalamic 

efferents, thus suggesting that thalamocortical projections innervate infragranular and supragranular layers via 

two independent pathways (Constantinople and Bruno, 2013). A population of large basket cells residing in L6 

projects to L4, while their counterparts in L4 reciprocally innervate L6 (a motif also found in L5 and L3), thus 

promoting synchronized inhibition of these two layers (Lund et al., 1988; Lund and Yoshioka, 1991; Thomson, 

2010). Furthermore, L6 CT pyramids have been reported to target a specific subclass of inhibitory INs located 

in deep layers (West et al., 2006). These fast-spiking PV-positive inhibitory neurons belong to a specialized 

group of long-range projecting INs (Tremblay et al., 2016), capable of developing a rich axon arbor targeting 

all layers and delivering strong disynaptic inhibition throughout the cortical column (Bortone et al., 2014). 

 



 

24 

 

 

 

 

 
 

Fig. 10 Pyramidal neurons of layer six (Thomson, 2010). A schematic representation of the morphological 

properties and connectivity used to characterize different L6 pyramidal subtypes. 

 

2.2.2 Canonical circuit 

 

Electrophysiological recordings in the somatosensory cortex of a feline model revealed vertically 

clustered (columnar) organization (Mountcastle, 1957), further supported by findings from the visual cortex 

(Hubel and Wiesel, 1962). In addition, intracellular injections of horseradish peroxidase into previously 

electrophysiologically characterized cells provided further anatomical proof pointing towards radially organized 

architecture (Gilbert and Wiesel, 1989, 1983, 1979), thus fortifying the hypothesis that cortical columns may 

represent an universal functional module of the neocortex (Hubel and Wiesel, 1974; Mountcastle, 1997). 

However, the columnar organization hypothesis has also been subject to criticism due its inconsistency, 

illustrated by its apparent lack in rodent neocortex (Horton and Adams, 2005; Murphy and Berman, 2004) or 

the seeming discrepancy between functional maps and detailed neuroanatomy (Costa et al., 2010; Douglas and 

Martin, 2007). Thus, some authors propose that due to the high variability of columnar organization between 

and within species or even within the visual cortex of one individual, cortical columns lack functional relevance 

completely (Douglas and Martin, 2007, 2004; Horton and Adams, 2005). In conclusion, cortical columns seem 

to have been rejected as a general module employed in the functional construction of neocortex (Costa et al., 

2010). 
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Although there is apparently no modular block that could dissect the whole architecture of the neocortex 

into independent components, the anatomical properties surrounding neocortical connections imply general 

motifs describable as the “canonical circuit” (Fig. 11). Raw thalamic input targets mainly neurons of L4 (Ji et 

al., 2016), which channel this flow to the superficial layers in a feed-forward manner. Here PCs of L2/3 integrate 

and process the incoming signal (preprocessed by L4, or arriving directly form the thalamus) along with 

neocortical intra- and interareal feedforward inputs (Dantzker and Callaway, 2000; Douglas and Martin, 2004). 

In addition, feedback projections from L5 and from L2/3 of other areas delivers wider context with possible 

predictive value (Larkum, 2013). Therefore, the most probable role of L2/3 networks is to, based on the input 

(of both cortical and subcortical origin) and in cooperation with other neighboring and distally located L2/3 

networks (Fig. 11), probe all possible representations and select those in accord with the current circumstances 

(Douglas and Martin, 2004). Next, the processed information is directed towards deeper layers where the 

interpretation of the incoming thalamic input is further handled (also possibly directed towards higher-order 

cortices where it forms a part of the significant intracortical input to L4). 

Pyramids of L5 represent the final level of signal processing before the output leaves the neocortex and 

drives subcortical actions (Douglas and Martin, 2004; Kim et al., 2015). In addition, CC pyramids of L5 project 

reciprocal connections to the upstream L2/3 networks, possibly in order to outline the limitations of the explored 

input interpretations, according to the output already generated (or, in the case of inter-areal L2/3 targeting, to 

provide contextual feedback regarding output from their respective area). Finally, L5 PCs target the cortico-

thalamic pyramids of L6 (receiving also cortico-cortical feedback), through which feedback to the thalamic 

nuclei driving the neocortical input, is achieved. (Douglas and Martin, 2004; Thomson, 2010). Upon observation 

of the flow of information with respect to the laminar organization of the neocortex, a general pattern emerges. 

The feed-forward information flow representing extrinsic information terminates in the middle layer (L4). 

Additionally, feedback information of internal origin enters the circuit through the outer layers (Larkum, 2013). 

The above-described model of basic neocortical circuitry proposes a simplified framework respecting 

the anatomical and physiological features of cells along with their spatial organization. Nevertheless, the 

proposed connectivity is not exclusive as there are many exceptions such as thalamic input targeting every layer 

(Deschênes et al., 1998) or countless others. In summary, the canonical circuit represents a general set of 

connectional trends found throughout the neocortex and symbolizes the currently available approximation to 

the forever sought universal building block. 
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Fig. 11 Canonical circuit (Costa et al., 2010). A schematic representation of the “canonical circuit” adapted 

from previous works of Rodney Douglas and Kevan Martin (Douglas et al., 1989; Douglas and Martin, 2004). 

 

 

 

2.3 Neocortical arealization 

 

The mammalian neocortex is organized (“arealized”) into specialized fields shaped by their spatial context 

and input (Arai and Pierani, 2014). The basic layout of the mammalian neocortex is comprised of four primary 

cortices: somatosensory (S1), visual (V1), auditory (A1) and motor (M1). These, with the exception of M1 

controlling motor output, relay sensory information from the periphery to higher-order areas (Arai and Pierani, 

2014). 

So far, seven auditory fields were identified: the primary auditory cortex (A1) and the anterior auditory 

cortex (AAF) represent the core, primary region of the mouse auditory cortex (AC), primarily receiving raw 

thalamic input. The secondary (A2), dorsoposterior (DP), dorsomedial (DM) and dorsoanterior (DA) auditory 

cortices form a surrounding “belt” of higher-order cortices (Fig. 12). The seventh region, the insular auditory 

field (IAF), is located rostrally and is anatomically a part of the insula (Baba et al., 2016; Tsukano et al., 2015). 

Five of the seven auditory fields are tonotopically organized: A1, A2, AAF, DM and IAF (Baba et al., 2016). 

To our current understanding, A1, AAF and A2 respond uniformly to the whole frequency spectrum (5-80kHz) 

(Tsukano et al., 2015), while the IAF responds preferentially to lower frequencies, and the DM AC favors 
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ultrasonic sounds over 40kHz (Fig. 12) (Sawatari et al., 2011; Tsukano et al., 2015). Higher-order cortices are 

hypothesized to process complex, object-based stimuli (Bizley and Cohen, 2013), representations of which are 

less determined by their frequency composition (Issa et al., 2014). However, tonotopic maps of auditory fields, 

even their existence in some cases, are still subject to change since the nature of AC arealization evolves 

significantly with advancements in the available methodology (Baba et al., 2016; Issa et al., 2014; Sawatari et 

al., 2011; Stiebler et al., 1997; Tsukano et al., 2015). 

 

 

        
 

Fig. 12 Graphical representation of different auditory fields of the right hemisphere with their respective 

tonotopic organization (Tsukano et al., 2015). A1 and AAF represent the core of auditory cortex. The 

remaining fields are of higher order and are commonly referred to as the “belt” area. 

 

2.4 Neocortical representation of complex auditory stimuli 
 

2.4.1 Filter-based models of auditory representation 

 

The initial translation of sounds from physical properties of air into neural signal takes place in the 

mammalian cochlea; a transductor capable of decomposing a heterogeneous, natural-sound waveform into 

separate frequencies (Robles and Ruggero, 2001). Consequently, structures involved in the lower levels of the 

auditory pathway, such as the inferior colliculus, exhibit according tonotopic organization with separated 

frequency bands (Barnstedt et al., 2015).  

The classical approach to auditory research operates with pure tones. These largely artificial stimuli have 

proven to be extremely useful in the uncovering of the initial stages of sound coding (Barnstedt et al., 2015; 

Robles and Ruggero, 2001; Theunissen and Elie, 2014). The same batteries of simple tones also led to the 
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description of tonotopic organization in higher-order structures including the auditory cortex (Stiebler et al., 

1997; Tsukano et al., 2015). Responses of neurons in sensory cortices often exhibit organization into receptive 

fields (RFs), as reported for the visual cortex (Alonso and Swadlow, 2005; Rust et al., 2005), somatosensory 

cortex (Estebanez et al., 2012) and auditory cortex (Theunissen and Elie, 2014). Based on these responses to 

pure-tone stimuli, the classical hypothesis of auditory representation states that auditory percepts are encoded 

by single neurons exhibiting maximal firing rates in response to a specific value of a given parameter, thus 

effectively supporting the “neuron doctrine” postulated by Barlow (Barlow, 1972; Frégnac and Bathellier, 

2015). In describing the frequency-dependent response dynamic of a neuron including its temporal component, 

spectro-temporal receptive fields (STRFs) provide the most complete overview of single-neuronal tuning 

(Aertsen et al., 1981; Christianson et al., 2008; Theunissen et al., 2000). However, the significant variance 

between STRFs obtained by pure-tone stimulations and STRFs of the same neuron obtained in response to 

natural sounds demonstrates the non-linearity of single-neuron responses, while questioning the relevance of 

such pure tone stimulation in the study of a system, to which these are largely artificial and behaviorally 

irrelevant (Machens et al., 2004; Theunissen et al., 2000; Theunissen and Elie, 2014).  

RF-based decomposition of perception implies a strict bottom-up hierarchy where neurons (through their 

RFs) function as linear filters operating with a static non-linear component (Priebe and Ferster, 2012). Although 

a relevant concept in the context of lower auditory pathway (inferior colliculus) (Andoni et al., 2007), models 

attempting to predict neocortical responses to complex or natural sounds solely using RFs of single neurons fail 

in achieving so, which limits their relevancy to simple or specific stimuli only (Fig. 13). Based on the acquired 

evidence, it seems that auditory perception is more likely to be represented as auditory objects (Bizley and 

Cohen, 2013) rather than through the extraction of singular acoustic features, a notion incompatible with the 

proposed dedicated coding (Nelken, 2004).  
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Fig. 13 Neurons of the auditory cortex exhibit non-linear responses to complex sounds (Bathellier et al., 

2012). Responses of a defined neuronal population predicted based on the assumption that single neurons act 

as linear filters decomposing the sound wavelengths (bottom). The actual responses recorded from these neurons 

(top) show that the neural representation of complex sounds exhibits substantial nonlinearities, thus contesting 

the classical view regarding auditory cortex function. 

 

In summary, the main issue with RFs and their predictive or descriptive capacity is the non-linearity in 

responses to complex stimuli, presumably caused by extrinsic inputs converging on neocortical neurons 

(Bathellier et al., 2012). Examples of such influences include the context of the stimulus, rate and intensity of 

stimulation and the current state of the animal (Atiani et al., 2009; Christianson et al., 2011; Deneux et al., 2016; 

Eggermont, 2011; Kato et al., 2015; Ulanovsky et al., 2004). Therefore, the proposed filter-based coding 

strategy employed by lower parts of the auditory pathway does not correspond to the observed response 

dynamics of neocortical PCs and needed to be reevaluated. 

 

2.4.2 Population coding of perceptual categories 

 

The failure of the dedicated, filter-based coding model to reliably describe stimulus-evoked activity of the 

auditory cortex has inspired the search for more viable alternatives. Distributed coding exhibits greater 

robustness and resistance to imperfections in signal transduction, a convenient feature in the context of the 

intrinsically noisy nature of neural transmission (Erickson et al., 1996; Rothschild et al., 2010). 

The Hopfield network was proposed as a theoretical model for neuronal computation based on input-

dependent evolution of recurrent neuronal networks into discrete, stable attractor states (Hopfield, 1982). The 

attractor network is a nonlinear dynamical system that, based on arriving input and the nature of its connections, 

can evolve into one or more discrete attractor-final states, transition among which requires the resetting of the 
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network and subsequent evolution in the updated context. In the context of neural representation, an attractor-

state represents a pattern, or a state of activity of a given neuronal population. The spontaneous evolution toward 

the attractor-final state can be seen as evolution towards an energy minimum (a basin of attraction) (Fig. 14) 

represented by an activity pattern imposed on single cells by the current circumstances. The “energy level” 

corresponds to the level of compliance of the population activity to the demands forced by the arriving input 

and the local synaptic profile. Due to the nature of the attractor network, transitions between these 

representations are abrupt and no half-states exist (Bar-Yam, 1997). Such basins of attraction may represent a 

robust way of perceptual category representation, resistant to behaviorally irrelevant variances. In theory, 

generalized classification of sensory input provides a much more viable and flexible framework for sensory 

discrimination, while tolerating object-based representation proposed as the likely alternative to acoustic feature 

selection in the context of auditory processing (Miller et al., 2003; Nelken et al., 2003; Russ et al., 2007; Seger 

and Miller, 2010). 

 

 

 

Fig. 14 A graphical representation of a simple energy landscape used to illustrate the properties of an attractor 

network (Bar-Yam, 1997). The highlighted section represents a basin of attraction created by long-term potentiation of 

local synapses. The possible principle of categorization may consist of the notion that neuronal representations falling 

anywhere within the highlighted area naturally evolve into the representation represented by the energy minimum (arrow). 

 

Neocortical architecture of superficial layers includes specifically interconnected recurrent networks of 

neuronal units under a non-specific net of inhibition. Moreover, it has been experimentally demonstrated that 

the architecture of the neocortex supports non-linear activity (Maass et al., 2007; Wang, 2008) and population 

coding in the auditory cortex (Loebel et al., 2007). These features hypothetically qualify the neocortex as fit for 

possible attractor-like dynamics under Hopfield network conditions. Attractor-like dynamics have first been 

observed in the hippocampal navigational apparatus describing the population activity of place cells (Redish, 

1999; Wills et al., 2005) and head-direction cells (Zhang, 1996). Furthermore, similar discrete dynamics of 

possible perceptual categories have been described for sensory perception in the olfactory bulb (Niessing and 

Friedrich, 2010) and finally the auditory cortex (Bathellier et al., 2012).  
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2.4.3 Discrete categorization of sounds by the auditory cortex 

 

Necortical representation of auditory stimuli reportedly involves small numbers of highly active neurons 

(Hromádka et al., 2008), exhibiting synchronous firing, dependent on stimulus intensity and identity (Bathellier 

et al., 2012). Although individual cells of these neuronal ensembles show high inter-trial variability in evoked 

activity (Fig. 15A top), the “core” response pattern is not only invariant, but also remarkably universal since 

being evoked by multiple stimuli of different acoustic properties (Bathellier et al., 2012). Moreover, it was 

shown that each of the observed neuronal populations (for example 72 neurons in Fig. 15) is capable of 

producing a limited number (1-3) of such modes (Fig. 15) (patterns) of response, transition among which is 

abrupt and lacks an intermediate state of any kind (Fig. 16) (Bathellier et al., 2012). These attractor-like 

dynamics support the previously postulated hypothesis, that the auditory cortex represents sounds as objects 

through perceptual categorization (Bathellier et al., 2012; Nelken et al., 2003). This notion was further supported 

by behavioral experiments showing, that discrimination between stimuli evoking the same response mode is 

significantly harder to learn, when compared to the discrimination between stimuli belonging to two separate 

modes (Fig. 17) (Bathellier et al., 2012). 
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Fig. 15 The analysis pipeline used to detect and visualize the organization of modes of response to a 

stimulation battery of complex sounds  (Bathellier et al., 2012). Left, top: Each bracket corresponds to the 

stimulus-evoked activity of 72 neurons represented in the form of population vectors (columns) in 20 trials 

(rows). Trials are arranged by mean population activity. Note the trial-to-trial heterogeneity of response with an 

underlying invariant pattern common to sounds A and C, but different in the case of sound B. Left, middle: A 

correlation matrix where single-trial population vectors (1x72 vectors) are cross-correlated. The top left square 

represents single trials of sound A and their similarity to other trials of the same sound (high overall correlation). 

Top middle square describes the similarity between single trials of sound A compared to sound B (low overall 

correlation). Top right square illustrates the high overall similarity between the pattern of response elicited by 

sounds A and C. Left, bottom: If every square from left, middle is represented by its average value of correlation 

and the resulting pixels are clustered together based on their similarity a graphical representation of different 

“teams” of sounds evoking different modes of response is generated (Sounds A and C = mode 1, Sound B = 

mode 2). Right: Clustered average correlation matrices reveal the number of invariant patterns of response and 

the identity of sounds evoking them. Top: A population with a single mode of response. Bottom: a population 

with two modes of response. 
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Fig. 16 Attractor-like dynamics of the response modes based on linear mixes of sounds (Bathellier et al., 

2012). Specialized stimulation batteries were constructed for neuronal populations where the existence of two 

modes was observed, using linear intensity mixes of two sounds previously attributed to different modes. These 

mixes were presented to the neuronal ensemble and abrupt changes in representation were observed (middle). 

The comparison of responses to solely intensity modulated non-mixed sounds (top, bottom) and to the mixing 

setting (middle) shows, that the switch is not only intensity dependent, but shows signs of competition between 

two representations as well.  
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Fig. 17 A behavioral test assessing the possible link between response modes and categorization (Bathellier 

et al., 2012). A go/no-go paradigm was employed in order to probe the subjects ability to discriminate sounds 

from the same (S2 and S3) and from different (S1) response modes. When the subject approached the licking 

tube a sound was played and followed either by a reward or by an air-puff. The learning curves show the 

evolution of the capacity to discriminate two sounds during training. Learning curves describing the efficacy of 

discrimination in the case of S1 and S2 or S3 are steeper, presumably due to their different response modes. 

Conversely, discrimination of S2 and S3 exhibits a much shallower learning curve, thus suggesting that these 

stimuli may evoke similar perceptual categories.  

 

In order to visualize and examine the nature of population coding employed by the AC, Bathellier et al, 

developed the following methodology: Neural activity in the form of spiking probability was recorded from a 

local population of L2/3 neurons. The firing rate of each neuron recorded in a 250ms time-bin following the 

stimulus was averaged and single-trial population vectors were constructed for the whole battery of stimuli (Fig 

15A). A side-by-side visualization of these single-trial population vectors coupled into groups by sound, may 

reveal a pattern of response (if present), consistent across trials. In order to test the consistency of the response 

pattern, all single-trial population vectors were cross-correlated in a correlation matrix. The mean value of 

correlation between single trial population vectors evoked by the same sound, represents the overall stability of 

the representation. Moreover, single-trial vectors evoked by different sounds of the stimulation battery are also 

cross-correlated in different brackets of the matrix. The mean value of correlation between these, describes the 

similarity of the representation evoked by the two sounds. For example, the correlation matrix in Fig. 15A is 

constructed from single trial population vectors organized into three groups by sound that are plotted above. 

Cross-correlation of all of these vectors reveals intra- and inter-sound similarity of the evoked pattern of activity. 

The diagonal brackets representing the level of autocorrelation exhibited by responses evoked by different 

sounds reveal, that all three stimuli evoke a stable representation. By setting an autocorrelation threshold, sounds 

not evoking a stable pattern of response in the given FOV (usually true for most stimuli of the battery) can be 

filtered. Furthermore, brackets in rows of the correlation matrix test the similarity of a sound-evoked 
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representation to those evoked by the remaining sounds of the battery. In the case of Fig. 15A, the sound A-

related response pattern shows high similarity to the response pattern evoked by Sound C. The cortical 

representation of Sound B is consistent (high autocorrelation), but unique and not similar to those of sounds A 

and C. By averaging trial-by-trial correlation coefficients in brackets representing intra- and inter-sound 

comparisons of population coding, a much more informative representation in the form of an averaged 

correlation matrix (ACM) is constructed. Moreover, brackets of the ACM can be reorganized via hierarchal 

clustering into groups of stimuli with high intra-cluster cross-correlation. A clustered ACM therefore provides 

a comprehensible readout about the number of modes of response exhibited by the FOV and about the identities 

of sounds evoking these conserved patterns. Examples of clustered ACMs acquired using a battery of 30+ 

sounds show that most of the presented stimuli do not evoke a stable pattern of response in the local population 

(Fig. 16 right), and those that do can be clustered into a small number of groups (one or two) based on their 

cortical representation. 

In summary, Bathellier et al. have provided coherent experimental data suggesting that the processing of 

acoustic stimuli by the auditory cortex is based on discrete perceptual categorization, the neural correlates of 

which are represented by attractor-final states of the underlying recurrent network (Bathellier et al., 2012).  

 

 

3 Experimental aims 

 

 

1) Development of a protocol enabling the observation of population coding of complex sounds as 

described by Bathellier et al. 2012, using genetically-encoded calcium indicators. 

 

2) Assessment of the activity of interneuronal subtypes accompanying abrupt changes in population 

coding as described by Bathellier et al. 2012. 
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4 Materials and methods 

4.1 Materials 

  

4.1.1 Drugs 

 

Lidocaine, used for local anesthesia, was subcutaneously administered during skin and muscle removal. 

Its mode of action involves silencing of pain afferents through non-selective inhibition of voltage-gated sodium 

channels and consequent blockage of action potential generation and propagation (Derry et al., 2014).  

Atropine, a competitive antagonist of muscarinic receptors, was used to counter bronchoconstriction and 

mucus secretion (possibly blocking the airways), both regulated by acetylcholine (Alagha et al., 2014). Atropine 

was subcutaneously injected prior to the surgery. 

Dexamethasone, a glucocorticoid receptor agonist with anti-inflammatory effects (Tsurufwi et al., 1984), 

was used to prevent brain swelling. Dexamethasone was administered subcutaneously as pre-medication. 

Carprofen, a non-steroidal inhibitor of cyclooxygenase and phospholipase A2, has anti-inflammatory, 

antipyretic and analgesic activity and is applied primarily in veterinary medicine (Snow et al., 2014). Carprofen 

was administered subcutaneously for seven days following the surgery, in order to reduce post-operative pain 

and inflammation. 

Eye ointment (opthalmoseptonex) was used in order to prevent eye damage since mice do not close their 

eyes when under anesthesia. 

Povidone iodine (betadine) was used to clear the surgical field from any microorganisms (naturally 

present on skin surface), in order to prevent surgical-site infections. Its mode of action consists of releasing free 

iodine from the polymer it is bound to (povidone), which in turn penetrates the cell wall and oxidizes microbial 

molecules (Dumville et al., 2015). 

 

4.1.2 Fixation 

 

Cyanoacrylate glue (Loctite Super Attak) was used to fixate the skin onto the skull, to fixate the 

aluminium headbar in a suitable position, and to sculpt an immersion-holding reservoir surrounding the cranial 

window. 

A custom-made aluminium headbar was glued onto the skull of the animal in order to maximally suppress 

movement of the field of view.  

 

4.1.3 Experimental animals 

 

Subjects of the following experiments were male and female transgenic mice with interneuron subtype-

specific (Cre-dependent) expression of the red fluorescent protein tdTomato. Mice were prepared through cross-

breeding of either of two cell-type specific driver lines: SST-IRES-Cre (Jackson laboratory stock n.018973)), 

or PV-IRES-Cre (Jackson laboratory stock n.012358), and the flex-tdTomato reporter line (Jackson laboratory 
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stock n.007909). Age of the subjects varied between 6-18 weeks. A total number of 103 mice (PV/tdT = 30, 

SST/tdT= 73) were subjected to the surgical protocol discussed in section 4.3. All of the performed procedures 

were approved by the ethical committee of the Institute of Experimental medicine, Czech Academy of Sciences. 

 

4.2 Tools enabling in vivo neural imaging 
 

4.2.1 Fluorescent reporters of neural activity 

 

Neural activity reporting via fluorescent probes can be currently achieved using small organic molecules 

or genetically-encoded protein-based indicators. The visualization of action potentials can be accomplished 

either directly through membrane-bound voltage-sensitive reporters, or indirectly by reporting on large calcium 

transients associated with neuronal depolarization (Kerr et al., 2005; Lütcke and Helmchen, 2011).  

Historically, organic dyes represented the optophysiological method of choice due to their fast kinetics 

and good signal-to-noise ratio, both largely superior to those of their early genetically-encoded counterparts. 

Probes based on calcium chelators, such as Oregon green BAPTA-1 (OGB-1) (Grynkiewicz et al., 1985), 

support single-AP detection at cellular resolution if combined with 2PLSM (Grewe et al., 2010; Paredes et al., 

2008). Membrane bound voltage-sensitive dyes on the other hand, enable meso- and macroscopic imaging with 

remarkable temporal resolution (Lütcke and Helmchen, 2011). However, regular upgrades of protein-based 

probes created by genetic engineering have been recently able to match the long unrivaled properties of organic 

dyes (Chen et al., 2013). Consequently, OGB-1 and other small organic molecules have been replaced by the 

significantly less toxic, genetically targetable protein indicators compatible with chronic experiments (Lütcke 

and Helmchen, 2011). 

Although the calcium-independent genetically-encoded voltage indicators (GEVIs) provide superior 

temporal resolution and subthreshold sensitivity at single-cell level (properties beyond of what is possible for 

reporters dependent on concentration dynamics of intracellular calcium), they are not yet available for 2PLSM 

and, therefore, cannot be effectively employed in imaging below superficial layers (Lin and Schnitzer, 2016). 

As a consequence, genetically-encoded calcium indicators (GECIs) represent the state-of-the-art method for in 

vivo neural activity imaging. 

A grand majority of studies in neuroscience aiming to record neural activity with single-AP and single-

cell resolution uses single-fluorophore GECIs of the GCaMP (Nakai et al., 2001) family, mainly the GCaMP6 

generation (Chen et al., 2013). The architecture of GCaMP indicators is based on the linkage of a circularly 

permuted GFP linked to calmoduline (CaM) from one side and to M13 (a short peptide originally from myosin 

light-chain kinase) from the other. Conformational changes induced in the event of a calcium ion binding to 

CaM, result in superior fluorescence of the probe (Mank and Griesbeck, 2008; Nakai et al., 2001). The GCaMP6 

family includes three variants: slow (6s), medium (6m) and fast (6f). The GCaMP6s variant produces superior 

changes in fluorescence in response to neural activity, but due to its slow decay-time cannot reliably distinguish 

single APs in moderately firing neurons (Fig. 18). The GCaMP6f variant on the other hand, is not as potent in 
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terms of signal strength but has the fastest decay-time resulting in single-AP resolution comparable to that of 

OGB-1 (Chen et al., 2013) (Fig. 18). As of recently, a new generation of upgraded GCaMP GECIs, the GCaMP7 

family, has been developed and is expected to become the indicator of choice for neural imaging (Dana et al., 

in preparation). 

 

 

Fig. 18 A comparative representation of properties of selected calcium indicators (Chen et al., 2013). Left: 

Fluorescent traces representing the amount of signal generated in response to a single action potential along 

with the slope of its decay. GCaMP6s produces the largest change in fluorescence, however, exhibits a long 

decay time (right, black) (t1/2  ∼ 0.5s). Consequently, 6s lacks the ability to resolve single APs. GCaMP6f 

generates weaker contrast (left), but has faster kinetics (right, turquoise) supporting single AP resolution under 

reasonable frequencies.  

 

4.2.2 Viral vector 

 

Adeno-associated viral (AAV) vectors are based on a group of non-pathogenic single-stranded DNA 

viruses (parvoviruses), whose coding sequences responsible for site-specific genome integration (rep) were 

replaced by an expression cassette (Büning et al., 2008). Consequently, experimentally used AAV vectors 

exhibit episomal persistence providing transient expression of the inserted sequence, while lacking the possibly 

harmful mutagenic effects of larger lentiviral vectors (Karra and Dahm, 2010). Furthermore, different AAV 

serotypes exhibit specific tropisms and transduction properties (Büning et al., 2008; Watakabe et al., 2015), thus 

providing an additional, although largely unspecific, level of targeting. The commercially available GCaMP6-

containing AAV vectors offer different serotypes and cell-type-specific promoters including variants with 

transcription-translation STOP cassettes compatible with the Cre/lox-mediated excision (Kuhlman and Huang, 

2008). This enables both tissue-specific (promoter-determined) and cell-subtype-specific (based on genetic 

markers such as SST) expression. In order to enhance the post-transcriptional stability of the coding sequence, 

a WPRE (Woodchuck Hepatitis Virus Posttranscriptional Regulatory Element) is commonly included at the 
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3’end of the insert (Zufferey et al., 1999). The expression cassette is usually terminated by the SV40 (simian 

virus 40) polyadenylation signal, employed due to its conveniently short sequence considering the limited length 

(∼5 kbp) (Karra and Dahm, 2010)) of inserts supported by AAV vectors (Choi et al., 2014).  

Calcium imaging in all experiments described in this text was performed using calcium indicators, genes 

of which were delivered using following vectors: AAV1.syn.GCaMP6s.WPRE.SV40 (Penn Vector Core 

Catalog number AV-1-PV2824) and AAV9.syn.GCaMP6f.WPRE.SV40 (Penn Vector Core Catalog number 

AV-9-PV2822). 

 

4.3 Surgical procedures 
 

In order to acquire optical access to the structure of interest, a chronic cranial window (Holtmaat et al., 

2009; Trachtenberg et al., 2002) was implanted over the auditory cortex (AC) following the injection of the 

viral vector in all of the experimental mice. The operation protocol was as follows: 

Isoflurane-anesthetized mice (isoflurane(%)/oxygen mix: 4% induction phase, 1-2% maintaining phase) 

were placed on a heated pad (38°C) and premedicated with subcutaneous injections of atropine (0.05ml, 

1mg/kg) and dexamethasone (0.05ml, 2.5mg/kg) in order to prevent endotracheal accumulation of mucus and 

to reduce brain swelling respectively. Eyes of the subjects were treated with opthalmoseptonex. Next, the 

surgical field covering the parietal area of the skull was cleared of hair and treated with betadine and lidocaine. 

Skin was removed, the now-accessible parietal bone was cleared of remaining tissue and a custom-made 

aluminium headbar was glued onto the dry skull using cyanoacrylate glue. In the following step, m.temporalis 

was excised and the surrounding skin was glued onto the skull so that a patch (preferably of most caudal and 

ventral position possible) of the temporal bone would remain accessible.  

The AC is located under the caudal side of the parietal bone, 2 mm from the occipital edge of the cortex 

and dorsal from the sinus petrosus. However, its exact location varies significantly from animal to animal and 

cannot be decisively located based on spatial cues (Stiebler et al., 1997). A 3,5mm wide craniotomy over the 

presumptive AC-containing area was performed using a small burr-tip dental drill. Cold saline was frequently 

applied during this process in order to prevent thermal damage to the underlying tissue (Yuan et al., 1994). The 

circular-sized bone “cut-out” was gently removed and cold saline was applied on the uncovered brain tissue 

with intact dura mater. The administration of the viral vector was preferably performed using a Nanoject III 

injector (Drummond Scientific) enabling injections of a defined volume, administered at 1nl/s. Successful 

expression of GCaMP6s delivered using the AAV1 serotype required 7-10 injections of 80nl. On the other hand, 

the number of injections required when using the AAV9 serotype was 4-6, while the volume represented 200nl. 

Finally, after the final injection, the craniotomy was sealed with a 3mm round glass coverslip, gently 

pressed against the tissue and fixated using cyanoacrylate glue. The total duration of the above-described 

procedure was approximately four hours. The success rate of the microsurgery was rather low at 30-50%. 

Throughout post-surgical care, 0.7ml (2.5mg/ml) of carprofen was daily administered in the seven days 

following the surgery. 



 

40 

 

 

 

 

 

 

4.4 Calcium imaging 
 

4.4.1 Optical imaging and two-photon excitation 

 

Neural activity has classically been recorded using electrophysiological methods directly probing the 

changes in membrane voltage of neurons. The lack of an intermediary translating electrical events into 

fluorescent signal renders electrophysiological methods extremely reliable in both temporal precision and 

electrical sensitivity. However, juxtacellular electrophysiological recordings enabling targeting of genetically 

defined neurons are restricted to small numbers of cells, while extracellular recordings capable of recording 

local populations (up to tens of neurons), lack means of sufficient identification (Buzsáki, 2004; Chorev et al., 

2009; Lütcke and Helmchen, 2011). 

Optophysiological methods enable recording of mainly suprathreshold neural acitivty in genetically 

defined neuronal populations with single-cell resolution (Knöpfel et al., 2006), although with lower temporal 

resultion. Therefore, the optophysiological approach to neural activity recording is, in many ways, 

complementary to that of electrophysiology. The state-of-the-art optophysiological method for in vivo neural 

activity recording is two-photon calcium imaging. The double variability introduced through the visualization 

of a transient calcium concentration peak accompanying an AP, renders calcium imaging significantly less 

reliable in terms of temporal resolution (Pologruto et al., 2004). Nevertheless, it is sufficient enough to provide 

a reliable readout of neuronal suprathreshold activity, presumed to represent the most relevant output in terms 

of information coding (Lütcke and Helmchen, 2011). 

Laser scanning optical microscopy employs fluorescent probes in order to generate contrast and visualize 

various cellular or tissue features including the anatomy of cellular compartments or changes in membrane 

voltage. Fluorescence is generated in two steps. First, the fluorophore is excited upon absorption of a photon of  

fluorophore-specific wavelength. The subsequent relaxation of the molecule is accompanied by the emission of 

a photon of a different wavelength (Fig. 19) (Drobizhev et al., 2011). 
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Fig. 19 Jablonski diagram of single- and two-photon excitation (Drobizhev et al., 2011). A schematic 

representation of single (blue) and two-photon (red) excitation resulting in an invariant outcome in the form of 

emission of a photon of a fluorophore-specific wavelength.  

 

The laser beam of excitation light scanning the sample is focused into a pixel-representing focal point, 

from which its intensity linearly decreases with distance. Consequently, out of focus fluorescence is generated 

above and under the focal plane, resulting in contamination of relevant signal (Fig. 20 left). In laser scanning 

confocal microscopy (LSCM), the undesired out-of-focus emission is filtered by a pinhole granting passage 

only to ballistic photons arriving from the focal plane. (Combs, 2010; Helmchen and Denk, 2005). However, if 

the focal plane is located further along the z-axis, the photons emitted from the focal point are more likely to be 

scattered by the increasing number of molecules present in the superficial layers of the sample. Due to the 

alteration of their original trajectories (failure to remain ballistic), these photons are filtered by the pinhole and, 

therefore, the amount of detected signal decreases with increasing depth (Helmchen and Denk, 2005). In 

addition to scatter, excitation light of wavelengths used in linear excitation exhibits a relatively high probability 

of absorption by biological tissue when compared to the near-infrared light. Due to the above-listed reasons, 

LSCM cannot effectively image structures located deeper than 100 μm (Combs, 2010). 

Two-photon absorption (2PA) is a phenomenon involving the simultaneous (within a femtosecond) arrival 

of two photons, resulting in the combination of their power and subsequent excitation of the fluorophore 

normally excited by a single photon of roughly half their wavelength (Fig. 19) (Combs, 2010; Helmchen and 

Denk, 2005; Zipfel et al., 2003). The most important prerequisite to 2PA is high spatial density of photons. In 

the context of 2PLSM, sufficient density is achieved through the use of an objective with a high numerical 

aperture (NA=0.95), coupled with the use of a pulsed laser. Due to its non-linear dependence on the linearly 

decreasing intensity of the laser beam, the probability of two-photon excitatory transition, decreases 

exponentially (fourth power (Denk et al., 1990)) with distance from the focal point (Helmchen and Denk, 2005; 

Zipfel et al., 2003). As a consequence, the intensity of excitation light required for 2PA is not present outside 

of the focal point, effectively limiting the generation of fluorescence to a femtoliter volume (Fig. 20) (Dunn et 
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al., 2000). Since no out-of-focus fluorescence is generated, all photons emitted by the sample at the given time 

can be assigned to the currently illuminated pixel, regardless of scattering. In summary, two-photon laser-

scanning microscopy (2PLSM) (Denk et al., 1990) represents a method capable of fast, high-resolution, deep-

tissue imaging of genetically defined neuronal populations located as deep as 1mm below the pial surface 

(Helmchen and Denk, 2005). In combination with genetically-encoded calcium indicators, 2PLSM represents 

the most efficient tool currently available for in vivo neuronal imaging in the neocortex of the mouse. 

 

 

Fig. 20 Spatial profile of fluorescence generation using single- and multi-photon excitation (Helmchen and 

Denk, 2005). A schematic representation illustrating the difference in spatial localization of fluorescence 

generation achieved by linear (LSCM) and nonlinear (2PLSM) excitation. 

 

4.4.2 Experimental protocol 

 

All imaging was performed using an Ultima IV Two-photon laser-scanning microscope (Prarie 

Technologies) equipped with a Chameleon Ultra II tunable pulsed laser (Coherent) operating at 920 nm (80Hz, 

140fs wide pulses with 12.5ns interpulse time). A minor part of the dataset was recorded using, galvanometric 

mirrors capable of scanning a 256x256 field of view (FOV) at 3Hz driven from the PrarieView imaging 

software. Since April 2018, the experimental setup was upgraded with a resonant scanner (Sutter) supporting 

scanning of 512x512 FOVs at 30Hz and with the Scanimage imaging software (MATLAB based package Vidrio 

Technologies). Mice expressing GCaMP6f were imaged using the upgraded microscope. 

Prior to the imaging session, the mouse was briefly anesthetized (isoflurane) in order to be headfixed under 

the microscope and placed in a heated plastic tube. All imaging was performed using a 20x water immersion 

objective (XLUMPLFLN 20XW, Olympus). 
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First, a FOV with cells responding to improvised acoustic stimulation (clicks, cracks) was located and 

segmented into single cell-shaped regions-of-interest (ROI) using tools available in both imaging programs. 

Changes in fluorescence in each ROI were recorded upon stimulation. All FOVs presented in results were 

located within L2/3 (150-200μm below the pial surface). 

Acoustic stimulation was presented using a battery of 39 stimuli (at 85-90 dB) used in the original study 

(Bathellier et al., 2012), kindly provided by dr. Bathellier. The stimuli included pure tones and complex sounds 

containing a wide range of frequencies and modulations. Stimuli were delivered using an E-MU 1212M sound 

card, a Denon PMA-535R amplifier and an ultrasonic speaker (Raal). Stimuli were presented in pseudorandom 

order with a 3 second (GCaMP6s), or 1 second (GCaMP6f) interstimulus interval. One recording consisted of 

8-10 repeats. 

In cases of FOVs exhibiting 2 or more modes of response, one sound was selected from each mode and a 

linear intensity mix (10% steps) of these two stimuli was generated in MATLAB. The resulting battery of 11 

sounds was delivered to and neuronal responses were recorded from the same FOV. If tdTomato labeled 

inhibitory interneurons were not ideally positioned within the original FOV, another set of recordings was 

performed targeting interneurons specifically.  

Changes in fluorescence were processed in a “Two-photon Processor” MATLAB package (Tomek et al., 

2013) using the “peeling” algorithm (Grewe et al., 2010) in the case of GCaMP6s, or the “foopsi” algorithm 

(Vogelstein et al., 2010) in the case of GCaMP6f and translated into spike probabilities. Next, population 

recordings were analyzed using the statistical pipeline proposed by Bathellier et al., and described in section 

2.4.3. Average firing rates during 250-500ms-long time bins from post-stimulus time histograms (PSTHs) of 

all imaged neurons were organized into single-trial population vectors. These were then cross-corelated in a 

correlation matrix and correlation coefficients for single-trials of the same stimuli were averaged. Stimuli 

expressing subthreshold autocorrelation were removed (the value of the threshold varied between 0,05-0.2). 

Next, hierarchal clustering was performed on the average-correlation matrix constructed as discussed in section 

2.4.3. The resulting clusters of stimuli represent response modes described in the original study (Bathellier et 

al., 2012). 

The activity of interneurons was first analyzed using PSTHs consisting of spike probabilities extracted 

from fluorescent traces by the “foopsi” algorithm. Spike extraction from GCaMP6f is more likely to ignore 

smaller events than to generate false-positive APs. SST+ INs presumably integrate the activity of the whole 

local population and, therefore, should not exhibit responses to stimuli as strong as certain PCs. Consequently, 

most of the information concerning the (inherently less dynamic) firing profile of single SST+ INs was filtered 

by spike extraction. All INs exhibited similar levels of GCaMP expression and, therefore, should produce 

similar changes in fluorescence in response to depolarization. Thus, the activity of single SST+ cells and their 

populations can analyzed using stimulus-evoked fluorescent traces directly. Similarity of the evoked activity in 

the context of single cells was analyzed in the following steps: First, a correlation matrix cross-correlating all 

single-trial response traces was constructed. Next, by averaging correlation coefficients between trials of the 

same sound, an averaged correlation matrix (ACM) was generated much like in the case of population vectors. 
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The resulting ACM reflects the similarity of responses evoked by different sounds in a single cell. The average 

synchronicity profile of response across the population was visualized by creating a mean ACM from all local 

SST+ cells. 

5 Results 

 

5.1 Optimization of the experimental protocol 

 

The method introduced by dr. Bathellier and his colleagues in their study regarding discrete neocortical 

representation of auditory stimuli has employed a synthetic calcium indicator called OGB-1 (Grynkiewicz et 

al., 1985) (Bathellier et al., 2012). However, experiments using OGB-1 are restricted to those of acute nature, 

due to the gradual removal of the dye actively executed by the stained cells of the FOV (Stosiek et al., 2003). 

In order to render the experimental conditions more physiological and compatible with chronic experiments, 

we replaced OGB-1 with genetically-encoded calcium indicators of the GCaMP6 family (the current field 

standard) (Chen et al., 2013). Therefore, the first experimental aim of this thesis was to replicate the original 

experimental findings by Bathellier et al. (discussed in section 2.3.4) using GECIs instead of synthetic dyes.  

 

5.1.1 GCaMP6s 

 

Research in the hosting laboratory has been focused on changes in tuning properties of single interneuronal 

subtypes following acoustic trauma (Novák et al., 2016) and conditioning-induced plasticity (Zelenka et al., in 

preparation) in the AC. While the first study was performed using OGB-1, the latter has employed GCaMP6s. 

Therefore, an experimental protocol specifying the viral titer and number of injections required for optimal 

expression was already developed by the time the following experiments were performed (8-10 injection sites, 

injection volume:∼80nl).  

The switch from OGB-1 to GCaMP6 bears important consequences in terms of acquisition speed. While 

OGB-1 fills the whole cell including the nucleus, GCaMP6 exhibits cytoplasmic localization and its presence 

in the nucleus reportedly causes aberrant activity (Chen et al., 2013). Consequently, OGB-1 stained cells can 

be imaged in a “Linescan” mode, where the laser beam scans the FOV along a user-defined scanning path, 

collecting only few representative pixels per cell, which enables high scanning rates (up to 100Hz) using mirror 

galvanometers. On the other hand, the unevenly distributed expression of GCaMP requires full-frame scanning 

and subsequent segmentation of the FOV into single-cell ROIs. This leads to a substantial loss of scanning 

speed as the same setup capable of 100 fps on linescan mode, reaches 3 fps at 256x256 with raster scanning. 

Despite the initially low success rate of surgeries, we were able to image 17 mice exhibiting solid 

GCaMP6s expression. Out of these, two were exhibiting two or more modes of response across multiple sessions 

with the autocorrelation threshold (representing the similarity of population response evoked by a given 

stimulus between trials) at 0.05. However, further analysis revealed extreme variability in terms of the identity 

of mode-related sounds. Interestingly, no “switching of teams” was recorded as the stimuli were organized into 
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two exclusive pools (Fig. 23A). Visualization of single-trial population responses to single sounds (Fig. 21 

right) seemingly (coupled together by hierarchal clustering) evoking the same response pattern, did not provide 

evident motifs of activity resembling those presented in the original study (Fig. 15A or Fig. 16). The average 

firing rate of the stimulus-evoked activity was highly variable from trial to trial (Fig. 23B) (as previously 

reported (Bathellier et al., 2012; Hromádka et al., 2008)). We further noticed that stimuli clustered into mode 1 

exhibited low overall firing rates. In contrast, sounds clustered into mode 2, generally evoked strong population 

activity. In order to further examine the validity of these observations, we rearranged the stimulation battery 

based on average stimulus evoked population firing rate evoked in each session. Stimuli of the first mode placed 

in the low-firing end of the spectrum, while sounds of mode two were placed among the strong-firing inducing 

stimuli (Fig. 22).  

 

Fig. 21 A representative example of clusters observed in mice expressing GCaMP6s Left: Clustered 

averaged correlation matrices from the same FOV in two immediately following sessions performed under 

matching conditions. The identities of sounds are extremely variable as well as the number of stimuli capable 

of passing the autocorrelation threshold. Right: Single trial population vectors for sounds clustered into mode 1 

or mode 2. Sounds 1 and 3 of the first session as well as sound 21 of the second session are clustered into mode 

1 based on consistently weak population responses. Sounds clustered into mode 2 in both sessions do not exhibit 

a tangible pattern of activity. The detected similarity in the elicited population response seems to have been 

generated by high overall activity of the whole FOV. 
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Fig. 22  Individual stimuli from the stimulation battery rearranged with regard to the overall firing rate 

evoked in two consecutive sessions. Numbers in bold indicate stimuli that were clustered into the presumed 

response modes (shown in Fig. 21). 

 

Unfortunately, no data for sound mixing are available for the FOV described in Fig. 21. Alternatively, we 

show the second and only FOV subjected to the mixing stimulation directly following the initial detection of 

modes. As illustrated in Fig. 23C, the two mode-evoking sounds used for the mix stimulation, exhibit  “patterns” 

of activity consisting of strong response in the case of sound#6 and weak response in the case of sound#19, 

much like the case we described in Fig. 21. According to the analysis determining the fraction of the pure 

stimulus response in single steps of the mix (Fig. 23D), the strong response evoked by sounds#6 is found in all 

mix steps except the last one, which represents pure sound#19. 

In summary, the used experimental setup combining GCaMP6s with slow acquisition speed did not prove 

capable of reliably detecting response patterns. Moreover, we believe it is prone to reporting in an all-or-none 

manner, while lacking sensitivity needed to indicate sparse singular events presumably fundamental to L2/3 

coding (Petersen and Crochet, 2013; Sakata and Harris, 2009).  
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Fig. 23 Properties of the presumed cortical modes detected using GCaMP6s combined with slow scanning 

speed. A: Average population firing rates of neurons described in Fig. 21 evoked by the battery of 39 stimuli. 

The overall strengths of response of the population to single stimuli are similar across sessions (p=0.39, two-

sided Wilcoxon rank sum test). Consequently, there is a pool of high and low firing-rate inducing sounds. B: 

Single-trial population responses to sounds evoking mode-related “patterns” in one of the sessions but not in 

the other illustrate the high level of trial-to-trial variability. Sound #1 is a part of the “silent” mode in the first 

session (mode 1) due to its stable lack of firing. However, sparse activity in session 2 causes the failure to pass 

the autocorrelation threshold, resulting in the filtering of the sound (not in a cluster). Sound #6 is a part of the 

“loud” mode in the first session (mode 2). However, the failure to sustain a strong population response across 

trials has led to the exclusion of sound #6 from mode 2 in session 2 (not in a cluster). C: A different FOV in a 

different animal exhibited similar clustering dynamics including a “silent” mode represented by sound #19 

(right) and a “loud” mode represented by sound #6 (left). A linear intensity mix of these two sounds (11-steps) 

(middle) evoked two modes of response (0.03 autocorrelation threshold). Mode 1 included steps 1-10, while 

mode 2 consisted of step 11. Average populational responses evoked by the linear mix show that high firing is 

evoked by all steps containing a fraction of sound #6, while the last step representing pure sound #19 shows a 

decrease in the overall response. D:  The analysis determining the fraction of the pure stimulus response in 
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single steps of the mix shows that the “mode” of response generated by sound#6 from C is present in all mix 

steps except step 11 representing the pure sound#19. 

 

5.1.2 GCaMP6f 

 

Due to its fast half-decay time (under 0.2 seconds (Fig. 18)), GCaMP6f was not compatible with the 0.3 

second frame period delivered by the original setup. However, our 2PLSM system was recently upgraded with 

a new x,y-scanning module (a resonant scanner (Sutter)) enabling full-frame, high-speed, high-resolution image 

acquisition (512x512 at 30fps). Consequently, we were able to order a viral vector enabling the expression of 

GCaMP6f, for which we developed an application protocol. Based on references from other laboratories, we 

acquired the AAV9-serotype variant of GCaMP6f-containing viral vector, promising superior spreading of viral 

transduction, thus requiring less injections (Watakabe et al., 2015), later confirmed in our own experience (Fig. 

24). In a further effort to reduce damage infliction, we used an injector enabling controlled injection speed of 

defined volumes (Nanoject III, Drummond scientific). The final protocol recommends the use of a 

∼8.1011particles/ml titer applied in 3-4 injections, with the injection volume of 200nl applied at 1nl per second. 

 

 

Fig. 24 An illustration of differences in spreading properties between AAV1 and AAV9 serotypes in 

mouse AC. Epifluorescence images of mice expressing A: AAV1.GCaMP6s (9 injection sites) and B: 

AAV9.GCaMP6f (3 injections). 

 

5.1.2.1 Response modes 

 

Out of the 13 GCaMP6f-expressing mice declared suitable for imaging, 3 exhibited the hypothesized 

populational dynamics. Firstly, we present data from an animal with tdTomato expression localized in SST+ 

cells (SST/tdT), containing one FOV exhibiting a single mode of response. The response pattern visualized in 

the form of plotted single-trial population vectors is consistent between sessions 1 and 2 performed within one 

hour. In session 1, an additional stimulus (sound#29) has passed the autocorrelation threshold set at 0.1 (Fig. 

25). 
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Fig. 25 A FOV exhibiting a single mode of response stable across consecutive sessions. The clustered 

averaged correlation matrices (ACMs) (left) of sound evoked population vectors plotted on the right reveal, that 

number of modes of response exhibited by the FOV, as well as the identities of sounds evoking the response 

mode, are stable across sessions performed within one hour. Sound#29-evoked response in session 2 did not 

pass the autocorrelation threshold of 0.1. 

 

Our most representative results were acquired from a single mouse (again of the SST/tdT genotype) that 

contained two FOVs exhibiting clustered population responses. In both cases, the battery of 39 complex stimuli 

evoked 2 response modes with autocorrelation greater than 0.1 or 0.2 respectively. We observed a simple, but 

stable pattern of activity in both local populations; data from one of the populations is presented in Fig. 26 
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Fig. 26 A FOV expressing stable multi-pattern activity. Clustered averaged correlation matrices of two 

sessions (separated by 20 minutes) revealed a stable number of modes evoked by the same stimuli. Plotted 

population vectors across trials demonstrate, that the activity patterns evoked by sounds of the same mode 

(sounds #6 and #7) are similar and that population activity does not differ between sessions performed within 

one hour.  

 

In order to verify that the observed auditory representation exhibits the reported attractor-like dynamics, 

we generated a linear intensity mix of sounds #4 and #6. Imaging of the FOV presented in Fig. 26 revealed that 

the activity evoked by single steps of the mix did include an abrupt change in the representation (Fig. 27C), 

although separated by steps that did not pass the autocorrelation threshold in cluster calculation (steps 4-8) Fig. 

27A). As a form of negative control (Fig. 28), we tested the proposed model in the context of a FOV with a 

single mode of response (local population described in Fig. 25). A linear mix of sounds evoking the same 

response pattern produced an uniform population response in all steps of the mix (Fig. 28 right). In order to 

support our observations, we analyzed the relative strength of the response mode in every step of the mix, by 

determining the fraction of the population response vector evoked by a pure stimulus, present in population 

responses recorded for single steps (Fig. 28B). 
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Fig. 27 Population responses to a linear mix of sounds #4 and #6. A: An average correlation matrix revealing 

two modes of activity evoked by single steps of a linear intensity mix of two sounds belonging to different 

clusters. Steps 3-8 have failed to pass to autocorrelation threshold. B: Spectrograms of sound #4 evoking the 

first and sounds #6 and #7 evoking the second population response mode described in Fig. 26. C: Population 

vectors across trials for different steps in the linear intensity mix of sounds #6 and #4. A decrease in the intensity 

of the evoked representation is observable with lower percentage of the driving stimulus, while steps 5, 6, 7 and 

8 lack a visible pattern of activity.  
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Fig. 28 Activity recorded in response to linear mixes of sounds evoking two (left) and one (right) mode of 

response. A: Population responses of a FOV averaged across trials in response to single steps of a linear intestity 

mix of two sounds. Left: A mix of two sounds evoking different patterns. An interval of steps evoking no visible 

pattern of activity divides two regions, where the imaged population responds either by the sound #4-evoked 

representation or by the sound #6-evoked representation. No intermediate pattern is visible. Right: A mix of two 

sounds evoking the same mode of response (thoroughly presented in Fig. 25). A mostly uniform representation 

is evoked by all steps of the linear mix battery of sounds #31 and #32. B: Fractions of the respective pure-

stimulus population response vectors (mode strength) for each step of the mix. Left: Sound#6-evoked mode 2-

related reponse pattern disappears from the representation when sound#6 is at 60% (step 5 of the mix). The 

onset of the sound#4-evoked mode 1 is more challenging to interpret since a low fraction of the response mode 

is detected from step 6 (50-50 mix). However, it is not until steps 7 and 8 that the mode strength starts to show 

sings of exponential growth. Right: The fraction of the pure stimulus response (sound #31 or #32) in mix steps 

varies around 0.5, which supports the claim that the reponse pattern evoked by a linear mix of two sounds 

clustered into the same mode is uniform across mix steps. 
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Based on our mapping of single-cell tuning, not one of the imaged FOVs was located in the core region of 

auditory cortex, suggesting that the presented FOVs most likely belong to a higher-order auditory area. 

In order to assess the temporal stability of recorded activity patterns, original FOVs exhibiting multiple 

modes of response were revisited and single neurons were reidentified. However, population responses recorded 

24 hours following the first session did not match the earlier results, nor did a novel pattern emerge. Moreover, 

signs of pathological development restricted to the original FOV suggested that extensive imaging sessions may 

be damaging. Unfortunately, all FOVs exhibiting 2 or more modes of response were subjected to thorough and 

long-lasting imaging sessions, in all cases leading to photodamage. Since no further imaging was normally 

performed in FOVs where the stability of a single-mode behavior was established, a FOV exhibiting a single 

mode of response was revisited in order to inspect its stability. Despite minor changes in levels of GCaMP-

expression, no anatomical differences indicating tissue damage were observed. Moreover, response patterns 

along with the identities of mode-evoking sounds matched those recorded six days prior to the second session. 

 

Fig. 29. Representations of auditory stimuli in the AC showing susceptibility to photodamage induced by 

extensive imaging. A second recording session performed ∼24 hours after the first was not able to examine the 

stability of cortical representation of sounds #8, #25 and #35. Top: Imaging sessions of Day 1 revealed two 

stable modes of response repeatedly evoked by the same stimuli. Bottom: Sounds #8, #25 and #38 failed to 
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evoke activity patterns similar to those acquired on Day 1. The overall quality of the recording was partly 

compromised by numerous fluorescent artifacts, which represent possible markers of photodamage. The 

situation did not change during later revisits.  

 

 

Fig. 30 Representations of auditory stimuli in the AC showing stability after six days. Two recording 

sessions separated by 6 days revealed the consistent nature of mode representation. Top: A FOV exhibiting a 

single mode of response was imaged and a stable pattern of activity was observed across the pool of mode-

evoking stimuli. Bottom: The original FOV did not exhibit any signs of damage on Day 7 after the initial session. 

The identities of stimuli evoking the single mode of response were matching those described on Day 1. The 

underlying activity pattern shared by all mode-evoking stimuli strongly resembles the one described on Day 1. 

 

5.2 The activity of interneurons associated with the switch in cortical representation 
 

The second experimental aim of this thesis was to analyze the activity of different IN subtypes, during the 

abrupt change in mode representation. Therefore, after every successful identification of a neuronal population 

exhibiting pattern-switching activity, we immediately performed an another set of recordings capturing the 

responses of (either PV+ or SST+) interneurons to the same linear mix of sounds. However, since we discovered  

only three FOVs exhibiting such behavior, the numbers of interneurons recorded under pattern-switching 

conditions are very low (PV+ INs n= 3 cells, SST+ INs n= 20). Since relevant statistical analysis is largely 
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incompatible with such small sample size, the following results and interpretations should be considered as 

preliminary data. 

Single-cell averaged correlation matrices (ACMs) demonstrating the similarity in activity evoked by 

different steps of the linear mix within a single cell, revealed a weak organization into two blocks (no clustering 

was performed). These blocks may be viewed as a single cell equivalent (Fig. 31A) of the previously discussed 

modes of population response (such as in Fig. 27). We observed similar organization in a mean ACM obtained 

by averaging ACMs of all local SST+ INs (Fig. 31B).  Interestingly, we observed an overlap, where the stimuli 

representing borders of the two blocks, evoke activity similar to both modes of SST+ cell-response. These 

overlapping steps mostly coincide with the steep onset of the sound#4-evoked population pattern we describe 

in Fig. 27C and Fig. 28 left. Moreover, the average correlation coefficient within the overlapping steps seems 

to be slightly superior to the correlation coefficient exhibited by steps exclusively belonging to one of the blocks 

(Fig. 31B). The average population firing is stronger (Fig. 31C) in response to steps where the richer response 

pattern evoked by sound#4 dominates (Fig. 27, Fig. 28). The average firing rate of the whole FOV gradually 

rises to its maximum during step 11 of mix, representing pure sound#4.  However, it seems that the peak in 

average firing rate of SST+ cells, corresponds to step 9 of the mix (Fig. 31C). We analyzed the response 

dynamics of SST+ INs of the single-mode FOV (n=6) imaged for temporal stability (Fig. 25 and Fig. 30) in 

order to provide a negative control. These SST+ cells exhibit a single mode of response, similar among all steps 

of the linear mix described in Fig. 28 Right (Fig. 31D).  
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Fig. 31 Preliminary data acquired from 15 SST+ INs residing within, or in the close vicinity of the FOV 

A: An averaged correlation matrix constructed using fluorescence traces of a SST+ cells stimulated by the linear 

sound mix presented in Fig. 27. The firing profile of this particular cell shows higher similarity when sound#6 

is dominant in the mix. However, a faint indication of two clusters of response is visible. Responses evoked by 

steps #7 and #8 of the mixture show a relatively high level of similarity  B: A mean of averaged correlation 

matrices of single SST+ cells (Fig. 31A) reveals combinations of stimuli most likely to evoke consistent 

responses in single cells across the population. Weak indications of a two-cluster organization produce an 

overlap where the highest overall consistency of response is located. Contrary to the SST+ cell described in Fig. 

31A, the overall trend in the local SST+ population seems be that higher similarity of responses is exhibited to 

mix steps dominated by sound#4. C: Average SST+ subpopulation firing rates in response to single steps of the 

linear mix stimulation battery described in Fig. 27, in the context of the whole FOV. Steps of the mix where 

sound#4 dominates, provoke stronger firing in both local SST+ cells (top) and the imaged population as a whole 

(bottom). In the case of the whole FOV, the intensity of activity reaches its maximum with step 11 representing 

pure sound#4. However, the activity of the SST+ subpopulation reaches its peak during step 9.  D: An averaged 
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correlation matrix of SST+ cells residing within a FOV exhibiting single-mode behavior. The population 

responses of these cells produce a single mode of activity common to all steps of the linear mix described in 

Fig. 28 right. No clustering was performed on any of these ACMs.  

 

All scripts used in the analysis-pipeline along with a dataset containing preprocessed recordings of neurons 

and SST+ cells from the FOV described in Fig. 25, Fig. 26, Fig. 30A,B and C are available for review at 

https://github.com/2pLabIEM/clustering. 

6 Discussion 

 

The main experimental aim of this thesis was to establish a protocol enabling chronic examination of 

population coding in the auditory cortex of mice. In 2012, Bathellier et al. provided data supporting a model of 

perceptual categorization in the auditory cortex relying on attractor-like dynamics of local neuronal populations 

(Bathellier et al., 2012). The original study employed 2PLSM calcium imaging using a synthetic calcium 

indicator providing reliable spike detection (Stosiek et al., 2003). However, such synthetic dyes are 

incompatible with chronic experiments, as they would require repeated re-administration. In 2013, Chen et al. 

introduced GCaMP6, an advanced genetically-encoded calcium indicator, which became the most commonly 

used probe for two-photon in vivo calcium imaging. However, due to its cytosolic localization properties, 

GCaMP6-based calcium imaging requires raster scanning, which is significantly slower compared to the 

linescan mode supported by OGB-1 (the synthetic indicator used in the original study). The reduction in the 

acquisition speed is particularly significant (30-fold decrease) in the case of older 2PLSM setups relying on x-

y scanning provided by two galvanometric mirrors.  

In our first attempt to observe the hypothesized dynamic, we performed calcium imaging of mice 

expressing GCaMP6s at slow acquisition speed (3Hz). Two out of the 17 imaged mice were consistent in 

exhibiting two or more modes of activity, in response to a battery of 39 complex sounds. We determined that 

the identities of sounds evoking different modes were largely variable, however did not migrate between modes. 

This suggested, that there were two pools of stimuli, random representatives of which appeared in the clustered 

correlation matrix across different sessions. The visualization of single-trial population vectors (Fig. 21) 

revealed that the two modes of response are represented by a “pattern” of high overall activity on one side, and 

a weak population response on the other. The high similarity (p=0.39, two-sided Wilcoxon rank sum test) of 

average population firing rates across two sessions (Fig.  23A) suggested, that the two previously hypothesized 

pools of stimuli, may represent sounds evoking strong activity and sounds evoking a weak response. We tried 

to examine this notion by organizing the battery of stimuli based on the amount of activity evoked by each 

stimulus across trials. While the sounds of the quiet mode (mode 1) placed reliably as the lowest-firing evoking 

stimuli, the sounds of mode two exhibited a slightly larger spread (Fig. 22). Furthermore, differences we 

observed in single-trial response patterns evoked by a sound when part of a cluster and when not part of a cluster 

suggested, that the consistently high (or low) activity across trials is the main prerequisite required for 

https://github.com/2pLabIEM/clustering
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appearance in the ACM (Fig. 23B). The observation of high trial-to-trial variability in the activity of single L2/3 

neurons supports the previously reported results (Bathellier et al., 2012; Hromádka et al., 2008). Moreover, 

when presented with a linear intensity mix of sound#6 from the “loud” mode and sound#19 from the “quiet” 

mode, the response “pattern” represented by high overall activity seems to be prominent in all steps where a 

percentage of sound 1 is present in the mix (Fig. 23C, Fig. 23D). In summary, these results provide very limited 

information about the cortical modes of response. Our sole relevant conclusion therefore is, that GCaMP6s-

based calcium imaging combined with slow acquisition speed does not enable reliable reporting of population 

coding in the context of L2/3 of the auditory cortex of mice.  

GCaMP6s produces strong and long-lasting (half-decay time above 0.5s) changes of fluorescence in 

response to single action potentials (Fig. 18). Due to the long decay-time and high calcium affinity, high-

frequency activity leads to reliable signal summation, quickly reaching saturation. Consequently, GCaMP6s can 

mask the underlying faster spiking pattern, in a situation when large depolarizations evoke strong and long-

lasting fluorescence. Setups with slow scanning speeds are more likely to detect these incidents, over brief 

events appearing and disappearing in a timeframe similar to their frame period. Therefore, setups with slow 

acquisition speed using GCaM6s, may exhibit high-pass filtering and consequent limited firing rate sensitivity. 

In the case of strong response-evoking complex stimuli, the sensitivity is effectively limited to whether the 

neuron is firing, or not. Experiments aiming to describe tuning features of single neurons usually search for 

stimuli that generate strong responses and therefore are compatible with such setting. However, the detection 

of response patterns evoked by complex stimuli relies on the ability to assess the overall firing profile of the 

population. The activity in local, highly interconnected neuronal populations is of recurrent nature  (Douglas et 

al., 1995; Wang, 2008). Therefore, it is likely that a response-pattern-evoking sound, efficiently stimulating a 

subset of neurons in the FOV, generates at least some activity in all neurons of the local network through 

recurrent excitation which can be inherently overshot by slow image acquisition and calcium reporting with 

long fluorescence decay. Consequently, a probe with properties enabling the reporting of different firing rates, 

is essential for successful response pattern detection. 

The half decay-time of GCaMP6f is under 200ms and its affinity to calcium is lower than that of GCaMP6s 

(Chen et al., 2013). Consequently GCaMP6f-based reporting of neural activity is more reliable in terms of spike 

detection from multi-spike recordings, creating a larger range of firing rates (dynamic range) that can be 

distinguished. However, again due to its fast decay-time, GCaMP6f is largely incompatible with slow-scanning 

2PLSM setups. Fortunately, a resonant scanner module was installed in April 2018, effectively increasing the 

scanning speed of our setup to 30 Hz in high (512x512) resolution, which rendered the 2PLSM setup compatible 

with GCaM6f-based calcium imaging. The subsequent acquisition of a new GCaMP6f-containing AAV vector 

provided us with an opportunity to explore different serotype options suitable for use in the neocortex. We 

selected the AAV9 serotype due to the promise of superior neocortical spread supported by several personal 

and published references (Watakabe et al., 2015). Our application protocol developed for optimal expression 

(covering the cranial window) of GCaMP6f delivered in an AAV9-based viral vector proposes 3-4 injections 

of 200nl at 1nl per second (Fig. 24B). The AAV1-based GCaMP6s-containing vectors required 7-9 80nl 
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injections in order to cover a reasonable part of the cranial window (Fig. 24A). Therefore, the use of a AAV9-

based vector significantly reduced the number of injections required for viral delivery, consequently reducing 

the amount of inflicted mechanical trauma. 

All of our further demonstrated results were acquired from three mice expressing the GCaMP6f calcium 

indicator. Although sample sizes in in vivo studies are generally small (10 mice per group), our sample size 

(n=3) is even smaller (mainly caused by the low yield of the surgical procedure) and therefore our results are, 

without a question, insufficient in terms of robustness of produced data. Consequently, results and 

interpretations discussed in the following paragraphs are to be regarded as a proof-of-concept followed by 

preliminary data. 

In total, we were able to locate three fields of view (FOVs) exhibiting two modes of response to a battery 

of complex acoustic stimuli. In all cases, the identities of mode-evoking sounds proved to remain consistent 

between consecutive sessions performed within one hour. Visualizations of activity patterns underlying single 

response modes suggest, that the population activity is conserved across trials, between immediately succeeding 

sessions and between sounds of the same mode (Fig. 25, Fig. 26). In the next step, we generated a stimulation 

battery consisting of a 11-step linear intensity mix of two sounds selected based on their capacity to evoke a 

different mode of response. In all cases, an ACM describing the response of the population to the linear mix, 

clustered the evoked activity patterns into two modes (demonstrated in Fig. 27A). However, in each multi-mode 

FOV, we observed at least one step between the representations of the original stimuli, that did not cross the 

autocorrelation threshold (six steps in Fig. 27). This lack of representation may be interpreted as the failure to 

perceive any of the original sounds in the respective mix steps. Alternatively, our setup may simply lack the 

sensitivity required in order to detect the faint representation evoked during these mix steps. We used a linear 

mix of sounds evoking a single response mode from the FOV described in Fig. 25, in order to examine the 

consistency of the model. The neuronal population exhibited a single mode of response across all mix steps, 

thus increasing the validity of the concept through the use of a negative control (Fig. 28). Moreover, as we show 

in single trial population vectors of Fig. 27 or averaged population vectors of Fig. 28 left, the nature of the 

pattern underlying the sound#4-evoked mode 1 is more complex than that of the sound#6-evoked mode 2. This 

notion is also supported by the gradual increase in average firing rate of the population, positively correlating 

with the percentage of sound#4 present in the a step (Fig. 31C bottom). Since highly-interconnected sister PCs 

do exhibit a level of colocalization (Yu et al., 2012b), it is likely to expect that cells of a single functional 

population would dominate a certain spatial domain. Bathellier et al., propose that the “centers of mass” of the 

response patterns they observed were separated by at least 50μm (Bathellier et al., 2012). Provided a FOV is 

not big enough to cover multiple domains at the same time, one cortical mode may evoke a response pattern 

seemingly more complex (in terms of the number of actively participating cells) than the other. This notion can 

be illustrated by the plotted single trial population vectors of sound#4 (a complex mode of response) compared 

to those of sounds#6 and #7 (a simple mode of response) we show in Fig. 26, or of sound#8 (a complex mode 

of response) compared to those of sounds #25 and #38 (a simple mode of response) we present in Fig. 29. 

However, this could be hypothetically determined solely by the absence of additional mode 2-related cells 
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localized outside of the FOV. Moreover, the absence of other mode 2-related cells may generate the gap with 

no clear activity pattern such as we observed in Fig. 27. It is possible that cells outside of our FOV participating 

in the response pattern underlying mode 2 were still responding to mix steps during the apparently silent gap, 

and thus were blocking the onset of the sound#4-related mode 1. Its onset is more likely to mark the actual 

switch since more cells of our FOV participate in its population response. 

GCaMP expression is relatively stable over longer periods of time (several weeks in our experience), which 

supports experimental protocols aiming to revisit the previously imaged FOVs in order to assess the temporal 

stability of the observed neuronal behavior. However, our attempts to examine the temporal stability of FOVs 

exhibiting multiple modes of response were largely unsuccessful. The failure to acquire recordings of necessary 

quality was mainly caused by damage-induced anatomical changes in the FOV. Large fluorescent artifacts 

directly interfering with fluorescent signal acquisition are presumably markers of photodamage, inflicted 

through extensive imaging during the first session (Fig. 29). Furthermore, a decrease in intracellular 

fluorescence intensity may indicate pathological changes in cellular physiology, which, if true, are very likely 

to affect the electrical properties of the cell. All FOVs exhibiting two modes of response were thoroughly 

imaged during the first session, and later developed anatomical symptoms indicating tissue damage. Due to the 

amount of damage-related evidence, we find it is most likely that the failure to observe similar response patterns 

upon revisiting, is a false-negative and therefore does not qualify as proof of mode instability. FOVs exhibiting 

a single, stable mode of response were subject to significantly shorter imaging sessions and lacked signs of 

damage when revisited. Our recordings of carefully reidentified neurons revealed population responses largely 

similar to those recorded during the first session six days prior. A matching group of stimuli evoked a single 

cluster of activity, represented by a response pattern matching its counterpart observed during session 1 (Fig. 

30). These results may indicate that, under physiological conditions, cortical representations of acoustic stimuli 

remain stable at least for one week. Our results are therefore theoretically in accord with studies performed in 

the barrel cortex ((Margolis et al., 2012; Peron et al., 2015) and motor cortex (Peters et al., 2014) of the mouse, 

which reported neuronal representations consistent over the course of multiple weeks. However, a recent study 

concerning the initially stable representations recorded in the posterior parietal cortex reported, that these are 

likely to disappear after over a week (Driscoll et al., 2017). Our future experiments will therefore aim to examine 

the temporal stability of auditory representation during longer time frames (one month). 

The second objective of this thesis was to describe the activity of single interneuronal subtypes during 

changes in perceptual representation. Therefore, all of the imaged mice exhibited interneuron-specific 

expression of a red fluorescent marker. In addition to the small number of suitable FOVs (n=3), two of these 

populations did not contain a relevant subpopulation of tdTomato-expressing cells (n=3, n=5) residing within 

the borders of the FOV or in its close vicinity. We observed the presented dynamics in a subpopulation of 15 

SST+ cells located inside the FOV (described in Fig. 26 and Fig. 27), or within a 20μm wide radius along each 

axis. The expression of GCaMP is usually lower in tdTomato-positive cells, but remains relatively consistent 

across the labeled subpopulation. In addition, GCaMP6f-mediated spike extraction is prone to ignore a small 

percentage of APs. Consequently, the spiking pattern extracted from fluorescent traces of SST+ cells was very 
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sparse, while a significant part of the activity profile was lost during analysis. These incomplete spiking patterns 

proved incompatible with cross-correlation and similarity detection. Since the overall level of GCaMP 

expression across the SST+ population was relatively stable, we presumed that the amount of fluorescence 

generated by one cell in response to a single action potential should be very similar to the amount generated by 

all other cells in response to the same event. Consequently, we analyzed the activity of SST+ cells using 

fluorescent traces directly. 

If not stated otherwise, we based all our following interpretations on results acquired from responses of the 

local SST+ subpopulation to the linear intensity mix of sounds #4 and #6 presented in Fig. 27. An averaged 

correlation matrix (ACM) constructed via cross-correlation of 250ms-long time bins from stimulus-evoked 

fluorescent traces of a single cell (Fig. 31A), provided insight about intra- and inter-stimulus response similarity 

at single-cell level. In order to examine if the organization of responses of SST+ INs to the linear mix is, to any 

extent, consistent across the SST+ subpopulation, we constructed a mean ACM averaging ACMs of all SST+ 

cells (Fig.31B). The main purpose of the mean ACM is to represent the organization of response patterns 

exhibited by an average SST+ cell that can be found within the spatial context of the FOV. In our opinion, the 

mean ACM presented in Fig. 31B reveals a weak, but evident organization of mix-evoked activity into two 

blocks, although no hierarchal clustering was performed. Moreover, we believe that there is an overlap 

observable (steps 7 and 8). This could mean that the mix-step-evoked activity profiles belonging to the overlap 

are similar to both blocks of response patterns at the same time (Fig. 31B). Based on these preliminary results, 

we hypothesize that the activity of single SST+ INs possibly reflects three states of the local network. Firstly, 

the two blocks of SST+ response (steps 1-8 and steps 7-11 of the linear mix, Fig. 31B) seem to correlate with 

the population response modes of the surrounding principal cells (Fig. 27, Fig. 28). Secondly, a transient 

increase in the response consistency of single SST+ cells is observable during the transition between these two 

blocks, and therefore may be related to the transition between cortical representations, which cannot be precisely 

determined due to the large gap between the significant onset of both representations (visible in Fig. 27C and 

analyzed in Fig. 28B). Moreover, the difference in average firing rate in response to single steps of the linear 

mix between SST+ cells and the whole population (mostly comprised of L2/3 excitatory pyramidal cells), 

further suggests that SST+ INs do play a, possibly substantial, role in the categorization of auditory stimuli. A 

similar conclusion was drawn by a study performed on a primate model, where it was based on the observation 

that interneurons of the auditory cortex exhibit higher selectivity for auditory categories, compared to the local 

pyramids (Tsunada et al., 2012). In addition, the notion that inhibitory interneurons play a pivotal role in the 

neocortical processing of auditory stimuli is generally accepted in different areas of auditory research   

(Schinkel-Bielefeld et al., 2012; Wu et al., 2008).  

 

The quality and size of interpretations that can be directly postulated based on the acquired dataset, is 

objectively limited. We believe that in order to effectively study the role of inhibitory interneurons, an upgraded, 

hypothesis-driven experimental protocol is required. Therefore, we assembled a set of speculative hypotheses 
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proposing a simplified model describing the role of SST+ INs in the transition between representations of 

auditory percepts based on the acquired preliminary data. 

The conserved response pattern of local PCs exhibited across stimuli evoking the same mode of response, 

should create a specific but consistent pattern of excitation upon each local SST+ interneuron. Consequently, 

this wiring-determined, mode-specific footprint of depolarization should be unique for every IN and could force 

a given SST+ IN into firing in a certain manner when the cortical mode is represented. We propose that the two 

clusters visible in the mean ACM (Fig. 31B) could demonstrate the presence of such footprints, which would 

in turn suggests, that the local subpopulation of SST+ INs is targeted by two mode-determined functional 

subpopulations of local principal cells (PCs). Such wiring does not contradict with the reported role of SST+ 

INs in feedforward, feedback and lateral inhibition (Adesnik et al., 2012; Phillips et al., 2017; Silberberg and 

Markram, 2007). In an attempt to provide a negative control, we examined the responses of a local SST+ 

population residing within a FOV with one mode of response (FOV presented in Fig. 25 and Fig. 30). Our 

results indicate that these cells exhibited a single pattern of activity across all steps of the mix (Fig. 31D), 

supporting the notion that modes of response exhibited by local SST+ INs are forced upon them by local PCs. 

As possibly assumable from Fig. 27C and Fig. 28 left, the intensity of the response pattern increases with the 

percentage of the pattern-driving stimulus presented in the mix. The local pattern evoked by sound#4 of mode 

1 is significantly more complex than the locally observable pattern underlying mode 2 (illustrated by the 

visualization of single trial population vectors in Fig. 26). Therefore, the amount of input onto local SST+ cells 

generated by the response pattern of the first mode (evoked by sound#4) should be larger than that of mode 2 

(evoked by sounds#6 and #7). The average SST+ population firing rate across single steps of the linear mixture 

mostly supports this notion, since mix steps evoking a detectable sound#4-response pattern (representing the 

more (locally) complex representation) are coupled with higher SST+ firing rate than others. The efficiency of 

the more complex pattern in generating high firing-rate may be supported by the facilitating nature of SST+ INs 

input synapses (Silberberg and Markram, 2007). In summary, our results indicate that SST+ cells of the imaged 

FOV seem to be preferably targeted by mode 1-related PCs, presumably dominating in the local spatial domain 

(supported by the gradually increasing population firing rate we show in Fig. 31C bottom). Their high firing 

rate accompanying the presence of the mode 1-related representation pattern (Fig. 31C top, (Fig. 27 and Fig. 28 

for the onset of mode 1)), could provide lateral inhibition, effectively silencing cells participating in the 

representation of mode 2. These results support the hypothesis that SST+ INs promote a winner-takes-all 

environment, effectively enabling attractor-like dynamics between cell assemblies (Silberberg, 2008; Tremblay 

et al., 2016). 

Moreover, we believe our results suggest that the mixture-step stimuli creating the overlap between two 

modes of SST+ response exhibit a superior level of inter-trial consistency (Fig. 31B, steps 7 and 8). We 

hypothesize that the two blocks of SST+ cell response and the increase in synchronicity located in the overlap 

may represent functional consequences of the underlying attractor network state. Strong representation of a 

stimulus dominant in the mixture step should provoke stronger activity in the local fraction of SST+ INs (such 

as in Fig. 31C). As noted before, our results presented in Fig. 27 and Fig. 28 suggest that the intensity of stimulus 
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representation rises with the percentage of the driving stimulus in the mix. Due to the facilitating nature of input 

synapses on SST+ INs (Reyes et al., 1998; Silberberg and Markram, 2007), their strength of response should 

rise nonlinearly with rising intensity of the cortical mode . Therefore, the firing rate of the local subpopulation 

of SST+ INs should rise exponentially on both ends of the mix, while the “middle” (dependent on the location 

of the abrupt transition) steps should provoke the least amount of activity. Our results exhibit such exponential 

rise on one end of the mix (Fig. 31C). As postulated above, this could be a direct consequence of the small area 

covered by the FOV, capturing the fraction of the SST+ subpopulation mostly targeted by mode 1-related PCs. 

Moreover, in contrast to the local PC population imaged in the FOV, the peak in firing rate is not located in the 

last step of the mix but in step 9 instead (Fig. 31C). This could possibly suggest, that the activity of SST+ INs 

is modulated in cases of clearly perceived stimuli. Therefore, it might prove interesting to examine the firing 

properties of SST+IN-targeting Vip+ bipolar cells during clearly represented stimuli since these are implicated 

in spatially confined disinhibition (M. M. Karnani et al., 2016). Based on the activity profile displayed in Fig. 

31, we might speculate that the two blocks of SST+ cell response visible in Fig. 31B represent a pattern of SST+ 

IN activity driven by strong excitatory input of the currently dominating representation. Consequently, the two 

blocks of Fig. 31B could represent two basins of attraction of the local network. Furthermore, we propose that 

the peak in inter-trial consistency of response-evoked SST+ activity (steps #7 and #8 in Fig. 31B) might have 

been caused by the lack of bursting activity, otherwise provoked by strong input summation and facilitating 

synapses of SST+ INs. The summation of a high number of EPSP may partially compromise the temporal 

reliability of translation of the mode-specific excitation footprint into the firing output of the SST+ IN. The 

supposed lack of such unreliability in steps 7 and 8 could hypothetically mean that no response mode is overly 

dominant during the given mixture steps, and that the nature of the representation (the basin of attraction) is 

determined, based on small and precise differences in activity within the local SST+ subpopulation. Therefore, 

this state of the network could possibly represent a peak in a simple energy landscape located between two 

basins of attraction (Fig. 14).  In summary, the absence of strong inhibition driven by either of the modes of 

response could create a network state, where spatially-determined fractions of single SST+ INs can precisely 

compare the intensity of the arriving excitatory input while reliably selecting the dominant representation. A 

graphical representation fitted with our data is provided in order demonstrate the described model (Fig. 32).  
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In terms of further outlook, we plan to primarily concentrate on the completion of the second experimental 

aim of this text, which proved too challenging to achieve in a two-year time frame. We plan to perform 

additional experiments in order to increase the sample size and validity of our results and interpretations. We 

also hope to acquire data regarding the activity of PV+ and Vip+ neocortical cells during the observed switch 

in population coding, in order to describe their role in the dynamics of presumed neural correlates of perceptual 

categorization. Furthermore, we would like to redesign our imaging protocol in order to enable the assessment 

of temporal stability of the observed population coding.  

In conclusion, we developed an experimental protocol enabling chronic observation of population coding 

similar to that described by Bathellier and colleagues in 2012. This, in our view, classifies as proof-of-concept, 

meaning the first experimental aim of this thesis can be considered completed even in spite of the small sample 

size. On the other hand, results obtained with regard to the role of inhibitory interneurons in population coding, 

do not meet the standards of a solid scientific study. Therefore, all of our hypotheses postulated in order to 

interpret the observed activity can be rightfully criticized as speculations. However, we believe that the acquired 

evidence does qualify as preliminary data, laying ground for further hypothesis-driven research. Although the 

second experimental aim of this thesis cannot be considered as successfully completed, we believe that the 

results presented in this study hold value in providing guidelines for design of future experiments aiming to test 

the validity of our assumptions on larger samples. 
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