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## Chapter 1

## Introduction and thesis organization

Stochastic dynamics of particles in a one-dimensional environment is both of great practical and theoretical interest. Due to the one-dimensionality of the problem, interactions among the particles play a crucial role and alter qualitative features of the particle dynamics. The type of interaction we deal with in this thesis is a so called hard-core interaction.

A survey of the scientific literature dealing with one-dimensional stochastic models of interacting particles led us into various parts of physics and mathematics. Similar models were formulated by different researchers independently of each other and solved using different theoretical methods. Chap. 2 presents the review of (from our point of view) fundamental articles on this topic. The totally asymmetric exclusion process (TASEP) is presented in Sec. 2.1. There follows a review of related models form probability theory, queue theory and statistical physics (Sec. 2.2). Sec. 2.3 is devoted to the discussion of a diffusion of Brownian particles which cannot pass each other - the single-file diffusion.

The afore-mentioned structure of Chap. 2 has been arranged in a chronological order. Initially we have been focused in the generalization of the TASEP. Due to this our first interest at the beginning of our work on the thesis, we have entitled it "Transcription of genetic information". However, we have rather solved the exclusion process in a continuous space (while the TASEP is a lattice model). Such a models belong to the class referred to as the single-file diffusion.

Although not many exact analytical results for the single-file diffusion of Brownian particles are known (see Sec. (2.3), this problem seems to be analytically tractable. The objectives of this thesis are to find out new exact analytical results in this field, to compare the diffusion dynamics of interacting particles with the diffusion dynamics of non-interacting particles and to study the effects of interaction occurred in thermody-
namic characteristics of the diffusion precess. To be specific, we construct the exact analytical solution for the problem of $N$ hard-core interacting particles diffusing in an arbitrary (time-dependent) potential. As a particular example, we have studied in detail the diffusion of two hard-core interacting particles along the half-line with a reflecting boundary placed at the origin of coordinates. Particles were under the action of the time-oscillating force superimposed on the time-independent force. We calculate both the kinetic and the energetic characteristics of the emerging non-equilibrium isothermal process and discuss their dependence on the model parameters.

In Chap. 3 we present general concepts and define the model. In Sec. 3.1 we discuss a Smoluchowski diffusion equation and necessary related concepts. In Sec. 3.2 we formulate the hard-core interaction in terms of requirement posed on a probability current. Afterwards, we present basic concepts of stochastic energetics (Sec. 3.3) and entropy (Sec. 3.4).

The general solution is presented in Chap. 4. In Chap. 5 we discuss the properties of spatially restricted two-particle single-file diffusion process occurring in a half-space under the influence of a harmonically oscillating and space-homogeneous driving force. In Sec. 5.1 we numerically study a transient evolution of the probability densities. Then we derive exact analytical expressions for probability densities and particles mean positions in the time-asymptotic non-equilibrium regime. In this regime we analyse thermodynamic characteristics of the particles. Namely, in Sec. 5.2 we discuss the work done on the individual particles by an external agent (Subsec.5.2.2), the heat released to the heat bath (Subsec. 5.2.3), the entropy and the entropy production (Subsec. 5.2.4) as the functions of model parameters. Finally, we summarize the main results and present the outstanding challenges (Chap. 6).

## Chapter 2

## Experimental impulses and theoretical approaches

### 2.1 Asymmetric simple exclusion process

Imagine a one-dimensional system where objects move with a preference in one direction and could not pass each other. It may represent any real system such as cars proceeding on a long narrow road, ribosomes travelling along the m-RNA or ions diffusing in a narrow channel. To advance the model towards the reality it is suitable to consider a finite system with open boundary condition, i.e., coupled to the particle reservoirs at either end. In terms of the traffic flow it we could study the road segment bounded by the traffic lights. Inside the cell, the ribosomes attach the m-RNA molecule at the one end (at the start codon), then they move along and they detach after the other end (the stop codon) is reached. Analogously, ions enter the narrow channel from the one side of the membrane and they leave it on the other side. The simplest model which captures the basics features of such a systems is the totally asymmetric simple exclusion process (TASEP).

The TASEP is defined as a stochastic process taking place on a discrete onedimensional lattice with $M$ sites. Each site is either occupied by one particle or empty. During the infinitesimal time interval $\mathrm{d} t$ each particle residing on sites $1, \ldots, M-1$ has a probability $\mathrm{d} t$ of jumping to the next site on its right, provided that this site is empty. Furthermore the particle is added at the first site with a probability $\alpha \mathrm{d} t$ if this site is empty and the particle is removed from the $M$-th site with probability $\beta \mathrm{d} t$ if this site is occupied [1, 2].

Up to our knowledge, the TASEP was first introduced in 1968 to describe the kinetics of protein synthesis [3, 4, 5]. Since then it further serves as the simple model for the


Figure 2.1: Kinesins attached to a microtubule that move in a preferred direction by extracting chemical energy from the environment. At a mesoscopic level, this can be modelled as a stochastic process in which particles hop along a one-dimensional lattice as shown. Figure was taken from [18].
transport across membranes [6, model for the traffic flow [7, 8, 9] exhibiting stable shocks analogous to traffic jams [10], transport in various biological systems [11]-15] and has been widely discussed in the connection to the Kardar-Parisi-Zhang universality class [16]. The terminology of the simple exclusion process was first defined by Spitzer [17.

In addition to numerous applications, the TASEP has obtained the paradigmatic status as the exactly solvable model of non-equilibrium statistical physics in much the same way that the Ising model has become a paradigm for equilibrium critical phenomena. The TASEP exhibits interesting, purely non-equilibrium effects such as boundary-induced phase transitions, shock fronts and jamming [18.

The exact solution of the TASEP in the steady state has been obtained by Derrida et al. using a matrix product ansatz in [2]. After that the matrix product ansatz has become the important tool in the exploring non-equilibrium steady states in different systems. It was realized that it enables to solve quite a number of models (for a review see [18]).

Let us yet make a remark on the exact solution of the TASEP on the infinite line. It was obtained by Schütz in [19]. He showed that the transition probabilities between configurations of particles are given in terms of determinant.

### 2.2 Vicious walkers and Jackson networks

Excepted the TASEP and related exclusion processes, there exist several other exactly solved models of interacting random walking particles. For instance, Fisher in 50] have predicted quantitative features of the critical properties of wetting. For this purpose he introduced a conception of vicious walkers. Abhorrent to their horrible name, the vicious walkers were simply symmetrically random walking particles on the one-dimensional
integer lattice with the requirement that whenever two vicious walkers occur at the same site, they immediately kill each other. On the other words, in such a random walk, two particles annihilate whenever they collide. Fisher in his work [50] has showed that the partition function ${ }^{11}$ for this model in free boundary conditions can be expressed as a determinant.

Fisher's model is in fact a particular example of so called non-colliding Markov processes. These processes are canonical examples of stochastic processes with a determinantal transition kernel, given by the Karlin-McGregor formula 44]. The connection between this processes and Schütz kernel [19] for TASEP on a line has been recently realized and explained by Dieker and Warren in [47].

Again, Dieker and Warren in their other paper [48] have shown another interesting connection. Namely, between queue theory an the TASEP. More precisely, between the series $N$-node Jackson networks and the Schütz kernel [19. Series Jackson networks were exactly solved by Massey 45 in terms of lattice Bessel functions. After finding the general solution, Massey together with Baccelli have considered a two-node Jackson network in 46]. An alternative approach to this problem was developed by Böhm in [49]. He used rather probabilistic arguments and expressed corresponding probabilities in terms of the sum of determinants.

### 2.3 Single-file diffusion of Brownian particles

One-dimensional diffusion of hard-core interacting particles (i.e., the diffusion of the particles which are not able to pass each other) is known as the single-file diffusion (SFD). The concept of SFD was first introduced by Hodgkin $2^{2}$ and Keynes $3^{3}$ in biophysics, when they tried to explain the transport of water and ions through the molecular-sized channels in membranes [20]. Since then, numerous examples of SFD in biological, chemical, and physical processes were studied, e.g. transport of adsorbate molecules through zeolites with a one-dimensional channel system [21, 22, 23], geometrically constrained nano-sized particles in nano-sized pores [24], migration of adsorbed molecules on surfaces [25], diffusion in nanotubes [30, 31], diffusion of colloids in one-dimensional channels (see Fig. 2.2) [26, 28, 29], a carrier migration in polymers and superionic conductors (32.

While the collective motion of particles in such a system proceeds just like that of independent particles, the dynamics of individual (also called tagged particle or tracer)
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Figure 2.2: An illustration of the experimentally studied single-file system. The left picture is a scanning electron microscope image of the one-dimensional trenches fabricated on the photoresist polymer film by photolithography. The middle picture shows an optical microscope image of three concentric circular channels with colloidal particles confined in them (the small black objects inside the channels) [26]. This figure was taken from [27].
particles is considerably different [34, 35, 36]. Theoretical description of SFD was first introduced by Harris in 1965. In his pioneering study [33] he showed that the mean square displacement (MSD) of a tagged particle growth with time as $t^{1 / 2}$ (in contrast to non-interacting particles, which MSD growth as $t$ ). This result was subsequently reestablished by various others using different methods. For a comprehensive review of articles dealing with the derivation of $t^{1 / 2}$ law of MSD in single-file systems see an introduction in [37]. In the following we rather concentrate on a review of known exact analytical solutions of the single-file diffusion of Brownian particles. By the term "exact solution" we will understand the exact solution of the underlying diffusion equation, i.e., the probability density of the positions of particles.

The first exact solution for an arbitrary number $N$ of identical particles diffusing along the infinite line has been obtained by Rödenbeck et al. in [34] via the reflection principle. The different derivation of the probability density for the same problem is presented in [38]. The exact solution on the finite interval has been found in [37] through the Bethe ansatz (for an introduction to this technique see e.g. a review [39] and references herein). The exact solution for particles with different diffusion constants has been obtained in 40 but only for $N=2$. Another remarkable exact result for $N=2$ has been derived in [41]. Here authors have found the exact solution for two particles interacting by a finite potential. As the height of the interaction potential tends to infinity, the limit of hard-core interacting particles is obtained. Unfortunately both results in [40] and [41] were obtained by the transformation of the coordinates into the
center-of-mass coordinate system, hence it cannot be generalized for an arbitrary $N$. Recently have been made the attempts to obtain the exact solution in a presence of the external force-field. Using a so called "Jepsen line", the probability density for the center particle was obtain in the limit of an infinite system with constant particle density in [42, 43]. Up to our knowledge, so far, no exact solution for the single-file diffusion of $N$ particles diffusing under the action of the external force has been derived.

## Chapter 3

## Model setting

### 3.1 Smoluchowski diffusion equation

We are interested in the dynamics of over-damped Brownian particles diffusing in an external potential in one dimension. Considering first the single-particle case, the dynamics can be described by the Langevin equation

$$
\begin{equation*}
\Gamma \frac{\mathrm{d}}{\mathrm{~d} t} \mathrm{X}(t)=F_{L}(t)+F(\mathrm{X}(t), t) \tag{3.1}
\end{equation*}
$$

where the random variable $\mathrm{X}(t)$ represents the position of the particle, $F(\mathrm{X}(t), t)$ is the time-dependent external force, $F_{L}(t)$ is the $\delta$-correlated Langevin force and $\Gamma$ equals the particle mass times the viscous friction coefficient $\Gamma=m \gamma$. In this over-damped regime, the time-evolution equation for a probability density of the position of the Brownian particle is the Smoluchowski equation ${ }^{11}$

$$
\begin{equation*}
\frac{\partial}{\partial t} p\left(x ; t \mid y ; t_{0}\right)=\left\{-\frac{\partial}{\partial x} v(x, t)+D \frac{\partial^{2}}{\partial x^{2}}\right\} p\left(x ; t \mid y ; t_{0}\right) \tag{3.2}
\end{equation*}
$$

The first term on the right-hand side, the so called "drift term", or "convection term", describes the time change of the probability density $p\left(x ; t \mid y ; t_{0}\right)$ caused by the external force. The drift velocity $v(x, t)$ is defined as

$$
\begin{equation*}
v(x, t) \equiv \frac{1}{\Gamma} F(x, t)=-\frac{1}{\Gamma} \frac{\partial}{\partial x} \phi(x, t) \tag{3.3}
\end{equation*}
$$

[^1]where $\phi(x, t)$ denotes the time-dependent potential of the force $F(x, t)$. The second term on the right-hand of Eq. (3.2), the so called "diffusion term" or "fluctuation term", describes the spreading of the particle position due to the thermal force. The diffusion constant $D$ is related to the temperature of the environment $T$, mass of the Brownian particle $m$ and the damping coefficient $\gamma$. We have 51]
\[

$$
\begin{equation*}
D=\frac{k_{B} T}{m \gamma} \tag{3.4}
\end{equation*}
$$

\]

The probability density $p\left(x ; t \mid y ; t_{0}\right)$ multiplied by an infinitesimally small interval of the width $\mathrm{d} x$ yields the probability of finding the particle at the time $t$ inside the interval $(x, x+\mathrm{d} x)$, provided that at the time $t_{0}\left(t_{0} \leq t\right)$ the particle was located at the position $y$. In symbols we have

$$
\begin{gather*}
p\left(x ; t \mid y ; t_{0}\right) \mathrm{d} x=\operatorname{Prob}\left\{\mathrm{X}(t) \in(x, x+\mathrm{d} x) \mid \mathrm{X}\left(t_{0}\right)=y\right\},  \tag{3.5}\\
p\left(x ; t_{0} \mid y ; t_{0}\right)=\delta(x-y) . \tag{3.6}
\end{gather*}
$$

Here $\delta(x)$ denotes the Dirac delta function at $x=0$. The last equation sets the initial condition for the linear partial differential equation (3.2). The boundary conditions can be included through the potential $\phi(x, t)$ and they will be specified below.

The Smoluchowski equation (3.2) can be written in the form of a continuity equation for the probability density

$$
\begin{equation*}
\frac{\partial}{\partial t} p\left(x ; t \mid y ; t_{0}\right)=-\frac{\partial}{\partial x} J\left(x ; t \mid y ; t_{0}\right), \tag{3.7}
\end{equation*}
$$

where

$$
\begin{equation*}
J\left(x ; t \mid y ; t_{0}\right)=\left\{v(x, t)-D \frac{\partial}{\partial x}\right\} p\left(x ; t \mid y ; t_{0}\right) \tag{3.8}
\end{equation*}
$$

is the probability current.
Up to now, we have been discussing the diffusion dynamics of just one isolated Brownian particle. Let us now turn to the case of $N$ over-damped Brownian particles labelled from 1 to $N$. We denote the probability density of their positions as $p^{(N)}\left(x_{1}, \ldots, x_{N} ; t \mid y_{1}, \ldots, y_{N} ; t_{0}\right)$. An interpretation of this probability density is similar to Eq. (3.5). If we multiply this density by the product $\mathrm{d} x_{1}, \ldots, \mathrm{~d} x_{N}$, then the resulting expression is the probability of the simultaneous occurrence of the particle labelled by 1 inside the interval $\left(x_{1}, x_{1}+\mathrm{d} x_{1}\right)$, particle labelled by 2 inside the interval $\left(x_{2}, x_{2}+\mathrm{d} x_{2}\right)$, $\ldots$, particle labelled by $N$ inside the interval $\left(x_{N}, x_{N}+\mathrm{d} x_{N}\right)$ at the time $t$, provided that at the initial time $t_{0}\left(t_{0} \leq t\right)$, these particles were located at positions $y_{1}, y_{2}, \ldots, y_{N}$,
respectively. Further, we assume that all $N$ particles are identical (i.e., they possess the same masses $m$, the damping coefficients $\gamma$ and the effects of the external force on each particle are described by the potential $\phi\left(x_{i}, t\right), i=1, \ldots, N$ same for all particles). Then the Smoluchowski equation reads

$$
\begin{align*}
& \frac{\partial}{\partial t} p^{(N)}\left(x_{1}, \ldots, x_{N} ; t \mid y_{1}, \ldots, y_{N} ; t_{0}\right)= \\
& =\sum_{j=1}^{N}\left\{-\frac{\partial}{\partial x_{j}}\left[v\left(x_{j}, t\right)+v_{j}^{\text {int }}\left(x_{1}, \ldots, x_{N}, t\right)\right]+D \frac{\partial^{2}}{\partial x_{j}^{2}}\right\} p^{(N)}\left(x_{1}, \ldots, x_{N} ; t \mid y_{1}, \ldots, y_{N} ; t_{0}\right) \tag{3.9}
\end{align*}
$$

with the initial condition

$$
\begin{equation*}
p^{(N)}\left(x_{1}, \ldots, x_{N} ; t_{0} \mid y_{1}, \ldots, y_{N} ; t_{0}\right)=\delta\left(x_{1}-y_{1}\right) \ldots \delta\left(x_{N}-y_{N}\right) . \tag{3.10}
\end{equation*}
$$

The only additional terms in Eq. (3.9) which have not appeared in Eq. (3.2) are $v_{j}^{\mathrm{int}}\left(x_{1}, \ldots, x_{N}, t\right), j=1, \ldots, N$. For a given $j$ this term involves the force (divided by $\Gamma$ ) exerted on the $j$-th Brownian particle by other Brownian particles. Hence it describes an interaction between the particles. In the rest of the thesis we will exclusively deal with the so called hard-core interaction.

### 3.2 Hard-core interaction

In order to incorporate the simplest inter-particle interaction, the particles can be represented as rods of the length $l$. The hard-core interaction in such system means that the space occupied by one rod is inaccessible to the neighbouring rods. Theoretically the diffusion of hard rods can be mapped exactly onto the diffusion of point particles (particles with the linear size $l=0$ ) by the simple rescaling of space variables (see e.g. [37]). Hence without the lost of generality all further considerations will be done for systems of point particles.

### 3.2.1 Two particles

Consider two identical hard-core interacting particles, each with the diffusion constant $D$, diffusing in the potential $\phi(x, t)$. Due to the hard-core interaction, particles cannot pass each other. Therefore the ordering of the particles is preserved during the evolution, i.e., starting with $y_{1}<y_{2}$, we have

$$
\begin{equation*}
-\infty<\mathrm{X}_{1}(t)<\mathrm{X}_{2}(t)<+\infty \tag{3.11}
\end{equation*}
$$



Figure 3.1: Graphical representation of the restriction (3.11). The probability current in the direction $\vec{n}_{12}$ at the line $x_{1}=x_{2}$ must be zero.
for any $t$. We can then call the particle with the coordinate $\mathrm{X}_{1}(t)\left(\mathrm{X}_{2}(t)\right)$ as the left (right) one.

Note that for $x_{1} \neq x_{2}$ both particles diffuse as non-interacting particles. This enables us to describe the diffusion of two identical hard-core interacting particles in one dimension as the diffusion of one "representative" particle in the half-plane $x_{2}>x_{1}$ (see Fig. 3.1) ${ }^{2}$. This picture corresponds to the condition that the probability current in the direction perpendicular to the line $x_{1}=x_{2}$ vanishes at this line. Otherwise the dynamics inside the half-plane $x_{1}<x_{2}$ is controlled by the Smoluchowski equation

$$
\begin{equation*}
\frac{\partial}{\partial t} p^{(2)}\left(x_{1}, x_{2} ; t \mid y_{1}, y_{2} ; t_{0}\right)=-\sum_{j=1}^{2} \frac{\partial}{\partial x_{j}} J_{j}^{(2)}\left(x_{1}, x_{2} ; t \mid y_{1}, y_{2} ; t_{0}\right), \tag{3.12}
\end{equation*}
$$

where

$$
\begin{equation*}
J_{j}^{(2)}\left(x_{1}, x_{2} ; t \mid y_{1}, y_{2} ; t_{0}\right)=\left\{v\left(x_{j}, t\right)-D \frac{\partial}{\partial x_{j}}\right\} p^{(2)}\left(x_{1}, x_{2} ; t \mid y_{1}, y_{2} ; t_{0}\right) \tag{3.13}
\end{equation*}
$$

is the $j$-th component of the probability current. The current in the direction perpendicular to the line $x_{1}=x_{2}$ is obtained by a scalar multiplication of the current vector

[^2]$\vec{J}^{(2)}=\left(J_{1}^{(2)}, J_{2}^{(2)}\right)$ with the normal vector $\vec{n}_{12}=(1,-1) / \sqrt{2}$. The result must be zero at the line $x_{1}=x_{2}$, i.e., we require that
\[

$$
\begin{equation*}
\left.\vec{J}^{(2)}\left(x_{1}, x_{2} ; t \mid y_{1}, y_{2} ; t_{0}\right) \cdot \vec{n}_{12}\right|_{x_{1}=x_{2}}=0 \tag{3.14}
\end{equation*}
$$

\]

After the substitution for the current $\vec{J}^{(2)}$ from Eq. (3.13), the requirement (3.14) assumes the form

$$
\begin{equation*}
\left.\left(\frac{\partial}{\partial x_{2}}-\frac{\partial}{\partial x_{1}}\right) p^{(2)}\left(x_{1}, x_{2} ; t \mid y_{1}, y_{2} ; t_{0}\right)\right|_{x_{1}=x_{2}}=0 \tag{3.15}
\end{equation*}
$$

This condition implies that the representative particle cannot cross the line $x_{1}=x_{2}$. Returning to the original picture, the two hard-core interacting particles in one dimension will never cross each other.

Let us summarize the results of this Subsection. In order to obtain the probability density $p^{(2)}\left(x_{1}, x_{2}, t \mid y_{1}, y_{2}, t_{0}\right)$ for two identical hard-core interacting Brownian particles, one has to solve the Smoluchowski equation (3.12) (i.e., the equation without interaction) with the non-crossing boundary condition (3.15) and the initial condition

$$
\begin{equation*}
p^{(2)}\left(x_{1}, x_{2} ; t_{0} \mid y_{1}, y_{2} ; t_{0}\right)=\delta\left(x_{1}-y_{1}\right) \delta\left(x_{2}-y_{2}\right) . \tag{3.16}
\end{equation*}
$$

All these considerations can be straightforwardly generalized to the $N$-particle case. In the next Subsection we will formulate the central general objective of the thesis.

### 3.2.2 N particles

Consider $N$ identical hard-core interacting particles, each with the diffusion constant $D$, diffusing along the line in the external potential $\phi(x, t)$. If we label the particles $1, \ldots, N$ from left to right, then for all times the order of particles has to be conserved, i.e., inequality

$$
\begin{equation*}
-\infty<\mathrm{X}_{1}(t)<\mathrm{X}_{2}(t)<\ldots<\mathrm{X}_{N}(t)<+\infty \tag{3.17}
\end{equation*}
$$

holds at any instant $\left(\mathrm{X}_{i}(t)\right.$ is the coordinate of the $i$-th particle). We are to solve the Smoluchowski equation

$$
\begin{align*}
& \frac{\partial}{\partial t} p^{(N)}\left(x_{1}, \ldots, x_{N} ; t \mid y_{1}, \ldots, y_{N} ; t_{0}\right)= \\
& =\sum_{j=1}^{N}\left\{-\frac{\partial}{\partial x_{j}} v\left(x_{j}, t\right)+D \frac{\partial^{2}}{\partial x_{j}^{2}}\right\} p^{(N)}\left(x_{1}, \ldots, x_{N} ; t \mid y_{1}, \ldots, y_{N} ; t_{0}\right) \tag{3.18}
\end{align*}
$$

for the $N$-particle probability density $p^{(N)}\left(x_{1}, \ldots, x_{N} ; t \mid y_{1}, \ldots, y_{N} ; t_{0}\right)$ with the initial condition

$$
\begin{equation*}
p^{(N)}\left(x_{1}, \ldots, x_{N} ; t_{0} \mid y_{1}, \ldots, y_{N} ; t_{0}\right)=\delta\left(x_{1}-y_{1}\right) \ldots \delta\left(x_{N}-y_{N}\right) \tag{3.19}
\end{equation*}
$$

where where $y_{1}<\ldots<y_{N}$. The probability density has to satisfy the non-crossing boundary conditions

$$
\begin{equation*}
\left.\left(\frac{\partial}{\partial x_{j+1}}-\frac{\partial}{\partial x_{j}}\right) p^{(N)}\left(x_{1}, \ldots, x_{N} ; t \mid y_{1}, \ldots, y_{N} ; t_{0}\right)\right|_{x_{j+1}=x_{j}}=0 \tag{3.20}
\end{equation*}
$$

where $j=1, \ldots, N-1$.

### 3.3 Stochastic energetics

Time dependence of the driving force affords us an opportunity to study the energetics of the diffusion process. In this Subsection we define an internal energy of one diffusing particle, work done on one particle by an external agent and heat dissipated to the heat bath.

The arguments of stochastic energetics 54] are based on the Langevin equation. The position of the particle is represented by the random variable $X(t)$. If the particle occurs at an arbitrary fixed instant at the position $X(t)$, it has the potential energy $\phi(\mathrm{X}(t), t)$. From this perspective, having solved the Smoluchowski equation, we know the probability density of a random variable $X(t)$. The average internal energy is then the probabilistic mean value of the random variable $\phi(\mathrm{X}(t), t)$, i.e., we have

$$
\begin{equation*}
E\left(t \mid y ; t_{0}\right)=\langle\phi(\mathrm{X}(t), t)\rangle=\int_{-\infty}^{+\infty} \mathrm{d} x \phi(x, t) p\left(x ; t \mid y ; t_{0}\right) \tag{3.21}
\end{equation*}
$$

The applied methods of stochastic energetics incorporate also the separate calculation of both the heat and the work. Generally speaking the heat ( $\equiv$ the dissipated energy) arises if and only if the particle moves, i.e. it is inevitable connected with the probability density current. More precisely, the heat released to the heat bath during the time interval $\left[t_{0}, t\right]$ is given as

$$
\begin{equation*}
Q\left(t \mid y ; t_{0}\right)=\int_{t_{0}}^{t} \mathrm{~d} t^{\prime} \int_{-\infty}^{+\infty} \mathrm{d} x\left[-\frac{\partial}{\partial x} \phi\left(x, t^{\prime}\right)\right] J\left(x ; t^{\prime} \mid y ; t_{0}\right) \tag{3.22}
\end{equation*}
$$

On the other hand, the external agent does work on the system by lifting the potential $\phi(x, t)$, while the position of the particle is virtually fixed. Averaging over the possible
positions, the work done by the external force during the interval $\left[t_{0}, t\right]$ reads

$$
\begin{equation*}
W\left(t \mid y ; t_{0}\right)=\int_{t_{0}}^{t} \mathrm{~d} t^{\prime} \int_{-\infty}^{+\infty} \mathrm{d} x\left[\frac{\partial}{\partial t^{\prime}} \phi\left(x, t^{\prime}\right)\right] p\left(x ; t^{\prime} \mid y ; t_{0}\right) . \tag{3.23}
\end{equation*}
$$

### 3.4 Entropy

Entropy increase of the heat bath during the time interval $\left[t_{0}, t\right]$, say $S\left(t \mid y ; t_{0}\right)$, equals to heat released to the bath during this interval, divided by the temperature of the heat bath. For one diffusing particle the heat is given by Eq. (3.22), hence we have

$$
\begin{equation*}
S\left(t \mid y ; t_{0}\right)=\frac{Q\left(t \mid y ; t_{0}\right)}{T} . \tag{3.24}
\end{equation*}
$$

We define an instantaneous entropy of the diffusing particle $H\left(t \mid y ; t_{0}\right)$ as follows,

$$
\begin{equation*}
H\left(t \mid y ; t_{0}\right)=-k_{\mathrm{B}} \int_{-\infty}^{+\infty} \mathrm{d} x p\left(x ; t \mid y ; t_{0}\right) \log p\left(x ; t \mid y ; t_{0}\right) . \tag{3.25}
\end{equation*}
$$

Its absolute value possesses no physical meaning ( $H\left(t \mid y ; t_{0}\right)$ could be even negative) [57. The difference $H\left(t^{*} \mid y ; t_{0}\right)-H\left(t^{* *} \mid y ; t_{0}\right)$ yields the difference between the particle's entropy at the time $t^{*}$ and its entropy at the time $t^{* *}$.

Finally, let us introduce the Kullback-Leibler entropy [55], also known as the relative entropy or the Kullback-Leibler divergence. The Kullback-Leibler entropy could be understood as a measure of difference between two random variables. Its definition reads

$$
\begin{equation*}
K[p, q]=\int_{-\infty}^{+\infty} \mathrm{d} x p\left(x ; t \mid y ; t_{0}\right) \log \left[\frac{p\left(x ; t \mid y ; t_{0}\right)}{q\left(x ; t \mid y ; t_{0}\right)}\right] \tag{3.26}
\end{equation*}
$$

where $p\left(x ; t \mid y ; t_{0}\right)$ and $q\left(x ; t \mid y ; t_{0}\right)$ are the probability densities of two random variables that we are comparing. It even exhibits some property of the distance characteristics, that of being positive and that of being equal to zero if and only if $p\left(x ; t \mid y ; t_{0}\right)=$ $q\left(x ; t \mid y ; t_{0}\right)$. However, it is not a true distance between distributions since it is not symmetric $(K[p, q] \neq K[q, p])$ and does not satisfy the triangle inequality [56.

## Chapter 4

## General solution

In this Chapter we state a general theorem concerning the form of the solution of the Smoluchowski equation for $N$ hard-core interacting particles. The solution is very important in the following Chapter. It enables us to construct the probability density function corresponding to the many particle problem with a hard-core interaction from the simpler elements which are one-particle probability density functions ${ }^{1}$
Theorem 4.1. Let the single-particle probability density $p\left(x ; t \mid y ; t_{0}\right)$ be the solution of the Smoluchowski equation

$$
\begin{equation*}
\frac{\partial}{\partial t} p\left(x ; t \mid y ; t_{0}\right)=\left\{-\frac{\partial}{\partial x} v(x, t)+D \frac{\partial^{2}}{\partial x^{2}}\right\} p\left(x ; t \mid y ; t_{0}\right) \tag{4.1}
\end{equation*}
$$

with the initial condition

$$
\begin{equation*}
p\left(x ; t_{0} \mid y ; t_{0}\right)=\delta(x-y) \tag{4.2}
\end{equation*}
$$

Then, the probability density function, which is the solution of the problem stated in Subsec. 3.2.2 reads

$$
\begin{align*}
& p^{(N)}\left(x_{1}, \ldots, x_{N} ; t \mid y_{1}, \ldots, y_{N} ; t_{0}\right)= \\
& \quad=\sum_{\pi} p\left(x_{1} ; t \mid \pi\left(y_{1}\right) ; t_{0}\right) p\left(x_{2} ; t \mid \pi\left(y_{2}\right) ; t_{0}\right) \ldots p\left(x_{N} ; t \mid \pi\left(y_{N}\right) ; t_{0}\right) \tag{4.3}
\end{align*}
$$

where the summation is taken over all $N$ ! permutations $\pi$ of the set $\left\{y_{1}, \ldots, y_{N}\right\}$ of initial conditions, where $y_{1}<y_{2}<\ldots<y_{N}$.

For a convenience of the reader we now present the proof for a particular case, namely for $N=2$. This proof includes also a discussion of main general properties of the solution (4.3). A proof for an arbitrary $N$ is a straightforward generalization of the following.

[^3]Proof: Assuming $N=2$, we have to show that the solution of the problem as formulated in Subsec. 3.2.1 has the form

$$
\begin{align*}
p^{(2)}\left(x_{1}, x_{2} ; t \mid y_{1}, y_{2} ; t_{0}\right)= & p\left(x_{1} ; t \mid y_{1} ; t_{0}\right) p\left(x_{2} ; t \mid y_{2} ; t_{0}\right)+  \tag{4.4}\\
& +p\left(x_{1} ; t \mid y_{2} ; t_{0}\right) p\left(x_{2} ; t \mid y_{1} ; t_{0}\right)
\end{align*}
$$

within the phase space

$$
\mathcal{R}_{2}:-\infty<x_{1}<x_{2}<+\infty
$$

and is identically equal to zero elsewhere (cf. Fig. 3.1).
Differently speaking, we are to demonstrate that the function (4.4) satisfies the Smoluchowski equation (3.12) with the initial condition (3.16), and non-crossing boundary conditions (3.15) provided that the probability density $p\left(x ; t \mid y ; t_{0}\right)$ solves Eq. (4.1) with the initial condition (4.2).

We shall first insert the function (4.4) into the dynamical equation (3.12). After rearranging the terms, we have

$$
\begin{align*}
0 & =p\left(x_{1} ; t \mid y_{1} ; t_{0}\right)\left\{\frac{\partial}{\partial t}+\frac{\partial}{\partial x_{2}} v\left(x_{2}, t\right)-D \frac{\partial^{2}}{\partial x_{2}^{2}}\right\} p\left(x_{2} ; t \mid y_{2} ; t_{0}\right)+ \\
& +p\left(x_{2} ; t \mid y_{2} ; t_{0}\right)\left\{\frac{\partial}{\partial t}+\frac{\partial}{\partial x_{1}} v\left(x_{1}, t\right)-D \frac{\partial^{2}}{\partial x_{1}^{2}}\right\} p\left(x_{1} ; t \mid y_{1} ; t_{0}\right)+ \\
& +p\left(x_{1} ; t \mid y_{2} ; t_{0}\right)\left\{\frac{\partial}{\partial t}+\frac{\partial}{\partial x_{2}} v\left(x_{2}, t\right)-D \frac{\partial^{2}}{\partial x_{2}^{2}}\right\} p\left(x_{2} ; t \mid y_{1} ; t_{0}\right)+  \tag{4.5}\\
& +p\left(x_{2} ; t \mid y_{1} ; t_{0}\right)\left\{\frac{\partial}{\partial t}+\frac{\partial}{\partial x_{1}} v\left(x_{1}, t\right)-D \frac{\partial^{2}}{\partial x_{1}^{2}}\right\} p\left(x_{1} ; t \mid y_{2} ; t_{0}\right) .
\end{align*}
$$

However, according to assumptions the densities $p\left(x ; t \mid y ; t_{0}\right)$ satisfy the Smoluchowski equation (4.1). Hence the individual terms on the right-hand side of Eq. (4.5) vanish. Therefore, the function (4.4) satisfies the Smoluchowski equation (3.12).

Now we check the validity of the non-crossing boundary conditions. After the substitution of the function (4.4) into Eq. (3.15) we obtain

$$
\begin{align*}
& \left\{p\left(x_{1} ; t \mid y_{1} ; t_{0}\right) \frac{\partial}{\partial x_{2}} p\left(x_{2} ; t \mid y_{2} ; t_{0}\right)-p\left(x_{2} ; t \mid y_{1} ; t_{0}\right) \frac{\partial}{\partial x_{1}} p\left(x_{1} ; t \mid y_{2} ; t_{0}\right)+\right. \\
& \left.+p\left(x_{1} ; t \mid y_{2} ; t_{0}\right) \frac{\partial}{\partial x_{2}} p\left(x_{2} ; t \mid y_{1} ; t_{0}\right)-p\left(x_{2} ; t \mid y_{2} ; t_{0}\right) \frac{\partial}{\partial x_{1}} p\left(x_{1} ; t \mid y_{1} ; t_{0}\right)\right\}\left.\right|_{x_{1}=x_{2}}=0 . \tag{4.6}
\end{align*}
$$

After applying $x_{1}=x_{2}$ in the curly brackets, the first two terms (the last two terms) sum up to zero. Therefore the function (4.4) actually satisfies the non-crossing boundary conditions.

In the last step we have to show that the density (4.4) fulfils the initial condition (3.16) when $t \rightarrow t_{0}$. Using the unit-step function $\theta(x)$

$$
\theta(x)= \begin{cases}1 & \text { for } x>0  \tag{4.7}\\ 0 & \text { for } x \leq 0\end{cases}
$$

the density (4.4) can written in the form

$$
\begin{align*}
p^{(2)}\left(x_{1}, x_{2} ; t \mid y_{1}, y_{2} ; t_{0}\right)= & \theta\left(x_{2}-x_{1}\right)\left[p\left(x_{1} ; t \mid y_{1} ; t_{0}\right) p\left(x_{2} ; t \mid y_{2} ; t_{0}\right)+\right. \\
& \left.+p\left(x_{1} ; t \mid y_{2} ; t_{0}\right) p\left(x_{2} ; t \mid y_{1} ; t_{0}\right)\right] \tag{4.8}
\end{align*}
$$

valid for any $x_{1}, x_{2} \in(-\infty,+\infty)$. If we take the limit $t \rightarrow t_{0}$, we obtain

$$
\begin{align*}
\lim _{t \rightarrow t_{0}} p^{(2)}\left(x_{1}, x_{2} ; t \mid y_{1}, y_{2} ; t_{0}\right)= & \theta\left(x_{2}-x_{1}\right) \delta\left(x_{1}-y_{1}\right) \delta\left(x_{2}-y_{2}\right)+  \tag{4.9}\\
& +\theta\left(x_{2}-x_{1}\right) \delta\left(x_{1}-y_{2}\right) \delta\left(x_{2}-y_{1}\right) .
\end{align*}
$$

However, because of the assumed initial ordering $y_{1}<y_{2}$, the second term vanishes and we get

$$
\begin{equation*}
\lim _{t \rightarrow t_{0}} p^{(2)}\left(x_{1}, x_{2} ; t \mid y_{1}, y_{2} ; t_{0}\right)=\delta\left(x_{1}-y_{1}\right) \delta\left(x_{2}-y_{2}\right) \tag{4.10}
\end{equation*}
$$

## Chapter 5

## Explicit analysis of two particle problem

Consider the single-file diffusion of two identical over-damped Brownian particles, each with the diffusion constant $D$, diffusing in the time-dependent potential

$$
\phi\left(x_{i}, t\right)= \begin{cases}-x_{i} F(t) & \text { for } \quad x_{i}>0,  \tag{5.1}\\ +\infty & \text { for } \quad x_{i}<0, \quad i=1,2\end{cases}
$$

This means that each particle is acted upon by the same space-homogeneous and timedependent force $F(t) \sqrt{1}$. Assuming again $y_{1}<y_{2}$, we shall call the particle with the coordinate $\mathrm{X}_{1}(t)\left(\mathrm{X}_{2}(t)\right)$ the left (right) one. Our primarily interest is to investigate the response of this system to the time-oscillating external force. The external driving force to be discussed in the rest of the thesis will consist of two components

$$
\begin{equation*}
F(t)=F_{0}+F_{1} \sin (\omega t) . \tag{5.2}
\end{equation*}
$$

The time-independent component $F_{0}$ will push the particles to the left against the reflecting boundary at the origin (if $F_{0}<0$ ), or to the right (if $F_{0}>0$ ). The timedependent component $F_{1} \sin (\omega t)$ harmonically oscillates with the angular frequency $\omega$.

We shall focus on the dynamical consequences of the interaction of the particles. Therefore we contrast the dynamics of the system of the two interacting particles against the standard model, in witch the interaction is switched off. In the standard model with the two non-interacting particles, the analysis trivially follows from the diffusion

[^4]problem concerning just one particle. In this context we refer to it as to the singlediffusing particle.

Further we will always take $\Gamma=1.0 \mathrm{~kg} \mathrm{~s}^{-1}$. However, the analytical results will be mostly expressed in terms of the drift velocity $v(t)=F(t) / \Gamma$ (cf. Eq. (3.3)) and its components. We have

$$
\begin{equation*}
v(t)=v_{0}+v_{1} \sin (\omega t) \tag{5.3}
\end{equation*}
$$

with $v_{0}=F_{0} / \Gamma$ and $v_{1}=F_{1} / \Gamma$. We remind that $\Gamma=1 /(m \gamma)$, where $m$ is the mass the particle, and $\gamma$ is the viscous friction coefficient.

On the whole our model includes four parameters $F_{0}, F_{1}, \omega$, and $D$. The parameters $F_{0}, F_{1}, \omega$ are related to the driving force and the parameter $D$ is proportional to the bath temperature $T$. Notice that the hard-core interaction among particles acts as a purely geometric restriction. As such, it is not described by any "parameter of interaction".

### 5.1 Dynamics

### 5.1.1 Probability density function

The joint conditional probability density function of positions of two interacting particles diffusing in potential (5.1), say $p^{(2)}\left(x_{1}, x_{2}, t \mid y_{1}, y_{2}\right)$, may be constructed from one-particle conditional probability density functions as (cf. Theorem 4.1 in Chap. 4)

$$
\begin{align*}
p^{(2)}\left(x_{1}, x_{2} ; t \mid y_{1}, y_{2}\right)= & \theta\left(x_{2}-x_{1}\right)\left[u\left(x_{1} ; t \mid y_{1}\right) u\left(x_{2} ; t \mid y_{2}\right)+\right.  \tag{5.4}\\
& \left.+u\left(x_{1} ; t \mid y_{2}\right) u\left(x_{2} ; t \mid y_{1}\right)\right],
\end{align*}
$$

where $x_{1}, x_{2} \in(0,+\infty)$ are particles' positions at time $t, y_{1}$ and $y_{2}$ are their initial positions, i.e., positions at the time zero, Finally, two remarks concerning the designation are in order. First, the initial condition is always taken at the time $t_{0}=0$ and we skip out the variable $t_{0}$. Secondly, the single-particle solution valid specially for the potential (5.1) will be designated as $u(x ; t \mid y)$. In the present context, this density plays the same role as the density $p\left(x ; t \mid y ; t_{0}\right)$ in the preceding Chapter 4 ,

Hence, our first task is to find an expression for the function $u(x ; t \mid y)$. This singleparticle problem has been previously treated by P. Chvosta et al. in 58 and 59. In [58] an integral equation for the function $u(x ; t \mid y)$ has been derived. Subsequently in [59] an exact time-asymptotic expression for this function was given. Below, we will partially follow the analysis presented in [58] and [59].

In order to obtain the single-particle solution $u(x ; t \mid y)$, we first consider the unrestricted diffusion of the particle in the field of a spatially-homogeneous and timedependent force (i.e., drift velocity $v(t)$ now arbitrary depends on time, but not on the
space variable). The time-evolution of the probability density for the position of the diffusing particle reads 60, 61, 62]

$$
\begin{equation*}
g\left(x ; t \mid y ; t^{\prime}\right)=\frac{1}{\sqrt{\pi}} \frac{1}{\sqrt{4 D\left(t-t^{\prime}\right)}} \exp \left\{-\frac{1}{4 D\left(t-t^{\prime}\right)}\left[x-y-\int_{t^{\prime}}^{t} \mathrm{~d} t^{\prime \prime} v\left(t^{\prime \prime}\right)\right]^{2}\right\} \tag{5.5}
\end{equation*}
$$

We now assume that the particle is initially fully localised at a fixed point $y>0$. The probability density function which corresponds to the problem with the reflecting boundary at the origin of coordinates, $u(x ; t \mid y)$, can be constructed in two steps (cf. the detailed derivation in [58]). First, one has to solve the Volterra integral equation of the first kind

$$
\begin{equation*}
D \int_{0}^{t} \mathrm{~d} t^{\prime} g\left(0 ; t \mid 0 ; t^{\prime}\right) u\left(0 ; t^{\prime} \mid y\right)=\int_{-\infty}^{0} \mathrm{~d} x g(x ; t \mid y ; 0) . \tag{5.6}
\end{equation*}
$$

Here both the kernel and the right hand side follow directly from Eq. (5.5). The integral equation should be solved for the unknown function $u(0 ; t \mid y)$ which represents, as the designation suggests, the time evolution of the probability density for the restricted diffusion at the reflecting boundary. Therefore, the solution must be a non-negative function of time. In the second step, the solution of the integral equation (5.6) yields the full space-resolved density $u(x ; t \mid y)$. As a matter of fact, having obtained the probability density at the boundary, the final space-resolved solution emerges after performing just one additional quadrature. In [58] the formula

$$
\begin{equation*}
u(x ; t \mid y)=g(x ; t \mid y ; 0)-D \int_{0}^{t} \mathrm{~d} t^{\prime} \frac{\partial}{\partial x} g\left(x ; t \mid 0 ; t^{\prime}\right) u\left(0 ; t^{\prime} \mid y\right) \tag{5.7}
\end{equation*}
$$

has been proved. It is easy to see that the resulting function is properly normalized, i.e., we have $\int_{0}^{+\infty} \mathrm{d} x u(x ; t \mid y)=1$ for any $t \geq 0$ and for any fixed initial position $y>0$.

Inserting formula (5.7) into Eq. (5.4) completes the derivation of the two-particle probability density $p^{(2)}\left(x_{1}, x_{2} ; t \mid y_{1}, y_{2}\right)$. After integrating this function over the coordinate $x_{1}$ of the left particle we arrive at the (marginal) probability density describing the dynamics of the right particle. Similarly, the probability density of the left particle emerges from the formula

$$
\begin{align*}
p_{\mathrm{L}}\left(x ; t \mid y_{1}, y_{2}\right) & \equiv \int_{0}^{+\infty} \mathrm{d} x_{2} p^{(2)}\left(x, x_{2} ; t \mid y_{1}, y_{2}\right)  \tag{5.8}\\
p_{\mathrm{R}}\left(x ; t \mid y_{1}, y_{2}\right) & \equiv \int_{0}^{+\infty} \mathrm{d} x_{1} p^{(2)}\left(x_{1}, x ; t \mid y_{1}, y_{2}\right) \tag{5.9}
\end{align*}
$$

Notice that both marginal densities depend on the initial positions of the both particles. Understandably, this is a direct consequence of the the interaction among the particles.

We now derive an important identity concerning the sum of marginal densities (5.8) and (5.9). Carrying out the required integrations in (5.4) and using the normalization condition for $u(x ; t \mid y)$ in the form

$$
\begin{equation*}
\int_{0}^{x} \mathrm{~d} x u(x ; t \mid y)+\int_{x}^{+\infty} \mathrm{d} x u(x ; t \mid y)=1 \tag{5.10}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
p_{\mathrm{R}}\left(x ; t \mid y_{1}, y_{2}\right)+p_{\mathrm{L}}\left(x ; t \mid y_{1}, y_{2}\right)=u\left(x ; t \mid y_{1}\right)+u\left(x ; t \mid y_{2}\right) . \tag{5.11}
\end{equation*}
$$

Starting from Eq. (5.5), our reasoning has been valid for a general form of the external driving force $F(t)=\Gamma v(t)$ in (5.1). We remind that a negative instantaneous force pushes particles to the left, i.e., against the reflecting boundary at the origin. In this case, the force acts against the general spreading tendency stemming from the thermal Langevin force. A positive instantaneous force amplifies the diffusion in driving the particles to the right. Assuming the specific form of the driving force $F(t)$ (5.2), the most interesting physics emerges if the oscillating component $F_{1} \sin (\omega t)$ superposes with a negative static force, i.e., if $F_{1}>0$, and $F_{0}<0$. This case is treated in the rest of the thesis (with one exception occurred in the beginning of the next Subsection).

### 5.1.1.1 Probability density at the boundary

Before embarking on the further discussion, let us collect some intuitively expected features of the probability density at the boundary. For the single-particle case, the solution of Eq. (5.6) has been discussed in [58]. Here we will review some of its properties and generalize the observations from [58] to the two-particle case with the hard-core interaction among the particles.

Taking $v_{1}=0$ or if $\omega=0$ in the single-particle case, we have the standard diffusion problem with the time-independent drift and the reflecting boundary at the origin. In this case, the kernel in the integral equation (5.6) depends only on the time-difference ( $t-t^{\prime}$ ) and the Laplace-transformation method 63] readily yields the explicit solution 58]

$$
\begin{equation*}
u(0 ; t \mid y)=\frac{1}{\sqrt{\pi D t}} \exp \left[-\left(\frac{y+v_{0} t}{\sqrt{4 D t}}\right)^{2}\right]-\frac{v_{0}}{D} \operatorname{erfc}\left(\frac{y+v_{0} t}{\sqrt{4 D t}}\right) \tag{5.12}
\end{equation*}
$$

Here $\operatorname{erfc}(*)$ is the complementary error function 64]. The last formula is valid for any $v_{0}$. If $v_{0} \geq 0$, the time-asymptotic value of the solution $\lim _{t \rightarrow+\infty} u(0 ; t \mid y)$ is zero because the particle gradually escapes far to the right from the boundary. On the other
hand, for any $v_{0}<0$ one has $\lim _{t \rightarrow+\infty} u(0 ; t \mid y)=\left|v_{0}\right| / D$. In this case, the force $\left|v_{0}\right| / \Gamma$ pushes the particle against the reflecting boundary. An arbitrary initial state relaxes to the equilibrium state $u^{(\mathrm{eq})}(x)=\theta(x)\left(\left|v_{0}\right| / D\right) \exp \left[-x\left|v_{0}\right| / D\right]$. What happens if the static force $F_{0}$ alone drives the two interacting particles?

The analogous reasoning remains valid for the two-particle case. However, the presence of the hard-core interaction alters the tagged particles probability densities at the boundary. Taking $x=0$ in Eq. (5.8) and using the normalization of the function $u(x ; t \mid y)$ lead to the probability density for the left particle at the boundary. We have

$$
\begin{equation*}
p_{\mathrm{L}}\left(0 ; t \mid y_{1}, y_{2}\right)=u\left(0 ; t \mid y_{1}\right)+u\left(0 ; t \mid y_{2}\right) . \tag{5.13}
\end{equation*}
$$

This means that for any $t$, the value $p_{\mathrm{L}}\left(0 ; t \mid y_{1}, y_{2}\right)$ is either bigger then the corresponding quantity $u(x ; t \mid y)$ in the single-particle case or zero if the both single-particle densities on the right hand side of Eq. (5.13) are zero. We can understand this as follows. Presently, in contrast to the diffusion without interaction, two distinct forces push the left particle against the reflecting boundary. One force is the external force $F(t)$. The second force, an effective one, originates from the hard-core interaction. Due to collisions, the right particle in an averaged sense pushes the left one against the barrier and thereby induces the increase of its probability density at the boundary ${ }^{2}$. If we set $v_{0} \geq 0$ and $v_{1}=0$ or $\omega=0$, the time-asymptotic value of the density (5.13) is zero because both particles escape far to the right from the boundary. For any $v_{0}<0$ and $v_{1}=0$ or $\omega=0$, one has $\lim _{t \rightarrow+\infty} p_{\mathrm{L}}\left(0 ; t \mid y_{1}, y_{2}, 0\right)=2\left|v_{0}\right| / D$. The factor " 2 " here expresses an increase of the time-asymptotic value of the probability density due to the presence of the hard-core interaction.

On the contrary, the left particle in average pushes the right one away from the boundary. Thus one expects the value of the right particle's density at the boundary to be lowered in comparison to $u(0 ; t \mid y)$. In fact, due to the hard-core interaction, the right particle will never occur at the origin. After taking $x=0$ in Eq. (5.11) and inserting there Eq. (5.13), we have

$$
\begin{equation*}
p_{\mathrm{R}}\left(0 ; t \mid y_{1}, y_{2}\right)=0 \tag{5.14}
\end{equation*}
$$

for all times $t \geq 0$. Note that this equality does not depend on the drift $v(t)$.
Returning to the oscillating force (5.2) with $F_{1}>0$ and $\omega>0$, assume again the static force component directed towards the reflecting barrier $F_{0}<0$. Then the solution of the integral equation (5.6) represents a fairly nontrivial problem. There are two sources of difficulties. Firstly, the kernel $g\left(0 ; t \mid 0 ; t^{\prime}\right)$ in Eq. (5.6) displays a weak singularity at the upper integration limit. Secondly and more importantly, this kernel

[^5]

Figure 5.1: Probability densities at the position of the reflecting boundary as the function of time. In all panels the dashed (blue) curve represents the density $u\left(0 ; t \mid y_{1}\right)$, as obtained by the numerical solution of the integral equation (5.6). The full (red) curve corresponds to the case with hard-core interaction, i.e., the density $p_{\mathrm{L}}\left(0 ; t \mid y_{1}, y_{2}\right)$. Notice the interactioninduced increment of the value $p_{\mathrm{L}}\left(0 ; t \mid y_{1}, y_{2}\right)$ as discussed in the main text. The parameters used in the panels are a) $v_{0}=-1.0 \mathrm{~m} \mathrm{~s}^{-1}, v_{1}=1.0 \mathrm{~m} \mathrm{~s}^{-1}, D=0.2 \mathrm{~m}^{2} \mathrm{~s}^{-1}, \omega=0.4 \pi \mathrm{rad} \mathrm{s}^{-1}$, b) $v_{0}=-1.0 \mathrm{~m} \mathrm{~s}^{-1}, v_{1}=3.0 \mathrm{~m} \mathrm{~s}^{-1}, D=0.2 \mathrm{~m}^{2} \mathrm{~s}^{-1}, \omega=0.4 \pi \mathrm{rad} \mathrm{s}^{-1}$, c) $v_{0}=-1.0 \mathrm{~m} \mathrm{~s}^{-1}$, $v_{1}=1.0 \mathrm{~m} \mathrm{~s}^{-1}, D=1.0 \mathrm{~m}^{2} \mathrm{~s}^{-1}, \omega=0.4 \pi \mathrm{rad} \mathrm{s}^{-1}$, d) $v_{0}=-1.0 \mathrm{~m} \mathrm{~s}^{-1}, v_{1}=3.0 \mathrm{~m} \mathrm{~s}^{-1}, D=$ $1.0 \mathrm{~m}^{2} \mathrm{~s}^{-1}, \omega=0.4 \pi \mathrm{rad} \mathrm{s}^{-1}$. Initial positions in all panels are $y_{1}=1.0 \mathrm{~m}, y_{2}=5.0 \mathrm{~m}$.
is not of the convolution type. This observation rules out the application of the Laplace transformation method. Equations of this type have been already investigated in the mathematical literature. As for their numerical solution, we have implemented the so called Product Integration method [67] which includes a special treatment of the weak singularity in Eq. (5.6).

Let us now place two particles at the time zero, the first particle at the position
$y_{1}=1 \mathrm{~m}$, the second one at $y_{2}=5 \mathrm{~m}$. The evolution of the left particle's probability density at the boundary is illustrated in Fig. 5.1 for four different values of the parameters. Each one of the four panels depicts two functions of time. The dashed (blue) curve describes the density in the case without interaction among the particles, i.e., the function $u\left(0 ; t \mid y_{1}\right)$, as obtained by the numerical solution of the integral equation (5.6). The full (red) curve corresponds to the case with the hard-core interaction among the particles. It represents the density $p_{\mathrm{L}}\left(0 ; t \mid y_{1}, y_{2}\right)$ obtained from the solution of Eq. (5.6) via Eq. (5.13).

Comparison of panels a) and c) (or b) and d)) illustrates the influence of increasing temperature. The amplitude of the oscillations decreases since the density is more delocalized. This is true for both the case with and the case without the interaction. Notice that there exist an instant (in all panels within the interval $t \in[0,5] \mathrm{s}$ ), until which both oscillating densities are taking the same values as the functions of time. Position of this point on the time axis depends on the distance between the particles at $t=0$ and the bath temperature. It indicates an instant when the left particle starts to realize the presence of the right particle (in a statistical sense). The higher is the temperature the more motile are both particles. Their probability densities spread faster, hence the effect of the interaction occurs earlier. During the time interval depicted on the time axis, the external force has made five full cycles. During the first half-period of any of the cycle the force has pushed the particle to the right from the boundary. This implies a delayed decrease of the probability density at the boundary. If there is a phase shift in the input force, the response would also acquire a corresponding phase shift but its amplitude would remain unchanged.

Comparison of panels a) and b) (or c) and d)) demonstrates the influence of increasing of the amplitude $F_{1}$ of the external force. The oscillations are more pronounced and the response exhibits strong nonlinear features. Generally speaking, a highly nonequilibrium stationary regime occurs whenever the ratio $F_{1} / F_{0}$ is greater than one, the temperature is low, and the frequency of the force modulation is small.

Fig. 5.1 illustrates another important feature of the driven diffusion process. Transient effects in the dynamics of the density are very short-lived in their nature. They subside very rapidly (after few periods) and the system settles down to the stationary (time-asymptotic) regime. As usually, the stationary regime per se includes the most important physics in the problem. Is it possible to deduce the time-asymptotic dynamics directly from the integral equation (5.6)? This question has been thoroughly investigate in 59 and we now quote the results thereof which are relevant in the present context.

In [59] it was shown that the (time-asymptotic) probability density at the boundary in the stationary regime (for a single-diffusing particle) can be represented by the Fourier


Figure 5.2: Comparison of the density $p_{\mathrm{L}}\left(0, t \mid y_{1}, y_{2}\right)$, as obtained by the numerical solution of the integral equation (5.6) via Eq. (5.13) (the full red curve) with the exact asymptotic density $\tilde{p}_{\mathrm{L}}(0 ; t)$ computed from Eq. (5.18) (the dashed blue curve). Parameters used (same as in the panel b) in Fig. 5.1) are $v_{0}=-1.0 \mathrm{~m} \mathrm{~s}^{-1}, v_{1}=3.0 \mathrm{~m} \mathrm{~s}^{-1}, D=0.2 \mathrm{~m}^{2} \mathrm{~s}^{-1}, \omega=0.4 \pi \mathrm{rad} \mathrm{s}^{-1}$, $y_{1}=1.0 \mathrm{~m}, y_{2}=5.0 \mathrm{~m}$.
series

$$
\begin{equation*}
\tilde{u}(0 ; t)=\frac{\left|v_{0}\right|}{D}\left\{1+2 \sum_{k=1}^{\infty}\left|f_{k}\right| \cos \left[k \omega t-\arctan \left(\frac{\operatorname{Im} f_{k}}{\operatorname{Re} f_{k}}\right)\right]\right\} \tag{5.15}
\end{equation*}
$$

Here and below in this Section the tilde above a symbol points out that the corresponding quantity describes the dynamics in the above-mentioned asymptotic regime. In Eq. (5.15) we have introduced the complex amplitudes $f_{k}$ which in standard matrix notation are given as

$$
\begin{equation*}
f_{k}=\langle k| \mathbb{R}_{-+}^{-1}|0\rangle, \quad k=0, \pm 1, \pm 2, \ldots, \tag{5.16}
\end{equation*}
$$

where $\mathbb{R}_{-+}^{-1}$ denotes an inverse matrix to the matrix $\mathbb{R}_{-+}$with entries

$$
\begin{equation*}
\langle m| \mathbb{R}_{-+}|n\rangle=\mathrm{I}_{|m-n|}(-\kappa \sqrt{1-\mathrm{i} m \zeta}+\kappa) \quad m, n=0, \pm 1, \pm 2, \ldots, \tag{5.17}
\end{equation*}
$$

where $\mathrm{I}_{m}(x)$ is the modified Bessel function of the first kind 64]. Moreover, we have introduced the scaled frequency $\zeta=4 \omega D / v_{0}^{2}$ and the scaled amplitude of the oscillating force $\kappa=\left|v_{0}\right| v_{1} /(2 \omega D)$.

In the case with interaction, the time-asymptotic probability density of the right particle's position at the boundary is always zero (cf. Eq. (5.14)). The asymptotic density of the left particle's position at the boundary according to Eq. (5.13) reads

$$
\begin{equation*}
\tilde{p}_{\mathrm{L}}(0 ; t)=2 \tilde{u}(0 ; t)=2 \frac{\left|v_{0}\right|}{D}\left\{1+2 \sum_{k=1}^{\infty}\left|f_{k}\right| \cos \left[k \omega t-\arctan \left(\frac{\operatorname{Im} f_{k}}{\operatorname{Re} f_{k}}\right)\right]\right\} . \tag{5.18}
\end{equation*}
$$

Turning to the numerical analysis of analytical result (5.18), the complex amplitudes $f_{k}$ have been calculated via direct numerical inversion of the matrix $\mathbb{R}_{-+}$. Of course, the infinite-order matrix must be first reduced onto its finite-order central block. The entries of the reduced matrix are again given by Eq. (5.17), presently, however, $m, n=$ $0, \pm 1, \pm 2, \ldots, \pm M$. The integer $M$ has been taken large enough such that its further increase does not change the result within a predefined precision. In this sense all numerical results obtained from exact analytical solutions represent the exact long-time solution of the problem in question. Fig. 5.2 shows the comparison of exact result (5.18) with the function (5.13) which was obtained by the numerical solution of the integral equation (5.6). The comparison of this functions could also serve as the estimation of the duration of transient effects.

### 5.1.1.2 Space-resolved probability densities

Up to now, we have only discussed the time-dependence of probability densities at the boundary. In this Paragraph, we focus on the time- and space-resolved probability densities of particle's coordinates.

We remind that, regardless of the initial condition, a time-independent drift towards the origin induces the gradual constitution of the unique equilibrium density which in the single-particle case reads $u^{(\mathrm{eq})}(x)=\theta(x)\left(\left|v_{0}\right| / D\right) \exp \left[-x\left|v_{0}\right| / D\right]$. Thereupon (cf. Eq. (5.4)), for the two interacting particles simultaneous the equilibrium density is $p_{\text {eq }}^{(2)}\left(x_{1}, x_{2}\right)=\theta\left(x_{2}-x_{1}\right)\left(\left|v_{0}\right| / D\right)^{2} \exp \left[-\left(x_{1}+x_{2}\right)\left|v_{0}\right| / D\right]$.

Consider again the oscillating force $F(t)$ with amplitudes $F_{0}<0$ and $F_{1}>0$, place the particles on the initial positions $y_{1}$ and $y_{2}$ and start up the time-evolution. During a certain incipient time-interval, the dynamics of the system will be strongly affected by the initial positions $y_{1}$ and $y_{2}$. This affect is getting weaker and weaker as the time goes. Finally, the system settles down to the unique time-asymptotic dynamics, regardless the initial positions. The analysis of the transient effects, i.e., of the system's relaxation into the time-asymptotic dynamics, can be numerically carried out as follows. We simply insert the density $u(0 ; t \mid y)$ obtained by the Product Integration method into Eq. (5.7) and carry out the corresponding integration over the time. Thereby we get the probability density $u(x ; t \mid y)$ as the function of $x$ and $t$. In order to obtain the marginal probability density $p_{\mathrm{L}}\left(x ; t \mid y_{1}, y_{2}\right)\left(p_{\mathrm{R}}\left(x ; t \mid y_{1}, y_{2}\right)\right)$ of the position of the left (right) particle, we insert the densities $u\left(x ; t \mid y_{1}\right), u\left(x ; t \mid y_{1}\right)$ into Eq. (5.4) and carry out the (numerical) integration of the function $p^{(2)}\left(x_{1}, x_{2} ; t \mid y_{1}, y_{2}\right)$ over the coordinate $x_{2}\left(x_{1}\right)$ as has been pointed out in Eq. (5.8) (Eq. (5.9)).

Densities obtained exactly in that way are shown in Fig 5.3 within two periods of the driving force. Notice that each panel in Fig. 5.3 has a different scale. The density


Figure 5.3: Time- and space-resolved probability densities for the first two periods of the driving force $(x \in[0,4] \mathrm{m}, t \in[0.025,10] \mathrm{s})$. The parameters used are $v_{0}=-1.0 \mathrm{~m} \mathrm{~s}^{-1}$, $v_{1}=1.0 \mathrm{~m} \mathrm{~s}^{-1}, D=1.0 \mathrm{~m}^{2} \mathrm{~s}^{-1}, \omega=0.4 \pi \mathrm{rad} \mathrm{s}^{-1}$, initial positions of the particles are $y_{1}=1 \mathrm{~m}$, $y_{2}=3 \mathrm{~m}$.
$p_{\mathrm{R}}\left(x ; t \mid y_{1}, y_{2}\right)$ is always zero at the boundary as it should be according to Eq. (5.14). Left particle's density $p_{\mathrm{L}}\left(x ; t \mid y_{1}, y_{2}\right)$ is localized closer to the origin and takes higher values than the single-particle density $u\left(x ; t \mid y_{2}\right)$.

However, this numerical approach is highly time-consuming, hence it is unsuitable for the analysis of the time-asymptotic regime. Fortunately, the knowledge of the complex amplitudes $f_{k}$ (5.16) allows for a rather detailed discussion of many features of the emerging diffusion process. Presently, we consider the time-asymptotic dynamics of the system and derive exact analytical results for the probability densities.

In the time-asymptotic regime, the single-particle probability density $\tilde{u}(x ; t)$ does not depend on the initial condition (as was earlier represented by the variable $y$ ). At any fixed point $x \geq 0$ it exhibits oscillations with the fundamental frequency $\omega$. According to Eq. (5.4) the two-particle probability density in the case with interaction in the asymptotic regime reads

$$
\begin{equation*}
\tilde{p}^{(2)}\left(x_{1}, x_{2} ; t\right)=2 \theta\left(x_{2}-x_{1}\right) \tilde{u}\left(x_{1} ; t\right) \tilde{u}\left(x_{2} ; t\right) . \tag{5.19}
\end{equation*}
$$

This density also exhibits oscillations with the frequency $\omega$ at any points $x_{1} \geq 0, x_{2} \geq 0$ for which the inequality $x_{1}<x_{2}$ holds, otherwise it equals to zero. In agreement with Eq. (5.8) and Eq. (5.9), the probability densities of the positions of the left and right particle in the time-asymptotic regime read

$$
\begin{align*}
& \tilde{p}_{\mathrm{L}}(x ; t)=\int_{0}^{+\infty} \mathrm{d} x_{2} \tilde{p}^{(2)}\left(x, x_{2} ; t\right),  \tag{5.20}\\
& \tilde{p}_{\mathrm{R}}(x ; t)=\int_{0}^{+\infty} \mathrm{d} x_{1} \tilde{p}^{(2)}\left(x_{1}, x ; t\right), \tag{5.21}
\end{align*}
$$

respectively.
We expand the single-particle asymptotic density into the Fourier series

$$
\begin{equation*}
\tilde{u}(x ; t)=\sum_{k=-\infty}^{+\infty} u_{k}(x) \exp (-\mathrm{i} k \omega t) . \tag{5.22}
\end{equation*}
$$

Notice that the Fourier coefficients $u_{k}(x)$ depend on the coordinate $x$. As it is shown in [59] we can express this coefficients as

$$
\begin{equation*}
u_{k}(x)=\frac{\left|v_{0}\right|}{D}\langle k| \mathbb{L}_{--} \mathbb{E}(x) \mathbb{R}_{++}|f\rangle, \quad k=0, \pm 1, \pm 2, \ldots \tag{5.23}
\end{equation*}
$$

Here $|f\rangle \mathrm{i}$ is the column vector of the complex amplitudes, i.e., $f_{k}=\langle k \mid f\rangle, \mathbb{E}(x)$ denotes diagonal matrix with complex, $x$-dependent elements

$$
\begin{equation*}
\langle m| \mathbb{E}(x)|n\rangle=\frac{\delta_{n m}}{2}\left[1+\frac{1}{\sqrt{1-\mathrm{i} m \zeta}}\right] \exp \left[-x \frac{\left|v_{0}\right|}{2 D}(\sqrt{1-\mathrm{i} m \zeta}+1)\right] \tag{5.24}
\end{equation*}
$$

and $\mathbb{L}_{--}, \mathbb{R}_{++}$are two matrices with entries

$$
\begin{align*}
& \langle m| \mathbb{L}_{--}|n\rangle=\mathrm{I}_{|m-n|}(-\kappa \sqrt{1-\mathrm{i} n \zeta}-\kappa),  \tag{5.25}\\
& \langle m| \mathbb{R}_{++}|n\rangle=\mathrm{I}_{|m-n|}(+\kappa \sqrt{1-\mathrm{i} m \zeta}+\kappa) \tag{5.26}
\end{align*}
$$

where $m$ and $n$ are integers.
Let us now expand into the Fourier series the asymptotic simultaneous two-particle probability density $\tilde{p}^{(2)}\left(x_{1}, x_{2} ; t\right)$. We have

$$
\begin{equation*}
\tilde{p}^{(2)}\left(x_{1}, x_{2} ; t\right)=2 \theta\left(x_{2}-x_{1}\right) \sum_{k=-\infty}^{+\infty} u_{k}^{(2)}\left(x_{1}, x_{2}\right) \exp (-\mathrm{i} k \omega t) \tag{5.27}
\end{equation*}
$$

Presently, notice that the Fourier coefficients $u_{k}^{(2)}\left(x_{1}, x_{2}\right)$ depend on the coordinates of both particles. On the other hand, after expanding both single-particle densities in Eq. (5.19) according to Eq. (5.22), we have

$$
\begin{equation*}
\tilde{p}^{(2)}\left(x_{1}, x_{2} ; t\right)=2 \theta\left(x_{2}-x_{1}\right) \sum_{m=-\infty}^{+\infty} \sum_{n=-\infty}^{+\infty} u_{m}\left(x_{1}\right) u_{n}\left(x_{2}\right) \exp (-\mathrm{i} m \omega t) \exp (-\mathrm{i} n \omega t) . \tag{5.28}
\end{equation*}
$$

Hence it is possible to express the unknown Fourier coefficients $u_{k}^{(2)}\left(x_{1}, x_{2}\right)$ in Eq. (5.27) in terms of the known coefficients $u_{k}(x)$ (5.23). After invoking the substitution $m+n=k$ in the summation index $m$ in Eq. (5.28) we obtain

$$
\begin{equation*}
\tilde{p}^{(2)}\left(x_{1}, x_{2} ; t\right)=2 \theta\left(x_{2}-x_{1}\right) \sum_{k=-\infty}^{+\infty}\left[\sum_{n=-\infty}^{+\infty} u_{k-n}\left(x_{1}\right) u_{n}\left(x_{2}\right)\right] \exp (-\mathrm{i} k \omega t) \tag{5.29}
\end{equation*}
$$

If we compare Eq. (5.29) with Eq. (5.27), we get

$$
\begin{equation*}
u_{k}^{(2)}\left(x_{1}, x_{2}\right)=\sum_{n=-\infty}^{+\infty} u_{k-n}\left(x_{1}\right) u_{n}\left(x_{2}\right), \quad k=0, \pm 1, \pm 2, \ldots \tag{5.30}
\end{equation*}
$$

Thus the Fourier coefficients $u_{k}^{(2)}\left(x_{1}, x_{2}\right)$ are given as the discrete convolutions of the Fourier coefficients $u_{k}(x)$ (5.23).

Notice that the convolution (5.30) is symmetric under the change of the particle's coordinates, i.e., $u_{k}^{(2)}\left(x_{1}, x_{2}\right)=u_{k}^{(2)}\left(x_{2}, x_{1}\right)$. Moreover, the only $x$-dependent terms in the matrix product (5.23) arise from the entries of the matrix $\mathbb{E}(x)$ (5.24). This two


Figure 5.4: Time- and space-resolved probability densities in the time-asymptotic regime. We have used the same set of parameters as in Fig. 5.3, i.e., $v_{0}=-1.0 \mathrm{~m} \mathrm{~s}^{-1}, v_{1}=1.0 \mathrm{~m} \mathrm{~s}^{-1}$, $D=1.0 \mathrm{~m}^{2} \mathrm{~s}^{-1}, \omega=0.4 \pi \mathrm{rad} \mathrm{s}^{-1}$.
observations yield to the explicit expressions of the tagged-particle's probabilities (5.20), (5.21). If we define the coefficients

$$
\begin{align*}
& l_{k}(x)=\frac{\left|v_{0}\right|}{D}\langle k| \mathbb{L}_{--} \mathbb{E}_{\mathrm{L}}(x) \mathbb{R}_{++}|f\rangle, \quad k=0, \pm 1, \pm 2, \ldots  \tag{5.31}\\
& r_{k}(x)=\frac{\left|v_{0}\right|}{D}\langle k| \mathbb{L}_{--} \mathbb{E}_{\mathrm{R}}(x) \mathbb{R}_{++}|f\rangle, \quad k=0, \pm 1, \pm 2, \ldots \tag{5.32}
\end{align*}
$$

where two diagonal matrices $\mathbb{E}_{\mathrm{L}}(x) \equiv \int_{x}^{+\infty} \mathrm{d} x^{\prime} \mathbb{E}\left(x^{\prime}\right), \mathbb{E}_{\mathrm{R}}(x) \equiv \int_{0}^{x} \mathrm{~d} x^{\prime} \mathbb{E}\left(x^{\prime}\right)$ possess the matrix elements

$$
\begin{align*}
\langle m| \mathbb{E}_{\mathrm{L}}(x)|n\rangle & =\frac{D}{\left|v_{0}\right|} \frac{\delta_{n m}}{\sqrt{1-\mathrm{i} m \zeta}} \exp \left[-x \frac{\left|v_{0}\right|}{2 D}(\sqrt{1-\mathrm{i} m \zeta}+1)\right]  \tag{5.33}\\
\langle m| \mathbb{E}_{\mathrm{R}}(x)|n\rangle & =\frac{D}{\left|v_{0}\right|} \frac{\delta_{n m}}{\sqrt{1-\mathrm{i} m \zeta}}\left\{1-\exp \left[-x \frac{\left|v_{0}\right|}{2 D}(\sqrt{1-\mathrm{i} m \zeta}+1)\right]\right\}, \tag{5.34}
\end{align*}
$$

where $m$ and $n$ are integers. Then the marginal densities (5.20), (5.21) read

$$
\begin{align*}
& \tilde{p}_{\mathrm{L}}(x ; t)=2 \sum_{k=-\infty}^{+\infty}\left[\sum_{n=-\infty}^{+\infty} u_{k-n}(x) l_{n}(x)\right] \exp (-\mathrm{i} k \omega t)  \tag{5.35}\\
& \tilde{p}_{\mathrm{R}}(x ; t)=2 \sum_{k=-\infty}^{+\infty}\left[\sum_{n=-\infty}^{+\infty} u_{k-n}(x) r_{n}(x)\right] \exp (-\mathrm{i} k \omega t) \tag{5.36}
\end{align*}
$$

Let us now focus on the numerical analysis of the asymptotic probability densities $\tilde{p}_{\mathrm{L}}(x ; t)$ (5.35), $\tilde{p}_{\mathrm{R}}(x ; t)$ (5.36) and $\tilde{u}(x ; t)$ (5.22). Presently, we have to reduce both the vector of the complex amplitudes $|f\rangle$ and the matrices $\mathbb{L}_{--}, \mathbb{R}_{++}, \mathbb{E}(x), \mathbb{E}_{\mathrm{L}}(x)$ and $\mathbb{E}_{\mathrm{R}}(x)$. Except for this controllable approximation, we can already reconstruct the full time- and space-resolved non-linear "waves" of the probability densities, as represented by the functions $\tilde{u}(x ; t), \tilde{p}_{\mathrm{L}}(x ; t), \tilde{p}_{\mathrm{R}}(x ; t)$. Fig. 5.4 illustrates these time-asymptotic densities within two periods of the external driving force.

### 5.1.2 Mean position

Let us now focus on the mean positions of particles. If $F_{0}<0$ and $F_{1}=0$, the probability density of the single diffusing particle relaxes to the exponential form

$$
\begin{equation*}
u^{(\mathrm{eq})}(x)=\theta(x) \frac{\left|v_{0}\right|}{D} \exp \left(-x \frac{\left|v_{0}\right|}{D}\right) . \tag{5.37}
\end{equation*}
$$

In this case, the equilibrium density of the left particle reads

$$
\begin{equation*}
p_{\mathrm{L}}^{(\mathrm{eq})}(x)=2 \theta(x) \frac{\left|v_{0}\right|}{D} \exp \left(-2 x \frac{\left|v_{0}\right|}{D}\right) . \tag{5.38}
\end{equation*}
$$

The only difference between this two densities is factor " 2 " which occurs in the exponential and as the multiplicative prefactor in $p_{\mathrm{L}}^{(\mathrm{eq})}(x)$. It evokes that $p_{\mathrm{L}}^{(\mathrm{eq})}(x)$ takes higher value at the boundary and decreases more rapidly as the coordinate $x$ growth as compared with $u^{(e q)}(x)$. Thus an impact of the interaction on the left tagged particle in the equilibrium state is equivalent to the replacement of the ratio $\left|v_{0}\right| / D$ by $2\left|v_{0}\right| / D$ in the equilibrium density. For instance we could simply double the slope of the potential or lower the temperature two times.

However, the impact of the interaction on the right tagged particle's equilibrium density could not be expressed so simply. This density reads

$$
\begin{equation*}
p_{\mathrm{R}}^{(\mathrm{eq})}(x)=2 \theta(x) \frac{\left|v_{0}\right|}{D} \exp \left(-x \frac{\left|v_{0}\right|}{D}\right)\left[1-\exp \left(-x \frac{\left|v_{0}\right|}{D}\right)\right] . \tag{5.39}
\end{equation*}
$$

It is zero at the boundary and possesses the maximum value $p_{\mathrm{R}}^{(\mathrm{eq})}\left(x_{\mathrm{m}}\right)=\left|v_{0}\right| /(2 D)$ at the point $x_{\mathrm{m}}=D \log (2) /\left|v_{0}\right|$. Thus, the maximum value of the density $p_{\mathrm{R}}^{(\mathrm{eq})}(x)$ is higher and it is located closer to the boundary as the ratio $\left|v_{0}\right| / D$ is increased. For big values of $\left|v_{0}\right| / D$, the equilibrium densities $u^{(\mathrm{eq})}(x), p_{\mathrm{L}}^{(\mathrm{eq})}(x)$ and $p_{\mathrm{R}}^{(\mathrm{eq})}(x)$ are localized close to the reflecting boundary. On the contrary, the smaller is the ratio $\left|v_{0}\right| / D$, the more delocalized are equilibrium densities $u^{(\mathrm{eq})}(x), p_{\mathrm{L}}^{(\mathrm{eq})}(x), p_{\mathrm{R}}^{(\mathrm{eq})}(x)$.

The mean positions of the particles in the equilibrium approach values $\mu^{(\mathrm{eq})}=$ $D /\left|v_{0}\right|, \mu_{\mathrm{L}}^{(\mathrm{eq})}=D /\left(2\left|v_{0}\right|\right), \mu_{\mathrm{R}}^{(\mathrm{eq})}=3 D /\left(2\left|v_{0}\right|\right)$ in the case of the single diffusing particle, left particle and right particle respectively. Notice that all mean position are linear functions of the ration $D /\left|v_{0}\right|$ and the relation $\mu_{\mathrm{L}}^{(\mathrm{eq})}+\mu_{\mathrm{R}}^{(\mathrm{eq})}=2 \mu^{(\mathrm{eq})}$ holds.

Turning to the case with the modulated force, the mean positions are defined as the first moments of the corresponding probability densities. Hence, the mean position of the single diffusing particle reads

$$
\begin{equation*}
\tilde{\mu}(t)=\int_{0}^{+\infty} \mathrm{d} x x \tilde{u}(x ; t) \tag{5.40}
\end{equation*}
$$

In the case with interaction, the mean position of the left particle and the mean position of the right one read

$$
\begin{align*}
& \tilde{\mu}_{\mathrm{L}}(t)=\int_{0}^{+\infty} \mathrm{d} x x \tilde{p}_{\mathrm{L}}(x ; t),  \tag{5.41}\\
& \tilde{\mu}_{\mathrm{R}}(t)=\int_{0}^{+\infty} \mathrm{d} x x \tilde{p}_{\mathrm{R}}(x ; t), \tag{5.42}
\end{align*}
$$

respectively. Let us now derive the exact analytical expressions for the mean positions (5.40), (5.41), and (5.42).

Owing to the oscillatory driving force, the mean positions of the particles will oscillate with the fundamental frequency $\omega$. The mean position of the single diffusing particle can be represented by the Fourier series

$$
\begin{equation*}
\tilde{\mu}(t)=\sum_{k=-\infty}^{+\infty} \mu_{k} \exp (-\mathrm{i} k \omega t) \tag{5.43}
\end{equation*}
$$

After inserting Eq. (5.43) into Eq. (5.40) and carrying out the integration we obtain the Fourier coefficients $\mu_{k}$. They read

$$
\begin{equation*}
\mu_{k}=\frac{D}{\left|v_{0}\right|}\langle k| \mathbb{L}_{--} \mathbb{K} \mathbb{R}_{++}|f\rangle, \quad k=0, \pm 1, \pm 2, \ldots \tag{5.44}
\end{equation*}
$$

where the matrix $\mathbb{K} \equiv\left(v_{0} / D\right)^{2} \int_{0}^{+\infty} \mathrm{d} x x \mathbb{E}(x)$ possess the matrix elements

$$
\begin{equation*}
\langle m| \mathbb{K}|n\rangle=\frac{2 \delta_{n m}}{1-\mathrm{i} m \zeta+\sqrt{1-\mathrm{i} m \zeta}} \tag{5.45}
\end{equation*}
$$

where $m$ and $n$ are integers. Matrices $\mathbb{L}_{--}, \mathbb{R}_{++}$are defined in Eq. (5.25), Eq. (5.26) respectively and $f_{k}=\langle k \mid f\rangle$ are the complex amplitudes (5.16).

The Fourier series representations of the mean positions (5.41) and (5.42) read

$$
\begin{align*}
& \tilde{\mu}_{\mathrm{L}}(t)=\sum_{k=-\infty}^{+\infty} \lambda_{k} \exp (-\mathrm{i} k \omega t)  \tag{5.46}\\
& \tilde{\mu}_{\mathrm{R}}(t)=\sum_{k=-\infty}^{+\infty} \rho_{k} \exp (-\mathrm{i} k \omega t) \tag{5.47}
\end{align*}
$$

with the Fourier coefficients given as the space integration of $x$ times the convolution which occurs in the tagged particle densities (5.36), (5.35). We have

$$
\begin{align*}
& \lambda_{k}=2 \sum_{n=-\infty}^{+\infty} \int_{0}^{+\infty} \mathrm{d} x x u_{k-n}(x) l_{n}(x),  \tag{5.48}\\
& \rho_{k}=2 \sum_{n=-\infty}^{+\infty} \int_{0}^{+\infty} \mathrm{d} x x u_{k-n}(x) r_{n}(x), \tag{5.49}
\end{align*}
$$

The mean positions are intimately related to the mean energies of the particles, work done on the particles by an external agent and heat released to the heat bath. We elucidate these relations in the next Section. Moreover, we will show that work and heat per one period can be expressed as the real parts of the first Fourier coefficients $\mu_{1}, \lambda_{1}$, and $\rho_{1}$ (except for a trivial multiplicative prefactor). The zero Fourier coefficients $\mu_{0}, \lambda_{0}$, and $\rho_{0}$ also possess a certain physical interpretation. The meaning and properties of the zero Fourier coefficient $\mu_{0}$, i.e., the zero coefficient for the single diffusing particle, were deeply discussed in [58, 59]. This coefficient is always real and represents the stationary mean position of the particle, i.e. the mean position averaged over the period of the driving force. We have

$$
\begin{equation*}
\mu_{0}=\frac{\omega}{2 \pi} \int_{0}^{2 \pi / \omega} \mathrm{d} t \tilde{\mu}(t) \tag{5.50}
\end{equation*}
$$

Moreover in 59 was shown that

$$
\begin{equation*}
\mu_{0}=\frac{D}{\left|v_{0}\right|}\left(1+2 \kappa \operatorname{Re} f_{1}\right) . \tag{5.51}
\end{equation*}
$$

This stationary mean position is always greater than the equilibrium mean position $\mu^{(\mathrm{eq})}=D /\left|v_{0}\right|$. The difference $\mu_{0}-\mu^{(\mathrm{eq})}=v_{1} \operatorname{Re} f_{1} / \omega$ increases with the amplitude $F_{1}$ of the modulated force and always decreases with increasing of both the frequency $\omega$ and the bath temperature $T$ [58]. The mean position may be interpreted as the "centre of mass" of the probability density. Thus the oscillatory driving force in average shifts the probability density (or the concentration of the particles) away from the boundary. In the case with interaction, stationary mean position of the particles are $\lambda_{0}$ and $\rho_{0}$. Unfortunately, the derivation of the relations similar to (5.51) for this functions appears as the fairly non-trivial problem. However, from the numerical analysis we know that all qualitative features named above for the single-particle diffusion remain valid also for the diffusion of interacting particles.

We proceed with numerical analysis of the time-dependent mean positions (5.43), (5.46), and (5.47). Fig. 5.5 confronts these functions as computed for two different values of the parameters within two periods of the driving force. The parameters differ only in the amplitudes $F_{1}$ of the modulated force. In panels a! 1) and a! 2), the magnitudes of the modulated and time-independent parts of the force are equal, i.e., $F_{1}=\left|F_{0}\right|$. Hence the driving force is always non-positive. Up to the instant $t_{1}=\pi /(2 \omega)$ (within one period) it always pushes the particles to the left, against the reflecting boundary. At the instant $t_{1}$ the force is zero. Induced oscillations of the mean positions (see panel
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Figure 5.5: Mean positions as the functions of time. The curves in the upper panels show the time-dependency of the driving force (5.2). The oscillations of the mean positions are shown in the lower panels always bellow the corresponding driving force. The solid black line show the mean positions $\tilde{\mu}(t)$, the dashed blue line show the mean positions $\tilde{\mu}_{\mathrm{R}}(t)$ and the dot-dashed red line show $\tilde{\mu}_{\mathrm{L}}(t)$. In the panels a 1) and a 2) we take $F_{1}=1.0 \mathrm{~N}$, in the panels b 1) and b 2) we take $F_{1}=3.0 \mathrm{~N}$. The static component $F_{0}=-1.0 \mathrm{~N}$, the frequency $\omega=0.4 \pi \mathrm{~s}^{-1}$, and the diffusion constant $D=1.0 \mathrm{~m}^{2} \mathrm{~s}^{-1}$ are the same in all panels.
a 2)) exhibit phase differences with each other and with the driving force in the sense that they take their maximum values at the different times within the period.

As the amplitude $F_{1}$ of the modulated force is increased, the force $F(t)$ becomes positive for a certain time-interval within the period. This situation is illustrated in the panel b1) of Fig. 5.5. The positive force pushes particles to the right, so the particles will attain to the larger distances from the boundary than in the case $F_{1}=\left|F_{0}\right|$. Consequently, maxima of the mean positions within the period will attain to larger values (compare panels a 2) and b 2)). Notice that two interacting particles in an averaged sense will be both farther from the origin and farther from each other. On the other hand as the amplitude $F_{1}$ of the modulated force is increased, the maximum magnitude
of the force $F(t)$ in the direction towards the boundary is increased as well. Thus the particles will attain not only farther from the boundary but also more closely to it. This fact is reflected in the lowering of the minimal value of the mean positions within a period. Notice that the two interacting particles will also attain more closely to each other.

In both cases depicted in Fig. 5.5 there are noticeable phase differences in the oscillations of mean positions. Nevertheless, the general relation

$$
\begin{equation*}
\tilde{\mu}_{\mathrm{L}}(t)+\tilde{\mu}_{\mathrm{R}}(t)=2 \tilde{\mu}(t) \tag{5.52}
\end{equation*}
$$

holds for all times $t$. In terms of the differences between the mean positions this relation reads

$$
\begin{equation*}
\tilde{\mu}_{\mathrm{R}}(t)-\tilde{\mu}_{\mathrm{L}}(t)=2\left[\tilde{\mu}(t)-\tilde{\mu}_{\mathrm{L}}(t)\right] . \tag{5.53}
\end{equation*}
$$

Mean positions $\tilde{\mu}(t), \tilde{\mu}_{\mathrm{L}}(t)$, and $\tilde{\mu}_{\mathrm{R}}(t)$ as the functions of time can not cross each other. The ordering of the mean positions $\tilde{\mu}_{\mathrm{R}}(t)>\tilde{\mu}(t)>\tilde{\mu}_{\mathrm{L}}(t)$ is conserved for all times $t$ and all values of the parameters $v_{0}, v_{1}, \omega$, and $D$.

### 5.2 Thermodynamics

Up to now, we have discussed kinetic quantities, i.e., the quantities directly related to the time- and space-dependence of the probability density. Presently, we will focus on the analysis of the underlying thermodynamics. Again, all the time we will consider the system already to get settled in the time-asymptotic stationary regime. First thermodynamic characteristic under investigation is the internal energy.

### 5.2.1 Internal energy

Let us again start with the equilibrium situation. As already mentioned, in the timeindependent potential $\phi(x)=-x F_{0}$ the single diffusing particle approaches the equilibrium state described by the probability density (5.37). The system of two interacting particles approach the state with the marginal equilibrium densities (5.38), (5.39). The equilibrium internal energy of the particles is simply the spatial integral of the product of the potential energy and equilibrium probability density 4 For the single diffusing particle the result is $E^{(\mathrm{eq})}=D \Gamma=k_{\mathrm{B}} T$. In the case of the diffusion of two interacting particles, the internal energy of the left particle reads $E_{\mathrm{L}}^{(\text {eq) }}=k_{\mathrm{B}} T / 2$, the internal energy of the right one is $E_{\mathrm{R}}^{(\mathrm{eq})}=3 k_{\mathrm{B}} T / 2$. Hence the equilibrium internal energies do not depend on the slope of the potential and linearly increase with the temperature. Moreover,

[^7]the total internal energy of the system of two interacting particles is equal to the total internal energy of the system of two non-interacting particles, i.e., $E_{\mathrm{L}}^{(\mathrm{eq})}+E_{\mathrm{R}}^{(\mathrm{eq})}=2 E^{(\mathrm{eq})}$. This fact emerges due to the zero range of the hard-core interaction, so the interaction induces purely geometric constraints on the possible positions of the particles. Hence the interaction energy is zero. This is a general feature of the hard-core interaction. As so its validity is not restricted only to the equilibrium case.

Returning to the time-dependent potential $\phi(x, t)=-x F(t)$, the internal energy of the particle at the time $t$ is defined as potential averaged over all possible positions of the particle at a given instant (cf. Eq. (3.21)). In the single-particle case the internal energy of the particle at the time $t$ reads

$$
\begin{equation*}
E(t)=\int_{0}^{+\infty} \mathrm{d} x \phi(x, t) \tilde{u}(x ; t)=-\left[F_{0}+F_{1} \sin (\omega t)\right] \tilde{\mu}(t) \tag{5.54}
\end{equation*}
$$

Similarly, in the case with interaction, internal energies of the left and right particles are

$$
\begin{align*}
& E_{\mathrm{L}}(t)=-\left[F_{0}+F_{1} \sin (\omega t)\right] \tilde{\mu}_{\mathrm{L}}(t),  \tag{5.55}\\
& E_{\mathrm{R}}(t)=-\left[F_{0}+F_{1} \sin (\omega t)\right] \tilde{\mu}_{\mathrm{R}}(t), \tag{5.56}
\end{align*}
$$

respectively. Notice that we skip the tilde over the internal energies, although they are expressed in the asymptotic regime. In this Section all thermodynamic characteristics are considered in the asymptotic regime, hence the tilde is useless and will be omitted.

The mean positions occurred in the expressions above are given in Eq. (5.43), Eq. (5.46) and Eq. (5.47). As was mentioned above, in the thermodynamic equilibrium internal energies do not depend on the slope of the potential. Obviously, out of equilibrium this is not the case. However, the general rule "internal energy = mean position multiplied by the instantaneous force" holds in both equilibrium and non-equilibrium cases 5

Generally speaking, the internal energies $E(t), E_{\mathrm{L}}(t), E_{\mathrm{R}}(t)$ are periodic functions of time with the fundamental period $2 \pi / \omega$. Their oscillations express the combine effect of both the periodically modulated heat flow to the bath and the periodic exchange of work done on the particle by an external agent. Moreover, from Eq. (5.52) it follows that the total internal energy of two interacting particles is equal to the total internal energy of two non-interacting particles. Couched in symbols

$$
\begin{equation*}
E_{\mathrm{L}}(t)+E_{\mathrm{R}}(t)=2 E(t) . \tag{5.57}
\end{equation*}
$$

In other words, the internal energy $E(t)$ of the single diffusing particle always equals to the arithmetic mean $\left(E_{\mathrm{L}}(t)+E_{\mathrm{R}}(t)\right) / 2$ of the internal energies of interacting particles.
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Figure 5.6: Oscillations of the internal energies within two periods of the driving. Two curves in the upper panels show the time-dependency of the driving force (5.2). Oscillations of the internal energies are shown in lower panels always bellow the corresponding driving force. The solid black line shows the energy $E(t)$, the dashed blue line depicts $E_{\mathrm{R}}(t)$ and the dot-dashed red line depicts $E_{\mathrm{L}}(t)$. In the panels a 1) and a 2 ) we take $F_{1}=1.0 \mathrm{~N}$, in the panels b1) and b 2) we take $F_{1}=3.0 \mathrm{~N}$. The static component $F_{0}=-1.0 \mathrm{~N}$, the frequency $\omega=0.4 \pi \mathrm{~s}^{-1}$, and the diffusion constant $D=1.0 \mathrm{~m}^{2} \mathrm{~s}^{-1}$ are the same in all panels.

Fig. 5.6 shows the time-dependency of the internal energies $E(t), E_{\mathrm{L}}(t), E_{\mathrm{R}}(t)$ within two periods of the driving force for the different parameters $F_{0}, F_{1}, \omega$, and $D$. The curves in the upper panels represent driving forces, the lower panels depict the induced oscillations of the internal energies (see the figure caption). The parameters used in this figure are the same as in Fig. 5.5. First of all, notice that there is no qualitative difference between the oscillations of the function $E(t)$ and the functions $E_{\mathrm{L}}(t), E_{\mathrm{R}}(t)$. It the consequence of the fact that the hard-core interaction changes only quantitative features of the energetics of individual particles (as compared to the diffusion without interaction). One of this quantitative changes, the most striking one at first glance, is the change of the magnitudes of the internal energies. Whenever the force $F(t)$ is
negative it pushes particles against the boundary. In this case internal energies are ordered according to their magnitudes in the same way as their mean positions, i.e., $E_{\mathrm{R}}(t)>E(t)>E_{\mathrm{L}}(t)$. Hence the farther is the particle from the reflecting boundary, the greater is its internal energy. Whenever the driving force is zero, the internal energies are all equal. Positive driving force (cf. panels b 1), b 2)) pushes particles to the right, away from the boundary. In this case the ordering of the mean energies is reversed, i.e., $E_{\mathrm{L}}(t)>E(t)>E_{\mathrm{R}}(t)$ (while the ordering of the mean positions $\tilde{\mu}_{\mathrm{R}}(t)>\tilde{\mu}(t)>\tilde{\mu}_{\mathrm{L}}(t)$ is always the same). Notice also that the maximum values of the energies $E_{\mathrm{L}}(t), E_{\mathrm{R}}(t)$ are achieved at the different instants within the period.

From a purely mathematical point of view the differences in the behaviour of the internal energies and the mean positions arise due to the multiplicative prefactor $-F(t)$ (see Eqs. (5.54) - (5.56)). However, the physical interpretation of the behaviour of the internal energies brings deeper insight into the problem. Without loss of generality let us concentrate on the case without the interaction, i.e. on the black lines in Fig. 5.6, As the beginning of the period we choose the instant when the driving force takes the value $F_{0}$ and tends to increase. It is increasing up to the value $F_{0}+F_{1}$. In the panel a 2) $F_{0}+F_{1}=0 \mathrm{~N}$, in the panel b 2) $F_{0}+F_{1}=2 \mathrm{~N}$. During this interval the internal energy is decreasing towards its minimum due to the system is exerting positive work on its surrounding. The smaller is the value of the amplitude $F_{1}$ (panel a 2)) the closer is the process to the quasistatic ond ${ }^{6}$ and the smaller is the work done by the system. The decreasing tendency of the internal energy is being partially offset by the heat flow to the system from the heat bath. However, for larger amplitudes $F_{1}$ (panel b 2)) the heat is almost exclusively being released to the reservoir during this interval. So the greater is the amplitude $F_{1}$ the lower minimum values takes the internal energy within the period.

During the next time interval the driving force is decreasing form the value $F_{0}+F_{1}$ to its minimum value $F_{0}-F_{1}$. In the panel a 2) $F_{0}-F_{1}=-2 \mathrm{~N}$, in the panel b 2) $F_{0}+F_{1}=-4 \mathrm{~N}$. Within this interval the slop $-F(t)$ of the potential $\phi(x, t)$ is permanently rising, hence the positive work is performing on the system by an external agent. This work forms the most significant contribution to the changes of the internal energy which is rising and passing through its maximum within this interval. The decrease of the internal energy after it achieves its maximum value is caused by the strong heat flow from the system to the bath at occurred the end of this time-interval.

During the last part of the period the force and the internal energy are decreasing to their initial values which they take at the beginning of the period. Within this timeinterval the slope of the potential $\phi(x, t)$ is decreasing, hence the work done by the system on its surrounding is positive. Notice the sudden change of the slope of the

[^9]time-dependency of the internal energy at the beginning of this interval. This change is more apparent for the greater amplitudes $F_{1}$ (panel b2)). It is connected with the fact that the system starts to exert work on its surrounding. The greater is the amplitude $F_{1}$ the less significant is the contribution of this work to the change of an internal energy as compared with the heat flow from the system to the reservoir (more significant contribution of the work would cause faster decreasing of the internal energy as should be seen from panel a 2 )).

We have just observed how the amplitude $F_{1}$ of the modulated force influences the behaviour of the oscillations of the internal energy. The amplitudes of these oscillations rise and the oscillations became more nonlinear as the amplitude $F_{1}$ increases. In the following sections we give a detailed discussion of the underlying exchange of work and heat. So we recommend to the reader to get back to the presented discussion again after reading the corresponding Subsections to get even more insight into the energetics of the problem.

Finally let us discus the internal energies averaged over the period

$$
\begin{align*}
\bar{E} & =\frac{\omega}{2 \pi} \int_{0}^{2 \pi / \omega} \mathrm{d} t E(t)  \tag{5.58}\\
\bar{E}_{\mathrm{L}} & =\frac{\omega}{2 \pi} \int_{0}^{2 \pi / \omega} \mathrm{d} t E_{\mathrm{L}}(t),  \tag{5.59}\\
\bar{E}_{\mathrm{R}} & =\frac{\omega}{2 \pi} \int_{0}^{2 \pi / \omega} \mathrm{d} t E_{\mathrm{R}}(t) . \tag{5.60}
\end{align*}
$$

This quantities are obviously controlled by the zero Fourier coefficients $\mu_{0}, \lambda_{0}, \rho_{0}$ from the Fourier series representations of the mean positions (5.43), (5.46) and (5.47). We have $\bar{E}=-F_{0} \mu_{0}, \bar{E}_{\mathrm{L}}=-F_{0} \lambda_{0}, \bar{E}_{\mathrm{R}}=-F_{0} \rho_{0}$. Hence all comments made about the stationary mean positions $\mu_{0}, \lambda_{0}$, and $\rho_{0}$ in the preceding Subsection could be directly applied to the internal energies averaged over the period. Notice that the differences $\bar{E}-E^{(\text {eq })}, \bar{E}_{\mathrm{L}}-E_{\mathrm{L}}^{(\mathrm{eq})}$, and $\bar{E}_{\mathrm{R}}-E_{\mathrm{R}}^{(\mathrm{eq})}$ are always greater than zero. Differently speaking, in the time-averaged sense, the external driving enforces a permanent increase of the internal energy of particles as compared to its equilibrium value. This is true for both the interacting particles and the single diffusing particles.

### 5.2.2 Work

The average work done on the single diffusing particle by an external agent during the time interval $[0, t]$ reads (cf. Eq. (3.23))

$$
\begin{equation*}
W(t)=\int_{0}^{t} \mathrm{~d} t^{\prime} \int_{-\infty}^{+\infty} \mathrm{d} x\left[\frac{\partial}{\partial t^{\prime}} \phi\left(x, t^{\prime}\right)\right] \tilde{u}\left(x ; t^{\prime}\right)=-F_{1} \omega \int_{0}^{t} \mathrm{~d} t^{\prime} \cos \left(\omega t^{\prime}\right) \tilde{\mu}\left(t^{\prime}\right) . \tag{5.61}
\end{equation*}
$$

Similarly, in the case with the interaction, the average work done on the left and on the right particle the time interval $[0, t]$ reads

$$
\begin{align*}
& W_{\mathrm{L}}(t)=-F_{1} \omega \int_{0}^{t} \mathrm{~d} t^{\prime} \cos \left(\omega t^{\prime}\right) \tilde{\mu}_{\mathrm{L}}\left(t^{\prime}\right),  \tag{5.62}\\
& W_{\mathrm{R}}(t)=-F_{1} \omega \int_{0}^{t} \mathrm{~d} t^{\prime} \cos \left(\omega t^{\prime}\right) \tilde{\mu}_{\mathrm{R}}\left(t^{\prime}\right) \tag{5.63}
\end{align*}
$$

respectively. Hence the average work ${ }^{7}$ done on the system equals the area enclosed by the hysteresis curve which represents the parametric plot of the negative taken oscillating force $-F_{1} \sin (\omega t)$ versus the mean coordinate.

Work done on the system during a definite time interval within the period can be both positive and negative. It could be negative when the slope of the potential decreases. Otherwise it is positive. Its actual value depends on the localisation of the particles, within a given time-interval. The absolute value of the work is bigger if the particles are farther from the boundary. The hard-core interaction in average shifts the right (left) tagged particle to the right (left) as compared to the case without interaction. Hence the absolute value of work done on the right (left) particle is bigger (smaller) than in the case without interaction. In spite of this, the total work done on the system of two interacting particles equals to the total work done on two non-interacting particles ${ }^{8}$, i.e., we have

$$
\begin{equation*}
W_{\mathrm{L}}(t)+W_{\mathrm{R}}(t)=2 W(t) \tag{5.64}
\end{equation*}
$$

All these properties are illustrated in Fig. 5.7, It shows works $W(t), W_{\mathrm{L}}(t), W_{\mathrm{R}}(t)$ as the functions of the interval length $t$ within two periods of the driving force for the different parameters (also used in Fig. 5.5 and Fig. 5.6). In addition to the already mentioned properties notice three another important features of depicted works. First apparent feature is that there are no qualitative differences between the depicted oscillations of the work $W(t)$ and the works $W_{\mathrm{L}}(t), W_{\mathrm{R}}(t)$. These oscillations differ only in their amplitudes (obviously due to the hard-core interaction). The works $W(t), W_{\mathrm{L}}(t)$ and $W_{\mathrm{R}}(t)$ are not periodic functions of the interval length $t$ (the period $2 \pi / \omega$ lasts 5 s in Fig. 5.7). The value achieved by $W(t)$ at the end of the period minus its value at the beginning of the period is equal to the work done on the single-diffusing particle by an external agent per one period. The same is true for interacting particles. The work done on the system per period must be always non-negative. Otherwise, the system in contact with the single heat bath at one fixed temperature would produce positive work during the cyclic process. Analytical results for the work per period are derived and
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Figure 5.7: Work done on the system by the external agent during the time interval $[0, t]$ as the function of the interval length $t$. The curves in the upper panels show the time-dependency of the driving force (5.2). The work as the function of the interval length $t$ is shown in the lower panels always bellow the corresponding driving force. The solid black line shows the function $W(t)$, the dashed blue line depicts $W_{\mathrm{R}}(t)$ and the dot-dashed red line depicts $W_{\mathrm{L}}(t)$. In the panels a 1) and a 2 ) we take $F_{1}=1.0 \mathrm{~N}$, in the panels b1) and b2) we take $F_{1}=3.0 \mathrm{~N}$. The static component $F_{0}=-1.0 \mathrm{~N}$, the frequency $\omega=0.4 \pi \mathrm{~s}^{-1}$, and the diffusion constant $D=1.0 \mathrm{~m}^{2} \mathrm{~s}^{-1}$ are the same in all panels.
more closely discussed below. Finally, notice the differences in the relative contributions to work per period between the increasing and the decreasing part of depicted works $W(t), W_{\mathrm{L}}(t)$ and $W_{\mathrm{R}}(t)$. This relative contributions apparently differ for the different parameters. The bigger is the amplitude $F_{1}$ of the oscillating force, the less relevant are the relative contributions of decreasing parts of the depicted works. Hence the farther is the system from the thermodynamic equilibrium the relatively less useful work it produces. On the other hand, the smaller is the amplitude $F_{1}$ the smaller is the work per period, hence the smaller is the absolute useful work (work done by the system on its surrounding during the period). In the limit of the quasistatic process work per
period is zero, i.e., the overall work done on the system equals to the work done by the system at the end of the period. For the quasistatic process the relative values of the work done on the system and by the system are equal and the latter is the maximal possible. This observation is crucial for an understanding of the time dependency of the internal energies.

We now study the work done on the system per one period. Let $W^{(\mathrm{per})}$ denote this work done on the single diffusing particle. Then we have

$$
\begin{equation*}
W^{(\mathrm{per})} \equiv W(2 \pi / \omega)=-F_{1} \omega \int_{0}^{2 \pi / \omega} \mathrm{d} t^{\prime} \cos \left(\omega t^{\prime}\right) \tilde{\mu}\left(t^{\prime}\right) . \tag{5.65}
\end{equation*}
$$

Using the Fourier series representation (5.43) of the mean position $\tilde{\mu}(t)$ we can rewrite Eq. (5.65) in the form

$$
\begin{equation*}
W^{(\mathrm{per})}=-F_{1} \omega \sum_{k=-\infty}^{+\infty} \mu_{k} \int_{0}^{2 \pi / \omega} \mathrm{d} t^{\prime} \cos \left(\omega t^{\prime}\right) \exp \left(-\mathrm{i} k \omega t^{\prime}\right) . \tag{5.66}
\end{equation*}
$$

Since $\exp (-\mathrm{i} k \omega t)=\cos (k \omega t)-\mathrm{i} \sin (k \omega t)$ and the sine and cosine functions are orthogonal, only two terms from the summation will survive the integration in Eq. (5.66). Thus

$$
\begin{equation*}
W^{(\mathrm{per})}=-F_{1} \pi\left(\mu_{1}+\mu_{-1}\right)=-2 \pi F_{1} \operatorname{Re} \mu_{1} \tag{5.67}
\end{equation*}
$$

where the first Fourier coefficient $\mu_{1}$ is given by Eq. (5.44).
In the completely similar way we obtain works per period performed on the interacting particles. Let $W_{\mathrm{L}}^{(\mathrm{per})}\left(W_{\mathrm{R}}^{(\mathrm{per})}\right)$ denote this work done on the left (right) particle, then we have

$$
\begin{align*}
& W_{\mathrm{L}}^{(\mathrm{per})}=-2 \pi F_{1} \operatorname{Re} \lambda_{1},  \tag{5.68}\\
& W_{\mathrm{R}}^{(\mathrm{per})}=-2 \pi F_{1} \operatorname{Re} \rho_{1}, \tag{5.69}
\end{align*}
$$

where the first Fourier coefficients $\lambda_{1}, \rho_{1}$ are given by Eq. (5.48), Eq. (5.49).
As was mentioned above, the works per period $W^{(\mathrm{per})}, W_{\mathrm{L}}^{(\mathrm{per})}, W_{\mathrm{R}}^{(\mathrm{per})}$ are always non-negative. Therefore the real parts of the first Fourier coefficients $\mu_{1}, \lambda_{1}$ and $\rho_{1}$ must always have the opposite sign than the amplitude $F_{1}$. Up to the multiplicative factor $D /\left|v_{0}\right|$, the first Fourier coefficients depends solely on the parameter combinations $\zeta=4 \omega D / v_{0}^{2}$ and $\kappa=\left|v_{0}\right| v_{1} /(2 \omega D)$. Hence their real parts have to be odd functions of the parameter $\kappa$.

Two relations

$$
\begin{align*}
& W_{\mathrm{L}}^{(\mathrm{per})}+W_{\mathrm{R}}^{(\mathrm{per})}=2 W^{(\mathrm{per})} \\
& W_{\mathrm{L}}^{(\mathrm{per})}<W^{(\mathrm{per})}<W_{\mathrm{R}}^{(\mathrm{per})} \tag{5.70}
\end{align*}
$$



Figure 5.8: Work done on the single-diffusing particle per one period of the driving as the function of the frequency $\omega$ and the heat bath temperature represented by the diffusion constant $D$. As usual in this thesis we have taken $\Gamma=1.0 \mathrm{~kg} \mathrm{~s}^{-1}, k_{\mathrm{B}}=1.0 \mathrm{~J} \mathrm{~K}^{-1}$, hence the diffusion constant $D$ is numerically equal to the heat bath temperature. The amplitudes of the driving force are $F_{0}=-1.0 \mathrm{~N}, F_{1}=0.5 \mathrm{~N}$.
hold for any values of the parameters $F_{0}, F_{1}, \omega$, and $D$. The first one is nothing but Eq. (5.64) for $t=2 \pi / \omega$. The second follows from the first one and the observation that the absolute value of work is always bigger if the particle is farther from the boundary.

The works per period $W^{(\text {per })}, W_{\mathrm{L}}^{\text {(per) }}$ and $W_{\mathrm{R}}^{(\text {per })}$ behave qualitatively in the same way as the functions of the parameters $F_{0}, F_{1}, \omega$, and $D$. Hence in the following we restrict our discussion to one of them, namely to the function $W^{(\mathrm{per})}$.

From the numerical analysis we know that the work $W^{(\mathrm{per})}$ is a monotonic convex increasing function of the amplitudes $F_{0}, F_{1}$ (the figure which illustrates this fact is not very interesting and is not presented here). It is a monotonic concave increasing function of temperature as represented by the diffusion constant $D$ and exhibits the maximum as the function of frequency $\omega$. Last two facts are illustrated in Fig. 5.8. Notice that the maximum shifts towards the lower frequencies (i.e., longer periods) and became more
pronounced as temperature of the heat bath increases. Work $W^{(\mathrm{per})}$ is nothing but the amount of energy irretrievably dissipated in form of heat released to the bath per one period. This dissipation (or irretrievable absorption of energy) is maximal for a certain frequency $\omega$. The maximum amount of absorbed energy depends on temperature of the bath (for fixed amplitudes $F_{0}, F_{1}$ ).

All statements made about $W^{(\text {per })}$ are also valid for $W_{\mathrm{L}}^{(\text {per })}$ and $W_{\mathrm{R}}^{(\text {per })}$. This functions are also convex increasing functions of $F_{0}, F_{1}$, concave increasing functions of $D$ and exhibit maxima as the functions of the frequency $\omega$. However, this maxima occur at a slightly different frequencies ${ }^{9}$.

### 5.2.3 Heat

Heat is the form of energy transfer between the system and the heat bath realized in any other way than due to work performed on the system [66]. Any other way means by the changes of the "occupation probabilities" of the "energy levels" of the system. Of course in our case the energy spectrum (given by the potential $\phi(x, t)$ ) is continuous and the "occupation probabilities" are represented by the probability density for the position of the particle.

Let us first consider the single-particle case. The heat released to the heat bath during the infinitesimal time interval $(t, t+\mathrm{d} t)$ according to Eq. (3.22) reads

$$
\begin{equation*}
\mathrm{d} Q(t)=\mathrm{d} t F(t) \int_{0}^{+\infty} \mathrm{d} x \tilde{J}(x ; t) \tag{5.71}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{J}(x ; t)=\left[\frac{F(t)}{\Gamma}-D \frac{\partial}{\partial x}\right] \tilde{u}(x ; t) \tag{5.72}
\end{equation*}
$$

denotes the probability current in the time-asymptotic regime. Performing the integration we arrive at the expression

$$
\begin{equation*}
\mathrm{d} Q(t)=\mathrm{d} t \frac{F(t)}{\Gamma}\left[F(t)+k_{\mathrm{B}} T \tilde{u}(0 ; t)\right] \tag{5.73}
\end{equation*}
$$

There are two parts of the integrated current $\int_{0}^{+\infty} \mathrm{d} x \tilde{J}(x ; t)$ left in the square brackets on the right-hand side of Eq. (5.73). The first is the drift part, the second is the diffusive. The latter contain the thermal energy $k_{\mathrm{B}} T$ multiplied by the probability density at the boundary (5.15). An interplay of this two currents determines the sign of the heat flow

[^11]$\mathrm{d} Q(t)$. Obviously it could be both, positive and negative depending on the values of the parameters.

Moreover, the integration by parts of the time-derivative of the mean position gives the relation

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \tilde{\mu}(t)=\int_{0}^{+\infty} \mathrm{d} x \tilde{J}(x ; t) \tag{5.74}
\end{equation*}
$$

Eq. (5.74) together with Eq. (5.71) establish the relationship between the heat flow and the change of the particle's mean position. From Eq. (5.71) we obtain

$$
\begin{equation*}
\mathrm{d} Q(t)=F(t) \mathrm{d} \tilde{\mu}(t) \tag{5.75}
\end{equation*}
$$

Similar relations hold also for a tagged particles, i.e.,

$$
\begin{align*}
& \mathrm{d} Q_{\mathrm{L}}(t)=F(t) \mathrm{d} \tilde{\mu}_{\mathrm{L}}(t),  \tag{5.76}\\
& \mathrm{d} Q_{\mathrm{R}}(t)=F(t) \mathrm{d} \tilde{\mu}_{\mathrm{R}}(t), \tag{5.77}
\end{align*}
$$

where $\mathrm{d} Q_{\mathrm{L}}(t)\left(\mathrm{d} Q_{\mathrm{R}}(t)\right)$ is the amount of heat released to the reservoir during the time interval $(t, t+\mathrm{d} t)$ by the left (right) particle.

Thus the necessary and sufficient condition for an energy transfer in the form of heat between the system and the bath is a motion of the particle in an averaged sense under the action of a non-zero force.

Heat released to the heat bath within the time interval $[0, t]$ in the single-particle case, by the left particle, by the right particle reads

$$
\begin{align*}
Q(t) & =[F(t) \tilde{\mu}(t)-F(0) \tilde{\mu}(0)]-F_{1} \omega \int_{0}^{t} \mathrm{~d} t^{\prime} \cos \left(\omega t^{\prime}\right) \tilde{\mu}\left(t^{\prime}\right),  \tag{5.78}\\
Q_{\mathrm{L}}(t) & =\left[F(t) \tilde{\mu}_{\mathrm{L}}(t)-F(0) \tilde{\mu}_{\mathrm{L}}(0)\right]-F_{1} \omega \int_{0}^{t} \mathrm{~d} t^{\prime} \cos \left(\omega t^{\prime}\right) \tilde{\mu}_{\mathrm{L}}\left(t^{\prime}\right),  \tag{5.79}\\
Q_{\mathrm{R}}(t) & =\left[F(t) \tilde{\mu}_{\mathrm{R}}(t)-F(0) \tilde{\mu}_{\mathrm{R}}(0)\right]-F_{1} \omega \int_{0}^{t} \mathrm{~d} t^{\prime} \cos \left(\omega t^{\prime}\right) \tilde{\mu}_{\mathrm{R}}\left(t^{\prime}\right), \tag{5.80}
\end{align*}
$$

respectively. The first term on the right-hand sides is nothing but the change of the internal energy. The second term is the work performed on the corresponding particle during the time interval $[0, t]$. The functions $Q(t), Q_{\mathrm{L}}(t)$, and $Q_{\mathrm{R}}(t)$ are illustrated in Fig. 5.9 as the functions of the interval length $t$ for different values of the parameters (also used in Fig. 5.6 and Fig. 5.7).


Figure 5.9: Heat released to the heat bath during the time interval $[0, t]$ as the function of the interval length $t$. The curves in the upper panels show the time-dependency of the driving force (5.2). The heat released to the heat bath during the time interval $[0, t]$ as the function of the interval length $t$ is shown in the lower panels always bellow the corresponding driving force. The solid black line depicts the function $Q(t)$, the dashed blue line depicts $Q_{\mathrm{R}}(t)$ and the dot-dashed red line depicts $Q_{\mathrm{L}}(t)$. In the panels a 1 ) and a 2 ) we take $F_{1}=1.0 \mathrm{~N}$, in the panels b 1) and b2) we take $F_{1}=3.0 \mathrm{~N}$. The static component $F_{0}=-1.0 \mathrm{~N}$, the frequency $\omega=0.4 \pi \mathrm{~s}^{-1}$, and the diffusion constant $D=1.0 \mathrm{~m}^{2} \mathrm{~s}^{-1}$ are the same in all panels.

Having periodic changes of the internal energy, the heat dissipated during one period is equal to the work done on the system during one period. We have

$$
\begin{align*}
Q^{(\mathrm{per})} & \equiv Q(2 \pi / \omega)=W^{(\mathrm{per})}  \tag{5.81}\\
Q_{\mathrm{L}}^{(\mathrm{per})} & \equiv Q_{\mathrm{L}}(2 \pi / \omega)=W_{\mathrm{L}}^{(\mathrm{per})}  \tag{5.82}\\
Q_{\mathrm{R}}^{(\mathrm{per})} & \equiv Q_{\mathrm{L}}(2 \pi / \omega)=W_{\mathrm{R}}^{(\mathrm{per})} \tag{5.83}
\end{align*}
$$

The work per period has been discussed at the end of Subsec. 5.2.2,

### 5.2.4 Entropy

In the previous Subsection, we have introduced the heats $Q(t), Q_{\mathrm{L}}(t), Q_{\mathrm{R}}(t)$ released to the heat bath within the time interval $[0, t]$ by the individual particles. Since the heat bath is kept at constant temperature $T$, the entropy change of the bath during the time-interval $[0, t]$ is

$$
\begin{equation*}
S(t)=\frac{Q(t)}{T} \tag{5.84}
\end{equation*}
$$

in the case of the single diffusing particle. During the diffusion with interaction, the left particle increases the entropy of the heat bath by

$$
\begin{equation*}
S_{\mathrm{L}}(t)=\frac{Q_{\mathrm{L}}(t)}{T} \tag{5.85}
\end{equation*}
$$

the right particle by

$$
\begin{equation*}
S_{\mathrm{R}}(t)=\frac{Q_{\mathrm{R}}(t)}{T} \tag{5.86}
\end{equation*}
$$

The contributions (5.85) and (5.86) give the total entropy produced in the heat bath. Moreover, the total change of the heat bath entropy in the case with interactions equals to $2 S(t)$, i.e., it is the same as for two non-interacting particles.

The heats $Q(t), Q_{\mathrm{L}}(t)$, and $Q_{\mathrm{R}}(t)$ as the functions of the interval length $t$ are depicted in Fig. 5.9 , In this figure the heats are numerically equal to the entropy productions (5.84), (5.85), and (5.86).

We now consider the entropy produced during one period. The entropy of the system (be it the single diffusing particle, or the two interacting particles) is a periodic function with the period $2 \pi / \omega$. Hence the total entropy produced during the period is equal to the heat released to the heat bath during one period divided by the temperature of the heat bath. For the single diffusing particle the total entropy production per one period reads

$$
\begin{equation*}
S^{(\mathrm{per})} \equiv \frac{Q^{(\mathrm{per})}}{T}=\frac{W^{(\mathrm{per})}}{T}=-2 \pi k_{\mathrm{B}} \frac{v_{1}}{D} \operatorname{Re} \mu_{1} \tag{5.87}
\end{equation*}
$$

where the equality between $Q^{(\text {per })}$ and $W^{(\text {per })}$ holds due to the periodicity of the internal energy. In addition, we have used Eq. (5.67) and relations $T=\Gamma D / k_{\mathrm{B}}, v_{1}=F_{1} / \Gamma$. Similarly, for the diffusion with the interaction the total entropy produced by the left, right particle reads

$$
\begin{align*}
S_{\mathrm{L}}^{(\mathrm{per})} & \equiv \frac{Q_{\mathrm{L}}^{(\text {per })}}{T}=-2 \pi k_{\mathrm{B}} \frac{v_{1}}{D} \operatorname{Re} \lambda_{1}  \tag{5.88}\\
S_{\mathrm{R}}^{(\mathrm{per})} & \equiv \frac{Q_{\mathrm{R}}^{(\text {per })}}{T}=-2 \pi k_{\mathrm{B}} \frac{v_{1}}{D} \operatorname{Re} \rho_{1} \tag{5.89}
\end{align*}
$$

respectively (cf. Eq. (5.68) and Eq. (5.69)). The entropies $S_{\mathrm{L}}^{(\text {per })}$ and $S_{\mathrm{R}}^{(\mathrm{per})}$ are additive, i.e., the total entropy produced by the system consisted of two interacting particles equals to the sum of entropies produced by the individual particles.

Expressions (5.87), (5.88), (5.89) represents the exact analytical formulae for entropy productions per one period. Now we determine their behaviour in dependence of the parameters $F_{0}, F_{1}, \omega$, and $D$. Let us start with the single-particle case. At the end of Subsec. 5.2.2 we have shown that the work $W^{(\mathrm{per})}$ is the concave increasing function of temperature $T$ and it exhibits maximum as the functions of frequency $\omega$. After dividing this function by the bath temperature (cf. Eq. (5.87)) we obtain the entropy production $S^{(\mathrm{per})}$, which is symmetric under the change of parameters $\omega$ and $D$. Indeed, if we take $k=1$ in Eq. (5.44) and insert $\mu_{1}$ into Eq. (5.87), we get

$$
\begin{equation*}
S^{(\mathrm{per})}=-2 \pi k_{\mathrm{B}} \frac{v_{1}}{\left|v_{0}\right|} \operatorname{Re}\langle 1| \mathbb{L}_{--} \mathbb{K} \mathbb{R}_{++}|f\rangle \tag{5.90}
\end{equation*}
$$

where the expression $\langle 1| \mathbb{L}_{--} \mathbb{K}_{\mathbb{R}_{++}}|f\rangle$ depends solely on the parameter combinations $\zeta=4 \omega D / v_{0}^{2}$ and $\kappa=\left|v_{0}\right| v_{1} /(2 \omega D)$. The same reasoning remains valid also in the case with interaction. The entropy productions $S_{\mathrm{L}}^{(\text {per })}$ and $S_{\mathrm{R}}^{(\text {per })}$ are also symmetric under the change of $\omega$ and $D$ (however, we have not found any simple expression for these functions). Hence the heat bath temperature and the frequency are in a certain manner mutually interchangeable concerning the entropy production.

The entropy productions $S^{(\mathrm{per})}, S_{\mathrm{L}}^{(\mathrm{per})}$ and $S_{\mathrm{R}}^{(\mathrm{per})}$ as the functions of heat bath temperature $T$ represented by the diffusion constant $D$ and frequency $\omega$ are illustrated in Fig. 5.10. Notice that all depicted functions qualitatively do not differ from one another. They seem to be only differently scaled. It is the demonstration of the fact that the hard-core interaction does not introduce any new qualitative features into the behaviour of the total entropy production. Each depicted function ( $S^{(\text {per })}, S_{\mathrm{L}}^{(\text {per })}$ or $S_{\mathrm{R}}^{(\mathrm{per})}$ ) exhibits maximum as the function of the temperature (frequency), while other parameters are kept fixed. However, those maxima are placed at a slightly different temperatures (frequencies). For $S_{\mathrm{L}}^{(\text {per })}$ it is shifted towards the highest temperatures (frequencies) as compared with $S_{\mathrm{R}}^{(\mathrm{per})}$. The maximum of the function $S^{(\mathrm{per})}$ is always located in a temperature (frequency) range between the maxima of $S_{\mathrm{R}}^{(\mathrm{per})}$ and $S_{\mathrm{L}}^{(\mathrm{per})}$ due to the (omnipresent) property $S^{(\text {per })}=\left(S_{\mathrm{L}}^{(\text {per })}+S_{\mathrm{R}}^{(\text {per })}\right) / 2$.

The aforementioned behaviour of the entropy production per one period in dependence on the heat bath temperature and frequency (see Fig. 5.10) could be intuitively understood as follows. For large frequencies the over-damped system is not able to follow the driving force. Therefore, for infinitely large frequencies the influence of the driving force on the state of the system vanishes. As well do the heat exchanged between the system and heat bath per one period, hence the entropy production vanishes.


Figure 5.10: Entropy productions per one period as the functions of the frequency $\omega \in$ $[0.2,4.0] \mathrm{s}^{-1}$ and the diffusion constant $D \in[0.2,4.0] \mathrm{m}^{2} \mathrm{~s}^{-1}$. We have taken $F_{0}=-1.0 \mathrm{~N}$, $F_{1}=0.5 \mathrm{~N}, \Gamma=1.0 \mathrm{~kg} \mathrm{~s}^{-1}$, and $k_{\mathrm{B}}=1.0 \mathrm{~J} \mathrm{~K}^{-1}$, hence the diffusion constant $D$ is numerically equal to the heat bath temperature $T$.

On the other hand, the lower is the frequency, the "more reversible" is the diffusion process. For an infinitesimally small frequency, the system is at all times in a thermal equilibrium with the heat bath and, of course, such a process does not increase the total entropy. Moreover, in the limit of zero frequency no oscillations of the driving force occur.

Temperature dependence of the entropy production is of quite a different nature than its dependency on the frequency of the driving force. All the more remarkable are the symmetries of the functions $S^{(\text {per })}, S_{\mathrm{L}}^{(\text {per })}$ and $S_{\mathrm{R}}^{(\text {per })}$ under the change of $D$ and $\omega$. The heat bath temperature determines the thermal noise strength. As such, it directly influences the spatial broadness of the probability densities of the particles' coordinates. In the limit of very low temperature, the thermal noise strength tends to zero, hence we obtain a deterministic motion of the particles. No heat is exchanged during one period of such a motion, therefore the entropy production tends to zero as the temperature is lowered. If the temperature is large enough, the probability densities will be spread over the wide range of the half-line $x \in[0,+\infty]$ apart from driving force. Consequently, timedependent force does not affect the probability densities as well as the mean positions of the particles. Therefore again no heat will be transferred between the system and the heat bath (cf. Eq. (5.75), Eq. (5.76) and Eq. (5.77)) during a period and also no new entropy will be created.

Although intuitively plausible, to be well-founded the arguments presented above demand asymptotic expansions of the first Fourier coefficients in Eq. (5.87), Eq. (5.88), Eq. (5.89). We do not proceed in that way. Rather we now consider the instantaneous entropy of the system.

For the single-diffusing particle we define the instantaneous entropy as

$$
\begin{equation*}
H(t)=-k_{\mathrm{B}} \int_{0}^{+\infty} \mathrm{d} x \tilde{u}(x ; t) \log \tilde{u}(x ; t) \tag{5.91}
\end{equation*}
$$

Similarly, in the case with the interaction, the entropies of the left and right particles at time $t$ read

$$
\begin{align*}
& H_{\mathrm{L}}(t)=-k_{\mathrm{B}} \int_{0}^{+\infty} \mathrm{d} x \tilde{p}_{\mathrm{L}}(x ; t) \log \tilde{p}_{\mathrm{L}}(x ; t)  \tag{5.92}\\
& H_{\mathrm{R}}(t)=-k_{\mathrm{B}} \int_{0}^{+\infty} \mathrm{d} x \tilde{p}_{\mathrm{R}}(x ; t) \log \tilde{p}_{\mathrm{R}}(x ; t) \tag{5.93}
\end{align*}
$$

respectively 10 The entropies $H(t), H_{\mathrm{L}}(t)$, and $H_{\mathrm{R}}(t)$ as the functions of time $t$ are illustrated in Fig. 5.11, as usually, for two different values of the parameters (also used in Fig. 5.6, Fig. 5.7 and Fig. 5.9). Notice that in comparison with the mean values
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Figure 5.11: Entropies $H(t)$ (the solid black line), $H_{\mathrm{L}}(t)$ (the dashed blue line) and $H_{\mathrm{R}}(t)$ (the dot-dashed red line) as the functions time. The curves in the upper panels show the time-dependency of the driving force (5.2). In the panels a 1) and a 2) we take $F_{1}=1.0 \mathrm{~N}$, in the panels b 1 ) and b 2 ) we take $F_{1}=3.0 \mathrm{~N}$. The common parameters for all panels read $F_{0}=-1.0 \mathrm{~N}, \omega=0.4 \pi \mathrm{~s}^{-1}$, and $D=1.0 \mathrm{~m}^{2} \mathrm{~s}^{-1}$.
and all energetic quantities (internal energy, heat and work), the entropies lack one omnipresent property. They are not additive. Really, if we define the joint entropy for the system of two interacting particles as

$$
\begin{equation*}
H^{(2)}(t)=-k_{\mathrm{B}} \int_{0}^{+\infty} \mathrm{d} x_{1} \int_{0}^{+\infty} \mathrm{d} x_{2} \tilde{p}^{(2)}\left(x_{1}, x_{2} ; t\right) \log \tilde{p}^{(2)}\left(x_{1}, x_{2} ; t\right) \tag{5.94}
\end{equation*}
$$

then it is easy to see (using Eq. (5.19)) that $H^{(2)}(t)=2 H(t)$, but $H_{\mathrm{L}}(t)+H_{\mathrm{R}}(t) \neq$ $H^{(2)}(t)$, thus $H_{\mathrm{L}}(t)+H_{\mathrm{R}}(t) \neq 2 H(t)$. Moreover, the inequality

$$
\begin{equation*}
H_{\mathrm{L}}(t)+H_{\mathrm{R}}(t)<2 H(t), \tag{5.95}
\end{equation*}
$$

holds for all times $t$.

A remarkable quantity possessed of interesting interpretation is a difference

$$
\begin{equation*}
\Delta H(t) \equiv 2 H(t)-\left[H_{\mathrm{L}}(t)+H_{\mathrm{R}}(t)\right] \tag{5.96}
\end{equation*}
$$

Using the relation $\tilde{p}_{\mathrm{L}}(x ; t)+\tilde{p}_{\mathrm{R}}(x ; t)=2 \tilde{u}(x ; t)(\mathrm{cf}$. Eq. (5.11)) and a few purely algebraic manipulations we convert Eq. (5.96) into the form

$$
\begin{equation*}
\Delta H(t)=k_{\mathrm{B}} K\left[\tilde{p}_{\mathrm{L}}, \tilde{u}\right]+k_{\mathrm{B}} K\left[\tilde{p}_{\mathrm{R}}, \tilde{u}\right] \tag{5.97}
\end{equation*}
$$

where $K[p, q]$ denotes the Kullback-Leiber distance between the probability densities $p$ and $q$ (cf. Eq. (3.26)). As was mentioned in Sec 3.4, the Kullback-Leiber distance is always non-negative. It equals to zero if and only if both comparable distributions are identical. In our case it implies that $\Delta H(t)$ is always positive (i.e., we have just proved inequality (5.95)), because tagged particle densities $\tilde{p}_{\mathrm{L}}(x ; t), \tilde{p}_{\mathrm{R}}(x ; t)$ always differ from the single-particle density $\tilde{u}(x ; t)$.

Moreover, the Kullback-Leiber distance $K[p, q]$ may be interpreted as a measure of the inefficiency of assuming that the distribution is $q$ when true distribution is $p$ [56]. Hence the quantity $\Delta H(t) / k_{\mathrm{B}}$ may serve as a measure of information neglected if we would try to approximate the tagged-particle densities $\tilde{p}_{\mathrm{L}}(x ; t), \tilde{p}_{\mathrm{R}}(x ; t)$ by the single-particle density $\tilde{u}(x ; t)$.

## Chapter 6

## Summary and outlook

In the thesis we have focused on the one dimensional diffusion of hard-core interacting particles diffusing in the external time-dependent forcefield. Our approach was based on the general Theorem 4.1]stated about the form solution of the underlying Smoluchowski equation. This theorem enables us to construct the probability density of particle's coordinates for $N$ interacting particles as the properly symmetrized product of the simpler elements. Namely, of the probability density of the single diffusing particle. Up to our knowledge, this theorem is not yet presented in the scientific literature and all known exact analytical results could be derived as the particular cases of this theorem.

As the particular example, we have studied in detail the diffusion of two hard-core interacting particles on the half-line with an reflecting boundary placed at the origin of coordinates. Particles were under the action of the time-oscillating force superimposed on the time-independent force. The most interesting physics occurs when the latter force permanently pushes particles against the reflecting boundary. We have implemented two approaches to obtain probability densities of particle's positions. Firstly, we have used the numerical approach to study the transient dynamics. Secondly, we have derived the exact analytical expressions for the probability densities in the time-asymptotic regime. This exact analytical approach formed the basis for studying the dynamics of mean positions and thermodynamic characteristics.

One of our aims was to explore the influence of the interaction on the kinetics and energetics of the individual particles. It was demonstrated that the hard-core interaction restricts the motion of individual particles. It introduces the effective repulsive interaction between the particles. Hence it changes the quantitative features of the dynamics and energetics of the individual particles. Up to one exception, all averaged quantities (mean positions, internal energies, work, heat, entropy productions) behave qualitatively in the same manner. They seems to be only differently scaled for individual
particles. Moreover, overall values of these averaged quantities e.g. of internal energies, exhibit one common feature. The sum of the internal energies of two interacting particles is equal to the sum of the internal energies of two non-interacting particles. This holds also for mean positions, work, heat and the total entropy production. The only exception is the entropy. The sum of the instantaneous entropies of individual interacting particles is always smaller for than the entropy of the whole system. In the case without interaction these two entropies are equal.

The main features of the energetics are common for both the system with two interacting particles and the system consisted of non-interacting particles. In the stationary regime, the system exhibits periodic changes of its state. Therefore its internal energy, as every state function is also periodic. This of course says nothing about the periodaveraged value of the internal energy. This time-averaged energy content in the stationary non-equilibrium regime, when heat is being released at fixed bath-temperature, is always higher than the equilibrium internal energy corresponding to the same temperature. Having periodic changes of the internal energy, the work done on the system during one period must be equal to the heat dissipated during the period. However, their behaviour during an infinitesimal time-interval within the period is quite different. Both heat and work could be positive or negative during this intervals, but on the whole, the work done on the system per one period is always positive. Hence the heat released to the reservoir per one period is also positive. This heat divided by the temperature of the heat bath forms the increase of the total entropy per one period (the entropy of the system is also a state function, hence it is periodic).

In spite of exact analytical results for the probability densities of positions, we also derived the analytical expressions for other important characteristics. As the basis for these derivations served the Fourier series representations of the mean positions. We derived the expressions for the internal energies as the functions of time, the averaged internal energies over the period (up to a multiplicative prefactor they are given by zero Fourier coefficients of the expansion of corresponding mean position), work, heat and entropy productions per one period. The three latter quantities are given by the first Fourier coefficients of the expansions of mean positions with a convenient multiplicative prefactors. This enables us to study characteristics per period as the functions of model parameters. Both works (heats) and entropy productions per period of individual particles exhibit maxima as the functions of the frequency. The entropy productions per period are symmetric under the change of heat bath temperature and the frequency of the driving force. This symmetry is more surprising (as discussed in Sec. 5.2.4) due to the completely different physical background of the influence of these quantities on the entropy production.

Although we have closely examined only the case of two interacting particles, the
qualitative results are valid in general. The extension to more particles is straightforward and does not introduce any new qualitative unexpected effects into the problem. However, there are many other perspectives to the future study of the model and much more possible extensions.

Future research can goes beyond the mean values of thermodynamics characteristics. We can try to derive the probability density of work or heat within the period and test the fluctuation theorems in the presence of interaction among the particles. Other direction of future research can consist in superimposing of attractive or repulsive interactions on the hard-core interaction among the particles or in obtaining the hard-core interaction as a limit of finite interacting potentiall Also it can be very interesting to go beyond the over-damped approximation, i.e., to try to formulate and solve the Kramers equation instead of the Smoluchowski equation and to investigate the behaviour of velocities of the particles. This will certainly enrich th kinetic and thermodynamic characteristics. On the other hand the diffusion of Brownian particles could be regarded as the limit of a random walk in continuous time. Probabilities in such a models are governed by the master equation. Hence we can formulate the master equation, which gives in the limit the Smoluchowski equation. Then we could try to construct the solution of the master equation in a similar manner as in the continuous case. Thus that seems to be possible to obtain the exactly solvable externally driven TASEP-like model.

Also we believe that this purely theoretical study will contribute to better understanding of non-equilibrium phenomena in experimentally relevant systems. Concretely in the systems in which the diffusion phenomena is taking place in the confined geometry and with the presence of driving forces.
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[^0]:    ${ }^{1}$ In this context the partition function counts the number of ways in which $N$ random walking particles, can depart certain initial sites and arrive at given new sites.
    ${ }^{2}$ The 1963 Nobel Prize winner in Physiology or Medicine.
    ${ }^{3}$ One perhaps interesting remark: R. D. Keynes is the great-grandson of Charles Darwin.

[^1]:    ${ }^{1}$ For a detailed discussion of the over-damped regime and derivation of Eq. (3.2) from the Langevin equation, see [51], 52] or 53].

[^2]:    ${ }^{2}$ The only purpose of the mapping is to elucidate conditions further imposed on the probability current.

[^3]:    ${ }^{1}$ Similar theorem but for the diffusion on infinite line and without external force was used in [38].

[^4]:    ${ }^{1}$ In other words, we consider a diffusion on the half line $x \in(0,+\infty)$ with a reflecting boundary at the origin.

[^5]:    ${ }^{2}$ On the other words, the hard core interaction induces an anomalous drift. For an unconstrained diffusion this drift is in detail discussed in [65].

[^6]:    ${ }^{3}$ An approach to the investigation of the dynamical shift $\mu_{0}-\mu^{(\mathrm{eq})}$ in [58, 59] was based rather on the asymptotic analysis of Eq. (5.7) than on the properties of the expression (5.44).

[^7]:    ${ }^{4}$ Hence we do not care about contribution of the kinetic energy.

[^8]:    ${ }^{5}$ Due to the linearity of $\phi(x, t)$ in $x$.

[^9]:    ${ }^{6}$ The quasistatic process is at all instants in the equilibrium with the heat bath.

[^10]:    ${ }^{7}$ Further, we will omit the word "average" and write only "work".
    ${ }^{8}$ Introduce Eq. (5.52) into Eq. (5.61) for a proof.

[^11]:    ${ }^{9}$ We discuss this more closely in Subsec. 5.2.4 (Fig. 5.10).

[^12]:    ${ }^{10} \log$ denotes a logarithm to the base e.

[^13]:    ${ }^{1}$ As was done for two particles without external driving in [41].

