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#### Abstract

This thesis is divided into two parts. The first part introduces and studies self-regulating automata. In essence, these automata regulate the use of their rules by a sequence of rules applied during the previous moves. A special attention is paid to turns defined as moves during which a selfregulating automaton starts a new self-regulating sequence of moves. Based on the number of turns, two infinite hierarchies of language families resulting from two variants of these automata are established. It demonstrates that in case of self-regulating finite automata these hierarchies coincide with the hierarchies resulting from parallel right linear and right linear simple matrix grammars, so the self-regulating finite automata can be viewed as the automaton counterparts to these grammars. Finally, both infinite hierarchies are compared. In addition, as an open problem area, it suggests the discussion of self-regulating pushdown automata.

The second part studies the descriptional complexity of partially parallel grammars and grammars regulated by context conditions with respect to the number of nonterminals and a special type of productions. Specifically, it proves that every recursively enumerable language is generated (1) by a scattered context grammar with no more than four non-context-free productions and four nonterminals, (2) by a multisequential grammar with no more than two selectors and two nonterminals, (3) by a multicontinuous grammar with no more than two selectors and three nonterminals, (4) by a context-conditional grammar of degree $(2,1)$ with no more than six conditional productions and seven nonterminals, (5) by a simple context-conditional grammar of degree $(2,1)$ with no more than seven conditional productions and eight nonterminals, (6) by a generalized forbidding grammar of degree two and index six with no more than ten conditional productions and nine nonterminals, (7) by a generalized forbidding grammar of degree two and index four with no more than eleven conditional productions and ten nonterminals, (8) by a generalized forbidding grammar of degree two and index nine with no more than eight conditional productions and ten nonterminals, (9) by a generalized forbidding grammar of degree two and unlimited index with no more than nine conditional productions and eight nonterminals, (10) by a semi-conditional grammar of degree (2,1) with no more than seven conditional productions and eight nonterminals, and (11) by a simple semi-conditional grammar of degree $(2,1)$ with no more than nine conditional productions and ten nonterminals.
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## Chapter 1

## Introduction

At the end of 50's, linguist Naom Chomsky introduced the well-known hierarchy of languages (regular, context-free, context-sensitive, and recursively enumerable languages), which is in his honour called Chomsky hierarchy. His work inspired mathematicians and theoretical computer scientists, who gave that theory the needed formal shape convenient for its application in informatics. Thereby, formal language theory was established.

In classical formal language theory, there are three main approaches to formal languages.

1. Grammatical approach-language generation.
2. Automata approach-language recognition.
3. Algebraic approach—based on algebraic properties of languages and families of languages, such as closure properties under some language operations, etc. (see [22]).

According to the previous approaches, this thesis is divided into two parts. The first part, consisting of chapter four, is concerning the automata approach to the theory of formal languages. It introduces and studies self-regulating automata (see [71]). Automata theory has, over its history, modified and restricted classical automata in many ways (see [7, 15, 24, 25, 29, 65, 66, 85, 88, 90]). Recently, regulated automata have been introduced and studied in [69, 70]. In essence, these automata regulate the use of their rules according to which they make moves by control languages. This thesis continues with this topic by defining and investigating self-regulating finite (pushdown) automata. Instead of prescribed control languages, the self-regulating automata restrict the selection of a rule according to which the current move is made by a rule according to which a previous move was made.

To give a more precise insight into self-regulating automata, consider a finite automaton, $M$, with a finite binary relation, $R$, over $M$ 's rules. Furthermore, suppose that $M$ makes a sequence of moves, $\rho$, that leads to the acceptance of a string, so $\rho$ can be expressed as a concatenation of $n+1$ consecutive subsequences, $\rho=\rho_{0} \rho_{1} \ldots \rho_{n},\left|\rho_{i}\right|=\left|\rho_{j}\right|, 0 \leq i, j \leq n$, in which $r_{i}^{j}$ denotes the rule according to which the $i$ th move in $\rho_{j}$ is made, for all $0 \leq j \leq n$ and $1 \leq i \leq\left|\rho_{j}\right|$ (as usual, $\left|\rho_{j}\right|$ denotes the length of $\left.\rho_{j}\right)$. If for all $0 \leq j<n,\left(r_{1}^{j}, r_{1}^{j+1}\right) \in R$, then $M$ represents an $n$-turn firstmove self-regulating finite automaton with respect to $R$. If for all $0 \leq j<n$ and, in addition, for all $1 \leq i \leq\left|\rho_{i}\right|,\left(r_{i}^{j}, r_{i}^{j+1}\right) \in R$, then $M$ represents an $n$-turn all-move self-regulating finite automaton with respect to $R$.

Based on the number of turns, two infinite hierarchies of language families that lie between the families of regular and context-sensitive languages are established. First, a demonstration that $n$ turn first-move self-regulating finite automata give rise to an infinite hierarchy of language families coinciding with the hierarchy resulting from $(n+1)$-parallel right linear grammars (see [82, 83, 94,

95]) is given. Recall that $n$-parallel right linear grammars generate a proper language subfamily of the language family generated by $(n+1)$-parallel right linear grammars (see Theorem 5 in [83]). As a result, $n$-turn first-move self-regulating finite automata accept a proper language subfamily of the language family accepted by $(n+1)$-turn first-move self-regulating finite automata, for all $n \geq 0$. Similarly, a proof that $n$-turn all-move self-regulating finite automata give rise to an infinite hierarchy of language families coinciding with the hierarchy resulting from $(n+1)$-right linear simple matrix grammars (see [11, 33, 95]) is given. As $n$-right linear simple matrix grammars generate a proper subfamily of the language family generated by $(n+1)$-right linear simple matrix grammars (see Theorem 1.5.4 in [11]), $n$-turn all-move self-regulating finite automata accept a proper language subfamily of the language family accepted by $(n+1)$-turn all-move self-regulating finite automata. Furthermore, since the families of right linear simple matrix languages coincide with the language families accepted by multitape nonwriting automata (see [15]) and by finiteturn checking automata (see [88]), the all-move self-regulating finite automata characterize these families, too. Finally, the results about both infinite hierarchies are summarized.

Next, self-regulating pushdown automata are discussed. Regarding all-move self-regulating pushdown automata, a proof that all-move self-regulating pushdown automata do not give rise to any infinite hierarchy analogical to hierarchies resulting from the self-regulating finite automata is given. It is shown that while zero-turn all-move self-regulating pushdown automata define the family of context-free languages, one-turn all-move self-regulating pushdown automata define the family of recursively enumerable languages. On the other hand, as far as first-move self-regulating pushdown automata are concerned, it is an easy observation that zero-turn first-move self-regulating pushdown automata define the family of context-free languages. However, the question whether these automata define an infinite hierarchy with respect to the number of turns or not is open.

The second part of this thesis, consisting of chapter five, is concerning the grammatical approach. Specifically, it studies the descriptional complexity of partially parallel grammars and grammars regulated by context conditions. The main aim of the descriptional complexity of grammars is to describe grammars in a reduced and succinct way (see pages 145-148 of Volume 2 in [84] for an overview). This trend of formal language theory has recently so intensified that an annual international conference Descriptional Complexity of Formal Systems is held to discuss this specific topic (see [75,38,21] for its latest proceedings). As a central topic, this investigation of the descriptional complexity studies how to reduce the number of grammatical components, such as the number of nonterminals or (special) productions.

Consider a family of languages, $\mathscr{L}$, and a family of grammars, $\mathscr{G}$, such that $L \in \mathscr{L}$ if and only if there is a grammar $G \in \mathscr{G}$ such that $L=L(G)$. To reduce the number of nonterminals means to find a natural number (if exists), $k$, such that for every language $L \in \mathscr{L}$, there is a grammar $G \in \mathscr{G}$ such that the set of all $G$ 's nonterminals, $N$, contains no more than $k$ elements, $|N| \leq k$, and $G$ generates $L, L=L(G)$. In other words, the question is what is the minimal $k$ such that there is a subfamily, $\mathscr{H}$, of $\mathscr{G}$ consisting of grammars having no more than $k$ nonterminals such that any language from $\mathscr{L}$ is generated by a grammar from $\mathscr{H}$. The reduction of special productions is defined analogously, i.e., the aim is to find a natural number (if exists), $l$, such that for every language $L \in \mathscr{L}$, there is a grammar $G \in \mathscr{G}$ with $P$ being the set of all its productions, $P=P^{\prime} \cup P^{\prime \prime}$, where $P^{\prime \prime}$ is the set of all special productions, such that $\left|P^{\prime \prime}\right| \leq l$ and $L=L(G)$. For instance, let $P^{\prime}$ be the set of all context-free and $P^{\prime \prime}$ the set of all remaining productions of $P$.

This thesis studies the simultaneous reduction of both the number of nonterminals and the number of special productions. In other words, in case of studied grammars, it is well-known that there are natural numbers $k$ and $l$ such that there is a subfamily, $\mathscr{H}$, of $\mathscr{G}$ having no more than $k$ nonterminals and $l$ special productions such that any language from $\mathscr{L}$ is generated by a grammar from $\mathscr{H}$. We decrease these numbers as follows.

The first section of chapter five studies the descriptional complexity of scattered context, multisequential, and multicontinuous grammars (see [11, 36, 56, 58, 59, 62, 63, 64, 67, 68, 92] for more details). These grammars are ordinary context-free grammars, where a limited number of productions is allowed to be parallelly applied in one derivation step. Recall that every recursively enumerable language was shown to be generated
(1) by a scattered context grammar with no more than five nonterminals and two non-context-free productions (see [92]);
(2) by a multisequential grammar with no more than six nonterminals (see [58]); and
(3) by a multicontinuous grammar with no more than six nonterminals (see [59]).

In this thesis, these results are improved (see [44]). Specifically, it proves that every recursively enumerable language is generated
(A) by a scattered context grammar with no more than four nonterminals and four non-context-free productions;
(B) by a multisequential grammar with no more than two nonterminals and two selectors; and
(C) by a multicontinuous grammar with no more than three nonterminals and two selectors.

The second section of chapter five studies the descriptional complexity of context-conditional grammars. Context-conditional grammars are ordinary context-free grammars in which two sets of strings, called a permitting and a forbidding context, are attached to each production. Such a production is then applicable if each element of its permitting context occurs in the current sentential form while none of its forbidding context does.

Many variants of these grammars that differ in requirements put on their permitting and forbidding contexts are studied in the literature, such as generalized forbidding, semi-conditional, or simple semi-conditional grammars (see [11, 35, 72, 74, 79]). All these grammars are proved to be able to generate the family of recursively enumerable languages. Specifically, recall that every recursively enumerable language was shown to be generated
(1) by a context-conditional grammar of degree $(1,1)$ (however, the number of conditional productions and nonterminals is not limited, see [11, 50, 86]);
(2) by a generalized forbidding grammar of degree two with no more than thirteen conditional productions and fifteen nonterminals (see [73]); and
(3) by a simple semi-conditional grammar of degree $(2,1)$ with no more than ten conditional productions and twelve nonterminals (see [92]).

This thesis improves these results (see [41, 42, 46, 48, 47]). Specifically, it proves that every recursively enumerable language is generated
(A) by a context-conditional grammar of degree $(2,1)$ with no more than seven conditional productions and eight nonterminals;
(B) by a generalized forbidding grammar of degree two and index six with no more than ten conditional productions and nine nonterminals;
(C) by a generalized forbidding grammar of degree two and index four with no more than eleven conditional productions and ten nonterminals;
(D) by a generalized forbidding grammar of degree two and index nine with no more than eight conditional productions and ten nonterminals;
(E) by a generalized forbidding grammar of degree two and unlimited index with no more than nine conditional productions and eight nonterminals;
(F) by a simple semi-conditional grammar of degree $(2,1)$ with no more than nine conditional productions and ten nonterminals; and
(G) by a semi-conditional grammar of degree $(2,1)$ with no more than seven conditional productions and eight nonterminals.

In fact, except for result (E), all these results are established for grammars with context conditions represented by strings consisting solely of nonterminals as opposed to the previous results that allow terminals to appear in them as well.

## Chapter 2

## Notation and Basic Definitions

The set of all natural numbers is denoted by $\mathbb{N}$. The set of all natural numbers with zero is denoted by $\mathbb{N}_{0}$. The cardinality of a set, $A$, is denoted by $|A|$. For two sets, $A$ and $B, A \subseteq B$ denotes that $A$ is a subset of $B ; A \subset B$ denotes that $A \subseteq B$ and $A \neq B$, i.e. $A$ is a proper subset of $B$.

### 2.1 Alphabets and Strings

An alphabet is an arbitrary finite nonempty set of elements, which are called symbols. A finite sequence, $w$, of symbols forms a string. The empty string, denoted by $\varepsilon$, is the string that contains no symbols. The length of $w,|w|$, is the number of all symbols in $w$.

Let $x$ and $y$ be two strings over an alphabet $T$. Then, $x y$ is the concatenation of $x$ and $y$. The following equation is an immediate consequence of the definition;

$$
x \varepsilon=\varepsilon x=x
$$

Definition 1. Let $x$ be a string over an alphabet $T$. For $i \in \mathbb{N}_{0}$, the $i$ th power of $x$ is defined as

1. $x^{0}=\varepsilon$
2. $x^{i}=x x^{i-1}$

Observe that for any string $x$,

$$
x^{i} x^{j}=x^{j} x^{i}=x^{i+j}
$$

for any $i, j \in \mathbb{N}_{0}$.
Definition 2. Let $x$ be a string over an alphabet $T$. The reversal of $x, x^{R}$, is defined as

1. $\varepsilon^{R}=\varepsilon$
2. if $x=a_{1} \ldots a_{n}$, for some $n \in \mathbb{N}$, and $a_{i} \in \Sigma$, for $i=1, \ldots, n$, then $\left(a_{1} \ldots a_{n}\right)^{R}=a_{n} \ldots a_{1}$.

Definition 3. Let $x$ and $y$ be two strings over an alphabet $T$. Then, $x$ is a substring of $y$ if there exist two strings $z$ and $z^{\prime}$ over $T$ so that $z x z^{\prime}=y$. If $z=\varepsilon$, then $x$ is a prefix of $y$. If $z^{\prime}=\varepsilon$, then $x$ is a suffix of $y$. Moreover, if $x \notin\{\varepsilon, y\}$, then $x$ is a proper substring (prefix, suffix) of $y$.

### 2.2 Languages and Language Operations

Let $T$ be an alphabet and let $T^{*}$ denote the set of all strings over $T$. Set $T^{+}=T^{*}-\{\varepsilon\}$. In other words, $T^{+}$denotes the set of all nonempty strings over $T$. A language, $L$, over $T$ is a subset of $T^{*}$, i.e. $L \subseteq T^{*}$.

As languages are sets, the common set operations can be applied to them (such as union, intersection, difference, and complement). That is, for two languages $L_{1}$ and $L_{2}$,

$$
\begin{aligned}
L_{1} \cup L_{2} & =\left\{x: x \in L_{1} \text { or } x \in L_{2}\right\}, \\
L_{1} \cap L_{2} & =\left\{x: x \in L_{1} \text { and } x \in L_{2}\right\}, \\
L_{1}-L_{2} & =\left\{x: x \in L_{1} \text { and } x \notin L_{2}\right\} .
\end{aligned}
$$

Consider a language, $L$, over an alphabet $T$. The complement of $L, \bar{L}$, is defined as

$$
\bar{L}=T^{*}-L
$$

A language, $L$, is said to be finite if $|L|=n$, for some $n \in \mathbb{N}_{0}$; otherwise, $L$ is said to be infinite. The basic language operations follow.

Definition 4. Let $L_{1}$ and $L_{2}$ be two languages. The concatenation of $L_{1}$ and $L_{2}, L_{1} L_{2}$, is defined as

$$
L_{1} L_{2}=\left\{x y: x \in L_{1} \text { and } y \in L_{2}\right\}
$$

Definition 5. Let $L$ be a language. The reversal of $L, L^{R}$, is defined as

$$
L^{R}=\left\{x^{R}: x \in L\right\}
$$

Definition 6. Let $L$ be a language. For $i \in \mathbb{N}_{0}$, the $i$ th power of $L, L^{i}$, is defined as

1. $L^{0}=\varepsilon$
2. $L^{i}=L L^{i-1}$

Definition 7. Let $L$ be a language. The Kleene closure of $L, L^{*}$, is defined as

$$
L^{*}=\bigcup_{i=0}^{\infty} L^{i}
$$

Definition 8. Let $L$ be a language. The positive closure of $L, L^{+}$, is defined as

$$
L^{+}=\bigcup_{i=1}^{\infty} L^{i}
$$

Definition 9. Let $f: T^{*} \rightarrow 2^{U^{*}}$ be a mapping, $T, U$ alphabets. If $f$ satisfies the following conditions, then $f$ is said to be a substitution.

1. $f(\varepsilon)=\{\varepsilon\}$,
2. $f(x y)=f(x) f(y)$, where $x, y \in T^{*}$.
$f$ is said to be finite if $f(a)$ is a finite language, for all $a \in T$. For any language $L \subseteq T^{*}$,

$$
f(L)=\bigcup_{x \in L} f(x)
$$

Substitution $f$ is called nonerasing if $\varepsilon \notin f(a)$, for any $a \in T$. A homomorphism is a substitution $f$ such that $|f(a)|=1$, for all $a \in T$. Let $f$ be a homomorphism. Then, the inverse homomorphic image of $L$ is the set

$$
f^{-1}(L)=\left\{x \in T^{*}: f(x) \in L\right\}
$$

and, for strings,

$$
f^{-1}(w)=\left\{x \in T^{*}: f(x)=w\right\} .
$$

Definition 10. A right quotient of a language $L$ with a language $K$ is the set

$$
L / K=\{w: w x \in L, \text { for some } x \in K\}
$$

Definition 11. Let $\mathscr{F}$ be a family of languages and $\mathscr{O}$ be an $n$-ary language operation. $\mathscr{F}$ is closed under the operation $\mathscr{O}$ if, for any languages $L_{1}, \ldots, L_{n} \in \mathscr{F}, \mathscr{O}\left(L_{1}, \ldots, L_{n}\right) \in \mathscr{F}$.

Definition 12. Let $w$ be a string over an alphabet $T$. Then,

$$
\operatorname{sub}(w)=\{u: u \text { is a substring of } w\}
$$

and

$$
\operatorname{alph}(w)=\{a \in T: a \text { appears in } w\} .
$$

For any language, $L$, over $T$,

$$
\operatorname{alph}(L)=\bigcup_{w \in L} \operatorname{alph}(w)
$$

Definition 13. For a finite subset $W \subseteq T^{*}, T$ is an alphabet, $\max (W)$ is the minimal nonnegative integer $n$ such that $|x| \leq n$, for all $x \in W$.

Definition 14. For integers $n_{1}, \ldots, n_{k}, k \in \mathbb{N}$, $\max \left\{n_{1}, \ldots, n_{k}\right\}$ denotes the maximum of $n_{1}, \ldots, n_{k}$.

### 2.3 Grammars

In this section, devices generating languages are defined. Such devices are called grammars and play the main role in formal language theory.

Definition 15. A grammar, $G$, is a quadruple $G=(N, T, P, S)$, where

- $N$ is a nonterminal alphabet,
- $T$ is a terminal alphabet such that $N \cap T=\emptyset$,
- $P$ is a finite set of productions of the form

$$
u \rightarrow v
$$

where $u \in V^{*} N V^{*}$ and $v \in V^{*} ; V$ denotes the total alphabet of $G$, i.e. $V=N \cup T$.

- $S \in N$ is the start symbol.

Every grammar $G=(N, T, P, S)$ defines a binary relation of direct derivation on the set $V^{*}$ denoted by $\Rightarrow$ and defined as

$$
x \Rightarrow y
$$

provided that

1. there is a production $u \rightarrow v \in P$ and
2. strings $x_{1}, x_{2} \in V^{*}$ such that

- $x=x_{1} u x_{2}$ and
- $y=x_{1} v x_{2}$.

If $x, y \in V^{*}$ and $m \in \mathbb{N}$, then $x \Rightarrow^{m} y$ if and only if there is a sequence $x_{0} \Rightarrow x_{1} \Rightarrow \ldots \Rightarrow x_{m}$, where $x_{0}=x$ and $x_{m}=y$. We write $x \Rightarrow^{+} y$ if and only if there is $m \in \mathbb{N}$ such that $x \Rightarrow^{m} y$, and $x \Rightarrow^{*} y$ if and only if $x=y$ or $x \Rightarrow^{+} y$. In other words, $\Rightarrow^{+}$and $\Rightarrow^{*}$ are the transitive and the reflexive and transitive closures of $\Rightarrow$, respectively.

The elements of $V^{*}$ that can be derived from the start symbol, $S$, are called sentential forms of $G=(N, T, P, S)$. More precisely, $x \in V^{*}$ is a sentential form if

$$
S \Rightarrow^{*} x
$$

If $x$ does not contain nonterminals, then $x$ is called a sentence. If $x$ is a sentence, then $S \Rightarrow^{*} x$ is said to be a terminal derivation. The set of all sentences is the language generated by $G$, denoted by $L(G)$, i.e.

$$
L(G)=\left\{w \in T^{*}: S \Rightarrow^{*} w\right\} .
$$

Grammars $G_{1}$ and $G_{2}$ are said to be equivalent if and only if they generate the same language, i.e.

$$
L\left(G_{1}\right)=L\left(G_{2}\right) .
$$

## Chomsky Hierarchy of Languages

At the end of 50 's, linguist Naom Chomsky separated grammars into four basic groups according to limitations put on their productions. Chomsky hierarchy distinguishes the following four basic types of grammars:
type 0: Any grammar is a type 0 grammar.
type 1: A grammar is a type 1 (or context-sensitive) grammar if all its productions are of the form $u \rightarrow v$ with $|u| \leq|v|$; except for the case $S \rightarrow \varepsilon$, where $S$ does not occur on the right-hand side of any production.
type 2: A grammar is a type 2 (or context-free) grammar if all its productions are of the form $u \rightarrow v$ with $u \in N$.
type 3: A grammar is a type 3 (or regular) grammar if all its productions are of the form $u \rightarrow v$ with $u \in N$ and $v \in T N \cup T \cup\{\varepsilon\}$.

The hierarchy of grammars establishes the hierarchy of languages. A language, $L$, is said to be regular (context-free, context-sensitive, recursively enumerable) if there is a regular (context-free, context-sensitive, type 0 ) grammar, $G$, such that $L=L(G)$. These families of languages are denoted by $R E G, C F, C S$, and $R E$, respectively. The following theorem holds (see [61]).

Theorem 1. $R E G \subset C F \subset C S \subset R E$.

Definition 16. Let $G=(N, T, P, S)$ be a grammar. $G$ is in the Kuroda normal form if each production in $P$ is in one of the following four forms

1. $A B \rightarrow C D$,
2. $A \rightarrow B C$,
3. $A \rightarrow a$,
4. $A \rightarrow \varepsilon$,
where $A, B, C, D \in N$ and $a \in T$. In addition, if for each production of the form $A B \rightarrow C D$ we have $A=C$, then $G$ is in the Penttonen normal form.

Proofs of the following theorem can be found in [61, 77].
Theorem 2. Let $L$ be a recursively enumerable language. Then, there is a grammar $G$ in the Kuroda (Penttonen) normal form such that $L=L(G)$.

The following three normal forms are fundamental for the results concerning the descriptional complexity of grammars proved in this thesis.

Definition 17. Let $G=(N, T, P, S)$ be a grammar.

1. $G$ is in the first Geffert normal form if it is of the form

$$
G=(\{S, A, B, C\}, T, P \cup\{A B C \rightarrow \varepsilon\}, S),
$$

where $P$ contains context-free productions of the form

$$
\begin{array}{ll}
S \rightarrow u S a, & \text { where } u \in\{A, A B\}^{*}, a \in T, \\
S \rightarrow u S v, & \text { where } u \in\{A, A B\}^{*}, v \in\{B C, C\}^{*}, \\
S \rightarrow u v, & \text { where } u \in\{A, A B\}^{*}, v \in\{B C, C\}^{*} .
\end{array}
$$

2. $G$ is in the second Geffert normal form if it is of the form

$$
G=(\{S, A, B, C, D\}, T, P \cup\{A B \rightarrow \varepsilon, C D \rightarrow \varepsilon\}, S),
$$

where $P$ contains context-free productions of the form

$$
\begin{array}{ll}
S \rightarrow u S a, & \text { where } u \in\{A, C\}^{*}, a \in T, \\
S \rightarrow u S v, & \text { where } u \in\{A, C\}^{*}, v \in\{B, D\}^{*}, \\
S \rightarrow u v, & \text { where } u \in\{A, C\}^{*}, v \in\{B, D\}^{*} .
\end{array}
$$

3. $G$ is in the third Geffert normal form if it is of the form

$$
G=(\{S, A, B\}, T, P \cup\{A B B B A \rightarrow \varepsilon\}, S),
$$

where $P$ contains context-free productions of the form

$$
\begin{array}{ll}
S \rightarrow u S a, & \text { where } u \in\{A B, A B B\}^{*}, a \in T, \\
S \rightarrow u S v, & \text { where } u \in\{A B, A B B\}^{*}, v \in\{B A, B B A\}^{*}, \\
S \rightarrow u v, & \text { where } u \in\{A B, A B B\}^{*}, v \in\{B A, B B A\}^{*} .
\end{array}
$$

The following three theorems are proved in [17, 20].

Theorem 3. Let $L$ be a recursively enumerable language, then there is a grammar, $G$, in the first Geffert normal form such that $L=L(G)$.

In addition, any terminal derivation in $G$ is of the form $S \Rightarrow^{*} w_{1} w_{2} w$ by productions from $P$, where $w_{1} \in\{A, A B\}^{*}, w_{2} \in\{B C, C\}^{*}, w \in T^{*}$, and $w_{1} w_{2} w \Rightarrow^{*} w$ is derived by $A B C \rightarrow \varepsilon$.

Theorem 4. Let $L$ be a recursively enumerable language, then there is a grammar, $G$, in the second Geffert normal form such that $L=L(G)$.

In addition, any terminal derivation in $G$ is of the form $S \Rightarrow^{*} w_{1} w_{2} w$ by productions from $P$, where $w_{1} \in\{A, C\}^{*}, w_{2} \in\{B, D\}^{*}, w \in T^{*}$, and $w_{1} w_{2} w \Rightarrow^{*} w$ is derived by $A B \rightarrow \varepsilon$ and $C D \rightarrow \varepsilon$.

Theorem 5. Let L be a recursively enumerable language, then there is a grammar, $G$, in the third Geffert normal form such that $L=L(G)$.

In addition, any terminal derivation in $G$ is of the form $S \Rightarrow^{*} w_{1} w_{2} w$ by productions from $P$, where $w_{1} \in\{A B, A B B\}^{*}, w_{2} \in\{B A, B B A\}^{*}, w \in T^{*}$, and $w_{1} w_{2} w \Rightarrow^{*} w$ is derived by $A B B B A \rightarrow \varepsilon$.

### 2.4 Automata

In this section, basic devices for recognizing strings of a given (regular or context-free) language are defined-finite and pushdown automata. These definitions are based on the notation of [61], however, they are equivalent to the so-called delta-notation (see [32]).

### 2.4.1 Finite Automata

Definition 18. A finite automaton, $M$, is a quintuple $M=\left(Q, \Sigma, \delta, q_{0}, F\right)$, where

- $Q$ is a finite set of states,
- $\Sigma$ is a finite input alphabet,
- $\delta$ is a finite set of rules of the form

$$
q w \rightarrow p
$$

where $q, p \in Q$ and $w \in \Sigma^{*}$,

- $q_{0} \in Q$ is an initial state, and
- $F$ is a set of final states.

Definition 19. Let $\Psi$ be an alphabet of rule labels such that $|\Psi|=|\delta|$, and $\psi$ be a bijection from $\delta$ to $\Psi$. For simplicity, to express that $\psi$ maps a rule $q w \rightarrow p \in \delta$ to $r$, where $r \in \Psi$, we write

$$
r . q w \rightarrow p \in \delta
$$

in other words, $r . q w \rightarrow p$ means $\psi(q w \rightarrow p)=r$.
A configuration of $M$ is any string from $Q \Sigma^{*}$. For any configuration $q w y$, where $q \in Q, w y \in \Sigma^{*}$, and any $r . q w \rightarrow p \in \delta, M$ makes a move from configuration $q w y$ to configuration $p y$ according to $r$, written as

$$
q w y \Rightarrow p y[r]
$$

Let $\chi$ be any configuration of $M . M$ makes zero moves from $\chi$ to $\chi$ according to $\varepsilon$, written as

$$
\chi \Rightarrow^{0} \chi[\varepsilon]
$$

Let there exist a sequence of configurations $\chi_{0}, \chi_{1}, \ldots, \chi_{n}$, for some $n \in \mathbb{N}$, such that $\chi_{i-1} \Rightarrow \chi_{i}\left[r_{i}\right]$, where $r_{i} \in \Psi, i=1, \ldots, n$. Then, $M$ makes $n$ moves from $\chi_{0}$ to $\chi_{n}$ according to $r_{1}, \ldots, r_{n}$, symbolically written as

$$
\chi_{0} \Rightarrow^{n} \chi_{n}\left[r_{1} \ldots r_{n}\right]
$$

Such a sequence of moves is also called a computation. We write $\chi_{0} \Rightarrow^{+} \chi_{n}\left[r_{1} \ldots r_{n}\right]$ if $\chi_{0} \Rightarrow^{n}$ $\chi_{n}\left[r_{1} \ldots r_{n}\right]$, for some $n \in \mathbb{N}$. Analogously, we write $\chi_{0} \Rightarrow^{*} \chi_{n}[\mu]$ if either $\chi_{0}=\chi_{n}$ and $\mu=\varepsilon$, or $\chi_{0} \Rightarrow^{+} \chi_{n}[\mu]$, where $\mu=r_{1} \ldots r_{n}$, for some $r_{1}, \ldots, r_{n} \in \Psi$. If $w \in \Sigma^{*}$ and $q_{0} w \Rightarrow^{*} f[\mu]$, for some $f \in F$, then $w$ is accepted by $M$ and $q_{0} w \Rightarrow^{*} f[\mu]$ is an acceptance of $w$ in $M$.

The language of $M$ is defined as

$$
L(M)=\left\{w \in \Sigma^{*}: q_{0} w \Rightarrow^{*} f[\mu] \text { is an acceptance of } w\right\}
$$

For a proof of the following theorem see [61].
Theorem 6. Let $L$ be a language. $L$ is regular if and only if there is a finite automaton, $M$, such that $L=L(M)$.

### 2.4.2 Pushdown Automata

Pushdown automata represent finite automata extended by a potentially unbounded pushdown store.
Definition 20. A pushdown automaton, $M$, is a septuple $M=\left(Q, \Sigma, \Gamma, \delta, q_{0}, Z_{0}, F\right)$, where

- $Q$ is a finite set of states,
- $\Sigma$ is a finite input alphabet,
- $\Gamma$ is a finite pushdown alphabet,
- $\delta$ is a finite set of rules of the form

$$
Z q w \rightarrow \gamma p
$$

where $q, p \in Q, Z \in \Gamma, w \in \Sigma^{*}$, and $\gamma \in \Gamma^{*}$,

- $q_{0} \in Q$ is an initial state,
- $Z_{0}$ is an initial pushdown symbol, and
- $F$ is a set of final states.

Definition 21. Again, let $\psi$ denote the bijection from $\delta$ to $\Psi$, and write

$$
r . Z q w \rightarrow \gamma p
$$

instead of $\psi(Z q w \rightarrow \gamma p)=r$.
A configuration of $M$ is any string from $\Gamma^{*} Q \Sigma^{*}$. For any configuration $x A q w y$, where $x \in \Gamma^{*}$, $A \in \Gamma, q \in Q, w y \in \Sigma^{*}$, and any $r . A q w \rightarrow \gamma p \in \delta, M$ makes a move from $x A q w y$ to $x \gamma p y$ according to $r$, written as

$$
x A q w y \Rightarrow x \gamma p y[r] .
$$

As usual, we define $\Rightarrow^{n}$, for $n \in \mathbb{N}_{0}, \Rightarrow^{+}$, and $\Rightarrow^{*}$. If $w \in \Sigma^{*}$ and $Z_{0} q_{0} w \Rightarrow^{*} f[\mu]$, for some $f \in F$, then $w$ is accepted by $M$ and $Z_{0} q_{0} w \Rightarrow^{*} f[\mu]$ is an acceptance of $w$ in $M$.

The language of $M$ is defined as

$$
L(M)=\left\{w \in \Sigma^{*}: Z_{0} q_{0} w \Rightarrow^{*} f[\mu] \text { is an acceptance of } w\right\}
$$

For a proof of the following theorem see [61].
Theorem 7. Let L be a language. L is context-free if and only if there is a pushdown automaton, $M$, such that $L=L(M)$.

## Chapter 3

## Current Concepts and Results

Undoubtedly, over its history, the most studied languages of the Chomsky hierarchy were regular and context-free languages because of their great practical use. However, a short time after its introduction, some practical applications were discovered for which context-free languages were shown not to be sufficient. According to the Chomsky hierarchy, there was no other way than to consider such languages as being context-sensitive. Nevertheless, most of these languages were quite simple and, therefore, new ways how to describe languages of such types were looked for. These efforts eventually led to the idea of increasing the power of existing formal systems by their regulation.

## Regulated Formal Systems

Formal language theory has paid a great attention to regulated and modified grammars, see [11, 74] and papers $[3,4,10,14,16,23,31,53,54,57]$. Specifically, the following regulated grammars have been intensively studied.

- matrix grammars;
- programmed grammars;
- random context grammars;
- scattered context grammars;
- conditional grammars.

The main idea behind the regulation of grammars is to take a simple, well-known grammar that is not as powerful as needed, and to find a new way how to simply increase the power of this grammar. For instance, in most cases of regulated grammars, a context-free grammar is taken as the initial or basic simple grammar. However, other types of grammars of the Chomsky hierarchy were studied as well.

On the other side, the notion of regulated automata is rather new. So far, only two papers by Meduna and Kolár concerning the topic of regulated automata have been published (see [69, 70]). In essence, these automata regulate the use of their rules according to which they make moves by control languages.

Informally, consider a pushdown automaton, $M$, and a control language, $L$, over $M$ 's rule labels. With $L, M$ accepts a string, $w$, if and only if $L$ contains a control string according to which $M$ makes a sequence of moves so that it reaches a final configuration after reading $w$. Moreover, with $L, M$ defines the following three types of accepted languages:
$L(M, L, 1)$-the language accepted by final state;
$L(M, L, 2)$-the language accepted by empty pushdown;
$L(M, L, 3)$-the language accepted by final state and empty pushdown.
For any family of languages, $\mathscr{F}$, set $\operatorname{RPD}(\mathscr{F}, i)=\{L(M, L, i): M$ is a pushdown automaton and $L \in \mathscr{F}\}$, where $i=1,2,3$.

The following results are proved in [69].

1. $C F=R P D(R E G, 1)=R P D(R E G, 2)=R P D(R E G, 3)$, and
2. $R E=R P D(L I N, 1)=R P D(L I N, 2)=R P D(L I N, 3)$.

Here, LIN denotes the family of context-free languages, where any context-free production $A \rightarrow \alpha$ contains no more than one nonterminal in $\alpha$. Such languages are called linear.

In [70], some restrictions of regulated pushdown automata are studied. Consider two consecutive moves made by a pushdown automaton, $M$. If during the first move $M$ does not shorten its pushdown and during the second move it does, then $M$ makes a turn during the second move. A pushdown automaton is one-turn if it makes no more than one turn during any computation starting from an initial configuration. Recall that the one-turn pushdown automata are less powerful than the pushdown automata.

It is proved that one-turn regulated pushdown automata characterize the family of recursively enumerable languages and that this equivalence holds even for some restricted versions of one-turn regulated pushdown automata, such as atomic and reduced one-turn pushdown automata.

During a move, an atomic one-turn regulated pushdown automaton changes a state and, in addition, performs exactly one of the following actions:

1. it pushes a symbol onto the pushdown;
2. it pops a symbol from the pushdown;
3. it reads an input symbol.

A reduced one-turn regulated pushdown automaton has a limited number of some components, such as the number of states, pushdown symbols, or transition rules.

The main result proved in [70] is that every recursively enumerable language is accepted by an atomic reduced one-turn regulated pushdown automaton in terms of (A) acceptance by final state, (B) acceptance by empty pushdown, and (C) acceptance by final state and empty pushdown. More specifically, it proves that atomic one-turn pushdown automata with no more than one state and two pushdown symbols regulated by linear languages characterize the family of recursively enumerable languages.

One of the main aims of this thesis is to contribute to this topic.

## Descriptional Complexity of Grammars

The second part of this thesis is concerning the descriptional complexity of grammars. As mentioned above, this is a vivid trend of formal language theory that has recently so intensified that an annual international conference Descriptional Complexity of Formal Systems is held to discuss this specific topic (see [75, 38, 21] for its latest proceedings). The following list presents the known results concerning the descriptional complexity of partially parallel grammars and grammars regulated by context conditions. It is known that every recursively enumerable language is generated
(1) by a scattered context grammar with no more than five nonterminals and two non-context-free productions (see [92]);
(2) by a multisequential grammar with no more than six nonterminals (see [58]);
(3) by a multicontinuous grammar with no more than six nonterminals (see [59]);
(4) by a context-conditional grammar of degree $(1,1)$ (however, the number of conditional productions and nonterminals is not limited, see [11, 50, 86]);
(5) by a generalized forbidding grammar of degree two with no more than thirteen conditional productions and fifteen nonterminals (see [73]); and
(6) by a simple semi-conditional grammar of degree $(2,1)$ with no more than ten conditional productions and twelve nonterminals (see [92]).

## Chapter 4

## Self-Regulating Automata

This chapter studies self-regulating finite and pushdown automata. The first section introduces selfregulating finite and pushdown automata and defines two variants how they accept an input string-so-called first-move and all-move self-regulating finite and pushdown automata. The second section studies first-move and all-move self-regulating finite automata and describes their power with respect to the number of turns. Then, some closure properties of families of languages accepted by these automata are studied. Finally, both variants of self-regulating finite automata are compared. The last section of this chapter studies self-regulating pushdown automata. Although the first-move self-regulating pushdown automata are introduced, the question of their power is an open problem.

### 4.1 Definitions and Examples

This section introduces self-regulating finite and pushdown automata and two ways how they accept an input string.

Consider a finite (pushdown) automaton with a selected state, so-called turn state, and with a finite relation on the alphabet of rule labels. Such an automaton is said to be a self-regulating finite (pushdown) automaton.

Definition 22. Let $N=\left(Q, \Sigma, \delta, q_{0}, F\right)$ be a finite ( $N=\left(Q, \Sigma, \Gamma, \delta, q_{0}, Z_{0}, F\right)$ be a pushdown) automaton. A self-regulating finite (pushdown) automaton, SFA (SPDA), $M$, is a triple

$$
M=\left(N, q_{t}, R\right),
$$

where

1. $q_{t} \in Q$ is a turn state, and
2. $R \subseteq \Psi \times \Psi$ is a finite relation on the alphabet of $N$ 's rule labels, $\Psi$ (see Definition 19).

Notation. Let $N=\left(Q, \Sigma, \delta, q_{0}, F\right)$ be a finite automaton. The self-regulating finite automaton

$$
M=\left(N, q_{t}, R\right)
$$

is, to clarify the components of $N$, written as

$$
M=\left(Q, \Sigma, \delta, q_{0}, q_{t}, F, R\right)
$$

from now on. Analogously for self-regulating pushdown automata.

### 4.1.1 Self-Regulating Finite Automata

The main idea of the self-regulating finite automata is as follows. Consider a finite automaton, $N$. This automaton starts its computation in the start state and then, during its computation, reads the input string and, accordingly, goes from a state to another one. If, having read the whole input string, the computation ends in a final state, the input is accepted; otherwise, the input is rejected. A self-regulating finite automaton, $M=\left(N, q_{t}, R\right)$, is a finite automaton that behaves as follows. $M$ starts in the start state and while it does not reach the turn state, it reads the input, moves from a state to another state according to the applied rule and records the rule. If $M$ reaches the turn state for the first time, i.e. state $q_{t}$ is, for the first time, the current state of $M$, the automaton makes a turn. It means that $M$, in addition, starts to read the recorded sequence of rules, and the computation proceeds according to the relation $R$. More precisely, $M$ reads an input symbol $a$, reads the first recorded rule, $r_{1}$, of the sequence of rules, $r_{1} r_{2} \ldots r_{k}$, goes from the current state to another one according to a rule $s_{1}$ such that $\left(r_{1}, s_{1}\right) \in R$, replaces $r_{1}$ with $s_{1}$, and the next recorded rule is read, $r_{2}$. After the whole sequence $r_{1} r_{2} \ldots r_{k}$ has been read, $M$ makes a turn again or finishes its computation. Note that only in case of the first turn the current state is required to be the turn state $q_{t}$. If $M$ makes $n \in \mathbb{N}_{0}$ turns during its computation, it is called an $n$-turn self-regulating finite automaton.

Now, let us formally define two variants self-regulating finite automata can accepted an input string. The first variant are so-called $n$-turn first-move self-regulating finite automata. The phrase "first-move" means that only the first rule applied after a turn is required to be in $R$ with the first rule of the current recorded sequence of rules.

Definition 23. Let $n \in \mathbb{N}_{0}$ and

$$
M=\left(Q, \Sigma, \delta, q_{0}, q_{t}, F, R\right)
$$

be a self-regulating finite automaton. $M$ is said to be an $n$-turn first-move self-regulating finite automaton, $n$-first-SFA, if $M$ accepts $w$ in the following way. There is an acceptance of the form $q_{0} w \Rightarrow^{*} f[\mu]$ such that

$$
\mu=r_{1}^{0} \ldots r_{k}^{0} r_{1}^{1} \ldots r_{k}^{1} \ldots r_{1}^{n} \ldots r_{k}^{n}
$$

where $k \in \mathbb{N}, r_{k}^{0}$ is the first rule of the form $q x \rightarrow q_{t}$, for some $q \in Q, x \in \Sigma^{*}$, and

$$
\left(r_{1}^{j}, r_{1}^{j+1}\right) \in R
$$

for all $0 \leq j<n$.
The family of languages accepted by $n$-first-SFAs is denoted by $F I R S T_{n}$.
Example 1. Consider a one-turn first-move self-regulating finite automaton,

$$
M=(\{s, t, f\},\{a, b\}, \delta, s, t,\{f\},\{(1,3)\})
$$

with $\delta$ containing rules $1 . s a \rightarrow s, 2 . s a \rightarrow t$, 3.tb $\rightarrow f$, and 4. $f b \rightarrow f$ (see Figure 4.1). With $a a b b, M$ makes

$$
s a a b b \Rightarrow \operatorname{sabb}[1] \Rightarrow t b b[2] \Rightarrow f b[3] \Rightarrow f[4]
$$

In brief, saabb $\Rightarrow^{*} f[1234]$. Observe that $L(M)=\left\{a^{n} b^{n}: n \geq 1\right\}$, which belongs to $C F-R E G$.
The second variant are so-called $n$-turn all-move self-regulating finite automata. The phrase "all-move" means that all rules applied after a turn are required to be in $R$ with the corresponding rules of the current recorded sequence of rules.


Figure 4.1: One-turn first-move self-regulating finite automaton $M$.

Definition 24. Let $n \in \mathbb{N}_{0}$ and

$$
M=\left(Q, \Sigma, \delta, q_{0}, q_{t}, F, R\right)
$$

be a self-regulating finite automaton. $M$ is said to be an $n$-turn all-move self-regulating finite automaton, $n$-all-SFA, if $M$ accepts $w$ in the following way. There is an acceptance $q_{0} w \Rightarrow^{*} f[\mu]$ such that

$$
\mu=r_{1}^{0} \ldots r_{k}^{0} r_{1}^{1} \ldots r_{k}^{1} \ldots r_{1}^{n} \ldots r_{k}^{n},
$$

where $k \in \mathbb{N}, r_{k}^{0}$ is the first rule of the form $q x \rightarrow q_{t}$, for some $q \in Q, x \in \Sigma^{*}$, and

$$
\left(r_{i}^{j}, r_{i}^{j+1}\right) \in R,
$$

for all $1 \leq i \leq k, 0 \leq j<n$.
The family of languages accepted by $n$-all-SFAs is denoted by $A L L_{n}$.
Example 2. Consider a one-turn all-move self-regulating finite automaton,

$$
M=(\{s, t, f\},\{a, b\}, \boldsymbol{\delta}, s, t,\{f\},\{(1,4),(2,5),(3,6)\}),
$$

with $\delta$ containing rules $1 . s a \rightarrow s, 2 . s b \rightarrow s, 3 . s \rightarrow t, 4 . t a \rightarrow t, 5 . t b \rightarrow t$, and $6 . t \rightarrow f$ (see Figure 4.2).


Figure 4.2: One-turn all-move self-regulating finite automaton $M$.
With abab, $M$ makes

$$
\operatorname{sabab\Rightarrow \operatorname {sbab}[1]\Rightarrow \operatorname {sab}[2]\Rightarrow \operatorname {tab}[3]\Rightarrow tb[4]\Rightarrow t[5]\Rightarrow f[6]...20.}
$$

In brief, sabab $\Rightarrow^{*} f[123456]$. Observe that $L(M)=\left\{w w: w \in\{a, b\}^{*}\right\}$, which belongs to $C S-C F$.

### 4.1.2 Self-Regulating Pushdown Automata

Self-regulating pushdown automata are defined in the same manner as self-regulating finite automata. Formal definitions follow.

Definition 25. Let $n \in \mathbb{N}_{0}$ and

$$
M=\left(Q, \Sigma, \Gamma, \delta, q_{0}, q_{t}, Z_{0}, F, R\right)
$$

be a self-regulating pushdown automaton. $M$ is said to be an $n$-turn first-move self-regulating pushdown automaton, $n$-first-SPDA, if $M$ accepts $w$ in the following way. There is an acceptance $Z_{0} q_{0} w \Rightarrow^{*} f[\mu]$ such that

$$
\mu=r_{1}^{0} \ldots r_{k}^{0} r_{1}^{1} \ldots r_{k}^{1} \ldots r_{1}^{n} \ldots r_{k}^{n}
$$

where $k \in \mathbb{N}, r_{k}^{0}$ is the first rule of the form $Z q x \rightarrow \gamma q_{t}$, for some $Z \in \Gamma, q \in Q, x \in \Sigma^{*}, \gamma \in \Gamma^{*}$, and

$$
\left(r_{1}^{j}, r_{1}^{j+1}\right) \in R
$$

for all $0 \leq j<n$.
The family of languages accepted by $n$-first-SPDAs is denoted by FIRST-SPDA $A_{n}$.
Definition 26. Let $n \in \mathbb{N}_{0}$ and

$$
M=\left(Q, \Sigma, \Gamma, \delta, q_{0}, q_{t}, Z_{0}, F, R\right)
$$

be a self-regulating pushdown automaton. $M$ is said to be an n-turn all-move self-regulating pushdown automaton, $n$-all-SPDA, if $M$ accepts $w$ in the following way. There is an acceptance $Z_{0} q_{0} w \Rightarrow^{*} f[\mu]$ such that

$$
\mu=r_{1}^{0} \ldots r_{k}^{0} r_{1}^{1} \ldots r_{k}^{1} \ldots r_{1}^{n} \ldots r_{k}^{n}
$$

where $k \in \mathbb{N}, r_{k}^{0}$ is the first rule of the form $Z q x \rightarrow \gamma q_{t}$, for some $Z \in \Gamma, q \in Q, x \in \Sigma^{*}, \gamma \in \Gamma^{*}$, and

$$
\left(r_{i}^{j}, r_{i}^{j+1}\right) \in R
$$

for all $1 \leq i \leq k, 0 \leq j<n$.
The family of languages accepted by $n$-all-SPDAs is denoted by $A L L-S P D A_{n}$.

### 4.2 Self-Regulating Finite Automata

In this section, the main results concerning self-regulating finite automata are proved.

### 4.2.1 First-Move Self-Regulating Finite Automata

This section proves the identity between the family of languages accepted by $n$-turn first-move selfregulating finite automata and the family of languages generated by $(n+1)$-parallel right linear grammars. To do so, a special form of parallel right linear grammars is needed. First, however, parallel right linear grammars are defined (see [82, 83, 94, 95]).

Definition 27. For $n \in \mathbb{N}$, an $n$-parallel right linear grammar, $n$-PRLG, is an ( $n+3$ )-tuple

$$
G=\left(N_{1}, \ldots, N_{n}, T, S, P\right)
$$

where

- $N_{i}, 1 \leq i \leq n$, are pairwise disjoint nonterminal alphabets,
- $T$ is a terminal alphabet,
- $S \notin N=N_{1} \cup \ldots \cup N_{n}$ is the start symbol, $N \cap T=\emptyset$, and
- $P$ is a finite set of productions of the following three forms:

1. $S \rightarrow X_{1} \ldots X_{n}$,
$X_{i} \in N_{i}, 1 \leq i \leq n ;$
2. $X \rightarrow w Y, \quad X, Y \in N_{i}$, for some $1 \leq i \leq n, w \in T^{*}$;
3. $X \rightarrow w, \quad X \in N, w \in T^{*}$.

For $x, y \in(N \cup T \cup\{S\})^{*}, x \Rightarrow y$ if and only if

1. either $x=S$ and $S \rightarrow y \in P$, or
2. $x=y_{1} X_{1} \ldots y_{n} X_{n}, y=y_{1} x_{1} \ldots y_{n} x_{n}$, where $y_{i} \in T^{*}, X_{i} \in N_{i}$, and $X_{i} \rightarrow x_{i} \in P$, for $i=1, \ldots, n$.

Relations $\Rightarrow^{n}$, for $n \in \mathbb{N}_{0}, \Rightarrow^{+}$, and $\Rightarrow^{*}$ are defined as usual.
The language generated by an $n$-parallel right linear grammar, $G$, is defined as

$$
L(G)=\left\{w \in T^{*}: S \Rightarrow^{*} w\right\} .
$$

A language, $L$, is an n-parallel right linear language, $n$-PRLL, if there is an $n$-PRLG, $G$, such that $L=L(G)$. The family of $n$-PRLLs is denoted by $R_{n}$.

Definition 28. Let $G=\left(N_{1}, \ldots, N_{n}, T, S, P\right)$ be an $n$-PRLG, for some $n \in \mathbb{N}$, and let $i=1, \ldots, n$. By the ith component of $G$ we understand a one-PRLG

$$
G=\left(N_{i}, T, S^{\prime}, P^{\prime}\right),
$$

where $P^{\prime}$ contains productions of the following forms:

$$
\begin{array}{ll}
\text { 1. } S^{\prime} \rightarrow X_{i} & \text { if } S \rightarrow X_{1} \ldots X_{n} \in P, X_{i} \in N_{i} \\
\text { 2. } X \rightarrow w Y & \text { if } X \rightarrow w Y \in P \text { and } X, Y \in N_{i} \\
\text { 3. } X \rightarrow w & \text { if } X \rightarrow w \in P \text { and } X \in N_{i}
\end{array}
$$

The following special form of parallel right linear grammars is needed to prove the main results.
Lemma 1. For every $n-P R L G G=\left(N_{1}, \ldots, N_{n}, T, S, P\right)$, there is an equivalent $n-P R L G$

$$
G^{\prime}=\left(N_{1}^{\prime}, \ldots, N_{n}^{\prime}, T, S, P^{\prime}\right)
$$

that satisfies:

1. if $S \rightarrow X_{1} \ldots X_{n} \in P^{\prime}$, then $X_{i}$ does not occur on the right-hand side of any production, for $i=1, \ldots, n$;
2. if $S \rightarrow \alpha, S \rightarrow \beta \in P^{\prime}$ and $\alpha \neq \beta$, then alph $(\alpha) \cap \operatorname{alph}(\beta)=\emptyset$.

Proof. If $G$ does not satisfy conditions from the lemma, then we will construct a new $n$-PRLG $G^{\prime}=\left(N_{1}^{\prime}, \ldots, N_{n}^{\prime}, T, S, P^{\prime}\right)$, where $P^{\prime}$ contains all productions of the form $X \rightarrow \beta \in P, X \neq S$, and $N_{j} \subseteq N_{j}^{\prime}$, for $j=1, \ldots, n$. For each production $S \rightarrow X_{1} \ldots X_{n} \in P$, we add new nonterminals $Y_{j} \notin N_{j}^{\prime}$ into $N_{j}^{\prime}$, and productions include $S \rightarrow Y_{1} \ldots Y_{n}$ and $Y_{j} \rightarrow X_{j}$ in $P^{\prime}$, for $j=1, \ldots, n$. Clearly,

$$
S \Rightarrow_{G} X_{1} \ldots X_{n} \text { if and only if } S \Rightarrow_{G^{\prime}} Y_{1} \ldots Y_{n} \Rightarrow X_{1} \ldots X_{n}
$$

Thus, $L(G)=L\left(G^{\prime}\right)$.
The following lemma says that every language generated by an $n$-parallel right linear grammar can be accepted by an $(n-1)$-turn first-move self-regulating finite automaton. Thus, first-move self-regulating finite automata are at least as powerful as parallel right linear grammars.

Lemma 2. Let $G$ be an $n-P R L G$. Then, there is an $(n-1)$-first-SFA, $M$, such that $L(G)=L(M)$.
The basic idea of the proof is that $M$ is divided into $n$ parts (see Figure 4.3). The $i$ th part represents a finite automaton accepting the language of $G$ 's $i$ th component, and $R$ also connects the $i$ th part to the $(i+1)$ st part as depicted in Figure 4.3.

Proof. Without loss of generality, we can assume that $G=\left(N_{1}, \ldots, N_{n}, T, S, P\right)$ is in the form from Lemma 1. Construct an $(n-1)$-first-SFA

$$
M=\left(Q, T, \delta, q_{0}, q_{t}, F, R\right)
$$

where

$$
\begin{aligned}
Q & =\left\{q_{0}, \ldots, q_{n}\right\} \cup N, N=N_{1} \cup \ldots \cup N_{n}, \text { and }\left\{q_{0}, q_{1}, \ldots, q_{n}\right\} \cap N=\emptyset \\
F & =\left\{q_{n}\right\}, \\
\delta & =\left\{\begin{array}{l}
\left\{q_{i} \rightarrow X_{i+1}: S \rightarrow X_{1} \ldots X_{n} \in P, 0 \leq i<n\right\} \cup \\
\{X w \rightarrow Y: X \rightarrow w Y \in P\} \cup \\
\left\{X w \rightarrow q_{i}: X \rightarrow w \in P, w \in T^{*}, X \in N_{i}, 1 \leq i \leq n\right\}
\end{array}\right. \\
q_{t} & =q_{1}, \\
\Psi & =\delta \text { with the identity map, and } \\
R & =\left\{\left(q_{i} \rightarrow X_{i+1}, q_{i+1} \rightarrow X_{i+2}\right): S \rightarrow X_{1} \ldots X_{n} \in P, 0 \leq i \leq n-2\right\}
\end{aligned}
$$

We prove that $L(G)=L(M)$. To prove that $L(G) \subseteq L(M)$, consider a derivation of $w$ in $G$ and construct an acceptance of $w$ in $M$ depicted in Figure 4.3. This figure clearly demonstrates the


Figure 4.3: A derivation of $w$ in $G$ and the corresponding acceptance of $w$ in $M$.
fundamental idea behind this part of the proof; its complete and rigorous version is lengthy and left to the reader. Thus, for each derivation $S \Rightarrow^{*} w, w \in T^{*}$, there is an acceptance of $w$ in $M$.

To prove that $L(M) \subseteq L(G)$, let $w \in L(M)$, and consider an acceptance of $w$ in $M$. Observe that the acceptance is of the form depicted on the right-hand side of Figure 4.3. It means that the number of steps $M$ made from $q_{i-1}$ to $q_{i}$ is the same as from $q_{i}$ to $q_{i+1}$ since the only rule in the relation with $q_{i-1} \rightarrow X_{1}^{i}$ is the rule $q_{i} \rightarrow X_{1}^{i+1}$. Moreover, $M$ can never come back to a state corresponding to a previous component. (By a component of $M$, we mean the finite automaton $M_{i}=\left(Q, \Sigma, \delta, q_{i-1},\left\{q_{i}\right\}\right)$, for $1 \leq i \leq n$.) Now, construct a derivation of $w$ in $G$. By Lemma 1 , we have $\left|\left\{X:\left(q_{i} \rightarrow X_{1}^{i+1}, q_{i+1} \rightarrow X\right) \in R\right\}\right|=1$, for all $0 \leq i<n-1$. Thus, $S \rightarrow X_{1}^{1} X_{1}^{2} \ldots X_{1}^{n} \in P$. Moreover, if $X_{j}^{i} x_{j}^{i} \rightarrow X_{j+1}^{i}$, we apply $X_{j}^{i} \rightarrow x_{j}^{i} X_{j+1}^{i} \in P$, and if $X_{k}^{i} x_{k}^{i} \rightarrow q_{i}$, we apply $X_{k}^{i} \rightarrow x_{k}^{i} \in P$, $1 \leq i \leq n, 1 \leq j<k$.

Hence, Lemma 2 holds.

The following lemma says that every language accepted by an $n$-turn first-move self-regulating finite automaton can be generated by an $(n+1)$-parallel right linear grammar. Thus, parallel right linear grammars are at least as powerful as first-move self-regulating finite automata.

Lemma 3. Let $M$ be an $n$-first-SFA. There is an $(n+1)-P R L G, G$, such that $L(G)=L(M)$.
Proof. Let $M=\left(Q, \Sigma, \delta, q_{0}, q_{t}, F, R\right)$. Consider $G=\left(N_{0}, \ldots, N_{n}, \Sigma, S, P\right)$, where

$$
\begin{aligned}
N_{i}= & \left(Q(\Sigma \cup\{\varepsilon\})^{l} \times Q \times\{i\} \times Q\right) \cup(Q \times\{i\} \times Q), \\
l= & \max \{|w|: q w \rightarrow p \in \delta\}, 0 \leq i \leq n, \text { and } \\
P= & \left\{S \rightarrow\left[q_{0} x_{0}, q^{0}, 0, q_{t}\right]\left[q_{t} x_{1}, q^{1}, 1, q_{i_{1}}\right]\left[q_{i_{1}} x_{2}, q^{2}, 2, q_{i_{2}}\right] \ldots\left[q_{i_{n-1}} x_{n}, q^{n}, n, q_{i_{n}}\right]:\right. \\
& r_{0} \cdot q_{0} x_{0} \rightarrow q^{0}, r_{1} \cdot q_{t} x_{1} \rightarrow q^{1}, r_{2} \cdot q_{i_{1}} x_{2} \rightarrow q^{2}, \ldots, r_{n} \cdot q_{i_{n-1}} x_{n} \rightarrow q^{n} \in \delta, \\
& \left.\quad\left(r_{0}, r_{1}\right),\left(r_{1}, r_{2}\right), \ldots,\left(r_{n-1}, r_{n}\right) \in R, q_{i_{n}} \in F\right\} \cup \\
& \{[p x, q, i, r] \rightarrow x[q, i, r]\} \cup \\
& \{[q, i, q] \rightarrow \varepsilon: q \in Q\} \cup \\
& \left\{[q, i, p] \rightarrow w\left[q^{\prime}, i, p\right]: q w \rightarrow q^{\prime} \in \delta\right\} .
\end{aligned}
$$

We prove that $L(G)=L(M)$. To prove that $L(G) \subseteq L(M)$, observe that we make $n+1$ copies of $M$ and go through them similarly to Figure 4.3. Consider a derivation of $w$ in $G$. Then, in greater detail, this derivation is of the form

$$
\begin{align*}
S & \Rightarrow\left[q_{0} x_{0}^{0}, q_{1}^{0}, 0, q_{t}\right]\left[q_{t} x_{0}^{1}, q_{1}^{1}, 1, q_{i_{1}}\right] \ldots\left[q_{i_{n-1}} x_{0}^{n}, q_{1}^{n}, n, q_{i_{n}}\right] \\
& \Rightarrow x_{0}^{0}\left[q_{1}^{0}, 0, q_{t}\right] x_{0}^{1}\left[q_{1}^{1}, 1, q_{i_{1}}\right] \ldots x_{0}^{n}\left[q_{1}^{n}, n, q_{i_{n}}\right] \\
& \Rightarrow x_{0}^{0} x_{1}^{0}\left[q_{2}^{0}, 0, q_{t}\right] x_{0}^{1} x_{1}^{1}\left[q_{2}^{1}, 1, q_{i_{1}}\right] \ldots x_{0}^{n} x_{1}^{n}\left[q_{2}^{n}, n, q_{i_{n}}\right]  \tag{4.1}\\
& \vdots \\
& \Rightarrow x_{0}^{0} x_{1}^{0} \ldots x_{k}^{0}\left[q_{t}, 0, q_{t}\right] x_{0}^{1} x_{1}^{1} \ldots x_{k}^{1}\left[q_{i_{1}}, 1, q_{i_{1}}\right] \ldots x_{0}^{n} x_{1}^{n} \ldots x_{k}^{n}\left[q_{i_{n}}, n, q_{i_{n}}\right] \\
& \Rightarrow x_{0}^{0} x_{1}^{0} \ldots x_{k}^{0} x_{0}^{1} x_{1}^{1} \ldots x_{k}^{1} \ldots x_{0}^{n} x_{1}^{n} \ldots x_{k}^{n}
\end{align*}
$$

and

$$
\begin{gathered}
r_{0} \cdot q_{0} x_{0}^{0} \rightarrow q_{1}^{0}, r_{1} \cdot q_{t} x_{0}^{1} \rightarrow q_{1}^{1}, r_{2} \cdot q_{i_{1}} x_{0}^{2} \rightarrow q_{1}^{2}, \ldots, r_{n} \cdot q_{i_{n-1}} x_{0}^{n} \rightarrow q_{1}^{n} \in \delta \\
\left(r_{0}, r_{1}\right),\left(r_{1}, r_{2}\right), \ldots,\left(r_{n-1}, r_{n}\right) \in R
\end{gathered}
$$

and $q_{i_{n}} \in F$.
Thus, the list of rules used in the acceptance of $w$ in $M$ is

$$
\begin{align*}
\mu= & \left(q_{0} x_{0}^{0} \rightarrow q_{1}^{0}\right)\left(q_{1}^{0} x_{1}^{0} \rightarrow q_{2}^{0}\right) \ldots\left(q_{k}^{0} x_{k}^{0} \rightarrow q_{t}\right) \\
& \left(q_{t} x_{0}^{1} \rightarrow q_{1}^{1}\right)\left(q_{1}^{1} x_{1}^{1} \rightarrow q_{2}^{1}\right) \ldots\left(q_{k}^{1} x_{k}^{1} \rightarrow q_{i_{1}}\right) \\
& \left(q_{i_{1}} x_{0}^{2} \rightarrow q_{1}^{2}\right)\left(q_{1}^{2} x_{1}^{2} \rightarrow q_{2}^{2}\right) \ldots\left(q_{k}^{2} x_{k}^{2} \rightarrow q_{i_{2}}\right)  \tag{4.2}\\
& \vdots \\
& \left(q_{i_{n-1}} x_{0}^{n} \rightarrow q_{1}^{n}\right)\left(q_{1}^{n} x_{1}^{n} \rightarrow q_{2}^{n}\right) \ldots\left(q_{k}^{n} x_{k}^{n} \rightarrow q_{i_{n}}\right) .
\end{align*}
$$

Now, we prove that $L(M) \subseteq L(G)$. Informally, the acceptance is divided into $n+1$ parts of the same length. Grammar $G$ generates the $i$ th part by the $i$ th component and records the state from which the next component starts.

Let $\mu$ be a list of rules used in an acceptance of

$$
w=x_{0}^{0} x_{1}^{0} \ldots x_{k}^{0} x_{0}^{1} x_{1}^{1} \ldots x_{k}^{1} \ldots x_{0}^{n} x_{1}^{n} \ldots x_{k}^{n}
$$

in $M$ of the form (4.2). Then, the derivation of the form (4.1) is the corresponding derivation of $w$ in $G$ since

$$
\left[q_{j}^{i}, i, p\right] \rightarrow x_{j}^{i}\left[q_{j+1}^{i}, i, p\right] \in P
$$

and

$$
[q, i, q] \rightarrow \varepsilon,
$$

for all $0 \leq i \leq n, 1 \leq j<k$.
Hence, Lemma 3 holds.
The first main result of this chapter is that first-move self-regulating finite automata are as powerful as parallel right linear grammars.

Theorem 8. For all $n \in \mathbb{N}_{0}, F I R S T_{n}=R_{n+1}$.
Proof. This proof follows from Lemmas 2 and 3.
Corollary 1. The following statements hold true.

1. $R E G=F I R S T_{0} \subset F I R S T_{1} \subset F I R S T_{2} \subset \ldots \subset C S$.
2. FIRST $_{1} \subset C F$.
3. FIRST $_{2} \not \subset C F$.
4. $C F \not \subset F I R S T_{n}$ for any $n \in \mathbb{N}_{0}$.
5. For all $n \in \mathbb{N}_{0}, F I R S T_{n}$ is closed under union, finite substitution, homomorphism, intersection with a regular language, and right quotient with a regular language.
6. For all $n \in \mathbb{N}, F I R S T_{n}$ is not closed under intersection and complement.

Proof. Recall the following statements proved in [83]:

- $R E G=R_{1} \subset R_{2} \subset R_{3} \subset \ldots \subset C S$.
- $R_{2} \subset C F$.
- $C F \not \approx R_{n}, n \in \mathbb{N}$.
- For all $n \in \mathbb{N}, R_{n}$ is closed under union, finite substitution, homomorphism, intersection with a regular language, and right quotient with a regular language.
- For all $n \in \mathbb{N}-\{1\}, R_{n}$ is not closed under intersection and complement.

These statements and Theorem 8 imply statements $1,2,4,5,6$ of Corollary 1 . Moreover, observe that $\left\{a^{n} b^{n} c^{2 n}: n \in \mathbb{N}_{0}\right\} \in F I R S T_{2}-C F$, which proves 3 .

Theorem 9. For all $n \in \mathbb{N}, F I R S T_{n}$ is not closed under inverse homomorphism.
Proof. For $n=1$, let $L=\left\{a^{k} b^{k}: k \in \mathbb{N}\right\}$, and let the homomorphism $h:\{a, b, c\}^{*} \rightarrow\{a, b\}^{*}$ be defined as $h(a)=a, h(b)=b$, and $h(c)=\varepsilon$. Then, it is not hard to see that $L \in F I R S T_{1}$. However, we prove that

$$
L^{\prime}=h^{-1}(L) \cap c^{*} a^{*} b^{*}=\left\{c^{*} a^{k} b^{k}: k \in \mathbb{N}\right\} \notin \operatorname{FIRST}_{1} .
$$

Assume that $L^{\prime}$ is in $\operatorname{FIRST}_{1}$. Then, by Theorem 8, there is a two-PRLG $G=\left(N_{1}, N_{2}, T, S, P\right)$ such that $L(G)=L^{\prime}$. Let $k>|P| \cdot \max \{|w|: X \rightarrow w Y \in P\}$. Consider a derivation of $c^{k} a^{k} b^{k} \in L^{\prime}$. The second component can generate only finitely many $a$ s; otherwise, it derives $\left\{a^{k} b^{n}: k<n\right\}$, which is not regular. Analogously, the first component generates only finitely many $b s$. Therefore, the first component generates any number of $a$ s, and the second component generates any number of $b \mathrm{~s}$. Moreover, there is a derivation of the form $X \Rightarrow^{m} X$, for some $X \in N_{2}$, and $m \in \mathbb{N}$, used in the derivation in the second component. In the first component, there is a derivation $A \Rightarrow^{l} a^{s} A$, for some $A \in N_{1}$, and $s, l \in \mathbb{N}$. Then, we can modify the derivation of $c^{k} a^{k} b^{k}$ so that in the first component, we repeat the cycle $A \Rightarrow^{l} a^{s} A(m+1)$-times, and in the second component, we repeat the cycle $X \Rightarrow^{m} X$ $(l+1)$-times. The derivations of both components have the same length-the added cycles are of length $m l$, and the rest is of the same length as in the derivation of $c^{k} a^{k} b^{k}$. Therefore, we have derived $c^{k} a^{r} b^{k}$, where $r>k$, which is not in $L^{\prime}$-a contradiction.

For $n>1$, the proof is analogous and left to the reader.
Corollary 2. For all $n \in \mathbb{N}, F_{I R S T}^{n}$ is not closed under concatenation. Therefore, it is not closed under Kleene closure either.

Proof. For $n=1$, let $L_{1}=\{c\}^{*}$ and $L_{2}=\left\{a^{k} b^{k}: k \in \mathbb{N}\right\}$. Then, $L_{1} L_{2}=\left\{c^{*} a^{k} b^{k}: k \in \mathbb{N}\right\}$. Analogously for $n>1$. Moreover, let $L=L_{1} \cup L_{2}$. Then, $L^{*} \cap\{c\}^{*}\{a\}^{+}\{b\}^{+}=L_{1} L_{2}$.

### 4.2 2 All-Move Self-Regulating Finite Automata

This section discusses $n$-turn all-move self-regulating finite automata. It proves that the family of languages accepted by $n$-turn all-move self-regulating finite automata coincides with the family of languages generated by $n$-right linear simple matrix grammars.

Definition 29. For $n \in \mathbb{N}$, an $n$-right linear simple matrix grammar, $n$-RLSMG, is an ( $n+3$ )-tuple

$$
G=\left(N_{1}, \ldots, N_{n}, T, S, P\right)
$$

where

- $N_{i}, 1 \leq i \leq n$, are pairwise disjoint nonterminal alphabets,
- $T$ is a terminal alphabet,
- $S \notin N=N_{1} \cup \ldots \cup N_{n}$ is the start symbol, $N \cap T=\emptyset$, and
- $P$ is a finite set of matrix rules. Any matrix rule can be in one of the following three forms:

$$
\begin{array}{ll}
\text { 1. }\left[S \rightarrow X_{1} \ldots X_{n}\right], & X_{i} \in N_{i}, 1 \leq i \leq n \text {; } \\
\text { 2. }\left[X_{1} \rightarrow w_{1} Y_{1}, \ldots, X_{n} \rightarrow w_{n} Y_{n}\right], & w_{i} \in T^{*}, X_{i}, Y_{i} \in N_{i}, 1 \leq i \leq n \text {; } \\
\text { 3. }\left[X_{1} \rightarrow w_{1}, \ldots, X_{n} \rightarrow w_{n}\right], & X_{i} \in N_{i}, w_{i} \in T^{*}, 1 \leq i \leq n .
\end{array}
$$

Let $m$ be a matrix, then $m[i]$ denotes the $i$ th rule of $m$.
For $x, y \in(N \cup T \cup\{S\})^{*}, x \Rightarrow y$ if and only if

1. either $x=S$ and $[S \rightarrow y] \in P$,
2. or $x=y_{1} X_{1} \ldots y_{n} X_{n}, y=y_{1} x_{1} \ldots y_{n} x_{n}$, where $y_{i} \in T^{*}, X_{i} \in N_{i}$, and $\left[X_{1} \rightarrow x_{1}, \ldots, X_{n} \rightarrow x_{n}\right] \in P$, for $i=1, \ldots, n$,

We define $\Rightarrow^{n}$, for $n \in \mathbb{N}_{0}, x \Rightarrow^{+} y$, and $x \Rightarrow^{*} y$ as usual.
The language generated by an $n$-right linear simple matrix grammar, $G$, is defined as

$$
L(G)=\left\{w \in T^{*}: S \Rightarrow^{*} w\right\} .
$$

A language, $L$, is an $n$-right linear simple matrix language, $n$-RLSML, if there is an $n$-RLSMG, $G$, such that $L=L(G)$. The family of $n$-RLSMLs is denoted by $R_{[n]}$.

The $i$ th component of an $n$-RLSMG is defined analogously as in case of parallel right linear grammars.

To prove the main result, the following lemma is needed.
Lemma 4. For every $n$-RLSMG, $G=\left(N_{1}, \ldots, N_{n}, T, S, P\right)$, there is an equivalent $n-R L S M G, G^{\prime}$, that satisfies:

1. if $\left[S \rightarrow X_{1} \ldots X_{n}\right]$, then $X_{i}$ does not occur on the right-hand side of any rule, for $i=1, \ldots, n$;
2. if $[S \rightarrow \alpha],[S \rightarrow \beta] \in P$ and $\alpha \neq \beta$, then alph $(\alpha) \cap \operatorname{alph}(\beta)=\emptyset$;
3. for any two matrices $m_{1}, m_{2} \in P$, if $m_{1}[i]=m_{2}[i]$, for some $1 \leq i \leq n$, then $m_{1}=m_{2}$.

Proof. The first two conditions can be proved analogously to Lemma 1. Suppose that there are matrices $m$ and $m^{\prime}$ such that $m[i]=m^{\prime}[i]$, for some $1 \leq i \leq n$. Let $m=\left[X_{1} \rightarrow x_{1}, \ldots, X_{n} \rightarrow x_{n}\right]$, $m^{\prime}=\left[Y_{1} \rightarrow y_{1}, \ldots, Y_{n} \rightarrow y_{n}\right]$. Replace these matrices with matrices $m_{1}=\left[X_{1} \rightarrow X_{1}^{\prime}, \ldots, X_{n} \rightarrow X_{n}^{\prime}\right]$, $m_{2}=\left[X_{1}^{\prime} \rightarrow x_{1}, \ldots, X_{n}^{\prime} \rightarrow x_{n}\right]$, and $m_{1}^{\prime}=\left[Y_{1} \rightarrow Y_{1}^{\prime \prime}, \ldots, Y_{n} \rightarrow Y_{n}^{\prime \prime}\right], m_{2}^{\prime}=\left[Y_{1}^{\prime \prime} \rightarrow y_{1}, \ldots, Y_{n}^{\prime \prime} \rightarrow y_{n}\right]$, where $X_{i}^{\prime}, Y_{i}^{\prime \prime}$ are new nonterminals, for all $i=1, \ldots, n$. These new matrices satisfy condition 3. Repeat this replacement until the resulting grammar satisfies the properties of $G^{\prime}$ given in this lemma.

The following lemma says that every language generated by an $n$-right linear simple matrix grammar can be accepted by an ( $n-1$ )-turn all-move self-regulating finite automaton. Thus, allmove self-regulating finite automata are at least as powerful as right linear simple matrix grammars.

Lemma 5. Let $G$ be an $n$-RLSMG. There is an $(n-1)$-all-SFA, $M$, such that $L(G)=L(M)$.
Proof. Without loss of generality, we can assume that $G=\left(N_{1}, \ldots, N_{n}, T, S, P\right)$ is in the form described in Lemma 4. Construct an $(n-1)$-all-SFA

$$
M=\left(Q, T, \delta, q_{0}, q_{t}, F, R\right),
$$

where

$$
\begin{aligned}
Q= & \left\{q_{0}, \ldots, q_{n}\right\} \cup N, N=N_{1} \cup \ldots \cup N_{n}, \text { and }\left\{q_{0}, q_{1}, \ldots, q_{n}\right\} \cap N=\emptyset, \\
F= & \left\{q_{n}\right\}, \\
\delta= & \left\{\begin{array}{l}
\left\{q_{i} \rightarrow X_{i+1}:\left[S \rightarrow X_{1} \ldots X_{n}\right] \in P, 0 \leq i<n\right\} \cup \\
\left\{X_{i} w_{i} \rightarrow Y_{i}:\left[X_{1} \rightarrow w_{1} Y_{1}, \ldots, X_{n} \rightarrow w_{n} Y_{n}\right] \in P, 1 \leq i \leq n\right\} \cup \\
\left\{X_{i} w_{i} \rightarrow q_{i}:\left[X_{1} \rightarrow w_{1}, \ldots, X_{n} \rightarrow w_{n}\right] \in P, w_{i} \in T^{*}, 1 \leq i \leq n\right\},
\end{array}\right. \\
q_{t}= & q_{1}, \\
\Psi= & \delta \text { with the identity map, and } \\
R= & \left\{\begin{array}{l}
\left\{\left(q_{i} \rightarrow X_{i+1}, q_{i+1} \rightarrow X_{i+2}\right):\left[S \rightarrow X_{1} \ldots X_{n}\right] \in P, 0 \leq i \leq n-2\right\} \cup \\
\left\{\left(X_{i} w_{i} \rightarrow Y_{i}, X_{i+1} w_{i+1} \rightarrow Y_{i+1}\right):\left[X_{1} \rightarrow w_{1} Y_{1}, \ldots, X_{n} \rightarrow w_{n} Y_{n}\right] \in P, 1 \leq i<n\right\} \cup \\
\left\{\left(X_{i} w_{i} \rightarrow q_{i}, X_{i+1} w_{i+1} \rightarrow q_{i+1}\right):\left[X_{1} \rightarrow w_{1}, \ldots, X_{n} \rightarrow w_{n}\right] \in P, w_{i} \in T^{*}, 1 \leq i<n\right\} .
\end{array}\right.
\end{aligned}
$$

We prove that $L(G)=L(M)$. The proof of the inclusion $L(G) \subseteq L(M)$ is very similar to the proof of the same inclusion of Lemma 2, so it is left to the reader.

To prove that $L(M) \subseteq L(G)$, consider $w \in L(M)$ and an acceptance of $w$ in $M$. As in Lemma 2, the derivation looks like the one depicted on the right-hand side of Figure 4.3. We generate $w$ in $G$ as follows. By Lemma 4, there is matrix $\left[S \rightarrow X_{1}^{1} X_{1}^{2} \ldots X_{1}^{n}\right]$ in $P$. Moreover, if $X_{j}^{i} x_{j}^{i} \rightarrow X_{j+1}^{i}$, $1 \leq i \leq n$, then

$$
\left(X_{j}^{i} \rightarrow x_{j}^{i} X_{j+1}^{i}, X_{j}^{i+1} \rightarrow x_{j}^{i+1} X_{j+1}^{i+1}\right) \in R,
$$

for $1 \leq i<n, 1 \leq j<k$. We apply

$$
\left[X_{j}^{1} \rightarrow x_{j}^{1} X_{j+1}^{1}, \ldots, X_{j}^{n} \rightarrow x_{j}^{n} X_{j+1}^{n}\right]
$$

from $P$. If $X_{k}^{i} x_{k}^{i} \rightarrow q_{i}, 1 \leq i \leq n$, then

$$
\left(X_{k}^{i} \rightarrow x_{k}^{i}, X_{k}^{i+1} \rightarrow x_{k}^{i+1}\right) \in R,
$$

for $1 \leq i<n$, and we apply

$$
\left[X_{k}^{1} \rightarrow x_{k}^{1}, \ldots, X_{k}^{n} \rightarrow x_{k}^{n}\right] \in P .
$$

Thus, $w \in L(G)$.
Hence, Lemma 5 holds.
The following lemma says that every language accepted by an $n$-turn all-move self-regulating finite automaton can be generated by an $(n+1)$-right linear simple matrix grammar. Thus, right linear simple matrix grammars are at least as powerful as all-move self-regulating finite automata.

Lemma 6. Let $M$ be an n-all-SFA. There is an $(n+1)$-RLSMG, $G$, such that $L(G)=L(M)$.
Proof. Let $M=\left(Q, \Sigma, \delta, q_{0}, q_{t}, F, R\right)$. Consider $G=\left(N_{0}, \ldots, N_{n}, \Sigma, S, P\right)$, where

$$
\begin{aligned}
N_{i}= & \left(Q(\Sigma \cup\{\varepsilon\})^{l} \times Q \times\{i\} \times Q\right) \cup(Q \times\{i\} \times Q), \\
l= & \max \{|w|: q w \rightarrow p \in \delta\}, 0 \leq i \leq n, \text { and } \\
P= & \left\{\left[S \rightarrow\left[q_{0} x_{0}, q^{0}, 0, q_{t}\right]\left[q_{t} x_{1}, q^{1}, 1, q_{i_{1}}\right] \ldots\left[q_{i_{n-1}} x_{n}, q^{n}, n, q_{i_{n}}\right]\right]:\right. \\
& r_{0} \cdot q_{0} x_{0} \rightarrow q^{0}, r_{1} \cdot q_{t} x_{1} \rightarrow q^{1}, \ldots, r_{n} \cdot q_{i_{n-1}} x_{n} \rightarrow q^{n} \in \delta, \\
& \left.\left(r_{0}, r_{1}\right), \ldots,\left(r_{n-1}, r_{n}\right) \in R, q_{i_{n}} \in F\right\} \cup \\
& \left\{\left[\left[p_{0} x_{0}, q_{0}, 0, r_{0}\right] \rightarrow x_{0}\left[q_{0}, 0, r_{0}\right], \ldots,\left[p_{n} x_{n}, q_{n}, n, r_{n}\right] \rightarrow x_{n}\left[q_{n}, n, r_{n}\right]\right]\right\} \cup \\
& \left\{\left[\left[q_{0}, 0, q_{0}\right] \rightarrow \varepsilon, \ldots,\left[q_{n}, n, q_{n}\right] \rightarrow \varepsilon\right]: q_{i} \in Q, 0 \leq i \leq n\right\} \cup \\
& \left\{\left[\left[q_{0}, 0, p_{0}\right] \rightarrow w_{0}\left[q_{0}^{\prime}, 0, p_{0}\right], \ldots,\left[q_{n}, n, p_{n}\right] \rightarrow w_{n}\left[q_{n}^{\prime}, n, p_{n}\right]\right]:\right. \\
& \left.r_{j} \cdot q_{j} w_{j} \rightarrow q_{j}^{\prime} \in \delta, 0 \leq j \leq n,\left(r_{i}, r_{i+1}\right) \in R, 0 \leq i<n\right\} .
\end{aligned}
$$

We prove that $L(G)=L(M)$. To prove that $L(G) \subseteq L(M)$, consider a derivation of $w$ in $G$. Then, the derivation is of the form (4.1) and there are rules

$$
r_{0} \cdot q_{0} x_{0}^{0} \rightarrow q_{1}^{0}, r_{1} \cdot q_{t} x_{0}^{1} \rightarrow q_{1}^{1}, \ldots, r_{n} \cdot q_{i_{n-1}} x_{0}^{n} \rightarrow q_{1}^{n}
$$

in $\delta$ such that $\left(r_{0}, r_{1}\right), \ldots,\left(r_{n-1}, r_{n}\right) \in R$. Moreover, $\left(r_{j}^{l}, r_{j}^{l+1}\right) \in R$, where $r_{j}^{l} \cdot q_{j}^{l} x_{j}^{l} \rightarrow q_{j+1}^{l} \in \delta$, and $\left(r_{k}^{l}, r_{k}^{l+1}\right) \in R$, where $r_{k}^{l} \cdot q_{k}^{l} x_{k}^{l} \rightarrow q_{i_{l}} \in \delta, 0 \leq l<n, 1 \leq j<k, q_{i_{0}}$ denotes $q_{t}$, and $q_{i_{n}} \in F$. Thus, $M$ accepts $w$ with the list of rules $\mu$ of the form (4.2).

To prove that $L(M) \subseteq L(G)$, let $\mu$ be a list of rules used in an acceptance of

$$
w=x_{0}^{0} x_{1}^{0} \ldots x_{k}^{0} x_{0}^{1} x_{1}^{1} \ldots x_{k}^{1} \ldots x_{0}^{n} x_{1}^{n} \ldots x_{k}^{n}
$$

in $M$ of the form (4.2). Then, the derivation is of the form (4.1) because

$$
\left[\left[q_{j}^{0}, 0, q_{t}\right] \rightarrow x_{j}^{0}\left[q_{j+1}^{0}, 0, q_{t}\right], \ldots,\left[q_{j}^{n}, n, q_{i_{n}}\right] \rightarrow x_{j}^{n}\left[q_{j+1}^{n}, n, q_{i_{n}}\right]\right] \in P
$$

for all $q_{j}^{i} \in Q, 1 \leq i \leq n, 1 \leq j<k$, and $\left[\left[q_{t}, 0, q_{t}\right] \rightarrow \varepsilon, \ldots,\left[q_{i_{n}}, n, q_{i_{n}}\right] \rightarrow \varepsilon\right] \in P$.
Hence, Lemma 6 holds.

The second main result of this chapter is that all-move self-regulating finite automata are as powerful as right linear simple matrix grammars.

Theorem 10. For all $n \in \mathbb{N}_{0}, A L L_{n}=R_{[n+1]}$.
Proof. This proof follows from Lemmas 5 and 6.
Corollary 3. The following statements hold:

1. $R E G=A L L_{0} \subset A L L_{1} \subset A L L_{2} \subset \ldots \subset C S$.
2. $A L L_{1} \nsubseteq C F$.
3. $C F \nsubseteq A L L_{n}$, for every $n \in \mathbb{N}_{0}$.
4. For all $n \in \mathbb{N}_{0}, A L L_{n}$ is closed under union, concatenation, finite substitution, homomorphism, intersection with a regular language, and right quotient with a regular language.
5. For all $n \in \mathbb{N}, A L L_{n}$ is not closed under intersection, complement, and Kleene closure.

Proof. Recall the following statements proved in [95]:

- $R E G=R_{[1]} \subset R_{[2]} \subset R_{[3]} \subset \ldots \subset C S$.
- For all $n \in \mathbb{N}, R_{[n]}$ is closed under union, finite substitution, homomorphism, intersection with a regular language, and right quotient with a regular language.
- For all $n \in \mathbb{N}-\{1\}, R_{[n]}$ is not closed under intersection and complement.

Furthermore, recall statements proved in [87] and [88]:

- For all $n \in \mathbb{N}, R_{[n]}$ is closed under concatenation.
- For all $n \in \mathbb{N}-\{1\}, R_{[n]}$ is not closed under Kleene closure.

These statements and Theorem 10 imply statements 1, 4, and 5 of Corollary 3. Moreover, observe that $\left\{w w: w \in\{a, b\}^{*}\right\} \in A L L_{1}-C F$ (see Example 2), which proves 2. Finally, let $L=\left\{w c w^{R}\right.$ : $\left.w \in\{a, b\}^{*}\right\}$. In [11, Theorem 1.5.2], there is a proof that $L \notin R_{[n]}$, for any $n \in \mathbb{N}$. Thus, 3 follows from Theorem 10.

Theorem 11, given next, follows from Theorem 10 and from Corollary 3.3.3 in [88]. However, Corollary 3.3.3 in [88] is not proved effectively. We next prove Theorem 11 effectively.

Theorem 11. $A L L_{n}$ is closed under inverse homomorphism, for all $n \in \mathbb{N}_{0}$.
The basic idea of the proof is to simulate the derivation of a one-all-SFA, $M$, as follows. If $M$ reads $a$, the simulation proceeds as if $M$ reads $h(a)$, where $h$ is a given homomorphism. Since $h(a)$ is a string, we store $h(a)$ in the state of the simulating automaton and then, in the state, simulate the reading of $h(a)$. However, the automaton can make a turn while a piece of $h(a)$ is still stored in the state. This string, in the proof denoted by $y$, must be carried over.

Proof. For $n=1$, let $M=\left(Q, \Sigma, \delta, q_{0}, q_{t}, F, R\right)$ be a one-all-SFA, and let $h: \Delta^{*} \rightarrow \Sigma^{*}$ be a homomorphism. Construct a one-all-SFA

$$
M^{\prime}=\left(Q^{\prime}, \Delta, \delta^{\prime}, q_{0}^{\prime}, q_{t}^{\prime},\left\{q_{f}^{\prime}\right\}, R^{\prime}\right)
$$

accepting $h^{-1}(L(M))$ as follows. Denote $k=\max \{|w|: q w \rightarrow p \in \delta\}+\max \{|h(a)|: a \in \Delta\}$. Let

$$
Q^{\prime}=q_{0}^{\prime} \cup\left\{[x, q, y]: x, y \in \Sigma^{*},|x|,|y| \leq k, q \in Q\right\}
$$

Initially, set $\delta^{\prime}$ and $R^{\prime}$ to $\emptyset$. Then, extend $\delta^{\prime}$ and $R^{\prime}$ by performing 1 through 5 , where $\delta^{\prime}$ contains exactly the rules used in $R^{\prime}$.

1. For $y \in \Sigma^{*},|y| \leq k$, add $\left(q_{0}^{\prime} \rightarrow\left[\varepsilon, q_{0}, y\right], q_{t}^{\prime} \rightarrow\left[y, q_{t}, \varepsilon\right]\right)$ to $R^{\prime}$;
2. For $A \in Q^{\prime}, q \neq q_{t}$, add $([x, q, y] a \rightarrow[x h(a), q, y], A \rightarrow A)$ to $R^{\prime} ;$
3. For $A \in Q^{\prime}$, add $(A \rightarrow A,[x, q, \varepsilon] a \rightarrow[x h(a), q, \varepsilon])$ to $R^{\prime}$;
4. For $\left(q x \rightarrow p, q^{\prime} x^{\prime} \rightarrow p^{\prime}\right) \in R, q \neq q_{t}$, add $\left([x w, q, y] \rightarrow[w, p, y],\left[x^{\prime} w^{\prime}, q^{\prime}, \varepsilon\right] \rightarrow\left[w^{\prime}, p^{\prime}, \varepsilon\right]\right)$ to $R^{\prime}$;
5. For $q_{f} \in F$, add $\left(\left[y, q_{t}, y\right] \rightarrow q_{t}^{\prime},\left[\varepsilon, q_{f}, \varepsilon\right] \rightarrow q_{f}^{\prime}\right)$ to $R^{\prime}$.

In essence, $M^{\prime}$ simulates $M$ in the following way. In a state of the form $[x, q, y]$, the three components have the following meaning:

- $x=h\left(a_{1} \ldots a_{n}\right)$, where $a_{1} \ldots a_{n}$ is the input string that $M^{\prime}$ has already read;
- $q$ is the current state of $M$;
- $y$ is the suffix remaining as the first component of the state that $M^{\prime}$ enters during a turn; $y$ is thus obtained when $M^{\prime}$ reads the last symbol right before the turn occurs in $M$; $M$ reads $y$ after the turn.

More precisely, $h(w)=w_{1} y w_{2}$, where $w$ is an input string, $w_{1}$ is accepted by $M$ before making the turn, i.e. from $q_{0}$ to $q_{t}$, and $y w_{2}$ is accepted by $M$ after making the turn, i.e. from $q_{t}$ to $q_{f} \in F$.

For $n>1$, the proof is analogous.

### 4.2.3 Language Families Accepted by n-first-SFAs and n-all-SFAs

This section compares the family of languages accepted by $n$-turn first-move self-regulating finite automata with the family of languages accepted by $n$-turn all-move self-regulating finite automata.

Theorem 12. For all $n \in \mathbb{N}, \operatorname{FIRST}_{n} \subset A L L_{n}$.
Proof. In [83] and [95], it is proved that for all $n \in \mathbb{N}-\{1\}, R_{n} \subset R_{[n]}$. The proof of Theorem 12 thus follows from Theorems 8 and 10 .

Theorem 13. $F I R S T_{n} \nsubseteq A L L_{n-1}$, for all $n \in \mathbb{N}$.
Proof. It is easy to see that $L=\left\{a_{1}^{k} a_{2}^{k} \ldots a_{n+1}^{k}: k \in \mathbb{N}\right\} \in F I R S T_{n}=R_{n+1}$. However, $L \notin A L L_{n-1}=$ $R_{[n]}$ (see Lemma 1.5.6 in [11]).

Lemma 7. For each regular language, L, language $\left\{w^{n}: w \in L\right\} \in A L L_{n-1}$.
Proof. Let $L=L(M)$, where $M$ is a finite automaton. Make $n$ copies of $M$. Rename their states so all the sets of states are pairwise disjoint. In this way, also rename the states in the rules of each of these $n$ automata; however, keep the labels of the rules unchanged. For each rule label $r$, include $(r, r)$ into $R$. As a result, we obtain an $n$-turn all-move self-regulating finite automaton that accepts $\left\{w^{n}: w \in L\right\}$.

Theorem 14. $A L L_{n}-F I R S T \neq \emptyset$, for all $n \in \mathbb{N}$, where $F I R S T=\bigcup_{m=1}^{\infty} F I R S T_{m}$.
Proof. By induction on $n \in \mathbb{N}$, we prove that language

$$
L=\left\{(c w)^{n+1}: w \in\{a, b\}^{*}\right\} \notin F I R S T .
$$

From Lemma 7, $L \in A L L_{n}$.

Basis: For $n=1$, let $G$ be an $m$-PRLG generating $L$, for some positive integer $m$. Consider a sufficiently large string $c w_{1} c w_{2} \in L$ such that $w_{1}=w_{2}=a^{n_{1}} b^{n_{2}}, n_{2}>n_{1}>1$. Then, there is a derivation of the form

$$
\begin{align*}
S & \Rightarrow^{p} \\
x_{1} A_{1} x_{2} A_{2} \ldots x_{m} A_{m} & \Rightarrow^{k} \quad x_{1} y_{1} A_{1} x_{2} y_{2} A_{2} \ldots x_{m} y_{m} A_{m} \tag{4.3}
\end{align*}
$$

in $G$, where cycle (4.3) generates more than one $a$ in $w_{1}$. The derivation continues as

$$
\begin{align*}
& x_{1} y_{1} A_{1} x_{2} y_{2} A_{2} \ldots x_{m} y_{m} A_{m} \Rightarrow^{r} \\
& x_{1} y_{1} z_{1} B_{1} x_{2} y_{2} z_{2} B_{2} \ldots x_{m} y_{m} z_{m} B_{m} \Rightarrow^{l} \quad x_{1} y_{1} z_{1} u_{1} B_{1} x_{2} y_{2} z_{2} u_{2} B_{2} \ldots x_{m} y_{m} z_{m} u_{m} B_{m}  \tag{4.4}\\
&(\text { cycle }(4.4) \text { generates no } a \text { s }) \Rightarrow^{s} \\
& c w_{1} c w_{2}
\end{align*}
$$

Next, modify the left derivation, the derivation in components generating $c w_{1}$, so that the $a$-generating cycle (4.3) is repeated $(l+1)$-times. Similarly, modify the right derivation, the derivation in the other components, so that the no- $a$-generating cycle (4.4) is repeated $(k+1)$-times. Thus, the modified left derivation is of length

$$
p+k(l+1)+r+l+s=p+k+r+l(k+1)+s
$$

which is the length of the modified right derivation. Moreover, the modified left derivation generates more $a$ s in $w_{1}$ than the right derivation in $w_{2}$-a contradiction.

Induction step: Suppose that the theorem holds for $n \geq 2$, and consider $n+1$. Let

$$
\left\{(c w)^{n+1}: w \in\{a, b\}^{*}\right\} \in \operatorname{FIRST}_{l}
$$

for some $l \in \mathbb{N}$. As $F I R S T_{l}$ is closed under right quotient with a regular language, and $\{c w: w \in$ $\left.\{a, b\}^{*}\right\}$ is regular, we obtain $\left\{(c w)^{n}: w \in\{a, b\}^{*}\right\} \in F I R S T_{l} \subseteq F I R S T$-a contradiction.

Figure 4.4 summarizes the language families discussed so far.


Figure 4.4: The hierarchy of languages. Here, $F_{n}$ stands for $F I R S T_{n}$, and $A_{n}$ for $A L L_{n}$.

### 4.3 Self-Regulating Pushdown Automata

The previous section has discussed self-regulating finite automata. Next, self-regulating pushdown automata are discussed.

### 4.3.1 All-Move Self-Regulating Pushdown Automata

It is easy to see that an all-move self-regulating pushdown automaton without making any turn is exactly a common pushdown automaton. Therefore, $A L L-S P D A_{0}=C F$. Next, we prove that one-turn all-move self-regulating pushdown automata are as powerful as Turing machines.

Theorem 15. $A L L-S P D A_{1}=R E$.
The main idea of the proof is that every recursively enumerable language, $L$, can be expressed as $L=h(L(G) \cap L(H))$, where $G$ and $H$ are context-free grammars, and $h$ is a homomorphism. Then, on the pushdown, automaton $M$ simulates

1. $G$ that generates a string, $w$, so that if $a$ is on the top, $M$ reads $h(a)$; then,
2. $H$ that generates $w$, which is verified by $R$ (no input is read).

Proof. For any recursively enumerable language, $L \subseteq \Delta^{*}$, there are context-free languages $L(G)$ and $L(H)$ and a homomorphism $h: \Sigma^{*} \rightarrow \Delta^{*}$ such that

$$
L=h(L(G) \cap L(H))
$$

(see Theorem 1.12 in [49]). Suppose that $G=\left(N_{G}, \Sigma, P_{G}, S_{G}\right)$ and $H=\left(N_{H}, \Sigma, P_{H}, S_{H}\right)$ are contextfree grammars in the Greibach normal form, i.e. all productions are of the form $A \rightarrow a \alpha$, where $A$ is a nonterminal, $a$ is a terminal, and $\alpha$ is a (possibly empty) string of nonterminals. Let us construct one-all-SPDA

$$
M=\left(\left\{q_{0}, q, q_{t}, p, f\right\}, \Delta, \Sigma \cup N_{G} \cup N_{H} \cup\{Z\}, \delta, q_{0}, Z,\{f\}, R\right),
$$

where $Z \notin \Sigma \cup N_{G} \cup N_{H}$, with $R$ made as follows:

1. $\operatorname{add}\left(Z q_{0} \rightarrow Z S_{G} q, Z q_{t} \rightarrow Z S_{H} p\right)$ to $R$
2. add $\left(A q \rightarrow B_{n} \ldots B_{1} a q, C p \rightarrow D_{m} \ldots D_{1} a p\right)$ to $R$ if

$$
\begin{aligned}
& A \rightarrow a B_{1} \ldots B_{n} \in P_{G} \text { and } \\
& C \rightarrow a D_{1} \ldots D_{m} \in P_{H}
\end{aligned}
$$

3. add $(a q h(a) \rightarrow q, a p \rightarrow p)$ to $R$
4. add $\left(Z q \rightarrow Z q_{t}, Z p \rightarrow f\right)$ to $R$

Moreover, $\delta$ contains only the rules from the definition of $R$.
We prove that $w \in h(L(G) \cap L(H))$ if and only if $w \in L(M)$.
Only if Part: Let $w \in h(L(G) \cap L(H))$. There are $a_{1}, a_{2}, \ldots, a_{n} \in \Sigma$ such that

$$
a_{1} a_{2} \ldots a_{n} \in L(G) \cap L(H)
$$

and $w=h\left(a_{1} a_{2} \ldots a_{n}\right)$, for some $n \in \mathbb{N}_{0}$. There are leftmost derivations

$$
S_{G} \Rightarrow^{n} a_{1} a_{2} \ldots a_{n} \text { and } S_{H} \Rightarrow^{n} a_{1} a_{2} \ldots a_{n}
$$

of length $n$ in $G$ and $H$, respectively, because in every derivation step exactly one terminal symbol is derived. Thus, $M$ accepts $h\left(a_{1}\right) h\left(a_{2}\right) \ldots h\left(a_{n}\right)$ as

$$
\begin{gathered}
Z q_{0} h\left(a_{1}\right) h\left(a_{2}\right) \ldots h\left(a_{n}\right) \Rightarrow Z S_{G} q h\left(a_{1}\right) h\left(a_{2}\right) \ldots h\left(a_{n}\right), \ldots, Z a_{n} q h\left(a_{n}\right) \Rightarrow Z q, Z q \Rightarrow Z q_{t}, \\
Z q_{t} \Rightarrow Z S_{H} p, \ldots, Z a_{n} p \Rightarrow Z p, Z p \Rightarrow f .
\end{gathered}
$$

In state $q$, by using its pushdown, $M$ simulates $G$ 's derivation of $a_{1} \ldots a_{n}$ but reads $h\left(a_{1}\right) \ldots h\left(a_{n}\right)$ as the input. In $p, M$ simulates $H$ 's derivation of $a_{1} a_{2} \ldots a_{n}$ but reads no input. As $a_{1} a_{2} \ldots a_{n}$ can be derived in both $G$ and $H$ by making the same number of steps, the automaton can successfully complete the acceptance of $w$.

If Part: Notice that in one step, $M$ can read only $h(a) \in \Delta^{*}$, for some $a \in \Sigma$. Let $w \in L(M)$, then $w=h\left(a_{1}\right) h\left(a_{2}\right) \ldots h\left(a_{n}\right)$, for some $a_{1}, a_{2}, \ldots, a_{n} \in \Sigma$. Consider $M$ 's acceptance of $w$

$$
\begin{gathered}
Z q_{0} h\left(a_{1}\right) h\left(a_{2}\right) \ldots h\left(a_{n}\right) \Rightarrow Z S_{G} q h\left(a_{1}\right) h\left(a_{2}\right) \ldots h\left(a_{n}\right), \ldots, Z a_{n} q h\left(a_{n}\right) \Rightarrow Z q, Z q \Rightarrow Z q_{t} \\
Z q_{t} \Rightarrow Z S_{H} p, \ldots, Z a_{n} p \Rightarrow Z p, Z p \Rightarrow f
\end{gathered}
$$

As stated above, in $q, M$ simulates $G$ 's derivation of $a_{1} a_{2} \ldots a_{n}$, and then, in $p, M$ simulates $H$ 's derivation of $a_{1} a_{2} \ldots a_{n}$. It successfully completes the acceptance of $w$ only if $a_{1} a_{2} \ldots a_{n}$ can be derived in both $G$ and $H$. Hence, the if part holds, too.

### 4.3.2 First-Move Self-Regulating Pushdown Automata

Although the fundamental results about self-regulating automata have been achieved in previous sections, there still remain several open problems concerning them. One of them is the question what is the language family accepted by $n$-turn first-move self-regulating pushdown automata, when $n \in \mathbb{N}$ ? It is clear that for $n=0$ the language family accepted by zero-turn first-move self-regulating pushdown automata is exactly the family of all context-free languages.

### 4.3.3 Open Problems

Perhaps the most important open problems include 1 through 3 given next.

1. What is the language family accepted by $n$-turn first-move self-regulating pushdown automata, when $n \in \mathbb{N}$ ?
2. By analogy with the standard deterministic finite and pushdown automata, introduce the deterministic versions of self-regulating automata. What is their power?
3. Discuss the closure properties under other language operations, such as the reversal.

## Chapter 5

## Descriptional Complexity

This chapter studies the descriptional complexity of partially parallel grammars and grammars regulated by context conditions, where the well-known results concerning this topic are supplemented and improved. The main aim of this chapter is to study how to describe partially parallel grammars and grammars regulated by context conditions in a reduced and succinct way with respect to the number of grammatical components, such as the number of nonterminals and special productions. First, however, we define the notion description complexity of grammars with respect to the number of nonterminals and special productions.

Consider a family of languages, $\mathscr{L}$, and a family of grammars, $\mathscr{G}$, such that every language from $\mathscr{L}$ is generated by a grammar from $\mathscr{G}$, and every grammar from $\mathscr{G}$ generates only a language from $\mathscr{L}$, i.e. $L \in \mathscr{L}$ if and only if there is a grammar $G \in \mathscr{G}$ such that $L=L(G)$.

To reduce the number of nonterminals means to find a natural number (if exists), $k$, such that for every language $L \in \mathscr{L}$, there is a grammar $G \in \mathscr{G}$ such that the set of all $G$ 's nonterminals, $N$, contains no more than $k$ elements, $|N| \leq k$, and $G$ generates $L, L=L(G)$. In other words, the question is what is the minimal $k$ such that there is a subfamily, $\mathscr{H}$, of $\mathscr{G}$ consisting of grammars having no more than $k$ nonterminals such that any language from $\mathscr{L}$ is generated by a grammar from $\mathscr{H}$.

The reduction of special productions is defined analogously, i.e., the aim is to find a natural number (if exists), $l$, such that for every language $L \in \mathscr{L}$, there is a grammar $G \in \mathscr{G}$ with $P$ being the set of all its productions, $P=P^{\prime} \cup P^{\prime \prime}$, where $P^{\prime \prime}$ is the set of all special productions, such that $\left|P^{\prime \prime}\right| \leq l$ and $L=L(G)$. For instance, let $P^{\prime}$ be the set of all context-free and $P^{\prime \prime}$ the set of all remaining productions of $P$.

This chapter studies the simultaneous reduction of both the number of nonterminals and the number of special productions. In other words, in case of studied grammars, it is well-known that there are natural numbers $k$ and $l$ such that there is a subfamily, $\mathscr{H}$, of $\mathscr{G}$ having no more than $k$ nonterminals and $l$ special productions such that any language from $\mathscr{L}$ is generated by a grammar from $\mathscr{H}$. We decrease these numbers. More precisely, we prove that every recursively enumerable language is generated
(1) by a scattered context grammar with no more than four non-context-free productions and four nonterminals;
(2) by a multisequential grammar with no more than two selectors and two nonterminals;
(3) by a multicontinuous grammar with no more than two selectors and three nonterminals;
(4) by a context-conditional grammar of degree $(2,1)$ with no more than six conditional productions and seven nonterminals;
(5) by a simple context-conditional grammar of degree $(2,1)$ with no more than seven conditional productions and eight nonterminals;
(6) by a generalized forbidding grammar of degree two and index six with no more than ten conditional productions and nine nonterminals;
(7) by a generalized forbidding grammar of degree two and index four with no more than eleven conditional productions and ten nonterminals;
(8) by a generalized forbidding grammar of degree two and index nine with no more than eight conditional productions and ten nonterminals;
(9) by a generalized forbidding grammar of degree two and unlimited index with no more than nine conditional productions and eight nonterminals;
(10) by a semi-conditional grammar of degree $(2,1)$ with no more than seven conditional productions and eight nonterminals; and
(11) by a simple semi-conditional grammar of degree $(2,1)$ with no more than nine conditional productions and ten nonterminals.

### 5.1 Partially Parallel Grammars

This section studies the descriptional complexity of partially parallel grammars. Specifically, the descriptional complexity of scattered context grammars with respect to the number of nonterminals and context-sensitive productions, and the descriptional complexity of multisequential and multicontinuous grammars with respect to the number of nonterminals and selectors.

### 5.1.1 Scattered Context Grammars

A scattered context grammar is an ordinary context-free grammar that uses its productions in a partially parallel way. More precisely, there is an integer $n$ such that in each derivation step, no more than $n$ nonterminals of the current sentential form is rewritten.

More details about scattered context grammars can be found in [13, 26, 28, 43, 55, 60, 64, 76, 78, 93].

Definition 30. A scattered context grammar, $G$, is a quadruple $G=(N, T, P, S)$, where

- $N$ is a nonterminal alphabet,
- $T$ is a terminal alphabet such that $N \cap T=\emptyset$,
- $S \in N$ is the start symbol, and
- $P$ is a finite set of productions of the form

$$
\left(A_{1}, \ldots, A_{n}\right) \rightarrow\left(x_{1}, \ldots, x_{n}\right),
$$

for some $n \in \mathbb{N}$, where $A_{i} \in N$ and $x_{i} \in(N \cup T)^{*}$, for $i=1, \ldots, n$. If $n \geq 2$, then the production is said to be context-sensitive; otherwise, the production is said to be context-free.

If $x=u_{1} A_{1} u_{2} \ldots u_{n} A_{n} u_{n+1}, y=u_{1} x_{1} u_{2} \ldots u_{n} x_{n} u_{n+1}$, where $u_{i} \in(N \cup T)^{*}$, for $i=1, \ldots, n$, and

$$
\left(A_{1}, \ldots, A_{n}\right) \rightarrow\left(x_{1}, \ldots, x_{n}\right) \in P
$$

then

$$
x \Rightarrow y
$$

in $G$. As usual, $\Rightarrow$ is extended to $\Rightarrow^{i}$, for $i \in \mathbb{N}_{0}, \Rightarrow^{+}$, and $\Rightarrow^{*}$. The language generated by a scattered context grammar, $G$, is defined as

$$
L(G)=\left\{w \in T^{*}: S \Rightarrow^{*} w\right\} .
$$

The last result concerning the descriptional complexity of scattered context grammars is by Vaszil, who proved the following result (see [92]).

Theorem 16. Every recursively enumerable language is generated by a scattered context grammar with no more than five nonterminals and two context-sensitive productions.

Now, we supplement this result as shown in the following theorem. Specifically, we prove that the number of nonterminals can be decreased, however, the number of conditional productions (nonsignificantly) increases.

Theorem 17. Every recursively enumerable language is generated by a scattered context grammar with no more than four nonterminals and four context-sensitive productions.

## Basic idea.

The main idea of the proof and, actually, all proofs in this chapter is to simulate a terminal derivation of a grammar, $G$, in one of the Geffert normal forms ${ }^{1}$. To do this, we first apply all context-free productions as applied in the $G$ 's derivation, and then we simulate a non-context-free production, say $A B \rightarrow \varepsilon$, so that we mark with ' precisely one of $A \mathrm{~s}$ and one of $B$ s and check that these two marked symbols form a substring $A^{\prime} B^{\prime}$ of the current sentential form. If so, the marked symbols can be removed, which completes the simulation of the production $A B \rightarrow \varepsilon$ in $G$; otherwise, the derivation must be blocked. The formal proof follows.

Proof. Let $L \subseteq T^{*}$ be a recursively enumerable language and

$$
G_{2}=\left(\left\{S^{\prime}, A, B, C, D\right\}, T, P^{\prime} \cup\{A B \rightarrow \varepsilon, C D \rightarrow \varepsilon\}, S^{\prime}\right)
$$

be a grammar in the second Geffert normal form such that $L\left(G_{2}\right)=L$. Define the homomorphism $h:\{A, B, C, D\}^{*} \rightarrow\{0,1\}^{*}$ so that $h(A)=h(B)=00, h(C)=10$, and $h(D)=01$. Set $N=\{S, 0,1, \$\}$. Define the scattered context grammar $G=(N, T, P, S)$ with $P$ constructed as follows:

1. $(S) \rightarrow(h(z) S 1 a 1)$, where $S^{\prime} \rightarrow z S^{\prime} a \in P^{\prime}$;
2. $(S) \rightarrow(h(u) \operatorname{Sh}(v))$, where $S^{\prime} \rightarrow u S^{\prime} v \in P^{\prime}$;
3. $(S) \rightarrow(11 S)$;
4. $(S) \rightarrow(h(u) \$ \$ h(v))$, where $S^{\prime} \rightarrow u v \in P^{\prime}$;
5. $(\$) \rightarrow(\varepsilon)$;
6. $(0,0, \$, \$, 0,0) \rightarrow(\$, \varepsilon, \varepsilon, \varepsilon, \varepsilon, \$)$;
7. $(1,0, \$, \$, 0,1) \rightarrow(\$, \varepsilon, \varepsilon, \varepsilon, \varepsilon, \$)$;
8. $(1,1, \$, \$, 1,1) \rightarrow(11 \$, \varepsilon, \varepsilon, \varepsilon, \varepsilon, \$)$;
9. $(1,1, \$, \$, 1,1) \rightarrow(\varepsilon, \varepsilon, \varepsilon, \varepsilon, \varepsilon, \varepsilon)$.
[^0]Consider a derivation of the form

$$
S^{\prime} \Rightarrow{ }^{*} \alpha a_{1} a_{2} \ldots a_{n} \Rightarrow^{*} a_{1} a_{2} \ldots a_{n},
$$

where $\alpha \in\{A, B, C, D\}^{*}, a_{i} \in T$, for $i=1, \ldots, n$, and neither $A B \rightarrow \varepsilon$ nor $C D \rightarrow \varepsilon$ has been applied in

$$
S^{\prime} \Rightarrow{ }^{*} \alpha a_{1} a_{2} \ldots a_{n} .
$$

Moreover, only productions $A B \rightarrow \varepsilon$ and $C D \rightarrow \varepsilon$ have been applied in

$$
\alpha a_{1} a_{2} \ldots a_{n} \Rightarrow^{*} a_{1} a_{2} \ldots a_{n} .
$$

If $a_{1} a_{2} \ldots a_{n} \neq \varepsilon$, then $G$ can derive

$$
S \Rightarrow{ }^{*} 11 h(\alpha) 1 a_{1} 11 a_{2} 1 \ldots 1 a_{n} 1
$$

and, by productions constructed in 6 and 7, eliminate $h(\boldsymbol{\alpha})$. Thus,

$$
S \Rightarrow^{*} 11 \$ \$ 1 a_{1} 11 a_{2} 1 \ldots 1 a_{n} 1 .
$$

By productions constructed in 8 and $9, G$ eliminates all nonterminals 1 and $\$$.
If $a_{1} a_{2} \ldots a_{n}=\varepsilon$, then $G$ can derive $S \Rightarrow{ }^{*} h(\alpha)$; then, by productions constructed in 6 and 7 , $G$ eliminates $h(\alpha)$. Thus, $S \Rightarrow^{*} \$ \$$ in $G$. By the production constructed in 5, $G$ eliminates both nonterminals $\$$. Therefore,

$$
S^{\prime} \Rightarrow{ }^{*} a_{1} a_{2} \ldots a_{n} \text { implies } S \Rightarrow{ }^{*} a_{1} a_{2} \ldots a_{n} .
$$

On the other hand, let

$$
S \Rightarrow^{*} \alpha \$ \$ \beta \Rightarrow^{*} a_{1} a_{2} \ldots a_{n}
$$

be a derivation, where $\alpha \in\{00,01,11\}^{*}, \beta \in(\{00,01\} \cup\{1\} T\{1\})^{*}, a_{i} \in T$, for $i=1, \ldots, n$, and none of context-sensitive productions has been applied in $S \Rightarrow^{*} \alpha \$ \$ \beta$.

Notice that if a nonterminal occurs between the first and the second $\$$, then the nonterminal cannot be removed, so the derivation cannot generate a string of terminals.

If $a_{1} a_{2} \ldots a_{n}=\varepsilon$, then $\beta \in\{00,01\}^{*}, \beta$ does not contain 11 as a substring. Therefore, productions constructed in 8 and 9 cannot be applied in the derivation. Thus, neither can production 3 be applied, so $\alpha$ does not contain 11 as a substring, too. As the other productions simulate the productions from $G_{2}, S^{\prime} \Rightarrow^{*} \varepsilon$ in $G_{2}$.

If $a_{1} a_{2} \ldots a_{n} \neq \varepsilon$, then $\beta=\beta_{1} 1 a_{1} 1 \beta_{2}$, where $\beta_{1} \in\{00,01\}^{*}$ and $\beta_{2} \in(\{00,01\} \cup\{1\} T\{1\})^{*}$. After deleting $\beta_{1}$ by productions constructed in 6 and 7 , the production constructed in 8 or 9 has to be applied. Therefore, $\alpha=\alpha_{2} 11 \alpha_{1}$, where $\alpha_{1}=\beta_{1}^{R}$ and $\alpha_{2} \in\{0,1\}^{*}$. Thus,

$$
S \Rightarrow^{*} \alpha \$ \$ \beta \Rightarrow^{*} \alpha_{2} 11 \$ \$ 1 a_{1} 1 \beta_{2} .
$$

We prove that $\alpha_{2}=\varepsilon$ and $\beta_{2} \in(\{1\} T\{1\})^{*}$ (by induction on $\left|\beta_{2}\right| \in \mathbb{N}_{0}$ ). At this point, the only productions that can be applied are productions constructed in 8 and 9 . By applying the production constructed in $9, G$ makes

$$
S \Rightarrow^{*} \alpha \$ \$ \beta \Rightarrow^{*} \alpha_{2} 11 \$ \$ 1 a_{1} 1 \beta_{2} \Rightarrow \alpha_{2} a_{1} \beta_{2} .
$$

Therefore, $\alpha_{2} a_{1} \beta_{2} \in T^{*}$ if and only if $\alpha_{2}=\beta_{2}=\varepsilon$. By applying the production constructed in $8, G$ makes

$$
S \Rightarrow^{*} \alpha \$ \$ \beta \Rightarrow^{*} \alpha_{2} 11 \$ \$ 1 a_{1} 1 \beta_{2} \Rightarrow \alpha_{2} 11 \$ a_{1} \$ \beta_{2} .
$$

Therefore, if $\beta_{2}=00 \beta_{2}^{\prime}$, the prefix 00 can be removed only by the production constructed in 6 . However, after using this production, the substring 11 attached to $\$$ appears between the two $\$$ s, so it cannot be removed after that. The same is true for $\beta_{2}=01 \beta_{2}^{\prime \prime}$. Thus, $\beta_{2}=1 a_{2} 1 \beta_{3}$. Then, by induction,

$$
S \Rightarrow^{*} \alpha \$ \$ \beta=11 \gamma^{R} \$ \$ \gamma 1 a_{1} 11 a_{2} 1 \ldots 1 a_{n} 1
$$

where $\gamma \in\{00,01\}^{*}$. Since $h(A)=h(B)=00, h(C)=10$, and $h(D)=01$, we get

$$
S^{\prime} \Rightarrow{ }^{*} \delta_{1} \delta_{2} a_{1} a_{2} \ldots a_{n} \Rightarrow^{*} a_{1} a_{2} \ldots a_{n}
$$

where $\delta_{1} \in\{A, C\}^{*}, \delta_{2} \in\{B, D\}^{*}, h\left(\delta_{1}\right)=\gamma^{R}$, and $h\left(\delta_{2}\right)=\gamma$.
Hence, the theorem holds.

### 5.1.2 Multisequential Grammars

A multisequential grammar is a context-free grammar, where also terminal symbols can be rewritten. In addition, these grammars have a mechanism that chooses symbols of the current sentential form that are supposed to be rewritten. Such mechanisms are called selectors. Then, during any derivation step, all chosen symbols are rewritten.

Definition 31. A multisequential grammar, $G$, is a quintuple $G=(N, T, P, S, K)$, where

- $N$ is a nonterminal alphabet,
- $T$ is a terminal alphabet such that $N \cap T=\emptyset$,
- $S \in N$ is the start symbol,
- $P$ is a finite set of productions of the form

$$
a \rightarrow x
$$

where $a \in V=N \cup T$ and $x \in V^{*}$, and

- $K$ is a finite set of selectors of the form

$$
X_{1} \operatorname{act}\left(Y_{1}\right) X_{2} \ldots X_{n} \mathbf{a c t}\left(Y_{n}\right) X_{n+1}
$$

where $n$ is a positive integer,

- $X_{i} \in\left\{Z^{*}: Z \subseteq V\right\}$, for $i=1, \ldots, n+1$, and
- $Y_{j} \in\{Z: Z \subseteq V, Z \neq \emptyset\}$, for $j=1, \ldots, n$.

If $x=u_{1} a_{1} u_{2} a_{2} u_{3} \ldots u_{n} a_{n} u_{n+1}, y=u_{1} x_{1} u_{2} x_{2} u_{3} \ldots u_{n} x_{n} u_{n+1}$, and $K$ contains a selector

$$
X_{1} \operatorname{act}\left(Y_{1}\right) X_{2} \ldots X_{n} \operatorname{act}\left(Y_{n}\right) X_{n+1}
$$

satisfying $u_{i} \in X_{i}$, for $i=1, \ldots, n+1, a_{j} \in Y_{j}$, and $a_{j} \rightarrow x_{j} \in P$, for $j=1, \ldots, n$, then

$$
x \Rightarrow y
$$

in $G$. As usual, $\Rightarrow$ is extended to $\Rightarrow^{i}$, for $i \in \mathbb{N}_{0}, \Rightarrow^{+}$, and $\Rightarrow^{*}$. The language generated by a multisequential grammar, $G$, is defined as

$$
L(G)=\left\{w \in T^{*}: S \Rightarrow^{*} w\right\}
$$

In [58], the following result is proved.
Theorem 18. Every recursively enumerable language is generated by a multisequential grammar with no more than six nonterminals.

Here, we improve this result. Specifically, we prove that no more than two nonterminals are needed and, moreover, we give a limit to the number of selectors. First, however, we prove the following auxiliary lemma.

Lemma 8. Every recursively enumerable language is generated by a multisequential grammar with no more than three nonterminals and two selectors.

Proof. Let $L \subseteq T^{*}$ be a recursively enumerable language and

$$
G_{3}=(\{S, A, B\}, T, P \cup\{A B B B A \rightarrow \varepsilon\}, S)
$$

be a grammar in the third Geffert normal form such that $L\left(G_{3}\right)=L$. Define the multisequential grammar

$$
G=(\{S, A, B\}, T, P \cup\{A \rightarrow \varepsilon, B \rightarrow \varepsilon\}, S, K)
$$

with $K$ containing these two selectors:

1. $\{A, B\}^{*} \operatorname{act}(S)(\{A, B\} \cup T)^{*}$,
2. $\{A, B\}^{*} \operatorname{act}(A) \mathbf{a c t}(B) \operatorname{act}(B) \operatorname{act}(B) \operatorname{act}(A)(\{A, B\} \cup T)^{*}$.

Observe that $L(G)=L\left(G_{3}\right)$.
Now, based on the previous lemma, the main result of this part can be proved.
Theorem 19. Every recursively enumerable language is generated by a multisequential grammar with no more than two nonterminals and two selectors.
Proof. Consider $G$ constructed in the proof of Lemma 8. Define the homomorphism

$$
h:(\{S, A, B\} \cup T)^{*} \rightarrow(\{S, A\} \cup T)^{*}
$$

as $h(b)=b$, for $b \in T, h(S)=S, h(A)=a A a$, and $h(B)=a A A a$, where $a \in T$ is a terminal symbol. Define the multisequential grammar

$$
G^{\prime}=(\{S, A\}, T,\{S \rightarrow h(\alpha): S \rightarrow \alpha \in P\} \cup\{A \rightarrow \varepsilon, a \rightarrow \varepsilon\}, S, K)
$$

with $K$ containing these two selectors:

1. $\{A, a\}^{*} \operatorname{act}(S)(\{A\} \cup T)^{*}$,
2. $\{A, a\}^{*} \boldsymbol{\operatorname { a c t }}(a) \mathbf{a c t}(A) \operatorname{act}(a) \mathbf{a c t}(a) \mathbf{a c t}(A) \mathbf{a c t}(A) \mathbf{a c t}(a)$ $\operatorname{act}(a) \operatorname{act}(A) \operatorname{act}(A) \operatorname{act}(a) \operatorname{act}(a) \operatorname{act}(A) \operatorname{act}(A) \operatorname{act}(a)$ $\boldsymbol{\operatorname { a c t }}(a) \boldsymbol{\operatorname { a c t }}(A) \boldsymbol{\operatorname { a c t }}(a)(\{A\} \cup T)^{*}$.
Observe that $S \rightarrow \alpha$ is a production in $G$ if and only if $S \rightarrow h(\alpha)$ is a production in $G^{\prime}$. If

$$
u A B B B A v \Rightarrow u v
$$

in $G$, where $u \in\{A, B\}^{*}$ and $v \in\{A, B\}^{*} T^{*}$, then

$$
h(u) \text { aAaaAAaaAAaaAAaaAah }(v) \Rightarrow h(u v)
$$

in $G^{\prime}$ (by selector 2), and vice versa.
Hence, the theorem holds.

### 5.1.3 Multicontinuous Grammars

A multicontinuous grammar is a multisequential grammar with the following difference-the whole nonempty strings of symbols, not only one symbol, can be chosen to be rewritten. Then, in any derivation step, all these symbols are rewritten.

Definition 32. A multicontinuous grammar, $G$, is a quintuple $G=(N, T, P, S, K)$, where

- $N$ is a nonterminal alphabet,
- $T$ is a terminal alphabet such that $N \cap T=\emptyset$,
- $S \in N$ is the start symbol,
- $P$ is a finite set of productions of the form

$$
a \rightarrow x
$$

where $a \in V=N \cup T$ and $x \in V^{*}$, and

- $K$ is a finite set of selectors of the form

$$
X_{1} \operatorname{act}\left(Y_{1}\right) X_{2} \ldots X_{n} \mathbf{a c t}\left(Y_{n}\right) X_{n+1}
$$

where $n$ is a positive integer,

- $X_{i} \in\left\{Z^{*}: Z \subseteq V\right\}$, for $i=1, \ldots, n+1$, and
- $Y_{j} \in\left\{Z^{+}: Z \subseteq V, Z \neq \emptyset\right\}$, for $j=1, \ldots, n$.

For every $v \in V^{+}$, where $v=a_{1} \ldots a_{|v|}$ with $a_{i} \in V$, for $i=1, \ldots,|v|$, define the language

$$
\text { ContinuousRewriting }(v) \subseteq V^{*}
$$

by this equivalence: for every $z \in V^{*}, z \in$ ContinuousRewriting $(v)$ if and only if $a_{i} \rightarrow x_{i} \in P$, for $i=1, \ldots,|v|$, and $z=x_{1} \ldots x_{|v|}$. If $x=u_{1} y_{1} u_{2} y_{2} u_{3} \ldots u_{n} y_{n} u_{n+1}, y=u_{1} z_{1} u_{2} z_{2} u_{3} \ldots u_{n} z_{n} u_{n+1}$, and $K$ contains a selector

$$
X_{1} \operatorname{act}\left(Y_{1}\right) X_{2} \ldots X_{n} \operatorname{act}\left(Y_{n}\right) X_{n+1}
$$

such that $u_{i} \in X_{i}$, for $i=1, \ldots, n+1, y_{j} \in Y_{j}$, and

$$
z_{j} \in \operatorname{ContinuousRewriting}\left(y_{j}\right),
$$

for $j=1, \ldots, n$, then

$$
x \Rightarrow y
$$

in $G$. As usual, $\Rightarrow$ is extended to $\Rightarrow^{i}$, for $i \geq 0, \Rightarrow^{+}$, and $\Rightarrow^{*}$. The language generated by a multicontinuous grammar, $G$, is defined as

$$
L(G)=\left\{w \in T^{*}: S \Rightarrow^{*} w\right\} .
$$

In [59], the following result is proved.
Theorem 20. Every recursively enumerable language is generated by a multicontinuous grammar with no more than six nonterminals.

We improve this result in the following way. Again, we give a limit to the number of selectors.

Theorem 21. Every recursively enumerable language is generated by a multicontinuous grammar with no more than three nonterminals and two selectors.

Proof. Let $L \subseteq T^{*}$ be a recursively enumerable language. Let

$$
G_{3}=(\{S, A, B\}, T, P \cup\{A B B B A \rightarrow \varepsilon\}, S)
$$

be a grammar in the third Geffert normal form such that $L\left(G_{3}\right)=L$. Define the homomorphism

$$
h:(\{S, A, B\} \cup T)^{*} \rightarrow(\{S,(,)\} \cup T)^{*}
$$

as $h(a)=a$, for $a \in T, h(S)=S, h(A)=()$, and $h(B)=(b)$, where $b \in T$ is a terminal symbol. Define the multicontinuous grammar

$$
G=(\{S,(,)\}, T,\{S \rightarrow h(\alpha): S \rightarrow \alpha \in P\} \cup\{(\rightarrow \varepsilon,) \rightarrow \varepsilon, b \rightarrow \varepsilon\}, S, K)
$$

with $K$ containing these two selectors:

1. $\{(,), b\}^{*} \mathbf{a c t}\left(S^{+}\right)(\{(,)\} \cup T)^{*}$,
2. $\{(,), b\}^{*} \mathbf{a c t}\left(\left(^{+}\right) \boldsymbol{\operatorname { a c t }}()^{+}\right) \mathbf{\operatorname { c e t }}\left(\left(^{+}\right) \boldsymbol{\operatorname { a c t }}\left(b^{+}\right) \boldsymbol{\operatorname { a c t }}()^{+}\right)$
$\boldsymbol{\operatorname { a c t }}\left(\left(^{+}\right) \mathbf{\operatorname { a c t }}\left(b^{+}\right) \mathbf{\operatorname { a c t }}()^{+}\right) \mathbf{\operatorname { c c t }}\left(\left(^{+}\right) \mathbf{\operatorname { a c t }}\left(b^{+}\right) \mathbf{\operatorname { a c t }}()^{+}\right)$
$\boldsymbol{\operatorname { a c t }}\left(\left(^{+}\right) \boldsymbol{\operatorname { a c t }}()^{+}\right)(\{(,)\} \cup T)^{*}$.
At the beginning of any derivation, only selector 1 is applicable. After eliminating $S$, the other selector is applicable. Moreover, as there is no more than one substring of the form

$$
h(A B B B A)=()(b)(b)(b)()
$$

in each sentential form (see [17]), selector 2 is applicable only on no more than one substring. As there is no occurrence of substrings $(($ or $))$ in any sentential form, this theorem holds.

### 5.2 Context-Conditional Grammars

A context-conditional grammar is an ordinary context-free grammar, where a set of permitting and a set of forbidding contexts are associated with each production. Then, a production is applicable if and only if it is applicable as a context-free production and each permitting context and no forbidding context associated with this production is a substring of the current sentential form.

Definition 33. A context-conditional grammar, $G$, is a quadruple $G=(N, T, P, S)$, where

- $N$ is a nonterminal alphabet,
- $T$ is a terminal alphabet such that $N \cap T=\emptyset$,
- $S \in N$ is the start symbol, and
- $P$ is a finite set of productions of the form

$$
(X \rightarrow \alpha, \text { Per }, \text { For })
$$

where $X \in N, \alpha \in(N \cup T)^{*}$, and Per, For $\subseteq(N \cup T)^{+}$are finite sets. If Per $\cup$ For $\neq \emptyset$, then the production is said to be conditional.
$G$ has degree $(i, j)$ if for all productions $(X \rightarrow \alpha$, Per, For $) \in P$,

$$
\max (\text { Per })^{2} \leq i
$$

and

$$
\max (\text { For }) \leq j
$$

$G$ has index $k$ if

$$
\max \{\mid \text { Per }|+| \text { For } \mid:(X \rightarrow \alpha, \text { Per }, \text { For }) \in P\} \leq k
$$

For $x_{1}, x_{2} \in(N \cup T)^{*}, x_{1} X x_{2}$ directly derives $x_{1} \alpha x_{2}$ according to the production $(X \rightarrow \alpha$, Per, For $) \in$ $P$, denoted by $x_{1} X x_{2} \Rightarrow x_{1} \alpha x_{2}$, if

$$
\operatorname{Per} \subseteq \operatorname{sub}(x)
$$

and

$$
\operatorname{For} \cap \operatorname{sub}(x)=\emptyset .
$$

As usual, $\Rightarrow$ is extended to $\Rightarrow^{i}$, for $i \in \mathbb{N}_{0}, \Rightarrow^{+}$, and $\Rightarrow^{*}$. The language generated by a contextconditional grammar, $G$, is defined as

$$
L(G)=\left\{w \in T^{*}: S \Rightarrow^{*} w\right\} .
$$

In [74], a proof that context-conditional grammars generate the whole family of recursively enumerable languages is given. However, the descriptional complexity of context-conditional grammars has not been studied yet. Next, a result concerning this topic follows.

Theorem 22. Every recursively enumerable language is generated by a context-conditional grammar of degree $(2,1)$ and index two with no more than six conditional productions and seven nonterminals.

Proof. Let $L$ be a recursively enumerable language. Then, there is a grammar

$$
G_{1}=(\{S, A, B, C\}, T, P \cup\{A B C \rightarrow \varepsilon\}, S)
$$

in the first Geffert normal form such that $L=L\left(G_{1}\right)$. Construct the grammar

$$
G=\left(\left\{S, A, B, C, A^{\prime}, B^{\prime}, C^{\prime}\right\}, T, P^{\prime} \cup P^{\prime \prime}, S\right),
$$

where

$$
P^{\prime}=\{(X \rightarrow \alpha, \emptyset, \emptyset): X \rightarrow \alpha \in P\},
$$

and $P^{\prime \prime}$ contains the following six conditional productions:

1. $\left(A \rightarrow A^{\prime}, \emptyset,\left\{A^{\prime}, C^{\prime}\right\}\right)$,
2. $\left(B \rightarrow B^{\prime},\left\{A^{\prime}\right\},\left\{B^{\prime}\right\}\right)$,
3. $\left(C \rightarrow C^{\prime},\left\{A^{\prime} B^{\prime}\right\},\left\{C^{\prime}\right\}\right)$,
4. $\left(A^{\prime} \rightarrow \varepsilon,\left\{B^{\prime} C^{\prime}\right\}, \emptyset\right)$,
5. $\left(B^{\prime} \rightarrow \varepsilon,\left\{C^{\prime}\right\},\left\{A^{\prime}\right\}\right)$,
6. $\left(C^{\prime} \rightarrow \varepsilon, \emptyset,\left\{A^{\prime}, B^{\prime}\right\}\right)$.
[^1]To prove that $L\left(G_{1}\right) \subseteq L(G)$, consider a derivation

$$
S \Rightarrow^{*} w A B C w^{\prime} v \Rightarrow w w^{\prime} v
$$

in $G_{1}$ by productions from $P$ and the only one production $A B C \rightarrow \varepsilon$, where $w, w^{\prime} \in\{A, B, C\}^{*}$ and $v \in T^{*}$. Then, $S \Rightarrow^{*} w A B C w^{\prime} v$ in $G$ by productions from $P^{\prime}$. By productions $1,2,3,4,5$, and 6 ,

$$
\begin{aligned}
w A B C w^{\prime} v & \Rightarrow w A^{\prime} B C w^{\prime} v \\
& \Rightarrow w A^{\prime} B^{\prime} C w^{\prime} v \\
& \Rightarrow w A^{\prime} B^{\prime} C^{\prime} w^{\prime} v \\
& \Rightarrow w B^{\prime} C^{\prime} w^{\prime} v \\
& \Rightarrow w C^{\prime} w^{\prime} v \\
& \Rightarrow w w^{\prime} v .
\end{aligned}
$$

The inclusion follows by induction.
To prove that $L\left(G_{1}\right) \supseteq L(G)$, consider a terminal derivation. We prove that, after eliminating $S$, in each six consecutive steps, $G$ can do nothing else than to remove a substring $A B C$. To prove it, notice first that to remove $A^{\prime}$ or $B^{\prime}$, i.e. $A$ or $B, C^{\prime}$ has to be in the sentential form (see productions 4 and 5). However, to obtain $C^{\prime}$ to the sentential form, production 3 has to be applied. Then, $A^{\prime} B^{\prime}$ has to be a substring of a former sentential form. Thus, productions 1 and 2 had to be applied before and in this order. It is also easy to see, according to the forbidding contexts of productions 1,2 , and 3 , that there cannot be more than one occurrence of nonterminals $A^{\prime}, B^{\prime}$, and $C^{\prime}$ in any sentential form. Therefore, according to the permitting contexts of productions 3 and $4, A^{\prime} B^{\prime} C^{\prime}$ is a substring of the current sentential form, and, moreover, there cannot be a terminal between any two nonterminals. The derivation is of the form $S \Rightarrow^{*} w_{1} w_{2} w_{3}$ in $G$ by productions from $P^{\prime}$, where $w_{1} \in\{A, A B\}^{*}$, $w_{2} \in\{B C, C\}^{*}$, and $w_{3} \in T^{*}$, and $w_{1} w_{2} w_{3} \Rightarrow^{*} w_{3}$. Then, $S \Rightarrow^{*} w_{1} w_{2} w_{3}$ in $G_{1}$ by productions from $P$. We prove that $w_{1} w_{2} w_{3} \Rightarrow^{*} w_{3}$ in $G_{1}$.

For $w_{1} w_{2}=\varepsilon$, the proof is done. For $w_{1} w_{2} \neq \varepsilon, w_{1} w_{2}=w A B C w^{\prime}$, where $w \in\{A, A B\}^{*}$ and $w^{\prime} \in\{B C, C\}^{*}$. Thus, at the beginning, only production 1 , then 2 , and then 3 is applicable. Then, only production 4 is applicable, and, after that, only production 5 is applicable. Finally, production 6 can be applied;

$$
\begin{aligned}
w A B C w^{\prime} w_{3} & \Rightarrow{ }^{3} \quad w A^{\prime} B^{\prime} C^{\prime} w^{\prime} w_{3} \\
& \Rightarrow w B^{\prime} C^{\prime} w^{\prime} w_{3} \\
& \Rightarrow w C^{\prime} w^{\prime} w_{3} \\
& \Rightarrow w w^{\prime} w_{3} .
\end{aligned}
$$

Thus, if $S \Rightarrow^{*} w_{1} w_{2} w_{3} \Rightarrow^{*} w_{3}$ in $G$, where $w_{1} \in\{A, A B\}^{*}, w_{2} \in\{B C, C\}^{*}$, and $w_{3} \in T^{*}$, then $S \Rightarrow^{*} w_{1} w_{2} w_{3} \Rightarrow^{*} w_{3}$ in $G_{1}$.

To complete this section, note that it is proved (see [50], [11], and [86] for a complete proof) that every recursively enumerable language is generated by a context-conditional grammar of degree $(1,1)$. However, in this case, the number of nonterminals and conditional productions is not limited.

Note that context-conditional grammars of degree $(1,0)$ are called random context grammars, or also permitting grammars, originally introduced by van der Walt in [91]. Furthermore, contextconditional grammars of degree $(0,1)$ are known as forbidding grammars, and context-conditional grammars of degree $(1,1)$ are known as random context grammars with appearance checking. It is also known that random context grammars (permitting and forbidding grammars) are not as powerful as type 0 grammars (they do not generate even all recursive languages; for more details see [5]).

However, the relation between language families generated by these two types of grammars is not known (see [84, pages 136 and 137]).

### 5.2.1 Simple Context-Conditional Grammars

Consider a context-conditional grammar. If for each its production, either the permitting or the forbidding context is empty, then the grammar is called simple context-conditional. Formal definition follows.

Definition 34. Let $G=(N, T, P, S)$ be a context-conditional grammar. If $(X \rightarrow \alpha$, Per, For $) \in P$ implies that

$$
\emptyset \in\{\text { Per }, \text { For }\}
$$

then $G$ is said to be a simple context-conditional grammar.
We can easily prove the following theorem.
Theorem 23. Every recursively enumerable language is generated by a simple context-conditional grammar of degree $(2,1)$ with no more than seven conditional productions and eight nonterminals.

Proof. Let $L$ be a recursively enumerable language. Then, there is a grammar

$$
G_{1}=(\{S, A, B, C\}, T, P \cup\{A B C \rightarrow \varepsilon\}, S)
$$

in the first Geffert normal form such that $L=L\left(G_{1}\right)$. Construct the grammar

$$
G=\left(\left\{S, A, B, C, A^{\prime}, B^{\prime}, C^{\prime}, B^{\prime \prime}\right\}, T, P^{\prime} \cup P^{\prime \prime}, S\right)
$$

where

$$
P^{\prime}=\{(X \rightarrow \alpha, \emptyset, \emptyset): X \rightarrow \alpha \in P\}
$$

and $P^{\prime \prime}$ contains the following seven conditional productions:

1. $\left(A \rightarrow A^{\prime}, \emptyset,\left\{A^{\prime}, B^{\prime \prime}\right\}\right)$,
2. $\left(B \rightarrow B^{\prime}, \emptyset,\left\{B^{\prime}, B^{\prime \prime}\right\}\right)$,
3. $\left(C \rightarrow C^{\prime}, \emptyset,\left\{C^{\prime}, B^{\prime \prime}\right\}\right)$,
4. $\left(B^{\prime} \rightarrow B^{\prime \prime},\left\{A^{\prime} B^{\prime}, B^{\prime} C^{\prime}\right\}, \emptyset\right)$,
5. $\left(A^{\prime} \rightarrow \varepsilon,\left\{B^{\prime \prime}\right\}, \emptyset\right)$,
6. $\left(C^{\prime} \rightarrow \varepsilon,\left\{B^{\prime \prime}\right\}, \emptyset\right)$,
7. $\left(B^{\prime \prime} \rightarrow \varepsilon, \emptyset,\left\{A^{\prime}, C^{\prime}\right\}\right)$.

To prove that $L\left(G_{1}\right) \subseteq L(G)$, consider a derivation $S \Rightarrow^{*} w A B C w^{\prime} v \Rightarrow w w^{\prime} v$ in $G_{1}$ by productions from $P$ and the only one production $A B C \rightarrow \varepsilon$, where $w, w^{\prime} \in\{A, B, C\}^{*}$ and $v \in T^{*}$. Then, $S \Rightarrow^{*}$ $w A B C w^{\prime} v$ in $G$ by productions from $P^{\prime}$. By productions $1,2,3,4,5,6$, and 7 ,

$$
\begin{aligned}
w A B C w^{\prime} v & \Rightarrow w A^{\prime} B C w^{\prime} v \\
& \Rightarrow w A^{\prime} B^{\prime} C w^{\prime} v \\
& \Rightarrow w A^{\prime} B^{\prime} C^{\prime} w^{\prime} v \\
& \Rightarrow w A^{\prime} B^{\prime \prime} C^{\prime} w^{\prime} v \\
& \Rightarrow w B^{\prime \prime} C^{\prime} w^{\prime} v \\
& \Rightarrow w B^{\prime \prime} w^{\prime} v \\
& \Rightarrow w w^{\prime} v .
\end{aligned}
$$

The inclusion follows by induction.
To prove that $L\left(G_{1}\right) \supseteq L(G)$, consider a terminal derivation. Notice that to eliminate a nonterminal, there must be $B^{\prime \prime}$ in the derivation. From production 4 and the observation that there is no more than one $A^{\prime}, B^{\prime}, C^{\prime}$ in the derivation (see productions $1,2,3$ ), there cannot be a terminal between any two nonterminals. Therefore, the derivation is of the form $S \Rightarrow^{*} w_{1} w_{2} w_{3}$ in $G$ by productions from $P^{\prime}$, where $w_{1} \in\{A, A B\}^{*}, w_{2} \in\{B C, C\}^{*}$, and $w_{3} \in T^{*}$, and $w_{1} w_{2} w_{3} \Rightarrow^{*} w_{3}$. Note that before $S$ is eliminated, there is no occurrence of the substring $A B C$ in the derivation. Then, $S \Rightarrow^{*} w_{1} w_{2} w_{3}$ in $G_{1}$ by productions from $P$. We prove that $w_{1} w_{2} w_{3} \Rightarrow^{*} w_{3}$ in $G_{1}$.

For $w_{1} w_{2}=\varepsilon$, the proof is done. For $w_{1} w_{2} \neq \varepsilon$, there is $B$ in $w_{1} w_{2}$; otherwise, $B^{\prime \prime}$ cannot be obtained and no nonterminal can be eliminated. To obtain $B^{\prime \prime}$, production 4 is applied. Therefore, $w_{1} w_{2}=w A B C w^{\prime}$, where $w \in\{A, A B\}^{*}$ and $w^{\prime} \in\{B C, C\}^{*}$; otherwise, the conditions of production 4 are not met. Thus, at the beginning, only productions 1,2 , and 3 are applicable. Then, only production 4 is applicable, and, after that, only productions 5 and 6 are applicable. Finally, only production 7 is applicable;

$$
w A B C w^{\prime} w_{3} \Rightarrow^{3} w A^{\prime} B^{\prime} C^{\prime} w^{\prime} w_{3} \Rightarrow w A^{\prime} B^{\prime \prime} C^{\prime} w^{\prime} w_{3} \Rightarrow^{2} w B^{\prime \prime} w^{\prime} w_{3} \Rightarrow w w^{\prime} w_{3} .
$$

Thus, if $S \Rightarrow^{*} w_{1} w_{2} w_{3} \Rightarrow^{*} w_{3}$ in $G$, where $w_{1} \in\{A, A B\}^{*}, w_{2} \in\{B C, C\}^{*}$, and $w_{3} \in T^{*}$, then $S \Rightarrow{ }^{*} w_{1} w_{2} w_{3} \Rightarrow^{*} w_{3}$ in $G_{1}$.

### 5.2.2 Generalized Forbidding Grammars

A generalized forbidding grammar is a context-conditional grammar, where the permitting context of any production is empty. These grammars are introduced in [51]. (A few modifications of these grammars can be found in [8, 9, 12, 52].)
Definition 35. Let $G=(N, T, P, S)$ be a context-conditional grammar. If $(X \rightarrow \alpha$, Per, For $) \in P$ implies that

$$
\operatorname{Per}=\emptyset,
$$

then $G$ is said to be a generalized forbidding grammar.
As all permitting contexts are empty, we simplify the notation as follows.
Notation. As far as generalized forbidding grammars are concerned, we omit the symbol $\emptyset$ from the notation of productions and, thus, write ( $X \rightarrow \alpha$, For ) instead of ( $X \rightarrow \alpha, \emptyset$, For).

Notation. $G$ is said to have degree $i$ if $G$ has degree $(k, i)$ as a context-conditional grammar, for some $k$.

The last known result is the following theorem proved in [73].
Theorem 24. Every recursively enumerable language is generated by a generalized forbidding grammar of degree two with no more than thirteen conditional productions and fifteen nonterminals.

Now, we prove the main results of this section. First, however, we prove the following auxiliary lemma.

Lemma 9. Let $L \in R E, L=L\left(G_{1}\right), G_{1}$ is a grammar in the second Geffert normal form. Then, there is a grammar

$$
G=(\{S, 0,1, \$\}, T, P \cup\{0 \$ 0 \rightarrow \$, 1 \$ 1 \rightarrow \$, \$ \rightarrow \varepsilon\}, S),
$$

with $P$ containing only context-free productions of the form
$S \rightarrow h(u) S a \quad$ if $S \rightarrow u S a$ in $G_{1}$,
$S \rightarrow h(u) \operatorname{Sh}(v) \quad$ if $S \rightarrow u S v$ in $G_{1}$,
$S \rightarrow h(u) \$ h(v) \quad$ if $S \rightarrow u v$ in $G_{1}$,
where $h:\{A, B, C, D\}^{*} \rightarrow\{0,1\}^{*}$ is a homomorphism defined as

$$
h(A)=h(B)=0 \text { and } h(C)=h(D)=1
$$

such that $L(G)=L\left(G_{1}\right)$.
Proof. Any terminal derivation in $G_{1}$ is, after the application of $S \rightarrow u v$, of the form

$$
\{A, C\}^{*}\{B, D\}^{*} T^{*}
$$

From this, any terminal derivation in $G$ is, after generating \$, of the form

$$
h\left(\{A, C\}^{*}\right) \$ h\left(\{B, D\}^{*}\right) T^{*}
$$

It is easy to see that if the production $A B \rightarrow \varepsilon$ or $C D \rightarrow \varepsilon$ is applied in $G_{1}$, then the production $0 \$ 0 \rightarrow \$$ or $1 \$ 1 \rightarrow \$$ is applied in $G$, respectively, and vice versa. Moreover, the last production applied in $G$ in any terminal derivation is $\$ \rightarrow \boldsymbol{\varepsilon}$.

Theorem 25. Every recursively enumerable language is generated by a generalized forbidding grammar of degree two and index six with no more than ten conditional productions and nine nonterminals.

Proof. Let $L$ be a recursively enumerable language. Then, there is a grammar

$$
G=(\{S, 0,1, \$\}, T, P \cup\{0 \$ 0 \rightarrow \$, 1 \$ 1 \rightarrow \$, \$ \rightarrow \varepsilon\}, S)
$$

such that $L=L(G)$ and $P$ contains productions of the form shown in Lemma 9. Construct the grammar

$$
G^{\prime}=\left(\left\{S^{\prime}, Z, S, 0,1,0^{\prime}, 1^{\prime}, \$, \#\right\}, T, P^{\prime} \cup P^{\prime \prime}, S^{\prime}\right)
$$

where $P^{\prime}$ contains productions of the form

$$
\begin{array}{ll}
\left(S^{\prime} \rightarrow Z S Z, \emptyset\right), & \\
(S \rightarrow u S Z a Z, \emptyset) & \text { if } S \rightarrow u S a \in P, \\
(S \rightarrow u S v, \emptyset) & \text { if } S \rightarrow u S v \in P, \\
(S \rightarrow u \$ v, \emptyset) & \text { if } S \rightarrow u v \in P,
\end{array}
$$

and $P^{\prime \prime}$ contains following ten conditional productions:

1. $\left(0 \rightarrow 0^{\prime},\left\{0^{\prime}, 1^{\prime}, \#\right\}\right)$,
2. $\left(1 \rightarrow 1^{\prime},\left\{0^{\prime}, 1^{\prime}, \#\right\}\right)$,
3. $\left(0 \rightarrow 0^{\prime} 1^{\prime},\left\{1^{\prime}, \#\right\}\right)$,
4. $\left(1 \rightarrow 1^{\prime} 0^{\prime},\left\{0^{\prime}, \#\right\}\right)$,
5. $(\$ \rightarrow \#,\{0 \$, 1 \$, Z \$, \$ 0, \$ 1, \$ Z\})$,
6. $\left(0^{\prime} \rightarrow \varepsilon,\{\$, S\}\right)$,
7. $\left(1^{\prime} \rightarrow \varepsilon,\{\$, S\}\right)$,
8. (\# $\rightarrow \$,\left\{0^{\prime}, 1^{\prime}\right\}$ ),
9. $(Z \rightarrow \varepsilon,\{\$, \#, S\})$,
10. $\left(\$ \rightarrow \varepsilon,\left\{0,1,0^{\prime}, 1^{\prime}\right\}\right)$,

To prove that $L(G) \subseteq L\left(G^{\prime}\right)$, consider a derivation $S \Rightarrow^{*} w \$ w^{R} v$ in $G$ using only productions from $P$, where $w \in\{0,1\}^{*}$ and $v \in T^{*}$. This can be derived in $G^{\prime}$ by productions from $P^{\prime}$ as $S^{\prime} \Rightarrow^{*}$ $Z w \$ w^{R} Z v^{\prime}$, where $h\left(v^{\prime}\right)=v$ for a homomorphism $h:(T \cup\{Z\})^{*} \rightarrow T^{*}$ defined as $h(a)=a$, for $a \in T$, and $h(Z)=\varepsilon$. If $w=\varepsilon$, then

$$
Z \$ Z v^{\prime} \Rightarrow Z Z v^{\prime} \Rightarrow^{*} v
$$

by productions 10 and 9 . If $w=w^{\prime} 0$, then

$$
\begin{aligned}
Z w^{\prime} 0 \$ 0 w^{\prime R} Z v^{\prime} & \Rightarrow Z w^{\prime} 0^{\prime} \$ 0 w^{\prime R} Z v^{\prime} \\
& \Rightarrow Z w^{\prime} 0^{\prime} \$ 0^{\prime} 1^{\prime} w^{\prime R} Z v^{\prime} \\
& \Rightarrow Z w^{\prime} 0^{\prime} \# 0^{\prime} 1^{\prime} w^{\prime R} Z v^{\prime} \\
& \Rightarrow Z w^{\prime} \# \#^{\prime} 1^{\prime} w^{\prime R} Z v^{\prime} \\
& \Rightarrow Z w^{\prime} \# 1^{\prime} w^{\prime R} Z v^{\prime} \\
& \Rightarrow Z w^{\prime} \# w^{R} Z v^{\prime} \\
& \Rightarrow Z w^{\prime} \$ w^{\prime R} Z v^{\prime}
\end{aligned}
$$

by productions $1,3,5,6,6,7$, and 8 . The case of $w=w^{\prime} 1$ is analogous. The inclusion follows by induction.

To prove that $L(G) \supseteq L\left(G^{\prime}\right)$, consider a terminal derivation in $G^{\prime}$

$$
S^{\prime} \Rightarrow^{*} Z w_{1} \$ w_{2} Z w_{3},
$$

by productions from $P^{\prime}$, and

$$
Z w_{1} \$ w_{2} Z w_{3} \Rightarrow^{*} w,
$$

where $w_{1}, w_{2} \in\{0,1\}^{*}$ and $w \in T^{*}$. We prove that $w_{3} \in(T \cup\{Z\})^{*}$.
Assume that $Z 0$ or $Z 1$ is in $\operatorname{sub}\left(Z w_{3}\right)$. Then, to eliminate this 0 or 1 , production 6 or 7 must be applied. To apply production 6 or 7 , production 5 must be applied before. Then, however, there is 0,1 , or $Z$ next to $\$$; indeed, there cannot be more than two $0^{\prime}$ s or 1 's in the derivation (there is no more than either $0^{\prime}$ and $0^{\prime} 1^{\prime}$, or $1^{\prime}$ and $\left.1^{\prime} 0^{\prime}\right)$. Thus, $w_{3} \in(T \cup\{Z\})^{*}$ and $w=h\left(w_{3}\right)$. Then,

$$
S \Rightarrow^{*} w_{1} \$ w_{2} h\left(w_{3}\right)
$$

in $G$ by productions from $P$. We prove that

$$
w_{1} \$ w_{2} h\left(w_{3}\right) \Rightarrow^{*} h\left(w_{3}\right) .
$$

Assume that $w_{1}=w_{2}=\varepsilon$. Then, the only applicable production in $G^{\prime}$ is production 10. After production 10 , only production 9 is applicable. Thus, $Z \$ Z w_{3} \Rightarrow Z Z w_{3} \Rightarrow^{*} h\left(w_{3}\right)$.

Assume that $\varepsilon \in\left\{w_{1}, w_{2}\right\}$ and $w_{1} \neq w_{2}$. Then,

$$
Z w_{1} \$ w_{2} Z w_{3} \in\left\{Z \$ w_{2} Z w_{3}, Z w_{1} \$ Z w_{3}\right\} .
$$

In both cases, neither 0 nor 1 can be eliminated (see production 5).

By induction on the length of $w_{1}$, we prove that $w_{1}=w_{2}^{R}$. The basic step has already been proved. Assume that

$$
Z w_{1} \$ w_{2} Z w_{3}=Z w_{1}^{\prime} 0 \$ x w_{2}^{\prime} Z w_{3},
$$

where $x \in\{0,1\}$. Then, only productions $1,2,3,4$ can be applied. Notice that production 1 or 2 is applied before production 3 or 4 ; otherwise, if production 3 or 4 is applied, then neither production 1 nor 2 is applicable. Moreover, if production 1 is applied, then only production 3 is applicable, and, similarly, if production 2 is applied, then only production 4 is applicable. According to production 5, $0 \$$ is rewritten by production 1 or 3 . Therefore, 0 is rewritten by production 1 and $x$ is rewritten by production 3 , or vice versa. Thus, $x=0$ and

$$
Z w_{1}^{\prime} 0 \$ 0 w_{2}^{\prime} Z w_{3} \Rightarrow^{2} Z w_{1}^{\prime} 0^{\prime} \$ 0^{\prime} 1^{\prime} w_{2}^{\prime} Z w_{3} \quad \text { or } \quad Z w_{1}^{\prime} 0^{\prime} 1^{\prime} \$ 0^{\prime} w_{2}^{\prime} Z w_{3}
$$

Then, only production 5 is applicable;

$$
\Rightarrow Z w_{1}^{\prime} 0^{\prime} \# 0^{\prime} 1^{\prime} w_{2}^{\prime} Z w_{3} \text { or } Z w_{1}^{\prime} 0^{\prime} 1^{\prime} \# 0^{\prime} w_{2}^{\prime} Z w_{3}
$$

and only productions 6 and 7 are applicable;

$$
\Rightarrow^{3} Z w_{1}^{\prime} \# w_{2}^{\prime} Z w_{3}
$$

and only production 8 is applicable;

$$
\Rightarrow Z w_{1}^{\prime} \$ w_{2}^{\prime} Z w_{3}
$$

The proof for $Z w_{1} \$ w_{2} Z w_{3}=Z w_{1}^{\prime} 1 \$ x w_{2}^{\prime} Z w_{3}$, where $x \in\{0,1\}$, is analogous. By the induction hypothesis, $w_{1}=w_{2}^{R}$.

Thus, if $S^{\prime} \Rightarrow^{*} Z w_{1} \$ w_{1}^{R} Z w_{3} \Rightarrow^{*} h\left(w_{3}\right)$ in $G^{\prime}$, where $w_{1} \in\{0,1\}^{*}$ and $w_{3} \in(T \cup\{Z\})^{*}$, then $S \Rightarrow^{*} w_{1} \$ w_{1}^{R} h\left(w_{3}\right) \Rightarrow^{*} h\left(w_{3}\right)$ in $G$.

By a modification of the grammar from the proof of Theorem 25, the index can be decreased.
Theorem 26. Every recursively enumerable language is generated by a generalized forbidding grammar of degree two and index four with no more than eleven conditional productions and ten nonterminals.

Proof. Let $L$ be a recursively enumerable language. There is a grammar

$$
G=(\{S, 0,1, \$\}, T, P \cup\{0 \$ 0 \rightarrow \$, 1 \$ 1 \rightarrow \$, \$ \rightarrow \varepsilon\}, S)
$$

such that $L=L(G)$ and $P$ contains productions of the form shown in Lemma 9. Construct the grammar

$$
G^{\prime}=\left(\left\{S^{\prime}, Z, S, 0,1,0^{\prime}, 1^{\prime}, \$, \#, @\right\}, T, P^{\prime} \cup P^{\prime \prime}, S^{\prime}\right),
$$

where $P^{\prime}$ contains productions of the form

$$
\begin{array}{ll}
\left(S^{\prime} \rightarrow Z S Z, \emptyset\right), & \\
(S \rightarrow u S Z a Z, \emptyset) & \text { if } S \rightarrow u S a \in P, \\
(S \rightarrow u S v, \emptyset) & \text { if } S \rightarrow u S v \in P, \\
(S \rightarrow u \$ v, \emptyset) & \text { if } S \rightarrow u v \in P,
\end{array}
$$

and $P^{\prime \prime}$ contains following eleven conditional productions:

1. $\left(0 \rightarrow 0^{\prime},\left\{0^{\prime}, 1^{\prime}, @\right\}\right)$,
2. $\left(1 \rightarrow 1^{\prime},\left\{0^{\prime}, 1^{\prime}, @\right\}\right)$,
3. $(\$ \rightarrow \#,\{0 \$, 1 \$, Z \$\})$,
4. $\left(0 \rightarrow 0^{\prime} 1^{\prime},\left\{0^{\prime} 1^{\prime}, 1^{\prime}, @\right\}\right)$,
5. $\left(1 \rightarrow 1^{\prime} 0^{\prime},\left\{1^{\prime} 0^{\prime}, 0^{\prime}, @\right\}\right)$,
6. (\# $\rightarrow$ @, $\{\# 0, \# 1, \# Z\})$,
7. $\left(0^{\prime} \rightarrow \varepsilon,\{\$, \#, S\}\right)$,
8. $\left(1^{\prime} \rightarrow \varepsilon,\{\$, \#, S\}\right)$,
9. (@ $\left.\rightarrow \$,\left\{0^{\prime}, 1^{\prime}\right\}\right)$,
10. $(Z \rightarrow \varepsilon,\{\$, \#, @, S\})$,
11. $(\$ \rightarrow \varepsilon,\{0,1\})$,

To prove that $L(G) \subseteq L\left(G^{\prime}\right)$, consider a derivation $S \Rightarrow^{*} w \$ w^{R} v$ in $G$ using only productions from $P$, where $w \in\{0,1\}^{*}$ and $v \in T^{*}$. This can be derived in $G^{\prime}$ by productions from $P^{\prime}$ as $S^{\prime} \Rightarrow^{*}$ $Z w \$ w^{R} Z v^{\prime}$, where $h\left(v^{\prime}\right)=v$ for a homomorphism $h:(T \cup\{Z\})^{*} \rightarrow T^{*}$ defined as $h(a)=a$, for $a \in T$, and $h(Z)=\varepsilon$. If $w=\varepsilon$, then

$$
Z \$ Z v^{\prime} \Rightarrow Z Z v^{\prime} \Rightarrow^{*} v
$$

by productions 11 and 10 . If $w=w^{\prime} 0$, then

$$
\begin{aligned}
Z w^{\prime} 0 \$ 0 w^{\prime R} Z v^{\prime} & \Rightarrow Z w^{\prime} 0^{\prime} \$ 0 w^{\prime R} Z v^{\prime} \\
& \Rightarrow Z w^{\prime} 0^{\prime} \# 0 w^{\prime R} Z v^{\prime} \\
& \Rightarrow Z w^{\prime} 0^{\prime} \# 0^{\prime} 1^{\prime} w^{\prime R} Z v^{\prime} \\
& \Rightarrow Z w^{\prime} 0^{\prime} @ 0^{\prime} 1^{\prime} w^{\prime R} Z v^{\prime} \\
& \Rightarrow Z w^{\prime} @ 0^{\prime} 1^{\prime} w^{\prime R} Z v^{\prime} \\
& \Rightarrow Z w^{\prime} @ 1^{\prime} w^{\prime R} Z v^{\prime} \\
& \Rightarrow Z w^{\prime} @ w^{\prime R} Z v^{\prime} \\
& \Rightarrow Z w^{\prime} \$ w^{\prime R} Z v^{\prime}
\end{aligned}
$$

by productions $1,3,4,6,7,7,8$, and 9 . The case of $w=w^{\prime} 1$ is analogous. The inclusion follows by induction. Hence, if $S \Rightarrow^{*} v$ in $G, v \in T^{*}$, then $S^{\prime} \Rightarrow^{*} v$ in $G^{\prime}$.

To prove that $L(G) \supseteq L\left(G^{\prime}\right)$, consider a terminal derivation in $G^{\prime}$

$$
S^{\prime} \Rightarrow^{*} Z w_{1} \$ w_{2} Z w_{3},
$$

by productions from $P^{\prime}$, and

$$
Z w_{1} \$ w_{2} Z w_{3} \Rightarrow^{*} w,
$$

where $w_{1}, w_{2} \in\{0,1\}^{*}$ and $w \in T^{*}$. We prove that $w_{3} \in(T \cup\{Z\})^{*}$.
Assume that $Z 0$ or $Z 1$ is in $\operatorname{sub}\left(Z w_{3}\right)$. Then, to eliminate this 0 or 1 , production 7 or 8 is applied to this 0 or 1 . To apply production 7 or 8 , production 3 or 6 is applied before. However, there is 0,1 , or $Z$ next to $\$$ or $\#$; indeed, there cannot be more than two $0^{\prime} \mathrm{s}$ or $1^{\prime}$ s in the derivation-a contradiction; production 3 or 6 cannot be applied. Thus, $w_{3} \in(T \cup\{Z\})^{*}$ and $w=h\left(w_{3}\right)$. Then,

$$
S \Rightarrow^{*} w_{1} \$ w_{2} h\left(w_{3}\right)
$$

in $G$ by productions from $P$. We prove that

$$
w_{1} \$ w_{2} h\left(w_{3}\right) \Rightarrow^{*} h\left(w_{3}\right) .
$$

Assume that $w_{1}=w_{2}=\varepsilon$. Then, the only applicable production is production 11 followed by production 10. Clearly, $\$ h\left(w_{3}\right) \Rightarrow h\left(w_{3}\right)$ in $G$.

Assume that $\varepsilon \in\left\{w_{1}, w_{2}\right\}$ and $w_{1} \neq w_{2}$. Then,

$$
Z w_{1} \$ w_{2} Z w_{3} \in\left\{Z \$ w_{2} Z w_{3}, Z w_{1} \$ Z w_{3}\right\} .
$$

In both cases, neither 0 nor 1 can be eliminated.
By induction on the length of $w_{1}$, we prove that $w_{1}=w_{2}^{R}$. The basic step has already been proved. Assume that

$$
Z w_{1} \$ w_{2} Z w_{3}=Z w_{1}^{\prime} 0 \$ x w_{2}^{\prime} Z w_{3},
$$

where $x \in\{0,1\}$. Then, only productions $1,2,4,5$ are applicable. Notice that production 1 (2) has to be applied before 4 (5); otherwise, if production 4 (5) is applied, then production 1 (2) is not applicable. Moreover, if production 1 is applied, then only production 4 is applicable, and if production 2 is applied, then only production 5 is applicable. According to production $3,0 \$$ is rewritten by production 1 or 4 . Therefore, 0 is rewritten by production 1 and $x$ is rewritten by production 4 , or vice versa. Thus, $x=0$ and

$$
\begin{array}{rll}
Z w_{1}^{\prime} 0 \$ 0 w_{2}^{\prime} Z w_{3} \Rightarrow^{2} Z w_{1}^{\prime} 0^{\prime} \$ 0^{\prime} 1^{\prime} w_{2}^{\prime} Z w_{3} & \text { or } & Z w_{1}^{\prime} 0^{\prime} 1^{\prime} \$ 0^{\prime} w_{2}^{\prime} Z w_{3} \\
& \text { or } Z w_{1}^{\prime} 0^{\prime} \# 0 w_{2}^{\prime} Z w_{3} \text { (by productions } 1 \text { and } 3 \text { ). }
\end{array}
$$

Then, only production 3 or 4 is applicable;

$$
\Rightarrow Z w_{1}^{\prime} 0^{\prime} \# 0^{\prime} 1^{\prime} w_{2}^{\prime} Z w_{3} \text { or } Z w_{1}^{\prime} 0^{\prime} 1^{\prime} \# 0^{\prime} w_{2}^{\prime} Z w_{3}
$$

and only production 6 is applicable;

$$
\Rightarrow Z w_{1}^{\prime} 0^{\prime} @ 0^{\prime} 1^{\prime} w_{2}^{\prime} Z w_{3} \text { or } Z w_{1}^{\prime} 0^{\prime} 1^{\prime} @ 0^{\prime} w_{2}^{\prime} Z w_{3}
$$

and only productions 7 and 8 are applicable;

$$
\Rightarrow^{3} Z w_{1}^{\prime} @ w_{2}^{\prime} Z w_{3}
$$

and only production 9 is applicable;

$$
\Rightarrow^{3} Z w_{1}^{\prime} \$ w_{2}^{\prime} Z w_{3}
$$

The proof for $Z w_{1} \$ w_{2} Z w_{3}=Z w_{1}^{\prime} 1 \$ x w_{2}^{\prime} Z w_{3}$, where $x \in\{0,1\}$, is analogous. By the induction hypothesis, $w_{1}=w_{2}^{R}$.

Thus, if $S^{\prime} \Rightarrow^{*} Z w_{1} \$ w_{1}^{R} Z w_{3} \Rightarrow^{*} h\left(w_{3}\right)$ in $G^{\prime}$, where $w_{1} \in\{0,1\}^{*}$ and $w_{3} \in(T \cup\{Z\})^{*}$, then $S \Rightarrow^{*} w_{1} \$ w_{1}^{R} h\left(w_{3}\right) \Rightarrow^{*} h\left(w_{3}\right)$ in $G$.

In the following two theorems, we decrease the number of nonterminals and the number of conditional productions disregarding the index.

Theorem 27. Every recursively enumerable language is generated by a generalized forbidding grammar of degree two and index nine with no more than eight conditional productions and ten nonterminals.

Proof. Let $L$ be a recursively enumerable language. Then, there is a grammar

$$
G_{1}=(\{S, A, B, C\}, T, P \cup\{A B C \rightarrow \varepsilon\}, S)
$$

in the first Geffert normal form such that $L=L\left(G_{1}\right)$. Construct the grammar

$$
G=\left(\left\{S, S^{\prime}, Z, A, B, C, A^{\prime}, B^{\prime}, C^{\prime}, \#\right\}, T, P^{\prime} \cup P^{\prime \prime}, S\right)
$$

where $P^{\prime}$ contains productions of the form

$$
\begin{array}{ll}
\left(S \rightarrow Z S^{\prime} Z, \emptyset\right), & \\
\left(S^{\prime} \rightarrow u S^{\prime} Z a Z, \emptyset\right) & \text { if } S \rightarrow u S a \in P, \\
\left(S^{\prime} \rightarrow u S^{\prime} v, \emptyset\right) & \text { if } S \rightarrow u S v \in P, \\
\left(S^{\prime} \rightarrow u v, \emptyset\right) & \text { if } S \rightarrow u v \in P
\end{array}
$$

and $P^{\prime \prime}$ contains the following eight conditional productions:

1. $\left(A \rightarrow \# A^{\prime},\left\{\#, S^{\prime}\right\}\right)$,
2. $\left(B \rightarrow B^{\prime},\left\{B^{\prime}, \#, S^{\prime}\right\}\right)$,
3. $\left(C \rightarrow C^{\prime},\left\{C^{\prime}, \#, S^{\prime}\right\}\right)$,
4. $\left(A^{\prime} \rightarrow \varepsilon,\left\{A^{\prime}\right\}\left\{A, B, C, C^{\prime}, Z\right\}\right)$,
5. $\left(B^{\prime} \rightarrow \varepsilon,\left\{B^{\prime}\right\}\{A, B, C, Z\} \cup\left\{A, B, C, C^{\prime}, Z\right\}\left\{B^{\prime}\right\}\right)$,
6. $\left(C^{\prime} \rightarrow \varepsilon,\left\{A^{\prime}, B^{\prime}\right\} \cup\{A, B, C, Z\}\left\{C^{\prime}\right\}\right)$,
7. $\left(\# \rightarrow \varepsilon,\left\{A^{\prime}, B^{\prime}, C^{\prime}\right\}\right)$,
8. $\left(Z \rightarrow \varepsilon,\left\{S^{\prime}, A, A^{\prime}, B, B^{\prime}, C, C^{\prime}\right\}\right)$.

To prove that $L\left(G_{1}\right) \subseteq L(G)$, consider a derivation $S \Rightarrow^{*} w A B C w^{\prime} v \Rightarrow w w^{\prime} v$ in $G_{1}$ by productions from $P$ and the only one application of the production $A B C \rightarrow \varepsilon$, where $w, w^{\prime} \in\{A, B, C\}^{*}$ and $v \in T^{*}$. Then, $S \Rightarrow^{*} Z w A B C w^{\prime} Z v^{\prime}$ in $G$ by productions from $P^{\prime}$, where $v^{\prime} \in(T \cup\{Z\})^{*}$ is such that $h\left(v^{\prime}\right)=v$, for a homomorphism $h:(T \cup\{Z\})^{*} \rightarrow T^{*}$ defined as $h(a)=a$, for $a \in T$, and $h(Z)=\varepsilon$. By productions $3,2,1,4,5,6$, and 7 ,

$$
\begin{aligned}
Z w A B C w^{\prime} Z v^{\prime} & \Rightarrow Z w A B C^{\prime} w^{\prime} Z v^{\prime} \\
& \Rightarrow Z w A B^{\prime} C^{\prime} w^{\prime} Z v^{\prime} \\
& \Rightarrow Z w \# A^{\prime} B^{\prime} C^{\prime} w^{\prime} Z v^{\prime} \\
& \Rightarrow Z w \# B^{\prime} C^{\prime} w^{\prime} Z v^{\prime} \\
& \Rightarrow Z w \# C^{\prime} w^{\prime} Z v^{\prime} \\
& \Rightarrow Z w \# w^{\prime} Z v^{\prime} \\
& \Rightarrow Z w w^{\prime} Z v^{\prime}
\end{aligned}
$$

The inclusion follows by induction and, eventually, by production 8 .
To prove that $L\left(G_{1}\right) \supseteq L(G)$, observe that if there is a string of the form $Z\left\{B^{\prime}, C^{\prime}\right\}$ as a substring of a sentential form, then neither of productions 5 and 6 is applicable to the rightmost nonterminal of this string-there is $Z$ before the nonterminal. Thus, we can assume that

$$
S \Rightarrow^{*} Z w_{1} w_{2} Z w_{3}
$$

in $G$, by productions from $P^{\prime}$, and that

$$
Z w_{1} w_{2} Z w_{3} \Rightarrow^{*} h\left(w_{3}\right),
$$

where $w_{1} \in\{A, A B\}^{*}, w_{2} \in\{B C, C\}^{*}$, and $w_{3} \in(T \cup\{Z\})^{*}$. Notice that before $S$ and $S^{\prime}$ are eliminated, there is no occurrence of $A B C$ in the sentential form (see [17]), and, moreover, no production from $P^{\prime \prime}$ can be applied. Then, $S \Rightarrow^{*} w_{1} w_{2} h\left(w_{3}\right)$ in $G_{1}$ by productions from $P$. We prove that

$$
w_{1} w_{2} h\left(w_{3}\right) \Rightarrow^{*} h\left(w_{3}\right) .
$$

By induction on the length of $w_{1} w_{2}$, we prove that $w_{1} w_{2}=w_{1}^{\prime} A B C w_{2}^{\prime}$, for some $w_{1}^{\prime} \in\{A, A B\}^{*}$ and $w_{2}^{\prime} \in\{B C, C\}^{*}$, or $w_{1} w_{2}=\varepsilon$. In any derivation step, there is no more than one $A^{\prime}, B^{\prime}, C^{\prime}$, and no $X^{\prime}$, for $X \in\{A, B, C\}$, is generated while there is \# in the sentential form (see productions $1,2,3$ ). Moreover, \# is eliminated after all primed nonterminals are eliminated (see production 7). We prove that $A, B$, and $C$ are in $\operatorname{sub}\left(w_{1} w_{2}\right)$, for $w_{1} w_{2} \neq \varepsilon$.

1. $A \in \operatorname{sub}\left(w_{1} w_{2}\right)$ : to eliminate $A, A$ has to be rewritten to $A^{\prime}$. Then, $B^{\prime}$ has to follow $A^{\prime}$ (by production 4) and $C^{\prime}$ has to follow $B^{\prime}$ (by production 5).
2. $B \in \operatorname{sub}\left(w_{1} w_{2}\right)$ : to eliminate $B, B$ has to be rewritten to $B^{\prime}$. Then, $A^{\prime}$ or \# has to be before $B^{\prime}$ and $C^{\prime}$ has to follow $B^{\prime}$ (by production 5).
3. $C \in \operatorname{sub}\left(w_{1} w_{2}\right)$ : to eliminate $C, C$ has to be rewritten to $C^{\prime}$. Then, \# has to be before $C^{\prime}$ (by production 6)-that is, $A \in \operatorname{sub}\left(w_{1} w_{2}\right)$; otherwise, this case is analogical to 1 .
In all above cases, $A B C \in \operatorname{sub}\left(w_{1} w_{2}\right)$. Thus, $w_{1} w_{2}=w_{1}^{\prime} A B C w_{2}^{\prime}$, for some $w_{1}^{\prime} \in\{A, A B\}^{*}$ and $w_{2}^{\prime} \in\{B C, C\}^{*}$.

We prove that while $A B C$ is eliminated, no other nonterminal is eliminated, and then \# is removed.

First, only productions 1, 2, and 3 are applicable.
(i) If production 1 is applied, then productions 2 and 3 are not applicable because there is \# in the sentential form. Also, production 4 is not applicable because $A^{\prime}$ is followed by $A, B, C$, or $Z$. Thus, the derivation is blocked.
(ii) Assume that production 2 is applied first. Then, there is $B^{\prime}$ in the sentential form. Notice that production 5 is not applicable because $B^{\prime}$ is followed by $A, B, C$, or $Z$. Thus, only productions 1 and 3 are applicable. To apply production 5 , \# or $A^{\prime}$ has to be before $B^{\prime}$ and $C^{\prime}$ has to follow $B^{\prime}$. If production 1 is applied, then production 3 is not applicable- $C^{\prime}$ cannot be generated. Moreover, if there is $\# A^{\prime} B^{\prime}\{A, B, C, Z\}$ as a substring of the sentential form, then $A^{\prime}$ can be eliminated (by production 4). However, no other production is applicable. Thus, the sequence of productions in the derivation is 2,3 , and 1 .
(iii) Assume that production 3 is applied first. Then, there is $C^{\prime}$ in the sentential form. Notice that production 6 is not applicable because $A, B, C$, or $Z$ is before $C^{\prime}$. To apply production 6 , \# has to be before $C^{\prime}$. Thus, only productions 1 and 2 are applicable. If production 1 is applied, then production 2 is not applicable. To eliminate $A^{\prime}, A^{\prime}$ has to be followed by $B^{\prime}$ (see production 4)—a contradiction; there is no $B^{\prime}$ in the sentential form. Therefore, production 2 had to be applied before production 1 . Thus, the sequence of productions in the derivation is 3,2 , and 1 .

After the sequence of productions $2,3,1$, or $3,2,1$, productions 4 and 5 are applicable if and only if $\# A^{\prime} B^{\prime} C^{\prime}$ is a substring of the sentential form (see productions 4 and 5). Notice that no other productions are applicable. Thus,

$$
w_{1}^{\prime} A B C w_{2}^{\prime} h\left(w_{3}\right) \Rightarrow^{2} w_{1}^{\prime} A B^{\prime} C^{\prime} w_{2}^{\prime} h\left(w_{3}\right) \Rightarrow w_{1}^{\prime} \# A^{\prime} B^{\prime} C^{\prime} w_{2}^{\prime} h\left(w_{3}\right) .
$$

After the application of productions 4 and 5 (in this order, otherwise $A^{\prime}$ cannot be eliminated),

$$
w_{1}^{\prime} \# A^{\prime} B^{\prime} C^{\prime} w_{2}^{\prime} h\left(w_{3}\right) \Rightarrow w_{1}^{\prime} \# B^{\prime} C^{\prime} w_{2}^{\prime} h\left(w_{3}\right) \Rightarrow w_{1}^{\prime} \# C^{\prime} w_{2}^{\prime} h\left(w_{3}\right),
$$

only production 6 is applicable,

$$
w_{1}^{\prime} \# C^{\prime} w_{2}^{\prime} h\left(w_{3}\right) \Rightarrow w_{1}^{\prime} \# w_{2}^{\prime} h\left(w_{3}\right) .
$$

If $w_{1}^{\prime} w_{2}^{\prime} \neq \varepsilon$, then only production 7 is applicable because there is no $A^{\prime}, B^{\prime}, C^{\prime}$ in the sentential form. If $w_{1}^{\prime} w_{2}^{\prime}=\varepsilon$, then also production 8 is applicable. However, it is easy to see that it does not matter whether some $Z$ s are eliminated before \# is removed. Then,

$$
w_{1}^{\prime} \# w_{2}^{\prime} h\left(w_{3}\right) \Rightarrow+w_{1}^{\prime} w_{2}^{\prime} h\left(w_{3}\right)
$$

As a result, by the induction hypothesis,

$$
w_{1}^{\prime} A B C w_{2}^{\prime} h\left(w_{3}\right) \Rightarrow^{*} w_{1}^{\prime} w_{2}^{\prime} h\left(w_{3}\right) \Rightarrow^{*} h\left(w_{3}\right) .
$$

Thus, if $S \Rightarrow^{*} Z w_{1} w_{2} Z w_{3} \Rightarrow^{*} h\left(w_{3}\right)$ in $G$, where $w_{1} \in\{A, A B\}^{*}, w_{2} \in\{B C, C\}^{*}$, and $w_{3} \in$ $(T \cup\{Z\})^{*}$, then $S \Rightarrow^{*} w_{1} w_{2} h\left(w_{3}\right) \Rightarrow^{*} h\left(w_{3}\right)$ in $G_{1}$. Hence, the other inclusion holds.

If we allow the index to have no limit, then the number of nonterminals can be decreased. To prove this, we first need to modify Lemma 9. More precisely, only the homomorphism $h$ is modified.

Lemma 10. Let $L \in R E, L=L\left(G_{1}\right), G_{1}$ is a grammar in the second Geffert normal form. Then, there is a grammar

$$
G=(\{S, 0,1, \$\}, T, P \cup\{0 \$ 0 \rightarrow \$, 1 \$ 1 \rightarrow \$, \$ \rightarrow \varepsilon\}, S)
$$

with $P$ containing only context-free productions of the form
$S \rightarrow h(u) S a \quad$ if $S \rightarrow u S a$ in $G_{1}$,
$S \rightarrow h(u) \operatorname{Sh}(v)$ if $S \rightarrow u S v$ in $G_{1}$,
$S \rightarrow h(u) \$ h(v) \quad$ if $S \rightarrow u v$ in $G_{1}$,
where $h:\{A, B, C, D\}^{*} \rightarrow\{0,1\}^{*}$ is a homomorphism defined as

$$
h(A)=h(B)=00, h(C)=01, \text { and } h(D)=10,
$$

such that $L(G)=L\left(G_{1}\right)$.
Now, we can prove the following theorem.
Theorem 28. Every recursively enumerable language is generated by a generalized forbidding grammar of degree two and unlimited index with no more than nine conditional productions and eight nonterminals.

Proof. Let $L$ be a recursively enumerable language. Then, there is a grammar

$$
G=(\{S, 0,1, \$\}, T, P \cup\{0 \$ 0 \rightarrow \$, 1 \$ 1 \rightarrow \$, \$ \rightarrow \varepsilon\}, S)
$$

such that $L=L(G)$ and $P$ contains productions of the form shown in Lemma 10. Construct the grammar

$$
G^{\prime}=\left(\left\{S^{\prime}, S, 0,1,0^{\prime}, 1^{\prime}, \$, \#\right\}, T, P^{\prime} \cup P^{\prime \prime}, S^{\prime}\right),
$$

where $P^{\prime}$ contains productions of the form

$$
\begin{array}{ll}
\left(S^{\prime} \rightarrow 111 S 11, \emptyset\right), & \\
(S \rightarrow u S 11 a, \emptyset) & \text { if } S \rightarrow u S a \in P, \\
(S \rightarrow u S v, \emptyset) & \text { if } S \rightarrow u S v \in P, \\
(S \rightarrow u \$ v, \emptyset) & \text { if } S \rightarrow u v \in P,
\end{array}
$$

and $P^{\prime \prime}$ contains following nine conditional productions:

1. $\left(0 \rightarrow 0^{\prime},\left\{0^{\prime}, 1^{\prime}, \#\right\}\right)$,
2. $\left(1 \rightarrow 1^{\prime},\left\{0^{\prime}, 1^{\prime}, \#\right\}\right)$,
3. $\left(0 \rightarrow 0^{\prime} 1^{\prime},\left\{1^{\prime}, \#\right\}\right)$,
4. $\left(1 \rightarrow 1^{\prime} 0^{\prime},\left\{0^{\prime}, \#\right\}\right)$,
5. $(\$ \rightarrow \#,\{0 \$, 1 \$, \$ 0, \$ 1\} \cup\{\$\} T)$,
6. $\left(0^{\prime} \rightarrow \boldsymbol{\varepsilon},\{\$, S\}\right)$,
7. $\left(1^{\prime} \rightarrow \varepsilon,\{\$, S\}\right)$,
8. (\# $\rightarrow \$,\left\{0^{\prime}, 1^{\prime}\right\}$ ),
9. $\left(\$ \rightarrow \varepsilon,\left\{0,0^{\prime}\right\}\right)$,

To prove that $L(G) \subseteq L\left(G^{\prime}\right)$, consider a derivation $S \Rightarrow^{*} w \$ w^{R} v$ in $G$ using only productions from $P$, where $w \in\{00,01\}^{*}$ and $v \in T^{*}$. This can be derived in $G^{\prime}$ by productions from $P^{\prime}$ as $S^{\prime} \Rightarrow^{*} 111 w \$ w^{R} 11 v^{\prime}$, where $v^{\prime} \in(T\{11\})^{*}$ and $h\left(v^{\prime}\right)=v$ for a homomorphism $h:(T \cup\{1\})^{*} \rightarrow T^{*}$ defined as $h(a)=a$, for $a \in T$, and $h(1)=\varepsilon$. If $w=\varepsilon$, then

$$
111 \$ 11 v^{\prime} \Rightarrow 11111 v^{\prime} \Rightarrow^{*} v
$$

by productions 9 , and repeating productions 2 and 7 . If $w=w^{\prime} 0$, then

$$
\begin{aligned}
111 w^{\prime} 0 \$ 0 w^{\prime R} 11 v^{\prime} & \Rightarrow 111 w^{\prime} 0^{\prime} \$ 0 w^{\prime R} 11 v^{\prime} \\
& \Rightarrow 111 w^{\prime} 0^{\prime} \$ 0^{\prime} 1^{\prime} w^{\prime R} 11 v^{\prime} \\
& \Rightarrow 111 w^{\prime} 0^{\prime} \not 0^{\prime} 0^{\prime} 1^{\prime} w^{\prime R} 11 v^{\prime} \\
& \Rightarrow 111 w^{\prime} \# 0^{\prime} 1^{\prime} w^{\prime R} 11 v^{\prime} \\
& \Rightarrow 111 w^{\prime} \# 1^{\prime} w^{\prime R} 11 v^{\prime} \\
& \Rightarrow 111 w^{\prime} \# w^{R} 11 v^{\prime} \\
& \Rightarrow 111 w^{\prime} \$ w^{\prime R} 11 v^{\prime}
\end{aligned}
$$

by productions $1,3,5,6,6,7$, and 8 . The case of $w=w^{\prime} 1$ is analogous. The inclusion follows by induction.

To prove that $L(G) \supseteq L\left(G^{\prime}\right)$, consider a terminal derivation in $G^{\prime}$

$$
S^{\prime} \Rightarrow^{*} 111 w_{1} \$ w_{2} 11 w_{3}
$$

by productions from $P^{\prime}$, and

$$
111 w_{1} \$ w_{2} 11 w_{3} \Rightarrow^{*} w,
$$

where $w_{1} \in\{00,01\}^{*}, w_{2} \in\{00,10\}^{*}$, and $w \in T^{*}$.
Assume that $\varepsilon \in\left\{w_{1}, w_{2}\right\}$ and $w_{1} \neq w_{2}$. Then,

$$
111 w_{1} \$ w_{2} 11 w_{3} \in\left\{111 \$ w_{2} 11 w_{3}, 111 w_{1} \$ 11 w_{3}\right\}
$$

First, assume that

$$
111 \$ w_{2} 11 w_{3}=111 \$ x w_{2}^{\prime} 11 w_{3},
$$

where $x \in\{00,10\}$. As in the proof of Theorem 25, only productions $1,2,3$, and 4 can be applied. Moreover, production 1 (or 2 ) is applied before production 3 (or 4), and if production 1 is applied, then only production 3 is applicable, and, similarly, if production 2 is applied, then only production 4 is applicable. According to production 5, $1 \$$ is rewritten by production 2 or 4 . Therefore, 1 is rewritten by production 2 and $x$ is rewritten by production 4 , or vice versa. Thus, $x=10$ and

$$
111 \$ 10 w_{2}^{\prime} 11 w_{3} \Rightarrow^{7} 11 \$ 0 w_{2}^{\prime} 11 w_{3} .
$$

Similarly, assume that $111 w_{1} \$ 11 w_{3}=111 w_{1}^{\prime} x \$ 11 w_{3}, x \in\{00,01\}$. Then, $x=01$ and

$$
111 w_{1}^{\prime} 01 \$ 11 w_{3} \Rightarrow^{*} 111 w_{1}^{\prime} 0 \$ 1 w_{3}
$$

In both cases, the derivation is blocked.
Assume that $w_{1}=w_{2}=\varepsilon$, i.e. $S^{\prime} \Rightarrow^{*} 111 \$ 11 w_{3}$, where $w_{3}=a w_{3}^{\prime}$, for some $a \in T$, or $w_{3}=\varepsilon$. Then,

$$
111 \$ 11 w_{3} \Rightarrow^{*} \alpha
$$

where

$$
\alpha \in\left\{111 \$ 11 w_{3}, 11 \$ 1 w_{3}, 1 \$ a w_{3}^{\prime}, 1 \$\right\}
$$

In all cases, to remove \$, production 9 is applied. However, production 9 is applicable if and only if there is no 0 in $w_{3}$. Clearly, $\$ w \Rightarrow w$ in $G$.

Analogously to the proof of Theorem 25, by induction on the length of $w_{1}$, we can prove that $w_{1}=w_{2}^{R}$.

Thus, we have proved that $0 \notin \operatorname{sub}\left(w_{3}\right)$, i.e. $w=h\left(w_{3}\right)$, and, moreover, if

$$
S^{\prime} \Rightarrow^{*} 111 w_{1} \$ w_{1}^{R} 11 w_{3} \Rightarrow^{*} h\left(w_{3}\right)
$$

in $G^{\prime}$, where $w_{1} \in\{00,01\}^{*}$, then

$$
S \Rightarrow^{*} w_{1} \$ w_{1}^{R} h\left(w_{3}\right) \Rightarrow^{*} h\left(w_{3}\right)
$$

in $G$.

### 5.2.3 Semi-Conditional Grammars

A semi-conditional grammar is a context-conditional grammar, where both permitting and forbidding contexts contain no more than one element. These grammars are introduced and studied in [79].

Definition 36. A semi-conditional grammar, $G$, is a quadruple $G=(N, T, P, S)$, where

- $N$ is a nonterminal alphabet,
- $T$ is a terminal alphabet such that $N \cap T=\emptyset$,
- $S \in N$ is the start symbol, and
- $P$ is a finite set of productions of the form

$$
(X \rightarrow \alpha, u, v)
$$

with $X \in N, \alpha \in(N \cup T)^{*}$, and $u, v \in(N \cup T)^{+} \cup\{0\}$, where $0 \notin N \cup T$ is a special symbol. If $u \neq 0$ or $v \neq 0$, then the production $(X \rightarrow \alpha, u, v) \in P$ is said to be conditional.
$G$ has degree $(i, j)$ if for all productions $(X \rightarrow \alpha, u, v) \in P$,

$$
u \neq 0 \text { implies }|u| \leq i
$$

and

$$
v \neq 0 \text { implies }|v| \leq j
$$

For $x_{1}, x_{2} \in(N \cup T)^{*}, x_{1} X x_{2}$ directly derives $x_{1} \alpha x_{2}$ according to the production $(X \rightarrow \alpha, u, v) \in P$, denoted by $x_{1} X x_{2} \Rightarrow x_{1} \alpha x_{2}$, if

$$
u \neq 0 \text { implies that } u \in \operatorname{sub}(x)
$$

and

$$
v \neq 0 \text { implies that } v \notin \operatorname{sub}(x) .
$$

As usual, $\Rightarrow$ is extended to $\Rightarrow^{i}$, for $i \geq 0, \Rightarrow^{+}$, and $\Rightarrow^{*}$. The language generated by a semiconditional grammar, $G$, is defined as

$$
L(G)=\left\{w \in T^{*}: S \Rightarrow^{*} w\right\}
$$

We now prove the main result concerning the descriptional complexity of semi-conditional grammars.

Theorem 29. Every recursively enumerable language is generated by a semi-conditional grammar of degree $(2,1)$ with no more than seven conditional productions and eight nonterminals.

Proof. Let $L$ be a recursively enumerable language. There is a grammar

$$
G=(\{S, A, B, C\}, T, P \cup\{A B C \rightarrow \varepsilon\}, S)
$$

in the first Geffert normal form such that $L=\mathscr{L}(G)$. Construct the grammar

$$
G^{\prime}=\left(\left\{S, A, B, C, A^{\prime}, B^{\prime}, C^{\prime}, \$\right\}, T, P^{\prime} \cup P^{\prime \prime}, S\right)
$$

where

$$
P^{\prime}=\{(X \rightarrow \alpha, 0,0): X \rightarrow \alpha \in P\}
$$

and $P^{\prime \prime}$ contains following seven conditional productions:

1. $\left(A \rightarrow \$ A^{\prime}, 0, \$\right)$,
2. $\left(B \rightarrow B^{\prime}, A^{\prime}, B^{\prime}\right)$,
3. $\left(C \rightarrow C^{\prime} \$, A^{\prime} B^{\prime}, C^{\prime}\right)$,
4. $\left(B^{\prime} \rightarrow \varepsilon, B^{\prime} C^{\prime}, 0\right)$,
5. $\left(C^{\prime} \rightarrow \varepsilon, A^{\prime} C^{\prime}, 0\right)$,
6. $\left(A^{\prime} \rightarrow \varepsilon, A^{\prime} \$, 0\right)$,
7. $\left(\$ \rightarrow \varepsilon, 0, A^{\prime}\right)$.

To prove that $\mathscr{L}(G) \subseteq \mathscr{L}\left(G^{\prime}\right)$, consider a derivation

$$
S \Rightarrow^{*} w A B C w^{\prime} v \Rightarrow w w^{\prime} v
$$

in $G$ by productions from $P$ with only one application of the production $A B C \rightarrow \varepsilon$, where $w, w^{\prime} \in$ $\{A, B, C\}^{*}$ and $v \in T^{*}$. Then,

$$
S \Rightarrow^{*} w A B C w^{\prime} v
$$

in $G^{\prime}$ by productions from $P^{\prime}$. Moreover, by productions $1,2,3,4,5,6,7$, 7 , we get

$$
\begin{aligned}
w A B C w^{\prime} v & \Rightarrow w \$ A^{\prime} B C w^{\prime} v \\
& \Rightarrow w \$ A^{\prime} B^{\prime} C w^{\prime} v \\
& \Rightarrow w \$ A^{\prime} B^{\prime} C^{\prime} \$ w^{\prime} v \\
& \Rightarrow w \$ A^{\prime} C^{\prime} \$ w^{\prime} v \\
& \Rightarrow w \$ A^{\prime} \$ w^{\prime} v \\
& \Rightarrow w \$ \$ w^{\prime} v \\
& \Rightarrow w \$ w^{\prime} v \\
& \Rightarrow w w^{\prime} v .
\end{aligned}
$$

The inclusion follows by induction.
To prove that $\mathscr{L}(G) \supseteq \mathscr{L}\left(G^{\prime}\right)$, consider a terminal derivation. Let $X \in\{A, B, C\}$ be in a sentential form of this derivation. To eliminate $X$, there are following three possibilities:

1. If $X=A$, then there must be $C$ and $B$ (by productions 6 and 3 ) in the derivation;
2. If $X=B$, then there must be $C$ and $A$ (by productions 4 and 3 ) in the derivation;
3. If $X=C$, then there must be $A$ and $B$ (by productions 5 and 3 ) in the derivation.

In all above cases, there are $A, B$, and $C$ in the derivation. By productions $1,2,3$, and 7 , there cannot be more than one $A^{\prime}, B^{\prime}$, and $C^{\prime}$ in any sentential form of this terminal derivation. Moreover, by productions 3 and $4, A^{\prime} B^{\prime} C^{\prime}$ is a substring of a sentential form of this terminal derivation, and there is no terminal symbol between any two nonterminals; otherwise, there will be a situation in which (at least) one of productions 3 and 4 will not be applicable. Thus, any first part of a terminal derivation in $G^{\prime}$ is of the form

$$
\begin{equation*}
S \Rightarrow^{*} w_{1} A B C w_{2} w \quad \Rightarrow^{3} \quad w_{1} \$ A^{\prime} B^{\prime} C^{\prime} \$ w_{2} w \tag{5.1}
\end{equation*}
$$

by productions from $P^{\prime}$ and productions 1,2 , and 3 , where $w_{1} \in\{A, B\}^{*}, w_{2} \in\{B, C\}^{*}$, and $w \in T^{*}$. Next, only production 4 is applicable. Thus,

$$
\Rightarrow \quad w_{1} \$ A^{\prime} C^{\prime} \$ w_{2} w .
$$

Besides a possible application of production 2, only production 5 is applicable. Thus,

$$
\Rightarrow^{+} \quad w_{1}^{\prime} \$ A^{\prime} \$ w_{2}^{\prime} w
$$

where $w_{1}^{\prime} \in\left\{A, B, B^{\prime}\right\}^{*}, w_{2}^{\prime} \in\left\{B, B^{\prime}, C\right\}^{*}$. Besides a possible application of production 2, only production 6 is applicable. Thus,

$$
\Rightarrow^{+} \quad w_{1}^{\prime \prime} \$ \$ w_{2}^{\prime \prime} w,
$$

where $w_{1}^{\prime \prime} \in\left\{A, B, B^{\prime}\right\}^{*}, w_{2}^{\prime \prime} \in\left\{B, B^{\prime}, C\right\}^{*}$. Finally, only production 7 is applicable, i.e.,

$$
\Rightarrow^{2} \quad w_{1}^{\prime \prime} w_{2}^{\prime \prime} w
$$

Thus, by productions $1,2,3$, or 1,3 , if production 2 has already been applied, we get

$$
\Rightarrow^{*} \quad u v w .
$$

Here,

$$
u v w \in\left\{u_{1} \$ A^{\prime} B^{\prime} C^{\prime} \$ u_{2} w: u_{1} \in\{A, B\}^{*}, u_{2} \in\{B, C\}^{*}\right\}
$$

or $u v=\varepsilon$.
Thus, the substring $A B C$ and only this substring was eliminated during the previous derivation. By induction (see (5.1)), the inclusion holds. This derivation can be performed in $G$ with an application of the production $A B C \rightarrow \varepsilon$, too.

Note that it is well-known that every recursively enumerable language is generated by a semiconditional grammar of degree $(1,1)$ (see Theorems 6 and 11(b) in [50]). In this case, however, no limit of the number of nonterminals or conditional productions is known.

### 5.2.4 Simple Semi-Conditional Grammars

A simple semi-conditional grammar is a semi-conditional grammar, where for each production, either the permitting or the forbidding context does not contain any element. These grammars are introduced in [27].

Definition 37. Let $G=(N, T, P, S)$ be a semi-conditional grammar. If $(X \rightarrow \alpha, u, v) \in P$ implies that

$$
0 \in\{u, v\},
$$

then $G$ is said to be a simple semi-conditional grammar.
The last known result concerning the descriptional complexity of simple semi-conditional grammars is the content of the following theorem proved in [92].

Theorem 30. Every recursively enumerable language is generated by a simple semi-conditional grammar of degree $(2,1)$ with no more than ten conditional productions and twelve nonterminals.

We improve this result as follows.
Theorem 31. Every recursively enumerable language is generated by a simple semi-conditional grammar of degree $(2,1)$ with no more than nine conditional productions and ten nonterminals.

Proof. Let $L$ be a recursively enumerable language. Then, there is a grammar

$$
G_{1}=(\{S, A, B, C\}, T, P \cup\{A B C \rightarrow \varepsilon\}, S)
$$

in the first Geffert normal form such that $L=L\left(G_{1}\right)$. Construct the grammar

$$
G=\left(\left\{S, A, B, C, A^{\prime}, B^{\prime}, C^{\prime}, \$, B^{\prime \prime}, C^{\prime \prime}\right\}, T, P^{\prime} \cup P^{\prime \prime}, S\right)
$$

where

$$
P^{\prime}=\{(S \rightarrow \alpha, 0,0): S \rightarrow \alpha \in P\}
$$

and $P^{\prime \prime}$ contains the following nine conditional productions:

1. $\left(A \rightarrow A^{\prime}, 0, A^{\prime}\right)$,
2. $\left(B \rightarrow B^{\prime}, 0, B^{\prime}\right)$,
3. $\left(C \rightarrow C^{\prime}, 0, C^{\prime}\right)$,
4. $\left(B^{\prime} \rightarrow B^{\prime \prime}, A^{\prime} B^{\prime}, 0\right)$,
5. $\left(C^{\prime} \rightarrow C^{\prime \prime}, B^{\prime \prime} C^{\prime}, 0\right)$,
6. $\left(B^{\prime \prime} \rightarrow \varepsilon, B^{\prime \prime} C^{\prime \prime}, 0\right)$,
7. $\left(A^{\prime} \rightarrow \$, A^{\prime} C^{\prime \prime}, 0\right)$,
8. $\left(C^{\prime \prime} \rightarrow \varepsilon, \$, 0\right)$,
9. $\left(\$ \rightarrow \varepsilon, 0, C^{\prime \prime}\right)$.

To prove that $L\left(G_{1}\right) \subseteq L(G)$, consider a derivation $S \Rightarrow^{*} w A B C w^{\prime} v \Rightarrow w w^{\prime} v$ in $G_{1}$ by productions from $P$ with only one application of the production $A B C \rightarrow \varepsilon$, where $w, w^{\prime} \in\{A, B, C\}^{*}$ and $v \in T^{*}$. Then, $S \Rightarrow^{*} w A B C w^{\prime} v$ in $G$ by productions from $P$. By productions 3, 2, 1, 4, 5, 6, 7, 8, and 9,

$$
\begin{aligned}
w A B C w^{\prime} v & \Rightarrow w A B C^{\prime} w^{\prime} v \\
& \Rightarrow w A B^{\prime} C^{\prime} w^{\prime} v \\
& \Rightarrow w A^{\prime} B^{\prime} C^{\prime} w^{\prime} v \\
& \Rightarrow w A^{\prime} B^{\prime \prime} C^{\prime} w^{\prime} v \\
& \Rightarrow w A^{\prime} B^{\prime \prime} C^{\prime \prime} w^{\prime} v \\
& \Rightarrow w A^{\prime} C^{\prime \prime} w^{\prime} v \\
& \Rightarrow w \$ C^{\prime \prime} w^{\prime} v \\
& \Rightarrow w \$ w^{\prime} v \\
& \Rightarrow w w^{\prime} v .
\end{aligned}
$$

The inclusion follows by induction.
To prove that $L\left(G_{1}\right) \supseteq L(G)$, consider a terminal derivation. Let $X \in\{A, B, C\}$ be in a sentential form. To eliminate $X$, there are following three possibilities:

1. if $X=A$, then there has to be $C$ (by production 7 ) and $B$ (by production 5 ) in the sentential form;
2. if $X=B$, then there has to be $A$ (by production 4 ) and $C$ (by production 6 ) in the sentential form;
3. if $X=C$, then there has to be $B$ (by production 5 ) and $A$ (by production 8 ) in the sentential form.

In all above cases, there are $A, B$, and $C$ in the sentential form. By productions 1,2 , and 3 , there can be no more than one $A^{\prime}, B^{\prime}$, and $C^{\prime}$ in the sentential form. By productions 4 and $5, A^{\prime}$ is before $B^{\prime}$ and $C^{\prime}$ follows this $B^{\prime}$. We prove that in any terminal derivation, there is no terminal symbol between any two nonterminals. More precisely, there is no substring of the form $T\{B C, C\}$. Assume that $a B$, for some $a \in T$, is a substring of the sentential form. Then, $B$ is rewritten to $B^{\prime}$ and $B^{\prime}$ cannot be rewritten to $B^{\prime \prime}$ because $A^{\prime}$ is before $a B^{\prime}$. Similarly, if there is $a C$ in the sentential form, for some $a \in T$, then $C$ is rewritten to $C^{\prime}$ and $a C^{\prime}$ cannot be rewritten to $a C^{\prime \prime}$ because there is never $B^{\prime \prime}$ followed by $C^{\prime}$. Thus, any terminal derivation in $G$ is of the form

$$
\begin{equation*}
S \Rightarrow^{*} \quad w_{1} A^{\prime} w_{2} B^{\prime} w_{3} C^{\prime} w_{4} w \tag{5.2}
\end{equation*}
$$

by productions from $P$ and productions 1, 2, 3, and

$$
\Rightarrow^{*} \quad w,
$$

where $w_{1} \in\{A, B\}^{*}, w_{2}, w_{3} \in\{A, B, C, S\}^{*}, w_{4} \in\{B, C\}^{*}$, and $w \in T^{*}$. We prove that $S \notin \operatorname{sub}\left(w_{2} w_{3}\right)$. To rewrite $B^{\prime}$ (by production 4 ), $w_{2}=\varepsilon$. Thus,

$$
\begin{equation*}
w_{1} A^{\prime} B^{\prime} w_{3} C^{\prime} w_{4} w \Rightarrow w_{1} A^{\prime} B^{\prime \prime} w_{3} C^{\prime} w_{4} w \tag{5.3}
\end{equation*}
$$

and, also, production 2 is applicable. However, to rewrite $C^{\prime}$ (by production 5 ), $w_{3}=\varepsilon$. Thus,

$$
\Rightarrow^{+} \quad w_{1} A^{\prime} B^{\prime \prime} C^{\prime \prime} w_{4} w,
$$

where $w_{1} \in\left\{A, B, B^{\prime}\right\}^{*}, w_{4} \in\left\{B, B^{\prime}, C\right\}^{*}$. Thus, $A^{\prime} B^{\prime} C^{\prime}$ is a substring of $w_{1} A^{\prime} w_{2} B^{\prime} w_{3} C^{\prime} w_{4} w$, and $A^{\prime} B^{\prime} C^{\prime}$ was obtained from $A B C$.

Next, we prove that no other nonterminal is eliminated while $A B C$ is eliminated. Besides a possible application of productions 2 and 3, only production 6 is applicable. Thus,

$$
\Rightarrow^{+} \quad w_{1} A^{\prime} C^{\prime \prime} w_{4} w,
$$

where $w_{1} \in\left\{A, B, B^{\prime}\right\}^{*}, w_{4} \in\left\{B, B^{\prime}, C, C^{\prime}\right\}^{*}$. Besides a possible application of productions 2 and 3 , only production 7 is applicable. Thus,

$$
\Rightarrow^{+} \quad w_{1} \$ C^{\prime \prime} w_{4} w,
$$

where $w_{1} \in\left\{A, B, B^{\prime}\right\}^{*}, w_{4} \in\left\{B, B^{\prime}, C, C^{\prime}\right\}^{*}$. Besides a possible application of productions $1,2,3$, and 4 , only production 8 is applicable. Thus,

$$
\Rightarrow^{+} \quad w_{1} \$ w_{4} w,
$$

where $w_{1} \in\left\{A, A^{\prime}, A^{\prime} B^{\prime \prime}, B, B^{\prime}\right\}^{*}, w_{4} \in\left\{B, B^{\prime}, C, C^{\prime}\right\}^{*}$. Besides a possible application of productions $1,2,3$, and 4 , only production 9 is applicable. Thus,

$$
\Rightarrow^{+} \quad w_{1} w_{4} w,
$$

where $w_{1} \in\left\{A, A^{\prime}, A^{\prime} B^{\prime \prime}, B, B^{\prime}\right\}^{*}, w_{4} \in\left\{B, B^{\prime}, C, C^{\prime}\right\}^{*}$. Thus,

$$
\Rightarrow^{*} \quad u v w
$$

by productions 1,2 , and 3 , if they are applicable. Then,

$$
\begin{aligned}
& u v w \in\left\{u_{1} A^{\prime} B^{\prime} C^{\prime} u_{4} w: u_{1} \in\{A, B\}^{*}, u_{4} \in\{B, C\}^{*}\right\} \\
& \cup\left\{v_{1} A^{\prime} B^{\prime \prime} C^{\prime} v_{4} w: v_{1} \in\left\{A, B, B^{\prime}\right\}^{*}, v_{4} \in\left\{B, B^{\prime}, C\right\}^{*}\right\}
\end{aligned}
$$

or $u v=\varepsilon$.
Thus, the string $A B C$, and only the string, was eliminated. By induction (see (5.2) and (5.3)), the inclusion holds. This derivation can be performed in $G_{1}$ with an application of the production $A B C \rightarrow \varepsilon$, too.

In [74], the question what is the generative power of simple semi-conditional grammars of degree $(1,1)$ is formulated as an open problem. Recently, we have proved that simple semiconditional grammars of degree $(1,1)$ characterize the whole family of recursively enumerable languages (see [45]).

## Chapter 6

## Conclusion

This thesis discusses the study of formal languages and automata. Its main contribution consists in the following results proved in this thesis and published (or submitted) in [41, 42, 46, 48, 44, 45, 47, 71].
(I) The first part of this thesis, Chapter 4, introduces and studies two variants of self-regulating finite automata, which have a close relation to some parallel grammars, and which with respect to the number of turns made during their computations define an infinite proper hierarchy of language families in the family of context-sensitive languages.

In the conclusion of the chapter, self-regulating pushdown automata are mentioned and studied. A proof that the hierarchy of language families accepted by $n$-turn all-move self-regulating pushdown automata, for $n \in \mathbb{N}_{0}$, collapses on $n=1$ is given. In that case, it is shown that oneturn all-move self-regulating pushdown automata possess the power of Turing machines, whereas it is easy to see that zero-turn all-move (and, in the same way, first-move) self-regulating pushdown automata possess exactly the power of pushdown automata. However, as far as first-move self-regulating pushdown automata are concerned, the question whether the hierarchy of language families accepted by $n$-turn first-move self-regulating pushdown automata, for $n \in \mathbb{N}_{0}$, collapses as well or not and what is the power of $k$-turn first-move self-regulating pushdown automata, for some $k \in \mathbb{N}$, is an open problem.

More specifically, based on the number of turns, Chapter 4 of this thesis proves that

1. n-turn first-move self-regulating finite automata give rise to an infinite proper hierarchy of language families coinciding with the hierarchy resulting from $(n+1)$-parallel right linear grammars;
2. n-turn all-move self-regulating finite automata give rise to an infinite proper hierarchy of language families coinciding with the hierarchy resulting from $(n+1)$-right linear simple matrix grammars;
3. all-move self-regulating pushdown automata do not give rise to any infinite hierarchy analogical to hierarchies resulting from the self-regulating finite automata.

Moreover, it is shown that while zero-turn all-move self-regulating pushdown automata define the family of context-free languages, one-turn all-move self-regulating pushdown automata define the family of recursively enumerable languages.

Although this thesis has solved the main problems concerning self-regulating finite and pushdown automata, there still remain some problems open. Perhaps the most important open problems are included in 1 through 3 given next.

1. What is the language family accepted by $n$-turn first-move self-regulating pushdown automata, when $n \in \mathbb{N}$ ?
2. By analogy with the standard deterministic finite and pushdown automata, introduce the deterministic versions of self-regulating finite and pushdown automata. What is their power?
3. Discuss the closure properties under other language operations, such as the reversal.
(II) The second part of this thesis, Chapter 5, studies the descriptional complexity of partially parallel grammars and grammars regulated by context conditions, which are regulated context-free grammars. Results concerning the descriptional complexity of these grammars are supplemented and improved in this thesis. It is shown that very limited number of nonterminals and special (conditional) productions is needed.

First, recall the known results that every recursively enumerable language is generated
(1) by a scattered context grammar with no more than five nonterminals and two non-context-free productions;
(2) by a multisequential grammar with no more than six nonterminals;
(3) by a multicontinuous grammar with no more than six nonterminals;
(4) by a context-conditional grammar (without any limit to the number of conditional productions and nonterminals);
(5) by a simple context-conditional grammar (without any limit to the number of conditional productions and nonterminals);
(6) by a generalized forbidding grammar of degree two with no more than thirteen conditional productions and fifteen nonterminals;
(7) by a semi-conditional grammar (without any limit to the number of conditional productions and nonterminals); and
(8) by a simple semi-conditional grammar of degree $(2,1)$ with no more than ten conditional productions and twelve nonterminals.

This thesis improves the previous results and proves that every recursively enumerable language is generated
(A) by a scattered context grammar with no more than four non-context-free productions and four nonterminals;
(B) by a multisequential grammar with no more than two selectors and two nonterminals;
(C) by a multicontinuous grammar with no more than two selectors and three nonterminals;
(D) by a context-conditional grammar of degree $(2,1)$ with no more than six conditional productions and seven nonterminals;
(E) by a simple context-conditional grammar of degree $(2,1)$ with no more than seven conditional productions and eight nonterminals;
(F) by a generalized forbidding grammar of degree two and index six with no more than ten conditional productions and nine nonterminals;
(G) by a generalized forbidding grammar of degree two and index four with no more than eleven conditional productions and ten nonterminals;
$(\mathbf{H})$ by a generalized forbidding grammar of degree two and index nine with no more than eight conditional productions and ten nonterminals;
(I) by a generalized forbidding grammar of degree two and unlimited index with no more than nine conditional productions and eight nonterminals;
$(\mathbf{J})$ by a semi-conditional grammar of degree $(2,1)$ with no more than seven conditional productions and eight nonterminals; and
(K) by a simple semi-conditional grammar of degree $(2,1)$ with no more than nine conditional productions and ten nonterminals.

However, the question whether these results achieved in this thesis can be established for fewer nonterminals or conditionals productions with the same (or even less) degree is open.
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