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Abstract

Tarski'ssemantic conception of trutk arguably the most influential — certainly,
most discussed - modern conception of truth. It px@soked many different
interpretations and reactions, some thinkers cately it for successfully
explicating the notion of truth, whereas otherseéhaxgued that it is no good as a
philosophical account of truth. The aim of the thes to offer a systematic and
critical investigation of its nature and significa) based on the thorough
explanation of its conceptual, technical as welhisorical underpinnings. The
methodological strategy adopted in the thesis ctfléhe author’s belief that in
order to evaluate the import of Tarski’'s conceptiam need to understand what
logical, mathematical and philosophical aspeckad, what role they play in his
project of theoretical semantics, which of them cham together, and which
should be kept separate. Chapter 2 therefore stétisa detailed exposition of
the conceptual and historical background of Tasskémantic conception of
truth and his method of truth definition for fornzad languages, situating it
within his project of theoretical semantics, andaftier 3 explains the formal
machinery of Tarski’'s truth definitions for incré@gly more complex
languages. Chapters 4-7 form the core of the thakiseing concerned with the
problem of significance of Tarski’s conception. @te 4 explains its logico-
mathematical import, connecting it to the relatearks of Gddel and Carnap.
Having explained the seminal ideas of the modebitec approach to
semantics, Chapter 5 tackles the question to witaheTarski's path-breaking
article “The Concept of Truth in Formalized Langasg(and related articles
from the 1930s) anticipates this approach, and wlahents might be missing
from it. Chapter 6 then deals with the vexed qoestif its philosophical import
and value as a theory of truth, reviewing a nundfesbjections and arguments
that purport to show that the method fails as grlamation (explication) of the
ordinary notion of truth, and, in particular, thats a confusion to think that
Tarski’'s truth definitions have semantic import. apter 7 is devoted to the
question whether Tarski’'s theory of truth is a retbar rather a deflationary
theory of truth.

On the basis of a careful analysis, the thesis ammubstantiate the following
view. [A] Tarski’'s theory with its associated methof truth definition was
primarily designed to serve logico-mathematicalpjoses. [B] It can be regarded
a deflationary theory of a sort, since it completabstracts from meta-
semantical issues concerning the metaphysicalisteepological basis or status
of semantic properties. Indeed, [C] this can berpreted as its laudable feature,
since by separating formal (or logico-mathemati¢dedn meta-semantical (or
foundational) aspects it usefully divides the tle#ioal labour to be done in the
area of meaning and semantic properties in gen@®hln spite of the fact that
Tarski’'s conception of truth has this deflation8eawour, the formal structure of
its method of truth-definition is quite neutral tihat it can be interpreted and
employed in several different ways, some of therfladenary, others more
robust.



Abstrakt

Tarského sémanticka koncepce pravdy je patmevlivrejSi — ukité
nejdiskutovarjSi — moderni koncepce pravdy, kterd vzbudila n&sp@iznych
interpretaci a reakci. Zatimcakberi filosofové ji oslavovali jako Usi$nou
explikaci pojmu pravdy, jini argumentovali, Ze namposkytuje adekvatni
filosoficky vyklad tohoto pojmu. Cilem dizertace m@odat systematické a
kritické prozkoumani povahy a signifikance Tarskdtamcepce, zaloZzené na
peclivé expozici jejich konceptualnich, technickychistorickych gedpoklad.
Metodologicka strategie aplikovana v praci obradtoeovo geswdéeni, ze
nelze pat¢né zhodnotit pinos Tarského koncepce bez pochopeni jejich
logickych, matematickych a filosofickych aspieké toho jakou roli hraji v jeho
SirSim projektu teoretické sémantiky, jak spolu \ssiu (pripadré nesouvisi).
Kapitola 2 je detailni expozici konceptualniho stbrického pozadi Tarského
koncepce pravdy a metody definovani pojmu pravayfprmalizované jazyky,
a v kapitole 3 se vystluje formalni aparat pravdivostnich definici praypy
jazyka razné komplexity. Kapitoly 4-7, které t¥iojadro celé prace, jsou
vénovany ustedni otdzce signifikance Tarského koncepce. V &bpitdt se
vyswetluji jeji logicko-matematické aspekty @ipos pro matematickou logiku, v
souvislosti s vysledky Kurta Godela a Rudolfa CpmaV kapitole 5 jsou pak
vylozeny zakladni f@dpoklady modeloveé-teoretickéhdigiupu k sémantice, a
diskutuje se v ni otdzka do jaké miry Tarskéhokgpnicky ¢lanek (1933a)
.Pojem pravdy ve formalizovanych jazycich” (a sa&jici prace z obdobi 30
let) anticipuje tento modernitigtup. Kapitola 6 pojednava kontroverzni otazku
filosofického ginosu a hodnoty Tarského koncepce, a proliizédé namitky a
argumenty, ktery se snazi ukazat, Ze Tarského kaecaeni filosoficky
adekvatni explikaci pojmu pravdy, konkré&the sama o s@bnam néika nic
podstatného o sémantice jazyka. Kapitola 7 si klatdeku, jestli je Tarského
koncepce ,robustni“ teorii pravdy nebo jde spigdedlacni® teorii pravdy.

Na zaklad petlivé analyzy se v praci pokusim motivovat a podioésledujici
interpretaci. [A] Tarského koncepce a na ni zalazeretoda definovani pojmu
pravdy pro dany jazyk byla primarrurcena pro logicko-matematickésely.
[B]] M iZe byt povazovana za deftd koncepci pravdy, a sice vtom smyslu, Ze
Uplné abstrahuje od meta-sémantickych otazek tykajiciehmetafyzickeci
epistemologické baze a statutu sémantickych vlastn@] To lze ovSem viid
spiSe jako jeji pozitivni rys, protoZze tim, Ze &dge formalni (logicko-
matematické) od meta-sémantickych asfpektoukazuje na uzZiteou dlbu
teoretické prace v oblasti vyznamu a sémantickyabtrosti obech Nicmerg,
[D] i kdyz ma Tarského koncepce pravdy tento deflacharakter, formalni
struktura pravdivostni definice je sama o &obeutrdini a nmize byt
interpretovana a pouzit@anymi zpisobami, z nichz gkteré jsou defléni, jiné
vSak mohou byt robustj$i povahy.
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[1]

Introduction

In his book-length articleThe Concept of Truth in Formalized Languages
(henceforth CTFL), the Polish logician Alfred Tarslet out to examine under
what conditions and by what methods it is possibleonstruct a satisfactory
definition of the notion of truth as predicatedseitence$.In the end, what he
achieved was not a definition of the general notantruth, not even of
sentential truth, but, rather, a general methocboftructing a definition of truth
restricted to sentences of a given language beignmi a comprehensive group
of formalized languages of a certain type. Tarskiethod of truth definition has
various logical, philosophical and mathematicalea$p, owing to the fact that
truth is a concept that plays a rather special nalemathematical logic,
semantics, as well as in philosophy, in which ar€asski had interest and
background. His work on truth has influenced all these didoips, but its
reception in them has been different.

Mathematical logicians have been concerned mamly ‘formal’
aspects of Tarski’'s work on truth such as his aigalgnd solution of semantic
antinomies and closely related metatheorems aboefinability and
indefinability of truth, recursive (meta-mathematjcdefinitions of semantic
notions and their explicit mathematical analoguethiw set theory, etc. It is

! CTFL first appeared in Polish (Tarski, 1933a)enfiards revised and augmented with the
important Postscript in a German translation (Tiark835), English translation of the expanded
version being published in the 1st editionlafgic, Semantics and Metamathemat{@arski,
1956). In this work, page references for the expdritiarski (1935) are to the translation by J. H.
Woodger published in the 2nd revised editiohofic, Semantics and Metamathemafitarski,
1983), edited by J. Corcoran. Other relevant adidften quoted in this work are:

0 (1936a): “O pojeciu wynikania logicznego.” Germagrsion (published the same
year) “Uber den Begriff der logischen Folgerungtigiish translation by J. HVoodger
published inTarski (1983). Page references are to the translati

O (1936b): “O ungruntowaniu naukowej semantyki.” @an version (published the
same year) “Grundlagen der Wissenschaftlichen SekiiaRnglish translation by J. H.
Woodger published in Tarski (1983). Page refereacego the translation.

O (1969): “Truth and Proof.” Page references arhéathe reprint in Hughes (1993).

% Tarski said of himself that he is “a mathematicfas well as a logician, perhaps a philosopher
of a sort)” (Tarski 1944: 369).
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well-known that his seminal results in this area roétamathematics are
interestingly connected with the two incompletengs=orems of Kurt Gddel,
who arrived at them around 1930-31, in which petedalso obtained, quite
independently of Tarski, the theorem of indefindpilof arithmetical truth
within arithmetic> CTFL and related articles from the 1930s also a@iontany
conceptual ingredients needed to develop a gemeoglel-theoretic take on
mathematical logic that has dominated the fieldcesirihe 1950s. Indeed,
definitions of truth (satisfaction) of a sentenderrfiula) in a mathematical
structure (domain) are called for to make a fullsegise sense of basic
metatheorems for 1st order logic, such as Lowent&olem theorem (any
class of 1st order formulas that has a model, hasuatable model) or Gédel’s
completeness theorem (all universally valid 1seortbrmulas are 1st-order
provable). However, such results “were proved leefibiey were stated, so to
speak”, as John Burgess aptly pdt\Whereas Godel, Skolem and other pioneers
of metalogic seemed to be content with the information of truth or
satisfaction in a mathematical structure, Tarsished to have mathematically
precise definitions of such ideas, though we diealle an occasion to see that it
iIs debatable to what extent CTFL anticipates a-ldbded model-theoretic
approach to semantics. First, there was the tlofgadradox; second, there were
lasting philosophical worries about their metapbgkiand epistemological
status; last but not least, informal semantic mstizvere metamathematical in
character, and hence beyond the realm of estatllisla¢hematics.

In the 1960s, Tarski’s path-breaking work onhrexerted a remarkable
influence on the rapidly developing discipline afrrhal semantics, whose
leading figure was his former disciple Richard Maague (1974), who combined
a formal study of grammar with the model-theoretpproach to semantics to
construct compositional semantic theories for isi@mal fragments of natural
languages, drawing also on the seminal contribat@nCarnap (1956) and the
possible-worlds semantics for quantified modal dpgis worked out by Kripke
(1963) and others. An alternative program in natdamguage semantics
developed by Donald Davidson (1984) borrowed hgdram Tarski’'s methods,
but, unlike the intensional and model-theoretic rapph dominant in formal
semantics, the truth-theoretic approach of Davidsas extensional, based on
the method ofbsolute truth and designed to produce ambitious philosophical
implications.

Parallel to the rapid development of formal seticarthere has been an
intense research in semantic paradox. The nattaging point was Tarski’s
paradigmatic analysis of antinomies. On the onedhame stressed the
fundamental conceptual role of platitudes of theety

‘Snow is white’ is true iff snow is white,

which somehow capture the notion of sententiahtfot a given language. On
the other hand, he famously argued that elemen¢agoning with the notion of
truth that validates all instances of the truthesoh

‘pistrueiff p
leads quickly to a contradiction, if conducted be basis of classical bivalent

% Godel (1931).
“ Burgess (2008b: 155).
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logic and with reference to a reasonably syntaltyicech L that contains its own
notion of truth and in which self-reference is pbkes Tarski’'s “way out” of
paradox was to say that semantic notions (theintiehs or axiomatizations)
for a given object-language L are to belong tostinttt metalanguage and not to
L itself, where L is a regimented language of FrPgano type, devised for the
purposes of formalizing mathematics. Classicaldalgreasoning utilizing the
truth-schema does not lead to a contradiction, igeav that we keep this
principled distinction between L and meta-L. Taiskipproach to antinomies is
reminiscent of the solution advanced by BertrandsRli (1908), who suggested
restricting the range of significant attributionis‘toue’, in accordance with his
ramified theory of types. In spite of the fact thBarski set aside natural
languages on account of their expressively univerkaracter and imprecise
logico-syntactic structure, many theorists haveug it worthwhile to
investigate the prospects of defining or axiomagzruth for natural languages -
or for languages approximating their expressive growasking to what extent
and by what methods it is possible to define tfatha language even within that
language itself. Unfortunately, “hierarchical” sttuns in the style of Tarski or
Russell are not satisfactory, since it is uncleahat sense could such a
language be stratified into a hierarchy of levelthwdifferent restricted truth-
predicates. Kripke (1975) persuaded many that sacstratification would
generate unwelcome results, it being not alwaysiptesto assign definite levels
to occurrences of ‘true’ in sentences of naturaglage. In view of this, many
have found it imperative or desirable to examinerahtive logico-semantic
frameworks that might prove to be better suitedntodel natural language
semantics in this respect. Tarski’'s approach isongerthe dominant approach
to semantic paradoxes, but it continues to be tmstant source of inspiration
even in the most recent debates, since it singlédveo alternative paths that
may be pursued here: to give up the truth-schen@alesic principle governing
truth, or to weaken the underlying logic.

Unlike mathematical logicians, philosophers hto@ised more on the
‘material’ aspects of Tarski's semantic conceptadntruth and his method of
truth definition, in particular, on his materialeapiacy criterion expressed in the
so-called Convention T, which states, roughly spegkthat a formally
unobjectionable definition of the notion of trutbr flL in meta-L is adequate just
if it allows us to deduce from the metatheory franre meta-L all instances of
the truth-schema (or some generalized version ¢flefer L. The question
whether this is a philosophically satisfying theadfytruth has continued to be
the subject of ongoing debate, whose participafishalefended positions that
are hard to reconcile. Thus, it was argued — bypBogl972b), for instance -
that Tarski succeeded in rehabilitating the olddymi®a thaveritasis adequatio
or conformitasof language and world, thereby vindicating theistaliewpoint
that does not conflate truth with epistemic ideakich mistake is common to
traditional competitors of the correspondence theof truth such as the
pragmatist, verificationist or coherence theory.teAfhis quasi-syntacticist
program reached its climax in thegische Syntakl934), Carnap came to hold
the view that Tarski successfully explicateé semantic notion of trutthough,
owing to his positivistredo that antithetical philosophical oppositions sush a
the one betweeidealismandrealismmake little sense, he was less tempted to
interpret his work as a rehabilitation of the cependence theory of truth and
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vindication of realisn?.He praised it for the intuitive plausibility of Geention

T and for filtering out epistemic factors that abuhake only for a confusion of
truth with a criterion thereof. In spite of sucHfeliences, Popper and Carnap
agreed that Tarski gave a philosophically satigfyemplication of the notion of
truth by showing us under what conditions and byatwwmethods we can
consistently define it so as to satisfy the plalesinaterial adequacy criterion
spelled out in Convention T. Not everybody sharedirt highly positive
evaluation of Tarski’'s work on truth. Otto Neuratdlpng with several other
participants at the legendary 1935 Paris Congmsthé Unity of the Science,
expressed serious misgivings about it, preciselyabge he suspected that it
attempts to resuscitate - in the modern logicatguithe idea of correspondence
as a representational relation, which he held to shmptomatic of the
unintelligible realistic positiofi. Still other critics have argued that Tarski's
theory of truth has nothing at all to do with ceendence, since it consists of a
series of platitudes compatible with virtually ametaphysical view that one
may hold about the nature of truth and its relatorjudgement and world.
Moreover, specific objections have been levelledirag Tarski's method of
truth definition that targeted its language-relatiand “trivializing” list-like
charactef or its allegedly counterintuitive modal or epistemonsequences;
moreover, a good deal of critical attention hasceoned Tarski's infamous
contention - made in his popular article (1936l have shown that, properly
relativized, truth and related semantic notions banreduced to the notions
belonging to what he calladorphology or, as recent theorists would say: to the
notions of the object-language plus syntactical gederal logical (including
mathematical) notions of the metalangud@ne way or another, these and
related objections have questioned the widespreaw, vaccording to which
Tarski's method of truth (via satisfaction) defiait for L = a full-blooded
semantics for L. Some have taken this to be adurtbnfirmation of its partial
or total failure as a philosophical (as opposetbgico-mathematical) theory of
truth, but there have also been thinkers wigflationary tendenciesho argued
that Tarski's conception is indeed a sort of “mialfrtheory of truth, but that it
is to be praised for having this feature, becaugé is not such a robust notion
for which philosopher traditionally had.

This short overview should give the reader aniahigrip on how very
different interpretations are possible with resptctTarski's work on truth.
Philosophers, in particular, have showed lastimigical obsession with it. But
there is still a room for a systematic, careful amiical examination of its
nature and significance, as several confusions marsdinderstandings can be
identified in the vast existing literature on “Tlren truth”. It is my aim to offer
such an examination, based on the thorough expositf its historical,

® See Carnap (1936), (1938) or (1942).

® See Carnap (1963: 61-62).

" Cf. Sellars (1962), Black (1948).

8 Cf. Black (1948, Dummett (1959, Field (1972).

° Cf. Putnam (1985), Soames (1984) or Etchemend3g(19

10 Cf. Field (1972).

1 Horwich (1982), Leeds (1978), Soames (1984). Otteftationists have complained that
Tarski’s framework has in a sense still “to0 muckatf on its bones - having in mind the
compositional-style definition of satisfaction emmykd by Tarski to construct the definition of
sentential truth for reasonably complex formalifsthuages. See Horwich (1990), (2005).
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conceptual as well as technical underpinnings. Kirarsonception is arguably
the most influential — certainly most discussededern theory of truth, and it is
surprising that there is no book-length study cmgethe range of topics taken
up in this work (the only monograph on Tarski’'s ception of truth and

semantics that | know about, Fernandez Moreno’y vatuable book (1992),

covers many topics discussed in this work but adm¢sliscuss in depth Tarski’s
meta-mathematics).

The methodological strategy adopted in the thedlscts the author’s
belief that in order to evaluate Tarski's conceptiof truth we need to
understand what logical, mathematical and philos@bhaspects it has, what
role they play in his project of theoretical sen@antwhich of them hang in
together, and which should be kept separate. Ch&@pteerefore starts with a
detailed exposition of the conceptual background Tarski’'s semantic
conception of truth and his method of truth defamtfor formalized languages,
situating it within his project of theoretical semtias, and Chapter 3 explains the
formal machinery of Tarski’s truth definitions famcreasingly more complex
languages. Chapters 4-7 form the core of the thakiseing concerned with the
problem of significance or import of Tarski's coptien of truth. Chapter 4
explains its logico-mathematical import, connectihgo the related works of
Godel and Carnap. Having explained the seminalsiadd¢ahe model-theoretic
approach to semantics, Chapter 5 tackles the guesti what extent Tarski’s
path-breaking article “The Concept of Truth in Fafired Languages’ (and
related articles from the 1930s) anticipates tlppreach, and what elements
might be missing from it. Chapter 6 then deals wita vexed question of its
philosophical value as a theory of truth, reviewangumber of objections and
arguments that purport to show that the methods fais an explanation
(explication) of the ordinary notion of truth, anish particular, that it is a
confusion to think that Tarski’s truth definitiohgve semantic import. Chapter
7 is devoted largely to the question whether Tastieory of truth is to be
considered a robust or rather a deflationary thebtyuth.

On the basis of a careful analysis the disseriathesis aims to
substantiate the following view:

[A] Tarski's theory with its associated method nfth definition was primarily
designed to serve logico-mathematical purposes.

[B] It can be regarded a deflationary theory ofaat,sbecause it completely
abstracts from the so-called meta-semantical ondational issues concerning
the metaphysical or epistemological basis or statusemantic properties.
Indeed, it is its laudable feature that it separdtemal (logico-mathematical)
aspects from meta-semantical issues.

[C] In spite of the fact that Tarski’s conceptioashthis deflationary flavour, the
formal structure of its method of truth-definitioa neutral in that it can be
interpreted and used in several different ways,esofrthem deflationary, while
others being more substantive.
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[2]

Semantic conception of truth

2.1 The background: between logic and philosophy

It is widely known that Tarski’'s aim in CTFL was tmnstruct a satisfactory
definition of sentential truth that satisfies thenditions offormal correctness
andmaterial adequacyof which more later. He said that the problengieing
such a definition belongs “to the classical questiof philosophy™? or even,
that the central problem of establishing the sdierfbundation of the theory of
truth and semantics “belongs to the theory of kolge and forms one of the
chief problem of this branch of philosophy.”In truth, the problem of
constructing a satisfactory definition of truth walsinterest to philosophy as
well as mathematical logic, though not for quitee ttame reasons. A few
remarks should be helpful to situate Tarski’'s worktruth within the broader
context.

The Zeitgeist in which Tarski embarked upon his foundational
investigations was one of semantic scepticism. Mahyhis contemporaries
treated truth and related semantic ideas with a gleal of suspicion and did not
believe in the possibility of a systematic and extgble theory of their
properties:* Thus, it was long known, for instance, that théaroof truth gives
rise to antinomies of the Liar-variety, when a agrtsort of self-reference is
present in the discourse, and the same appliesh@osémantic notions of
denotation, definition or satisfaction, for whichimgar paradoxes were
ingeniously constructed (such as Berry’s, Richardisd Grelling-Nelson
paradox respectively). Moreover, philosophical ragies at explaining truth in
precise terms were not particularly successful;e@tt] participants in the
traditional philosophical debates tended to enwrnplat notion in dubious
speculations about metaphysical issues concerningy rtature of reality,
judgment and the relation between them, and couttileedconceptions in terms
that they seldom tried to give precise explicatiafs In reaction, some
influential positivist thinkers claimed that, bathits common and philosophical
usage, truth is too closely associated with thetenysis idea of representing
(correspondence) relations between linguistic esgpoms and language-
independent reality that rejects explanation irersigfically respectable terms
(and much the same holds for intentional notioasé #pply not to language but

12 Tarski (1935: 152).
13 Tarski (1935: 266-267).
14 Cf. Tarski (1935: 152, 401).
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to thought). But the notion of truth, so understobds no place in science or
scientific philosophy, all the more so when sen@nbtions are logically ill-
behaved, since they give rise to paradoxes. Whatreal sciences really need,
according to those positivists, is some workablistemic notion of verification
or confirmation, or, in the case of deductive scemy some purely formal-
syntactic notion of provability (in a formal systgnNeurath and Reichenbach
held views of this sort, but while Neurath thougtdt in its common usage truth
is absolute, hence incompatible with the holistd alynamic conception of
scientific justification and knowledge, Reichenbamncluded much the same
on the different ground that truth is associatethvabsolute verification or
certainty, which is unattainable in science. Inddmath proposed not to use in
science the common notion of truth, which was ieirtlopinion absolute, but
rather some respectable epistentitsatz notion (Neurath —coherence
Reichenbach weight or degree of confirmatipnwhich they tended to take as
the only possibly useful notion of truti.

This tendency, namely to explain the notion offtrim epistemic terms,
is familiar in philosophy: to put what is a criteni or test of truth into the very
definition of truth. Now, Tarski shared the viewatiphilosophical attempts to
define truth were unsuccessful, and he also hadeseympathies for the
positivist's critique of the marriage of truth wittmetaphysics. However, he
deemed epistemic conceptions of truth implausilalegely on the ground that
they violate the law oéxcluded middlewhich intuitively holds of truth (at least
by his lights). Thus

Alis true orA’s negation is true
holds for any sentend® whereas
Ais confirmable (provable) &X's negation is confirmable (provable)

might well fail to hold, when there is not enoughdence to decidé one way
or another?

Tarski’'s refusal to equate truth to some epistenotion did not just
reflect what might appear to be merely his phildsogl preconception or even
“realist” prejudice. It was closely connected t® lspecialization in metalogic
(also called the methodology of deductive scienoe metamathemati¢s
Metalogic studies properties of deductive discigdinaxiomatized in formal-
logical frameworks, as well as properties of thanfeworks themselves.
Consequence, validity and satisfiability are basetalogical notions that have
their intuitive semantic definitions in terms ofittn (or in terms of the relative

!> See Neurath (1983b), Reichenbach (1938). Underaites influence and for very a short
period of time, Carnap seemed to sympathize with suview, but he soon became its critic and
championed Tarski's theory of truth. For his ctigsee his (1936, 1949); a critical discussion of
Reichenbach’s views can be found in Soames (1208hort exposition of Neurath and Carnap
is in Candlish& Demnjanovic (2007).

181t should be remarked that in making such clairasski had in mind only sentences that are
fully interpreted in that their meaning/contentsisgfficiently determinate to render them either
true or false. In this sense, he took truth to bsolute and guided by the bivalence principle.
Once we restrict attention to such sentences, wsiiotential objections based on contextualism
or relativism are beside the point. Cf. Muraw&kiWolenski (2008).
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notion of truth in a structure), which notion is@lneeded to define semantic
consistency, soundness or completeness of a faadatleductive theory. Now,
in the 1920s, there were strong tendencies to edeatreduce) the notion of
truth, at least for purposes of formalized dedwctivweories, to a syntactic notion
of provability in a formal deductive systernwhere the relevant notion of
provability was to be purely formal-syntacticEspecially the formalists, under
Hilbert’s leadership, did not seem to be willing tteattruth within a formal
systemas something distinct froprovability within the systenHowever, in the
aftermath of Godel's incompleteness theorems swopgsals seemed doomed
to failure, and Tarski was one of the first to isalthat truth cannot be reduced
to proof (related notions), and that semantic ms#timeed to be conceptually
distinguished from syntactic notions in metalogit gpite of the fact that the
two notions happen to coincide in extension whérrmalized deductive system
is complete). Godel saw the situation in matherahtagic before his theorems
as follows:

“[...] formalists considered formal demonstrabiltty be an analysis of
the concept of mathematical truth and, thereforeeveé course not in a
position to distinguish the two.” (Wang 1974: 9)

Indeed:

“[...] a concept of objective mathematical trute apposed to
demonstrability was viewed with greatest suspiceord widely
rejected as meaningless. (A letter to Y. BaladjMeng 1987: 84—
85)

The following passage, in which Tarski refers todéls stunning results,
deserves to be quoted in full:

“Doubts continue to be expressed whether the notibma true
sentence -- as distinct from that of a provabldesere -- can have
any significance for mathematical disciplines atay@ny part in a
methodological discussion of mathematics. It seetms me,
however, that just this notion of a true sentermestitutes a most
valuable contribution to meta-mathematics by sermantWe
already possess a sense of interesting meta-madibah@@sults
gained with the help of the theory of truth. Thessults concern
the mutual relations between the notion of trutid ghat of
provability; establish new properties of the lattetion (which, as
well known, is one of the basic notions of metaimeatatics); and
throw some light on the fundamental problems ofststency and
completeness [...]" (Tarski 1944: 368).

This sounds familiar to us nowadays, when we areustomed to
distinguish proof-theoretic and truth-theoretic m@eh to logic, so that we

" Carnap (1936, 1949) reports such a tendency iticeato semantic paradoxes. Even Tarski,
during the 1920s seemed to have some sympathythétattempt to define logical consequence
in terms of deducibility in a formal system (that in structural or syntactic terms). See for
instance, his (1930).

18 Tarski refers back to p. 354, where he mentiondeBs results.
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might forget that there was no systematic, stiislanathematically precise
theory of semantic notions needed in metalogic whanski started his work on
CTFL. Even in the early 1930s, when the importaetatheorems of Bernays
and Post (i.e. completeness and Post-completerfeggopositional logic),
Léwenheim-Skolem (about the size of models of *deptheories) and Godel
(completeness of 1st-order logic) were already lacqy there was no
mathematically precise semantic theory comparableroof theory, developed
in considerable detail by Hilbert and his co-wosefhe above mentioned
pioneers worked commonly with the informal, metatieéic notion of truth or
satisfaction (in a mathematical structure) andteelanotions. That informal
usage was considered to hetuitive and safe with respect to semantic
antinomies-® so that conceptual analysis of truth and relasdastic notions
was not urgently needed to rehabilitate them inr ges. What worried Tarski
was rather the fact that truth and related ideasewesed informally; no
definitions or theories were available making th@wperties precise in terms of
some respectable deductive system in which mathesr@aiuld be expressed. In
his survey of model theory before 1945, Vaught mm#hat since the notion of
a sentence being true in a given structure (or domain, sy3tem

“[...] is highly intuitive and (perfectly clear forng definiteo), it
had been possible to go even as far as the compksteheorem by
treating truth (consciously or unconsciously) etiafiy as an
undefined notion—one with many obvio@%roperties [...]. But
no one had made an analysis of truth [...] At a tinteen it was
quite well understood that ‘all of mathematics’ kkbbe done, say,
in ZF, with only the primitive notion o€, this meant that the
model theory (and hence much of metalogic) wasddd®t part of
mathematics. It seems clear that this whole stataffairs was
bound to cause a lack of sure-footedness in meatalofy/aught
1974: 161).

The general framework that Tarski and his contempes commonly used in
the 1920s and 1930s was either some version oplgjntype theory or some
standard system of set theory (ZF = Zermelo-Frdes&e theory). Tarski's
primary aim was to show that metalogic, qua a syate theory of truth-
theoretic and proof-theoretic aspects of deductiveories, could itself be
conducted in a mathematically precise way:

“[...] meta-mathematics is itself a deductive diseipland hence,
from a certain point of view, a part of mathematfics].” (Tarski
1944: 369).

Hilbert and Gddel already showed that proof-te&orproperties of
formalized deductive theories can be investigate@d imathematically precise
spirit. Tarski had a closely related goal of camsing mathematically precise
and extensionally correct definitions of truth amdated semantic notions for

19 Cf. Feferman (2008a: 79). It is well-known thatsRell (1908) anticipated to some extent
Tarski.

20 Cf. Frege (1893).
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properly formalized languages in logically stronframeworks. To be sure, he
did not work in the vacuum and did not create thecigline of theoretical
semanticsex nihila ldeas anticipating those that he elaborated ifrlChad
been in the air since Plato’s proto-semantic amalyselementary predications.
Brentano’s neo-Aristotelian conception of intendbty and truth as well as
Husserl’s doctrine of semantical categories (cleah anticipation of the
modern categorial grammar) influenced strongly L-Wdarsaw school, and
reached Tarski through Twardowski, Lesniewski, Ajdwicz and Kotarbinski.
Tarski was also thoroughly familiar with Frege’sdaRussell’'s foundational
work in logic, and Frege might well be considetbd grandfather of modern
logical semantics, because he was the first tockket compositional-style
specification of semantic values of complex expoess (of a formalized
language) based on their syntax. In fact, we haen shat Tarski's freely and
systematically used all fruitful ideas and methotithe flourishing discipline of
mathematical logic. One can even think, as Feferreports, that he “was only
belabouring the obvious,” it just took his effoasd skills to gather all essential
ideas and give them a mathematically precise sHapeere is some truth in this
thought, but it also suggests to us in what sensecan say that Tarskio-
founded the discipline of theoretical semantics:waes the first to gather all
essential ingredients and give them a mathematisaliisfactory shap®.lt is
not without interest to our concerns that Tarskagico-mathematical aims meet
at this point his philosophical ambition. In thestiplace, he hoped to show that
the semantic agenda of modern metalogic can be ruwadwlly rigorous by
being expressed (interpreted) in some respectabféciently powerful logico-
mathematical framework, being consistent so longhasframework itself is
consistent® But he also hoped to show that one can put tovaesius sceptical
worries about the scientific respectability of saties (at least if semantics is
construed along his proposed lines). His idea ha®that semantic notions are
as respectable from the scientific point of viewaas the notions in terms of
which they are definetf. We shall see later that one may complain that what
Tarski offered are only logico-mathematidatsatz notions for full-blooded
semantic notions, and that he did nothing to erptai rehabilitate the latter
notions in scientifically respectable terms. Thisreomething to this complaint
and the issue will be taken up in the second gatrti® work.

L Feferman (2008: 90).

2 Frege’s approach to semantics was arguably sysiterbat it was not formal in the sense of
being mathematically precisdndeed, it was not even consistent! It is a matfecontroversy
among commentators how seriously Frege took tliggrnmal semantic theory to be found in the
Grundgesetzd (1893), in particular, whether he could have isaged its use in what are
genuinely metalogical investigations of his logisgbtem, given that certain other commitments
of his seem to preclude such a perspective (hisdbtanguage has a fixed universal domain and
its sentences are fully interpreted so that theyeither true or false — not true/false under this
that interpretation or reinterpretation of its exgsions). | do not mean to enter this debate,
though certain remarks of Frege show a strikingnection to the metatheoretical considerations
of the type that Tarski conducted in a formallygise manner, namely Frege’s claim that on the
basis of his semantic stipulations it can be shtvam the deductive system framed on the basis
of the formal language is sound and hence consistéts axioms being true and rules of
inference being truth-preserving (though there muste been something wrong with his
justification as the system was inconsistent). I3eek (2010) for an interesting discussion.

23 Cf. Vaught (1974) and Feferman (2008).

4 Tarski (1936b: 406).
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2.2. Tarski’s conception of semantics

Theoretical semantics as Tarski conceived it isceomed with the totality of
considerations about the notions that express iorkatbetween linguistic
expressions and extra-linguistic entifés.Let us adopt the following
terminological suggestions due to Kiinne to makeenpwecise this conception
of semanticg®

(i) x is a semantic notion (predicate) in the broad eeiffs x
signifies a property that only expressions can @&ssor a relation
in which only expressions can stand to something,xaholds of
an expression (of a language) in part in virtughef expression’s
meaning (in the language);

(i) x is a semantic notion (predicate) in the narrowseeiff X is
semantic in the broad sense such that eitherx (expresses a
relation in which expressions stand (paradigmdyigab extra-
linguistic entities, or (b)x is explained in terms of a broadly
semantic notion that expresses such a relation.

As regards (i), Tarski tacitly assumes the imguatrigualification to the
effect that semantic notions are those that holexpfessions in part in virtue of
their meanings, which is clearly needed in ordeffilter out (structural or
syntactic) notions such ag has three syllables” that hold of expressionslgole
in virtue of their design. (ii), on the other harsgrves to narrow down further
the range of semantic notions to be consideredlteyimg out also notions such
as x means the same g% which hold between two expressions (signifgrd-
to-word relations) so that narrowly semantic notions v only those that
(typically) signify world-to-world relations, or are explainable via such notions.
Not that the condition (iia), by itself, does naffge to delimit the desired range
of semantic notions. As Kinne duly points out, whal predicate such ashas
more letters thay has legs’ expresses a relation in which expressstend to
extra-linguistic things, hence satisfies the isamdatondition (iia), it obviously
does not count as a semantic predicate, sinceetagon it expresses obtains
independently of the meaning of a word (if the wdras any) that may be
substituted forx'.

Semantic notions that satisfy (iia) and (iib) a@led ‘directly’ and
‘indirectly’ relational respectivel§’ Semantics, as Tarski conceived it, deals
only with narrowly semantic notiorf&. Obviously, the notions of nominal
denotation (or reference) and predicative satigfactor application) belong to
Tarskian semantics. Still, it is fairly restricted its scope, since broadly
semantic notions such as meaning, synonymy or @cigyare neither directly
relational on the face of them, nor is it cleartttieey can be explained via
directly relational notion8’ What about the notion of sentential truth?

%5 Cf. Tarski (1935: 252), (1936b: 401), (1944: 345).

% See Kiinne (2003: 179).

27 Cf. Tarski (1969: 112).

8 Cf. Tarski (1935: 401).

29 See Tarski (1944: 354). He could have in mindrthensional aspects and the fact that they
are not obviously ‘language-to-world’ relations.elmatter is actually more complicated, since
Tarski allowed that such notions may belong tottiemretical semantics after all, in spite of the
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Grammatically, ‘true’ is a 1-place predicate, hertaoes not directly express a
relation. So, if truth is a narrowly semantic natibelonging to Tarskian
semantics, it could be such only in virtue of beexglicable in terms of directly
relational notions. Indeed, Tarski took the notioh truth (or at leastone
intuitive notion of truth that he callesemantiy to be indirectly relational, in
part because he sensed more than a grain of trutieiintuitions to the effect
that S is true just in case things are as S says thejand in part because he
took it to have close conceptual connections teatly relational notions of
denotation and satisfaction. Tarski's consideregWwviwas that the semantic
character of truth consists in the fact that ineortb specify the application
conditions of this notion with respect to a patf@udeclarative sentence it is
necessary and sufficient to specify what the seetesays or expresses, its
content or meaning, in virtue of which it “repres@nthe world as being a
certain way. To use another platitude: a particséartence is true iff it says that
the world is a certain way and the world is indgkdt way. The intuitive
double-dependence of truth on content and on thetiags are manifests itself
in the intuitive clarity and validity of biconditials of the type

‘p’is true iff p,
or, more generally:
X is true iff p,

on the important condition that sentences whosegatons replace “p™ (or
‘X’) on the left-hand side have the same contensestences that replace the
dummy letter ‘p’ on the right-hand side.

| shall explain shortly the reasons that led Kiats demand that an
adequate definition of truth for a given languagsubsume - in a sense that
needs to be made precise - all such biconditiofaald as its specific cases.
Suffice it to say that if the truth definition swimses them, it captures what
Tarski calledthe semantic concept of trythith respect to L, since it captures in
this way the semantic dimension of truth just shett Similar remarks apply to
predicative satisfaction and nominal denotationwhich, Tarski points out, we
have analogous paradigms of clarty:

‘FXy,....% IS satisfied by(ay,...,a,) iff Fay,...,a.

fact that their ‘intuitive content is more involveaind their ‘semantic origin is less obvious’,
referring the reader to his (1936a) for the defnitof logical consequencand to Carnap’s
(1942) for the definition o&nalyticity (in whose terms also logical consequence can fieede
Note, however, that both these definitions reshamowly semantic relations and do not appeal
to modal/intensional ideas. Carnap’s (1942) dedinibf analyticity is as followsa sentence X is
analytic in a semantical system S iff X is trueiitue of S’s semantical rules alofigynonymy
being explained as equivalence under S's semamtidas). See 5.10 for my discussion of
Carnap’s semantic approach.

%0 For more on this see section 3 in this Chapter.

31 These schemas are applicable to expressions ofnaalized language L of 1st-order type,
where L is assumed to be a part of the meta-L auntaquotational names of L-expressions.
When L is not a part of the meta-L but has a (nomdphonic) translation in it, or when the
meta-L does not contain quotation marks but otheams of forming so-called perspicuous
designators (structural-descriptive designatorsjeb$ numbers, and such like), things are more
complicated. But | shall have to say more on thmaders in due course.
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‘N’ denotesa iff a = N.*2

Being a pioneer in the theory of definability in timamatical logic, Tarski
realized that the notion of predicative satisfatt@an be used to explain the
notion of semantic definability of the-dimensional set A (over the individual
domain D of L) by am-place predicate of B2

‘FXa,....% defines A iff for everyay,...,a, (a,...,a,) O A iff
(aq,...,8y satisfies ‘Ky,...,%’" Iff Fay,...,a.

The same appliesjutatis mutandisto the notion of denotation, since
‘N’ denotesa iff a satisfiesx = N’ iff a = N.>*

Tarski stressed that adequate definitions (aximai#ons) of such
notions for a given language L should be genenahiitas (or, as he also put it,
logical products) subsuming all instances of sudtemata (w.r.t. L). In view of
this, it seems that his considered approach to sersadoes not give pride of
place to the idea that an adequate explanatiomutti for L must render it a
“correspondential” notiontuth =df. correspondence to facts, or designation of
facts, or something of the sort). Indeed, many cemtators have argued that his
conception is not sufficiently robust to do dutyaatull-blooded theory of truth
(or semantics). But while some people take thipdats obvious shortcoming
(there is more to truth than Tarski’s theory resgabthers take it to be its
laudable, deflationary feature (there is less thtrand semantic notions than
philosophers traditionally thought). But this isaoticipate what is only to come
in the second part of this work.

2.3  Sentences and language-relativity of truth defitions

Tarski's method defines the notion of truth as matd of sentences. In CTFL
Tarski did not explain this choice, but in his fat@ore popular papers he made
some remarks to the effect that ‘true’ is commamigdicated of sentences, and
that this is its original use in natural languafe®ne would like to know on
what evidence he based this claim, as there asemeao disagree withi2.But

he did not tell us, although he was aware thatcthgn could be disputed by
those thinkers who argue that truth should be ddfifor beliefs or judgements
or propositions, in so far as such items are taemrimarily truth-evaluable.
Tarski did not want to exclude that definitionstafth can be provided for such
items but declared that he, at any rate, will beceoned with théogical notion

of truth>” because for purposes of logic one needs be caetemly with truth
as a property of declarative sentences. At the samee though, he pointed out

%2 See Tarski (1944: 345).

% Here,n-dimensional sebver Dis a set of ordered-tuples of objects from D, for<ln. So, a
subset of D is a 1-dimensional set over D. Cledhg, definability of an objed (from D) by a
1-place predicate ¥ of L can be explained as a special case of defiiyof the 1-dimensional
unit set @}. See Tarski (1948a).

3 See Tarski (1944: 354, n. 20).

% Tarski (1969: 101).

% Thelocus classicuss Carwtright (1962). See also Soames (1999).

3" Tarski (1969: 101).
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that it is convenient to define the notion of trdithh sentences, since sentences
are relatively unproblematic entities (comparedtopositions, say}® We can
appreciate this strategy nowadays, as there Isnstiagreed upon a conception
of propositions.

What is important is that Tarski thought that ottoe truth definition is so
restricted, it has to be relativized to a particldmguage, since a senter&that
is true in language A may happen to be false igudage B, depending on what
it means in A and B respectively, and it may behsgitrue nor false in language
C, in which it means nothing at all. So, the quesiivhethelSis true (or false)
may have no definite answer, unless a particuterpnetation ofSis picked out.
Such indefiniteness is to be removed by referriegtences always to a
particular language: a sentence has a definite imgahence definite truth
conditions, only in the context of a particulardaage®

2.4 Formal correctness and material adequacy

Tarski imposed two important conditions on a satsdry definition of truth for
a language: formal correctness and material adgqués for formal
correctness he required that all the terms be listed thal Wwd used in the
definition, and that formal rules be specified ionformity to which the
definition will be constructed (this, we shall seequires the vocabulary and
structure of the language to be exactly specifired/ich the definition will be
given). The definition has to be a sentence thattha following standard form
of (universally quantified) equivalence

(For every sentenceof L): xis true iff .. x...,

where X is the only variable occurring in ‘Xx..." (in the definien3, and what
fills in the dots is an expression that containghee ‘true’ nor any other term
whose definition presupposes it. In a word: thenitedn must not be circular.
Apart from that, Tarski required that the termsduge the definiensmust not
admit of any doubt or cause any methodological lerob. In particular, no
notion belonging to the province of semantics cetuo in thedefiniens unless

it can be defined in non-semantic terms of the daigg (or theory) in which the
definition is framed. Tarski thought this desirgldmce, as we now know, many
thinkers worried that semantic notions are paragand/or that they cannot be
explained in scientifically respectable terms (amtaunt of the mysteriously
metaphysical relation to language-independent tygaliThis definitional
procedure ensures the consistency of the definpimvided that the language
(or theory) in which the definition is framed isnsistent.

The motivation for the condition ohaterial adequacyshould not be
difficult to grasp. Clearly formally correct deftrons of the term ‘true sentence’
can be given that are intuitively inadequate asnd&ms of the notion otrue
sentencdor a given language, e.g.:

(For every sentenceof English):x is a true sentence fhas three

3 See Tarski (1944: 342) and (1969: 101).
%9 Of course, the matter is more complicated on atc@fi ambiguous, context-sensitive or
vague sentences. See section 4.
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words.

This definition is formally perfectly correct, bute see immediately that it does
not get things right: it is neither a sufficientrreonecessary condition for truth of
a sentence of English that it has three words. félee that Tarski wanted a
criterion of adequacy makes it clear that he thotggt there is something for a
truth definition to be adequate or inadequate hat tt can get things right or
wrong. He did not just want to introduce a new tedia a purely stipulative
definition, since there is nothing for a stipulatigefinition to get right or wrong
— it simply states how a new term is to be usedskiavas clear on this:

“The desired definition does not aim to specify theaning of a
familiar word used to denote a novel notion; on toatrary, it
aims to catch hold of the actual meaning of anradton [...].”

(Tarski 1944: 341).

If the definition aims to catch hold of the actumkaning of an old
notion of truth, one would expect that Tarski taolo account the way the word
‘true’ is actually used, since usage determinestwh@anings words express.
And, indeed, he repeatedly claimed that he interidegive truth definitions that
agree reasonably well with what he variously cathesl‘common’, ‘intuitive’ or
‘ordinary’ usage or meaning of ‘true’. At the satimae, though, he admitted that
the actual usage — both common and philosophiefihe word ‘true’ is to some
extent ambiguous and imprecise and some choictohzs made if one wants to
give a precise definition of the notion of truth.eWave seen that epistemic
definitions of truth were found wanting by Tarski the ground that they are
hard to square with the intuition that the prineigf exclude middle holds of
truth. Other conceptions he explicitly mentioned-evpragmatic (or utilitarian),
which equate truth with kind of theoretic and/oagdrcal utility of a belief, and
usually also honour epistemic virtues. Howevergpratic theories of truth do
not seem to fare any better than epistemic thedseEsause it is counterintuitive
to equate truth with utility: there seem to be tbediefs that are not useful in any
reasonable sense of that word, and false beliefsaite useful in at least some
reasonable sené@.

At any event, Tarski complained that epistemic pragmatist theories
of truth ‘have little connection with the actualage of the term ‘true’ and that
‘none of them has been formulated so far with aegrede of clarity and
precision.* He made it clear that his truth definitions aréeimled to make
explicit and precise only the sound intuition abiwuth expressed in our familiar
platitude

(P1)Sis true iff things are aSsays they are

or in the following statement (called ‘semanticafidition’ of truth)

% Furthermore, both epistemic and pragmatic properippear to be context, time or subject
relative in a way that truth does not appear toebg,: the sentence ‘The earth is not flat’ was
true even in those times when all the evidenceladlai justified rather the attitude of holding
true its opposite. This was stressed by Carnap6(l®shis defense of the semantic conception
of truth.

“I Tarski (1969: 103).



-23 -

(P2) “A true sentence is one which says that theestf affairs is
so and so, and the state of affairs is indeed dcsar]...].” (Tarski
1935: 155)

Tarski claimed that a conception or definition aith that makes precise the
intention behind them will agree ‘to a very consalde extent with the
common-sense usadg®.’Such a conception of truth could rightly be called
classical?® since it would make clear the same intuition thestotle aimed to
capture in his famous definition of true (falsgtsment:

(P3) *[...] to say of what is that it is not, of what is not that it is,
is false, while to say of what is that it is, orvalfiat is not that it is
not, is true [...].” Metaphysicsl” 7, 1011 b)

The intuitions expressed in sucHicta are sometimes called
correspondence platitude3arski himself said that according to the claalsic
conception, truth of a sentence consists in iter&sponding with reality* It has
to be kept in mind, though, that one may embracé glatitudes involving the
notion of truth, without endorsing a full-bloodeldebry that explains truth in
terms of a dyadic relation (of a sort) betweenhttearers (of a sort) and truth-
makers of a sort. It is, in particular, doubtfulether the platitudes (Pl), (P2) and
(P3) support any full-blooded correspondential neg)dand whether Tarski’s
conception and definition of truth that is based such platitudes can be
considered a correspondence theéBiyshall not address in detail this issue here.
Let me just note that Tarski himself seemed toreettain in this respect:

“As far as my own opinion is concerned, | do noténany doubts
that our formulation does conform to the intuita@ntent of that of
Aristotle. | am less certain regarding the latemfolations of the
classical conception, for they are very vague iddee].” (Tarski
1944: 360).

He rightly worried that, qua attempts at definithg notion of truth,
such slogans are not satisfactory. The definitibtruah ascorrespondence with
facts(agreement with realidyis only as good as our understanding of the netio
used in it, in particular, oforrespondencandfact If these are not clearer than
the notion of truth itself (which they do not se¢émbe), and are not further
explained in clearer terms, we have no explanatibriruth but merely the
illusion of one?® In general, Tarski preferred Aristotle’s definiticdbecause it is
not couched in the imprecise idiomsaafrrespondencedact or reality. Still, he

2 Tarski (1944: 360). See also Tarski (1969: 102).

43 Tarski (1935: 153), (1944: 343), (1969: 103).

“ Tarski (1936b: 404).

> This applies both to modern theories based omdtien of correspondence to facts, as well as
to more traditional theories based on the notiorcafrespondence to objects (derived from
Aristotle). See Kiinne (2003) for a good discussibthese matters.

¢ Granted, some philosophers — Russell and Wittgenstome immediately to mind here —

attempted to explicate the correspondence intuitRut then their accounts faced formidable

difficulties.
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did not deem it sufficiently precise and genéfand claimed that he wanted to
obtain:

“[...] a more precise explanation of the classtaiception of truth,
which could supersede the Aristotelian formulatpmeserving its
basic intentions [...].” (Tarski 1969: 103)

It was arguably not the reference to states @firafin (P2) that Tarski
took to be the sound intuition behind the platisydgut rather this: if a sentence
S says thap, S is true ifp, and untrue if nop; in short:

S is true iff p.

If we consider the sentence ‘Snow is white’ and aséter what conditions it is
true, what according to Tarski comes immediatelguomind is that:

(1) ‘Snow is white’ is true if, and only if, sno& white

(1) seems to make an obviously true claim, becthessentence used on its right
side expresses the content of the sentence medtmmés left side, the same
sentence being mentioned on the left side and asethe right side. That our
intuitions about the validity of (1) are not misded can be demonstrated as
follows. (1) is a material biconditional and assiicis false only if its two sides
differ in truth-value, that is, if either: (a) ‘Swois white’ is false and “Snow is
white’ is true” is true; or (b) ‘Snow is white’ tsue and “Snow is white’ is true”
is false. But if ‘Snow is white’ is false, then fi8w is white’ is true” is false and
not true ((a) is excluded); and if ‘Snow is white'true, then “Snow is white’ is
true” is true and not false ((b) is excluded). $img two sentences under
consideration are materially equivalent and (1)}

Nothing in principle changes when we considerticenditional for the
German sentence ‘Der Schnee ist weiss’

(2) ‘Der Schnee ist weiss’ is true iff snow is vehi

In this biconditional the sentence used on thetrigife expresses the content of
the sentence mentioned on the left side, beingaitslation. For, presumably, if
S’ translatesS, S’ and S mean the same, and hence they do not differ im the
truth-value?® So, if ‘Snow is white’ is false, then ‘Der Schriseweiss’ is false,
and “Der Schnee ist weiss’ is true” is thus alatsé; and if ‘Snow is white’ is

" Now, generality it indeed lacks, but not for teason Tarski mentioned. He thought that it
lacks generality because it covers only non-etlgti existential statements of the form ‘...is
(not)’ See (Tarski 1969: 102). For a persuasivagesis of how to square Aristotle’s dictum with
his intentions, namely as covering categorical ectigpredicate affirmations and negations, see
Kinne (2003). Improving on the intuition behind #dtle's definition in light of (P1) (or
something close to it) was a common practice inRblish philosophico-logical tradition, whose
members were quite agreed that the slogans in tefemrespondence or agreement with reality
(facts) are problematic. For useful information aibthe relations of Tarski to this tradition see
Murawski & Wolenski (2008).

“8 If we allow sentences that are neither true ndsefathe situation changes. For if S is a
sentence that is neither true nor false, it mayatipied that ‘S is true’ is false, and the two
sentences fail to be materially equivalent.

49 Context-sensitive sentences form an importansa@&gxceptions. See section 3.1.
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true, then ‘Der Schnee ist weiss’ is true, and T[3ehnee ist weiss’ is true” is
thus also true. Hence, the two sides of (2) dodiféé¢r in truth-value and (2)
holds.

Tarski’s simple but fundamental insight was thiabhditionals like (1)
or (2), which refer to a particular sentence ofdipular language,

“[...] explain in a precise way, in accordance witlguistic usage,
the meaning of phrases of the formi$ atrue sentence’, which
occur in them [...].” (Tarski 1935: 187)

Thus, a particular biconditional of this kind expk wherein the truth of a
particular sentence of a particular language cts)siy/ way of specifying the
condition under which the truth-predicate appliestt- its condition of truth.
Such biconditionals can then be viewed as pargfindions of the notion of
truth with respect to particular sentences of aegidanguage L. This is
generalized in the semantic conception of trutm¢eérth SCT), apparently so-
called in allusion to the semantical definitionz( P2), the general intention of
which it aims to make more precise and definitthenfollowing way:

The semantic conception of truth (SCT):

(a) Every biconditional obtained from the schexhes true iff pby

putting for ‘X’ the designator of a sentence of mdafor ‘p’ either

that sentence itself or its translation, holds &xes the notion of
truth for that particular sentence.

(b) Taken together, such biconditionals for allteanes of L fix
the notion of truth for L.

More exactly, this holds only for those sententtes do not contain
‘true’ as their significant part. The reason istttiee biconditional for a sentence
containing ‘true’ would contain on its right sidgue’ and could not thus serve
as a partial definition of ‘true’, because defioits are required to be non-
circular. But, as he says, even though the bicandit is not a partial definition,
it “is a meaningful sentence, and it is actualliyuee sentence from the point of
view of the classical conception of truttf.Furthermore, designators replacing
‘X’ should be perspicuous in that it is always pbksto reconstruct from them
sentences that they designate. As Tarski says:

“Given an individual name of a sentence, we canstant an

explanation of type (2)' [namelyx‘is true iff p’; my insertion],

provided only that we are able to write down theteece denoted
by this name.’ (Tarski 1935: 156)

So, quotational names, syntactic descriptions atebiiumbers of sentences are
all perspicuous designators in this sense.

We shall follow the custom of using the labels@hema’ forX is true
iff p (or its non-English versions) and ‘T-bicondition&r any instance of T-
schema obtained in accordance with the indicatées raf substitution for its

* Tarski (1969: 105).
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dummy letters. With SCT in place, Tarski was abl@itve a sharp formulation
of the condition of material adequacy. If particul@-biconditionals for
sentences of L fix the notion of sentential trutin particular sentences of L,
then:

“Not much more in principle is to be demanded afeaeral
definition of phrases of the fornx‘is atrue sentence’ than that
it should satisfy the usual conditions of methodadal correctness
and include all partial definitions of this types(special cases; that
it should be, so to speak, their logical produc}..(Tarski 1935:
157)

Tarski thus proposed that a definition of theéhtrpredicate for L will be
called or considered materially adequate (to SGT)f entails all the T-
biconditionals for L>* Some clarificatory comments are in order.

[A] The material adequacy criterion is supposea@dpture the intention of one
conception of truth only, namely SCT. Although Tkardid not mean to exclude
other conceptions of truth which may suggest dffiercriteria of material
adequacy for definitions faithful to them, he neketess thought that SCT is a
neutral ground in that it does not commit one tketany stand on issues
traditionally debated by philosophers with respexttruth (e.g. idealists vs.
realists, or empiricists vs. metaphysicians), whiehconstrued as being about
what, if anything, warrants or entitles assertidnaosentence of this or that
kind.>2 However, he deemed it strange to uphold a cormemtf truth that is
incompatible with SCT, since it presumably implidte denial of some T-
biconditional, which denial amounts to an assertiba sentence of the forip’

is true iff not p And this is surely not a particularly attractpesition.

[B] A truth definition for L that meets the matdredequacy criterion is assured
to be extensionally adequate in that all and ohly true sentences of L fall
under it. But this does not mean that it also sepph criterion of truth for L,
that is, a method or test effectively deciding Wieeta given sentence of L is
true or not. Clearly if we are unable to decide tiiugh-value of a sentence, say,
‘An extra-terrestrial life exists’, it does not palis very much to be told that the
sentence ‘An extra-terrestrial life exists’ is trffean extra-terrestrial life exists.
But, as Tarski pointed out, even in serious sciemeecannot in general expect
that a definition of a notion will provide an efte@ method of deciding what
falls under it

[C] Given Tarski's claim that his truth definitiolmims to catch hold of the
actual meaning of an old notion’ and repeated daitm the effect that T-
biconditionals are partial definitions of ‘true’rf@entences of L, that together

*L Tarski (1969: 106).

2 Tarski (1944: 361).

3 See Tarski (1944: 364), (1969: 116). The propaneiftepistemic theories of truth often
complained that correspondence conceptions of arghuseless as a method of discovering or
recognizing or checking what is true. This seenghtribut as Tarski pointed out, to object
against a conception or definition of truth on tfreund that it does not enable us to recognize
what falls under it - to tell truth from falsehoe a special case of asking from a definitiort tha
it supply the criterion or test enabling one toeefively decide what falls under the notion
defined. Tarski rightly retorted that this is toendanding a standard of definition, which is
frequently violated in scientific practice.
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explain the meaningf ‘true’ with respect to the whole of L, it iskély that he
thought that a satisfactory truth definition fomlill be more than extensionally
adequate. Still, he used the notion of meaningmédly and loosely so that it is
difficult to figure out what it was in case of ‘®u(as applied to L) that he
wanted to captur&. | shall take up the issue later, when | will dissuthe
problem of philosophical adequacy of Tarski's setwcagtefinitions.

2.5 The main aims of Tarski’s theory of truth

From what has been said so far the following pemerges. A theory of truth
forms the basis of semantics as conceived by Taitkiheart being the
definition that agrees reasonably well with thauiti¢e notion of truth used in
metalogic and in science generally. No notion defim terms of confirmation
or proof will intuitively serve the needs of logend science: whether we
consider truth in logic, mathematics or any othemibh of science, truth does
not seem to coincide with proof, confirmation, ahd like ideas. That is not to
say, of course, that there is no connection betviegh and epistemic notions,
but the relation between them is that epistemi@sdseem to presuppose the
notion of truth, because we devise our proof pracesl and epistemic
procedures in general to track truth, the grasptath notion guides us in our
efforts> At this point we should recall the platitude:

(P1): Sis true iff things are as S says they are.

(P1) may not be the most precise statement,tbsthard to deny that
the sound intuition behind it is that truth of atemce depends both on what it
says (its content or meaning) and on the way thamgsn reality. Indeed, Tarski
converted this intuition into the adequacy criter@f a definition (or theory) of
truth. However, we shall see in the next chaptat tie was aware that this very
adequacy criterion gives rise to infamous truttethéc paradoxes under certain
conditions, and that there were certain worriesutits allegedly metaphysical
character. In view of all this, Tarski set out toyide a theory of truth based on
its precise definition that meets the following idesata:

(@ it should conform to the adequacy criterion whiohai way
captures the above mentioned intuition (P1);

(b) it should be consistent, that is, it should notegrse to
paradoxes;

(c) it should entail certain basic principles whichuitively hold
of truth (e.g. the law of excluded middle and tlagvIof non-
contradiction);

(d) it should be meta-logically fruitful in that fundamtal

> See Patterson (2008) for a detailed reconstructidrarski’s views on meaning. Field (1972),
Heck (1998) claim and Hodges (2008) argues at terigat Tarski intended his material
adequacy criterion to amount to no more than thensional adequacy of truth definition, while
Kinne (2003) and Patterson (2008) claim that Tawekinted, in some sense, to capture the
meaning of ‘true’.

*%(1969) makes this ambition of Tarski clear.
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semantic notions of consequence, validity, sabdftg, etc., can
be defined within it and basic meta-logical res@itamed in terms
of such notions can be proved on its basis;

(e) it should be framed wholly in terms that are sdfeatly
(mathematically) respectable.

Along the way, Tarski hoped to teach philosophemmething
important about truth-theoretic and semantic pataddn general: when and
why they arise, what it takes to avoid them, an@twdonsequences this has for
the classical problem of truth definition — unddrat conditions it is possible to
define truth (and semantic notions in general) lmathsistently and adequately,
and under what conditions this is not possible.
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[3]

Formal truth definitions

3.1 Exactly specified languages

Once the condition of material adequacy was shdgrhulated, the problem of
defining truth took the form of the question: Fohat languages and by what
methods is it possible to construct formally cormefinitions of truth that entail
the T-biconditionals for all their sentences? la fections to come we shall see
that although it is easy to construct partial tratéfinitions for particular
sentences in the form of their T-biconditionalsisitnot a trivial task at all to
construct a materially adequate truth definition doreasonably rich language
that contains an indefinite number of sentenced. IBuus first tackle the
question as to for what languages it is possiblgive such truth definitions.

Tarski argued that it is not possible to provideisactory truth
definitions for natural languages. One reason efbathis negative claim was
that natural languages are too loose, irregular ibit@ehaved phenomena. He
maintained that

“The problem of the definition of truth obtains eepise meaning
and can be solved in a rigorous way only for thtsegyuages
whose structure has been exactly specified [...]argKi 1944:
349)

Yet, in the same breath he claimed that

“Our everyday language is certainly not one with exactly

specified structure. We do not know precisely, Whexpressions
are sentences, and we know even to a smaller deghésh

sentences are to be taken as assertible [...].”:(8216)

Tarski’'s point is that a truth definition forlanguage L is materially
adequate only if it entails T-biconditionals fot s&ntences of L. However, if it
is not fixed what belongs to the set of sentenéés b is not fixed what belongs
to the set of T-biconditionals for L, and the pehl of constructing a materially
adequate truth definition for L becomes moot. Taitsgught that it is not settled
what words belong to a natural language such adbngnd that it is therefore
not settled what truth-evaluable sentences belorignglish, since sentences are
formed from words. Moreover, he seemed to beliéna the set of sentences,
hence of truth-evaluable (hence assertible) seaesermé a natural language,
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cannot be specified in syntactical terms. All fled him to say:

“Not every language can be described in this pusthuctural
manner. The languages for which such a descrit@ombe given
are called formalized languages. Now, since theregegof
exactitude of all further investigations dependseasially on the
clarity and precision of this description, it islprsemantics of
formalized languages which can be constructed lagtexethods.”
(Tarski 1936b: 403)

One may well doubt if such considerations realigqdalify natural
languages from being given satisfactory truth dedins: for purposes of
theorizing, we can conceive of a natural languagbkaaing fixed vocabulary (at
a given time, say), and linguists nowadays approatural languages by formal
methods, trying to determine the category of megfninor grammatical
sentences. But Tarski had further reasons to despaatural languages in this
respect. We have seen that a sentence is to beeckte a particular language if
the question as to when (or under what conditidnis)true or false is to have a
definite sense. But, of course, the truth abouttesdial truth is more
complicated. If we take sentences to be capabbeiig true or false, we see at
once that many of them can be evaluated as trdelse only if we take into
account some particular context of their utterarargd that their truth-value
might change across such contexts of utterancendiépy on various features of
contexts such as who speaks, where, when, to widthessee and with what
intentions. Tarski was well aware of this, becausesaid that many sentences do
not satisfy the condition that ‘the meaning of afpression should depend
exclusively on its form’ and, in particular, that $hould never happen that a
sentence can be asserted in one context whileteansenof the same form can be
denied in another® obviously meaning that their truth-value can cleaagross
contexts of their utterance. Now, owing to the filett the content of a context-
sensitive sentence, e.g.

(3) lam hungry,

varies across contexts of its utterance (in thsecdepending on who utters the
sentence and when), it cannot be plausibly assigmedruth conditions in the
form of the biconditional

(4) ‘'l am hungry’ is true iff  am hungry,

because by using (4) one at best captures thedaumtiitions of (3) as uttered by
himself at that time, but there is no telling wkia¢ truth conditions of it are as
uttered by different speakers at different timesa® uttered by himself at other
times. To capture this, we need a generalizaticat thakes explicit the
dependence of the truth conditions of (3) on wherstit and when

(5) For alls andt, ‘I am hungry’ is true as uttered Isyatt iff sis
hungry att.

* Tarski (1969: 113).
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This has no doubt some intuitive appeal, but wéonger have on the
right side the sentence mentioned on the left @dats translation), and hence
we can no longer use the criterion of material adey as Tarski stated it.
Tarski's strategy thus works only for eternal sanés — sentence-types all of
whose tokens have the same truth conditions. Ieraxl get a new criterion of
adequacy that would apply to non-eternal sentengesneed to generalize T-
schema’

Other troublemakers in natural languages are amlig sentences that
often occur within a single language, whose truihditions might vary under
their different readings or interpretations. Sodarl know, Tarski did not speak
of vague predicates or non-denoting terms in tspect, but it is likely that he
would have considered sentences containing suchiegsipns as equally
problematic, provided that we treat them as noirftpa determinate truth-value
and as being neither true nor false respectivelygdneral, he seemed to think
that a precise truth definition in his style candyeen only for sentences that
have a sufficiently determinate sense (conteneteither true or fals®.

3.2 Truth and paradox in natural (colloquial) language

Tarski had a second, more serious reason for algimat formally correct and
materially adequate truth definitions cannot beegivor a natural language L,
even if we could somehow approach L as having attgxspecified structure
(and ignored context sensitive and other troub$iegtences). According to him,
a natural language like English is universal int thaan in principle express
everything that can be expressed. In particulan,tiof any English sentence we
can say in English that it is true (or untrue), &ypending ‘is true’ (or ‘is
untrue’) to an English designator of it. Once walize this, Tarski said, we
should realize the possibility of forming a selferential sentence of English
that can (be used to) say something about itseffarticular, we can construct a
sentence of English that says, of itself that iumrue (or is equivalent to a
sentence that says that). But such a sentence at&gically plausible chain of
reasoning that ends with a plain contradictionilllstrate this, we shall use the
letter ‘s’ to denote the following sentence, which looksxaeptionably English:

0] The only bold printed italicized sentence in this paper is not

>’ The following is a tentative attempt in this diien, inspired by Garcia Carpintero (1996):
A definition of truth for a language L is materaladequate if it entails all
instances of the schem4 is true in C iff p where ‘X’ is replaced by a
perspicuous designator of a sentera# L, and ‘p’ by a sentence that says the
same (expresses the same conten¥)wasuld have said (expressed) if uttered in
C.
Context sensitivity has been intensely studiedsseatially this spirit in modern truth conditional
approaches to semantics heavily influenced by Tarskvn ideas - Davidson (1984), Field
(1972), Montague (1974), Lewis (1983), Kaplan (19&€ne may say, though, that Tarski would
not have endorsed this proposal on the groundithetes more involved ideas of ‘saying the
same’ or ‘expressing the same content’. To thimaty be retorted that, in general case, he
himself needed the idea of correct translation pinasupposes the idea of sameness of meaning,
which does not seem to be less problematic thaottier two ideas.
%8 |t may well be Tarski's strictures are closely weated to his absolutist view of truth. See
Murawski & Wolenski (2008) for a short but instrivet discussion of this idea in relation to the
Polish school and Tarski.
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true.

According to the material adequacy criterion statedConvention T we are
licensed to assert the following T-biconditional:

(i) sis true iff the only bold printed italicized sentenin this
work is not true.

But we easily confirm that the following holds:

(i) The only bold printed italicized sentence in tlpaper is
identical withs.

Given this identity, we can replace the name ‘thly dtalicized sentence on this
page’ by the names” in the T-biconditional, without affecting its truttalue
(according to the principle of substitutivity ofeidticals). What we get is this:

(iv) sis true iffsis not true
And from (iv) the contradiction
(v) ‘sis true andsis not true”

follows within classic logic.

What the paradox teaches us is that the T-bicomais entail a
contradiction (within classical logic) if a certaiimd of self-reference is present
in the language. In particular, English has medngesignating any expression
or sentence that belongs to it, as well as thé fouedicate ‘true’ (‘'untrue’) that
can be meaningfully appended to any such designd®mresult being itself an
English sentence. Tarski called such a langusageantically closedWe have
arrived at the contradiction assuming only

(A) the laws of classical bivalent logic hold, and

(B) the intuitive principle captured by T-schemasgms the usage
of ‘true’ to the extent that all its instances “che asserted” (as
valid, true)>®

Unwilling to abandon (A) or (B), Tarski put blanma the factor of
semantic closure and argued that no consistensiceddanguage (i.e. one for
which classical bivalent logic holds) can exprassown truth-definition (truth
axiomatization) that entails T-biconditionals forll ats sentences. By
contraposition: no classical language that canesgits own truth definition (or
truth theory) that entails T-biconditionals for al$ sentences is consistent.

%9 Actually, an additional factor was that in English empirically established premise ‘The only
bold printed italicized sentence in this papedsnitical withs can be formulated and accepted
as true. But Tarski (1983: 168) remarked that extirself-reference by means of empirical
descriptions is not necessary, since it is possibleconstruct a version of Grelling’s paradox of
heterological predicatén it, which does not rely on any empirical premiket F' abbreviate the
predicate ‘not true of itself. Then we can apply to itself (self-apply F’), getting the
sentence: ‘F’ is not true of itself”. It can be shown the thentence is false if true and true if
false.
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Consequently, a formally correct and materiallgaehte definition of truth can
be constructed only for a semantically open languagand the definition must
therefore be framed in another, expressively rictemguage L (called

‘metalanguage’), that has resources needed toeléfinh for L. In general, if

truth for a classical L is definable (usable) in MLa consistent and materially
adequate manner, a principled distinction must tekistween the object-
language L and the meta-language ML: the two maste identical or inter-

translatable (though L may be a proper part of MLye wish to define truth

for the stronger ML, we have to ascend to a yetenpmwerful language, since
ML cannot define its own truth predicate (on paimnaonsistency).

According to Tarski's stratedi),we are to imagine a whole (possibly
transfinite) sequence of increasingly richer larggsaly, L, Ly, ...., Where b
does not contain any truth-predicate, and for @@ < n), L, contains the truth
predicate ‘trug that applies only to lower level sentences @f (im < n), but
never to sentences of the same or higher level.peih@dox is avoided, because
the appropriate version of T-schema that contangs@exed truth-predicate:

(Restricted T-schem& is trug, iff p

generates meaningful (or well-formed) sentenceg &l sentences of a lower
level thann (as substitutes for *X’), and hence no troublingpinditionals can be
asserted.

The solution of the truth-paradox along theseslisdfine for formalized
languages that Tarski decided to focus on, buto#sdnot apply to natural
languages, which are universal (expressively uncéstl), and because of that
no principled distinction between object-languagel aneta-language can be
made for them, since any candidate metalanguageamslatable into them.
Tarski admitted that it is possible to considegim@nts of a natural language L
that are semantically open and provided with eyasplecified structure (of a
certain sort) and complete vocabularies, and trarsteuct satisfactory truth-
definitions for them on the model of formalizeddamages, which will be framed
in richer fragments of L (possibly of another natuanguage). Following this
suggestion we can again imagine fragmergsaid B of English, where &
contains only English sentences that do not cortaie’ as their significant
part, and Econtains i as well as every sentence formed by appendingndag
true’ to the name of any sentence @f E we pursue this strategy further, we
might arrive at the whole hierarchyy,EE;, E,,... of exactly specified and
semantically open fragments of English such thaef@ryn (0 < n), E, contains
the predicate true of all and only the sentencds, af but never of sentences of
the same or higher level. Since the restrictechtpuedicates in the hierarchy
differ in their extensions, we had better to digtirsh them as before by different
indexes: Econtainstrue;’, E, contains ‘trug, and so on.

At a first glance, this looks like a perfectly icatal procedure, but
Tarski thought that what one is thus imagining @oe so much fragments of a
natural language but well-behaved products of éficeal reform of a natural

0 Compare here Russell's type-theoretic approachtesees, which attribute properties to
sentences that attribute properties to entities cértain type, belong to a higher level than those
sentences which form their subject matter.
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language:

“It may be doubted, however, whether language @rgay life,
after being ‘rationalized’ in this way, would stiffreserve its
naturalness and whether it would not rather take tbe

characteristic features of the formalized language$” (Tarski

1935: 253)

Tarski’s diagnosis of paradox in semantically elbsatural languages
such as English was that the use of ‘true’ in Efiglead to inconsistency due to
it being used as an unrestricted predicate applionagll sentences of English,
including sentences that contain ‘true’. A decaaterl Tarski is more cautious,
and makes the following claim:

,But actually the case is not so simple. Our evaythnguage is
certainly not one with an exactly specified struetuWe do not
know precisely, which expressions are sentences,van know
even to a smaller degree which sentences are ttaken as
assertible. Thus the problem of consistency hasxaet meaning
with respect to this language. We may at best asky the guess
that a language whose structure has been exaatifigol and
which resembles our everyday language as closelpoasible
would be inconsistent.” (Tarski 1944: 349)

This passage insinuates that the inexactness deteéminacy
characteristic of natural languages cuts both wiysis a serious obstacle for
attempting formal truth-definitions for them, it sal makes problematic
unqualified claims to the effect that such langagee inconsistent. | am not
sure what Tarski had in mind here. My guess is tetow admits that the
assumptions (A) and (B), which are needed to di@vdonclusion that truth
cannot be adequately defined (used) with resped twtural L on pain of
contradiction, may be more controversial in casenatiiral languages than he
was willing to admit in CTFL. It can even be maintl that Tarski isolated for
us two alternative approaches to the problem dhtand paradox in natural
languages. His preferred approach was to take daraby open fragments of
such a language, formalize them, and define trothfem in logically stronger
fragments. But one may seriously explore the pdggilto abandon T-schema
as the principle governing the notion of truth,ome may consider revisions of
the classical bivalent logic, which may be takenb&inadequate for natural
languages even independently of any consideratiamgg to do with truth and
paradox. It is fair to say that Tarski’'s views oargdox and impossibility of
defining truth for a language L in L itself, domitaas they once were, are no
longer universally accepted as the best possiblgtico, at least not so for
natural languages. What he showed is not that fortlh semantically closed L
cannot be consistently defined or uspériod rather, he showed that truth for
such L cannot be defined, provided that we assuotie () and (B). Perhaps
truth can be consistently defined for L - even with itself - once (A) or (B) or
both are abandoné&d.

®1 Kripke's (1975)fixed point approachs usually considered to be the decisive breakigino
What Kripke proposed was to define truth for L with, on the basis of some alternative logic
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3.3 Formalized languages

In view of all this, Tarski proposed to focus oncamprehensive group of
semantically open and well-behaved languages ugdddicians to formalize
deductive-mathematical theories (originally expeelss informal or semiformal
fragments of natural languages). They are formdlirethat in the specification
of their structure only properties and relationshefir sings are appealed®o.

For truth definitions given relative to formalizéahguages, Tarski was
able to give the sharpest formulation of the mateadequacy criterion in the
form of Convention T, which reads as follows:

Convention T:

A formally correct definition of the term ‘true’ ithe metalanguage
(ML) will be calleda materially adequate definition of trufior a
given language (Lif it has among its consequences:

a) all instances obtained from T-scheias true iff p by replacing
‘X’ by a structural-descriptive designator of amgngence of L
and p’ by its translation into ML;

b) the sentence: “For al| if x is true, therx is a sentence of L%®

We shall have to make some clarificatory commergse.h[A] Although
Convention T may appear to be general, as it staraggplies only when ML is
English (or better, a well-behaved fragment ofdthice instances of is true iff
p are English sentences. For a truth definition #drm another meta-language,
we have to reformulate the convention and use gmogpate version of T-
schema (e.qg., if ML is a fragment of German, weehty useX ist wahr wnw
p).>* Convention T itself is formulated in a meta-metaguage, which may or

(Kleene's strong three-valued schema). T-schemaois universally valid, but this is the
consequence of the choice of non-bivalent backgtdogic. The truth-predicate defined in
Kripke-style is partial, in particular, paradoxig¢gpe sentences are neither true nor false (being
what he called “ungrounded”). Other important altdives that are widely discussed are, for
instance, Gupta-Belnap (1993) revision theory afthtrbased on the theory of circular
definitions, or van McGee’s theory developed in (1991). According to many, another
important breakthrough was Hintikka (1996a), whguas that for so-called IF languages
(developed by Hintikka) their truth is adequatebfidable within them. For a good (though
technical) discussion of Hintikka's conception thpatints out some of its limits see also de
Rouilhan& Bozon (2006).

%2 But they are fully interpreted: (a) all their e@psion have determinate meanings so that (b)
every sentence has a determinate truth-value.

% For the original formulation differing in certaspects, see Tarski (1935: 187-188). Tarski
notes that the condition (b) is really redundaimges is we have a definition of the set S and the
set TR* that satisfies the condition (a), then \aa define the set TR as the intersection of S and
TR*. A structural-descriptive name is a perspicuaigsignator of an expression, e.g. of the
following type: the expression that consists of the word ‘Snowb¥atd by ‘is’ followed by
‘white’; alternativelythe expression that consists of three words, theflwhich is the string of
the letters Es, En, O and DoubleU, the 2nd is thiag of the letters | and Es, and the third is
the string of the letters DoubleU, Eitch, |, Teddn

® As David (2008) shows, the situation is even moeenplicated with Tarski's original
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may not contain ML. [B] If a definition meets Comimn T, it is extensionally
adequate — all and only the true sentences ofl lufaler the defined notion. For,
any two definitions that satisfy Convention T a@ubd to be equivalent. [C]
Though the ‘if in Convention T suggests that itesffies only a sufficient
condition of material adequacy, it was arguablyemuoted to state both a
necessary and sufficient condition of material adey —viz. the qualifications
‘it is to be demanded’ and ‘it should be’ in thespage:

“Not much more in principle is to be demanded afeaeral
definition of phrases of the fornx‘is atrue sentence’ than that
it ...include all partial definitions of this typeg&pecial cases; that
it should be, so to speak, their logical produc{[.(Tarski 1935:
187)

If the definition of truth for the object languadeis to be formally
correct, it is imperative to specify exactly theusture of L as well as of the
meta-language ML in which the definition will berfioulated. Now, as Tarski’'s
analysis of semantic paradox showed that a consistgh definition for L can
be given only if L does not express its own seneanfin particular, does not
contain its own truth predicate), hence cannot ivergin L itself, L and ML
may not be identical or inter-translatable (L may & proper part of ML).
Consequently, if truth for L is to be definable ML, ML has to contain
expressive means necessary for constructing a isdteadequate definition of
truth for L:

* means enabling it to talk about signs and exprassisequences of
signs and expressions, as well as of sets of exipress operations
on expressions, etc. (in short: means sufficiemxaress syntax of L
— conceived of as an axiomatic theory).

« all non-logical and logical expressions of L oritheanslations (this
Is essential, if ML is to express T-biconditionfds sentences of L).

» variables whose order exceeds the order of anghlarpresent in L,
or quantifiers ranging over arbitrary subsets o tmiverse of
discourse associated with L (ML has to be, in Tigslkvords,
essentially stronger than L).

34 Tarskian truth-definitions

Tarski’'s original strategy was to demonstrate hbevrmethod of truth definition
works for a particular formalized language beloggio a certain comprehensive
group (that is, fully interpreted extensional laages with quantifiers, whose
syntactic structure is exactly because purely fdgnspecified, and that are free
of context-sensitive or ambiguous expressions), trah to argue that the
method can be extended to other language from ghatip. What Tarski
famously proposed was to define inductively thecemt of satisfactionof an
open sentence by an infinite sequence of objedlstlaen to defindruth as a

formulation of Convention T, which refers to thetmaular object-language that Tarski considers
(the language of the calculus of classes) andagénticular meta-language, though it makes the
appearance of generality.
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limiting case of satisfaction-relation by each/soimiinite sequence of objects.
Tarski defined in a formally precise manner thedmate Tr' (the sentential
function x [0 Tr’) that is true of all and only the true sentenoéshe language
of the calculus of classes (henceforth LCC), whech rather weak part of the
system of simple (and finite) theory of types. Thistem, we have already
noted, was assumed by Tarski in CTFL as a suffiljieteveloped and general
framework of mathematical logic. A particular adisge of LCC was that it is
syntactically easy to deal with - having a very pewocabulary of simple
constants and operations (syntactic constructibgsneans of which complex
meaningful expressions are formed.

3.4.1 Truth-definitions for code-languages

For our purposes, however, it is not necessaryxpaan Tarski’'s method of
truth-definition using his preferred example (bee sAppendix 1-3). On the
other hand, it will be useful to demonstrate how iirethod works for languages
Lo, L1 and L, (or better, fragments of a full-blooded languagé)ncreasing
complexity, ending up with., whose structure is analogous to the structure of
those languages that belong to Tarski’'s group.sLstart with Iy, a formalized
fragment of German containing only three sentences:

‘Der Schnee ist weiss’;
‘Das Grass ist grun’,
‘Der Himmel ist blau’,

where all of them we take to have their usual Ehginterpretations/meanings
(henceforth we assume that a well-behaved fragrokminglish is our meta-
language). The following, list-like definition fdw

(D1): sis a true sentence of Liff sis a sentence ofj;land one of the
following conditions is satisfied:

s='Der Schnee ist weiss’ and snow is white;
s='Das Grass ist grin and the grass is green,;
s='Der Himmel ist blau’ and the sky is blue

is perfectly good by Tarski’s lights, because iexplicit and uses no undefined
semantic terms, and all the partial definition&mfe’ for L (T-biconditionals for
sentences of L) can be deduced from it, given ¢lleviing obvious syntactical
facts:

‘Der Schnee ist weisgt ‘Das Grass ist grun’;
‘Der Schnee ist weiss? ‘Der Himmel ist blau’;

‘Das Grass ist grunt ‘Der Himmel ist blau’.
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To check this, let us substitute “Der Schnee igssgiefor ‘X in the definition,
thereby obtaining the following:

‘Der Schnee ist weiss’ is truff (‘Der Schnee ist weiss’ = ‘Der
Schnee ist weiss’ and snow is white) or (‘Der Sehis¢ weiss’ =
‘Das Grass ist grin’ and the grass is green) oer(‘Bchnee ist
weiss’ = ‘Der Himmel ist blau’ and the sky is blue)

Since we can eliminate the obviously true identityhe first disjunct:

‘Der Schnee ist weiss’ is tru#f snow is white or (‘Der Schnee ist
weiss’ = ‘Das Grass ist grin’ and the grass is mjrem (‘Der
Schnee ist weiss’ = ‘Der Himmel ist blau’ and tlkg & blue)

as well as the obviously false second (since tmeesaflanking the identity sign
are obviously names of distinct objects/sentences):

‘Der Schnee ist weiss’ is tru# snow is white or (‘Der Schnee ist
weiss’ = ‘Der Himmel ist blau’ and the sky is blue)

When we finally eliminate the obviously false tholgjunct (since, once again,
the names flanking the identity sign obviously nafistinct sentences): what we
are left with is the T-biconditional:

‘Der Schnee ist weiss’ is true iff snow is white

As wanted. This method, however, does not workaonguages containing more
than finitely many sentences, unless we are prdpdoe allow infinite
disjunctions as acceptable definitions (as Tarsés wot). But languages of
theoretical interest have, as a rule, a more comptaucture, which forced
Tarski to look for a more general method of trudihuition.

3.4.2 Truth-definitions for propositional languages

Let us move to Tarskian truth-definitions for maremplex languages. We
obtain one, namely 4. by expanding §, adding the constructions ‘Es ist nicht
der fall, dass’, ‘und’ and ‘oder’ (in their usualn@ish interpretations), by
repeated application of which an infinitude of camupded sentences can be
formed from the three atomic sentences @fWe can then define ‘true’ for,L
in a well-known recursive (inductive) manner (whéfé and ‘B’ range over
arbitrary sentences of;land italicized complex expressions are to be reafl i
they were enclosed in Quine’s corner quotes):

(D2): sis a true sentence of Liff sis a sentence of;land one of the
following conditions is satisfied:

(a) s=‘Der Schnee ist weiss’ and snow is white;
(b) s=‘Das Grass ist griin’ and grass is green;

(c) s = ‘Der Himmel ist blau’ and the sky is blue;
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(d) s=Es ist nicht der fall dass AndA is not true;
(e) s=A und Band bothA andB are true;
() s=A or BandAis true oB is true.

The inductive definition is implicit, since the defd predicate appears also in
the clauses of thdefiniensthat fix its conditions of application to compound
sentences. With help of an elementary set-theory hfgher order logic),
however, it can be converted into an explicit débn, in which the original
clauses are transformed to specify the conditiotnsnembership in a certain set,
call it TR

(D3) sis a true sentence of Liff there is a set TRuch thas [0 TR,
and for everyx, x 0 TR iff x is a sentence ofiLand one of the
following conditions is satisfied

(a)x = ‘Der Schnee ist weiss’ and snow is white;
(b) x=‘Das Grass ist griin’ and grass is green,;
(c) x = ‘Der Himmel ist blau’ and the sky is blue;
(d) x =Es ist nicht der fall dass andA [0 TR;
(e)x=Aund Band botPA0 TR andB [0 TR;
(Hx=AorBandAOTRorBOTR

It can easily be shown that for any given senteasfck; its T-biconditional is
derivable from this definition, the material adecuaof the definition being
thereby ensured.

3.4.3 Truth-definitions for quantificational languages

We have shown how to define the truth-predicatelfoso that T-criterion is
satisfied, by fixing the truth-conditions of anyneplex sentence of L in terms of
the truth-conditions of its less complex comporsanitences, ultimately in terms
of the truth-conditions of simple sentences whasghiconditions are fixed
directly in their corresponding T-biconditionald, how, we expand i by
iterative constructions of a different kind, namejyantifiers, we obtain a
potentially infinite number of complex sentenceatttannot be dealt with in this
way, because their immediate constituents are nwelo truth-evaluable
sentences, but sentential functions (a generalizetsion of Frege-type
predicates), e.g.:

X is blue,
X lovesy,

If xis a manx lovesy,
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For allx, if x lovesy, xis a man,...

Sentential functions are obviously neither true fatse as they stand: (a) they
are true or false only relative to specific assignts of appropriate values to
their free variables; alternatively, (b) they araet or false only relative to
specific substitutions of denoting terms for tHedée variables. If every object in
the universe of discourse associated with a larguag(e.g., a first-order
language of arithmetic) is denoted by a term ofve, can well follow (b) and
define the truth-conditions for quantified sentenoéthe formiIvA(w) in terms
of the truth-conditions of sentences, in this way:

A sentence of the foriiv; A is true iff there is a termhof L such
that A(v; /t) is true, whereA(v; /t) is the result of replacing all free
occurrences of;in Abyt.

But, of course, L may not happen to contain a nafrevery object in
its universe of discourse (L may even have no naasesvas the case with the
language of the calculus of classes, for which Kiapgovided his truth-
definition). Consequently, truth for such L canbetdefined recursively on the
complexity of sentences of L. Because sententiattians can have more
argument-places that are marked by different vigatvhich can be replaced by
more terms or closed by prefixing to them more dtiars, it is better to talk,
generally, about satisfaction afargument sentential functions by ordemed
tuples of objects. Tarski actually defined somegmmore general: the relation
satisfies y wherex is an infinite sequence of objects (from the urseeof
discourse associated with L) agda sentential function of L. This satisfaction
relation is the converse of the relatipns true of x generalized so as to cover
sentential functions with arbitrary (but finite)mber of argument-places.

To illustrate the method, let us consider a regi®e fragment of
German, k, which contains no simple or complex terms (ineortb keep the
definition simple), and its only non-logical constsare:

1-place predicates: ‘ist ein Mann’, ‘ist eina&,
2-place predicates: ‘liebes’,

all of them having their usual English interpredas. Atomic sentential
functions of L, are then formed by attaching one or two varialjessibly the
same) taken from the following infinite sequence:

Individual variables:X;’, ‘ xo',..., X, ...

to the two constants of;l. whereas complex sentential functions and sensence
of L, are formed from atomic sentential functions by nseaf (iterated
applications of):

Unary operator: =’ (to be read as “it is not the case that...”)

Binary operator: [T (to be read as “...and....”);

‘7 (to be read as “...or...")



-41 -

Universal quantifier: [T (to be read as “for all/every ....").
Sentential functions ofdare then defined inductively as follows:

(D4) (i) f is a sentential function of L, iff one of the following
conditions is satisfie®®

(a) f =wP, for some 1-place predicakeof L, and positive integek;

(b) f=wPw, for some 2-place predicaleof L, and positivantegers
K I;

(c)f ==A, for some sentential functighof Ly;
(d) f = ACB, for some sentential functiodsandB of Ly;
(e)f = ALB, for some sentential functiodsandB of L;

() f=0v A for some sentential functighof L, and positive integer

In order to define sentences (the set S of sendeoicé,,), we have to define,
first, what it means for a variable to occur freeai sentential function, which
can be done concisely as follows:

(i) the variable v; is free in the sentential functionA iff i is a
positive integer other than 0 and one of the foilgvconditions is
satisfied:

(a) Ais of the formv;P, for some 1-place predica®eof Ly;

(b) A is of the formwPw, for some 2-place predicat of L, and
positive integers andk such that eithark ori=l;

(c) Ais of the form-B, for some sentential functio of L,, andy; is
free inB;

(d) Ais of the formBLIC, for some sentential functioisandC of L,
andy; is free inB or v is free inC;

(e) A'is of the formwB, for some sentential functioB of L,, v; is
free inB andk #1i.

Finally, sentences can be defined as follows:
(i) sis a sentence of L.iff

sis a sentential function ofslthat contains no free variables.

% Due the fact that Lcontains only two 1-place predicates and one 2eplaredicate, it is
possible to have, in place of (a) and (b):

(a*) f = vist ein manpr f = vist eine Fraufor some positive integds; or

(b*) f = wliebes y, for some positive integefsandl.
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The definition of the satisfaction relation mimicksely the recursive
definition of sentential function, proceeding bguesion on the complexity of a
sentential function of 4. That is to say, it is first specified under whanditions
a given infinite sequenge of objects satisfies simple sentential functicersd
then the conditions are specified under whiclsatisfies complex sentential
functions of the form&B, ACB, [IVA, in terms of the conditions under whigh
satisfies (or does not satisfy) less complex semdefunctions that are their
immediate components:

(D5) the infinite sequence of objecty satisfies the sentential
function f of L, iff one of the following conditions is satisfied:

(@) f = viist ein Mann for some positive integds andpy is a man,;
(b) f = wist eine Frau for some positive integét andpy is a woman,;
(c) f = w liebesyv,, for some positivintegersk, |, andpg lovesp;;

(d) f = -A, for some sentential functiohof L,, andp does not satisfy
A;

(e) f = AIB, for some sentential function& and B of L,, and
p satisfies bot andB;

(H f = AOB, for some sentential function& and B of L,, and
p satisfiesA or p satisfiesB;

(g) f = Ov; A, for some sentential functiohof L, and positive integer
i, and every infinite sequence of objeptssatisfiesA that differs
from p at most at theth place.

Here, p¢ denotes thek-th member of the infinite sequenge Since
variables as well as objects in a sequence argeautdevery variable occurring
in a sentential function gets paired with exacthe @bject in the sequence, via
its numerical index. Such a pairing can be consdl@ompletely non-semantic
so that Tarski could avoid talking about assignmenft objects to variables.
Now whether or not the sequenpesatisfies the sentential functidrdepends
solely on those members g@f that are paired with the free occurrences of
variables off, provided it has any. But, mind you, sentences(asegument
sentential functions with no variables free. Acdogly, whether or not a
sentence is satisfied Ipydoes not depend on what memberg afe paired with
its free variables. So, there are only two possigdl to consider: either a
sentence is satisfied by all sequences, in whisk @as true, or it is satisfied by
no sequence, in which case it is not true. Truth_fas thus defined directly:

Def. of truth (semantic):

X is a true sentence of Liff x is a sentence of,land every infinite
sequence of objects satisfes

The truth definition for b, based on (D5), enables us to prove T-
biconditionals for all sentences o$.1But Tarski also required that no semantic
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notion be used in the definition of truth unlessah be shown that it is definable
in purely non-semantic terms of the language inctithe truth definition is
framed. Now, owing to its recursive character, (OKes the application
conditions of the satisfaction predicate for (fixes what sequences satisfy its
sentential functions), but it does not allow ulininate the predicate from all
contexts (we do not have a formula free of thatijmae that could replace it in
all contexts of the metatheory). Fortunately, ([2&h be turned to an explicit
definition, provided that our metalanguage (metatitehas a sufficiently strong
set-theory, or higher order variables than L

(D6) the infinite sequence of objecty satisfies the sentential
function f of L, iff there is a set S such thgp,4> [0 S and, for every
g andg, (g, gy S iff g is a sentential function amglis an infinite
sequence of objects and one of the following caooritis satisfied:

(@) g = w st ein Mann for some positive integét andgk is a man;

(b) g = w ist eine Fray for some positive integek, and g« is a
woman;

(c) g = w liebesv;, for some positivéntegersk, |, andgk lovesq;
(d) g = -A, for some sentential functiohof Lp, andA ' S;

(e) g = ALB, for some sentential functiodsandB of L,, and <, A>
O0Sandg,B>0S;

(H g = AB, for some sentential functiodsandB of L, and <, A>
0Sor<qg,B>0S;

(9) g = Ov; A, for some sentential functiohof L, and positive integer
i, and g*, A> O S, for any infinite sequence of objects that
differs fromq at most at theth place.

Once we have this explicit definition of satisfactj truth can itself be defined in
purely non-semantic terms of the metalanguagelmsvia

Def. truth (non-semantic):

X is a true sentence of Liff x is a sentence of,Land, for every
infinite sequence of objects <p, s> 0 S, where S is as in (D6).

Since the conditions for the membership in S (ir) B&ve been characterized in
non-semantic terms of the metalanguage, Tarskiegdlsx in showing how to
define truth for L in non-semantic terms (the definition being foripmalorrect

by his lights). With such a definition at hand, w&n eliminate the semantic
notion of satisfaction in favour of non-semantiane of the meta-language - (a)
the translations of expressions of [b) logical and/or set-theoretic expressions,
and (c) syntactic expressions — and semantic rofaoa only as controversial as
the apparatus in terms of which they are introduced
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In particular, a consistent metalanguage (metayhle remains
consistent if enriched by semantic notions defiagdlicitly. Moreover, owing
to its recursive character, a Tarski-style trutfirdéon for a quantificational L
not only entails T-biconditionals for all sentencek L, but it entails also
important generalizations couched in terms of trety.: that a conjunction is
true just in case both its conjuncts are truehat bf a sentence and its negation
exactly one is true and exactly one is false, andenof this sort. On this basis,
basic metalogical theorems can be precisely statedl proved concerning
consistency, soundness or completeness of dedubtieies expressed in the
object-languages. Given that Tarski focused on &bmed languages of
mathematical theories, he succeeded in showingthieat metalogic, including
the truth theory and semantics, can be expresaesifdreted) in their logically
(set-theoretically) more powerful extensions, whosebject matter is
mathematical too.

3.5 Checking material adequacy

Tarski defined truth as a limit case of satisfattad closed sentential functions
by all sequences. In fact, he pointed out thatftflewing lemma (sometimes
called free-variable lemmpacan easily be proved by induction on the logical
complexity of a sentential function (i.e. number wtlth-functions and
quantifiers occurring in it):

Free variable lemma:

Let f be ann-place sentential function (of;L.and letg and g* be
arbitrary infinite sequences of objects such tjat g*, for any
free variabley; (1<i < n) of f. Theng satisfies iff g* satisfied.

It is a consequence of this lemma (plus a few ottefimitions belonging to
Tarski's procedure) that in case of a O-place seiatefunctionf - i.e. sentence -
if fis satisfied bysomesequence, it is satisfied lany sequence whatever. But
the adequacy of the definition is tested in lightTeConvention, because T-
biconditionals are glaring paradigms of clarity i@werising our concept of
truth, and it is by way of entailing a complete sétT-biconditionals that a
formally correct truth definition is assured to bgtensionally correct. The
question arises at once how do we know that thpgsed definition satisfies T-
convention - is materially adequate and so extemdlip correct? Tarski does not
offer a proof of material adequacy of his truthiaigibn for the language of
calculus of classes, since it would have to berginea meta-metatheory, being
a proof about the adequacy of a definition in thetalanguage of a predicate
applying to expressions of the object-languageprinciple, Tarski says, it is
possible to provide the proof; but it would be tedi. Mind you that for the
proof to be formally rigorous, not only the metatatl@enguage, in which it
should be given, but also ML would have to be fdirea. Yet, up to that point
Tarski conducted his metatheoretical investigatiahout ever bothering to
formalize ML (!); though he pointed out that an etweal formalization of ML
should not raise serious difficulties, he obviousiyught that it would be
tedious and pedagogically cumbersome to attempbitget a grip on the basic
ideas of Tarski and get a measure of their inteitappeal, it is better if the



-45 -

definitions are framed in a (semi-formal) fragmehEnglish. We have followed
this strategy.

What Tarski offered, except of this appeal to tblrity and
intuitiveness of his definitions, was not a stificirmal) proof of their material
adequacy and extensional correctness, but, rgtleremeal empirical tests to
assure us that we have got things right with regar€€onvention-T. Let us
consider under what condition the following holdericeforth: $ = s*' shall
mean thats* is a sequence that differs from the sequenae most at itk-th
place; shortly: for everiz k s(1) = s*(1)):

S ‘Oxq((x1 ist ein Mann)v (x; is eine Frau))’ is true (ind)
By the definition of truth for sentences we have:
(1) ‘DOx((x ist ein Mann)Vv (x; is eine Frau))' is true (in J) iff
‘Ox1((x1 ist ein Mann)Vv (x; is eine Frau)) is satisfied by every
sequence.

Since, nowSis of the formx, A the clause (D6f) applies:

(2) ‘Oxq((x1 ist ein Mann)v (x; is eine Frau))’ is satisfied by every
sequence iff for every sequengeevery sequencg =;s is such that
s* satisfies ‘K ist ein Mann)v (x; is eine Frau)'.

The sentential functionx{ ist ein Mann)v (x; is eine Frau)’ is of the forrAB,
so we can apply the clause (D6f):

(3) s* satisfies ‘k; ist ein Mann)v (x; is eine Frau)’ iffs* satisfies ‘&
ist ein Mann)’ ors* satisfies 'k is eine Frau)’

We can now apply what the clauses of (D6) tell beua satisfaction of
simple sentential functions, thereby getting:

(4) s* satisfies ‘k; ist ein Mann)’ iffs* is a man
and
(5) s* satisfies ‘k; ist ein Mann)'’ iffs* is a woman

Substituting right sides of (4) and (5) back i@} (for their equivalents) we
get:

(6) s* satisfies ‘& ist ein Mann)v (x; is eine Frau)’ iffs* is a man or
$*isa woman

By applying the rule licensing substitution of eqalents — viz. (4) and (5) — to
(3), we get:

(7) s* satisfies ‘4 ist ein Mann)v (x; is eine Frau)’ iffs* is a man or
$* is a woman,
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Applying the same rule, we can now use (7) to substthe sentence at its right
side for the sentence at its left side in (2):

(8) ‘Oxy((x1 ist ein Mann)Vv (x; is eine Frau))’ is satisfied by every
sequence iff for every sequergesvery sequence =; sis such that
S* IS a man ors* is a woman.

There is a little complication with (8), since mantifies over sequences, rather
than objects. However, what (8) in effect sayh& twhatever infinite sequence
of objects (over which we quantify in the objectdaage) we take, and however
we vary its first term, the functionX{ ist ein Mann)v (x; is eine Frau)’ will turn
out satisfied. The reason should be obvious. Hatternatives to the sequence
s (wherek = 1) can be correlated in one-to-one fashion with cisj¢p) that are
their first terms. Second, since we have to takecoount alk-alternatives to the
sequences (including the one that agrees wishon the 1st term, and so is
identical withs), this means that every object in the domain stalirse will be
correlated in one-to-one fashion with exactly dwalternative tos. Applying
this idea to (8), what we intuitively get is this:

whatever objecb happens to bg* of whatevers* =; s: it (0) is @ man
or it (0) is a woman.

In effect, quantification over all infinite seque&scthat aré-alternatives to the
sequences does the same work as would be done, more inglytivby
quantification over all objects in the domain. 8attwe can replace (8) by:

(9) ‘Oxq((x1 ist ein Mann)Vv (x; is eine Frau))’ is satisfied by every
sequence iff every objecb)(is such that itq) a man or it §) is a
woman.

Finally, substituting equivalent for equivalent(it), we get the desired result:

(20) *Oxy((x1 ist ein Mann)v (x; is eine Frau))’ is true (ind) iff every
object 0) is such that itd) is a man or itq) is a woman,

which certainly looks as lona fideT-biconditional for the sentence quoted on
the right side.

Tarski proceeded slightly differently in “empirlgé establishing that
the following T-biconditional can be derived fronms hruth-definition for the
language of calculus of classes (LCC):

N1Uz 11 2€ Tr iff for every class there is a class such that € b.

| refer the reader for all necessary detail&\ppendix(2). Suffice it to say that,
at a crucial point in his informal justification ahis T-biconditional, Tarski
makes use of the same idea that we have seen ktinvour informal proof:
quantification over allk-variants of a sequencé does the same job as
guantifying over arbitrary objects over which theaqtifiers range:
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“Since g; = f; and the clasg, may be quite arbitrary, only those
sequences satisfy the functiorm,z; , which are such thdt < b for
any class.”

Strictly speaking, in order to deduce from the rietary augmented with the
truth-definition T-biconditionals for sentences thfe form Ov,A that do not
mention infinite sequences, we need to prove inntle¢atheory an instance of
the following schema for each given sentence irstjoie:

O Ok (k% i — s(K) = s5(i)) — A iff OvA.

Probably because there are no special difficultieproving such instances,
Tarski did not bother to carry out the proof, beoantent to give informal but
suggestive proofs such as the one given above.
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[4]

Metamathematics of absolute truth

4.1 Basic metatheoretical results

We have seen that Tarski’'s main aim was to prosidet of consistent methods
complementing the already well-developed proof-tkBo part of meta-
mathematics, which would be based on central semardtions of truth,
satisfaction and definabili§ This was to be achieved, preferably, by
constructingadequate definition®f such notions for a given object-language
L(T), on the basis of a metalanguage RiLThis demands a logically stronger
ML that contains variables of higher order or sgr@nset-theoretical apparatus.
Tarski summarized the main results as follows:

“A. For every language of finite order a formallpreect and
materially adequate definition of true sentence loarconstructed
in the metalanguage, making use only of expressibres general
logical kind, expressions of the language itselfwadl as terms
belonging to the morphology of language [...], irames of
linguistic expressions and of the structural relagi existing
between them.

B. For formalized languages of infinite order thanstruction of
such a definition is impossible.

C. On the other hand, even with respect to languagefinite
order, the consistent and correct use of the cancegruth is
rendered possible by including that concept in fystem of
primitive concepts of the metalanguage and detengints
fundamental properties by means of the axiomati¢hatke (the
qguestion whether the theory of truth establishedthis way
contains no contradiction remains for the presemtecided).”
(Tarski 1935: 265-66)

® That is why Tarski focused on languages of dededfieories: he wanted to cast light on the
relation between formal-syntactic and semantic etspef deductive theories

" Because L(T) has a built-in deductive theory Tg- ¢he calculus of classes in CTFL or Peano
Arithmetic, in more up-to-date accounts. To sttbesfact that formalized languages in Tarski's
setting are devised to formalize deductive thedriesxiomatic style, we will refer to a deductive
theory so formalized as ‘T’ and to the languagelft in which it is framed as L(T)). Thus, ‘PA’
refers to the deductive theory called ‘Peano ardtich while ‘L(PA)’ refers to the language, in
which PA is formalized.
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The thesis A states the main positigilte while the thesis B states the
main negative result of CTFL, if we set aside tbaatusion of the argument,
made at the outset of CTFL, to the effect that rlbdon of truth cannot be
adequately defined for a semantically closed lagguaence for a natural
language (language of approximately its expregsoxeer), on the ground of its
expressive universality. The thesis C states a mpusitive result, which
compensates to some extent the major negativet.rédebrly with respect to
semantically closed or universal languages, itoisaven possible to axiomatize
consistently their semantic notions of truth on thesis of a metalanguage
(embodying a metatheory), due to the fact thateti®ino principled distinction
between object language (theory) and metalanguagerf). Accordingly, this
can be called the minor negative result. Thesdteesan be generalized so as to
cover also the notions of satisfaction, definitiaor, denotation, telling us
something about the prospects of establishing lafabretical semantics for a
given language (viz. the theses A’, B’ and C’ immag¢ely following in the
summary the theses A, B and C).

It is to be noted that while the summary appearthe 1935 German
versions of CTFL and in 1954, 1983 English versjghsse, unlike the original
Polish version, contain a brand new Postscript,winich the results are
reformulated in a quite significant manner, thest®eA, B, C being replaced by
just two theses:

“A. For every formalized language a formally cotreand
materially adequate definition of true sentence loarconstructed
in the metalanguage with the help only of genemgidal
expressions, of expressions of the language itaelf, of terms
from the morphology of language — but under theddan that the
metalanguage possesses a higher order than thealgengvhich is
the object of investigation.

B. If the order of the metalanguage is at most etu#hat of the
language itself, such a definition cannot be comsed.” (Tarski
1935: 273)

The theses A’, B’ and C’ are replaced in a simitaanner. An obvious
difference is that the thesis C (or C’) drops oluthe account in the Postscript.
More importantly, though, the new theses extendotiiginal results in that (i)
the positive result ofadequate truth definabilitys no longer restricted to
languages of finite order but covers “every formadi language”, including
languages of infinite order, under the all impottacondition explicitly
mentioned; (ii) the negative result undergoes ateel change, spelling out the
consequence of the new positive result for casesnwhe condition is not
satisfied. There is no longer any quantificatioermlanguages of finite order.

Let me explain in more detail what was involvedtims significant
change of metamathematical perspective. By 1938kiassumed that a system
of simple theory of types, or a fragment of it thatcalled the general calculus
of classes, was in a sense a complete and univ@rsm of logic capable of
expressing virtually any idea of logic and matheaosat(this kind of
completeness is of course not to confused with cladu completeness). Its
language must therefore contain all $emantical categoriesf expressions
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occurring in whatever deductive system. Here Tangs strongly influenced by
his teacher Lesniewski, whose conception of sem@ntiategories was in turn
indebted to Husserl, in particular, exploiting ldea that inter-changeability of
expressionsalva congruitater grammaticitate(that is: preserving grammatical
meaningfulness) is a criterion of their membersipthe same semantical
category. Tarski elaborated on this idea by giarfgw illustrative examples of
semantical categories: (1) sentential function¥,n@mes of individuals along
with individual variables, (3) names of classesnalividuals and (predicates or
1-place sentence forming functors allowing onlyresgions of the 2nd category
as arguments) along with corresponding class Vi@salf4) names of relations
between individuals (2-place sentence forming forsct allowing only
expressions of the 2nd category as arguments) ataihgcorresponding class
variables, (5) names of classes of classes of iohails and (1-place sentence
forming functors allowing only expressions of thel 8ategory as arguments)
along with corresponding class variables, etc. Hent formulates two
fundamental principles governing semantical caieg6?

i) Two expressions belong to the same semantical @até§there
is a sentential function in which one of them appeas an
argument, and the function remains meaningful aftee
replacement of it by the other.

i)Two functors belong to the same semantical aategdff they
have the same number of arguments in all the skaten
functions in which they appear and their correspund
arguments belong to the same semantical category.

In the system of simple (finite) type-theory, vietarough the prism
of Lesniewskian doctrine of semantical categomes can recognize a hierarchy
or sequence of languages, each being assigned danalonumbern that
represents iterder in such a way that is the supremum of the orders of all
variables occurring in the language. In (1933)ghieling idea was that the order
of individual constants and variables representivem is 1 (derivatively, 1 is
also the order of individuals named by such constaover which 1st order
variables range). Then the order afargument functors (and variables
representing them) that have only individual comistaas arguments is 2
(derivatively, this is also the order of classeseadations that form extensions of
such functors, over which 2nd-order variables rgngegeneral,n + 1 (for a
natural numbem) is the order ofn-argument functors of those sentential
functions, all of whose arguments are at most efdhdern and at least one
argument is of the orden. It is thereby ensured that there can be no sealen
function, whose functor appears in its own argunrmate - just as we would
expect of the type-theoretic framework.

In the end, then, every language in Tarski’'s m@ma is assigned as its
order either a finite ordinal, thus belonging tadaages of finite order, or the
first transfinite ordinak, so belonging to languages of infinite order. véda
assumed here the terminology introduced only in1885-Postscript (viz. the
talk about ordinals), but the account is otherwiggte faithful to Tarski's

®8 Cf. Tarski (1935: 216 - 218).
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stipulations concerning the notion @ider to be found in 84 of CTFL.
Languages of finite order are there divided inte¢hkinds®

(D languages all of whose variables belong to semantical
category (e.g. the language LCC dealt with in 8LTdFL — see
Appendix A),

(Il) languages whose variables belong to at leasthut at most
to finitely many semantical categories,

(Ii)) languages to which infinitely many semanticaltegories of
variables belong, but the orders of semantical graies are
bounded above by some natural number (finite ofdina

According to the highest order of variables odogrrin them, such
languages can be divided into 1st order, 2nd om®d, so on, for any natural
numbern. Languages of infinite order are then charactdrias those, which
contain variables belonging to infinitely many senzal categories, all of
whose orders are finite but not bounded above by reatural number/finite
ordinal’® Thus, in keeping with these rules, the languagéhefsimple type-
theory or of the general calculus of classes (Henite LGC) is assigned an
infinite order, and Tarski conceived of it as avensal logical medium adequate
for the whole of logic and its ambitions, e.g. tlogicist program of the
Principia Mathematicaaiming to reduce the whole of mathematics to achalgi
basis, approvingly mentioned by him as one of tteaigst moments of modern
logic. Note that the language is supposed to beptsim or universal in the
specific sense that every idea belonging to thiereflogic or mathematics can
be expressed in it through its primitive notionsdefined notions: either it is
expressed by a primitive notion of it or it is showo be reducible to such
primitives by means of explicit definitions. Conseqtly the “universal”
deductive system framed in that language contdirntheasemantical categories
belonging to all languages of deductive sciencestlsat every logico-
mathematical idea and proposition can be expressigdindeed, every logico-
mathematical theory should find an interpretationtiin such a way that all its
theorems become the theorems of the universal myé&igain, this does not
make the system “deductively universal” in the seoisproving all and only the
logical or mathematical truths).

At that time, Tarski deemed it impossible for agaage to contain
expressions of “infinite order”, because this wowdntradict the “finitistic
character” of human languages (Tarski 1935: 253):

“Yet neither the metalanguage which forms the bakibe present
investigations, nor any other of the existing laagges, contains
such expressions. It is in fact not clear at alatvhtuitive meaning
could be given to such expressions.” (Tarski 1238k)

“...the theory of semantical categories penetratedeeply into our
fundamental intuitions regarding the meaningfulnessxpressions

% Tarski (1935: 220).
0 Cf. Tarski (1935: 242).
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that it is scarcely possible to imagine a scientdinguage in which
the sentences have a clear intuitive meaning baitsthucture of
which cannot be brought into harmony with the abtiveory.”

(Tarski 1935: 244)

However, such expressions would be called for 1833 framework to define
satisfaction relation for languages of infinite erd(LGC), because such a
definition needs to quantify over sequences oftiestiof arbitrarily high (finite)
order, over sentential functions of LGC containiagguments (variables) of
arbitrarily high (nut finite) order, and, finallypver relations between such
sequences and sentential functions.

On this basis, Tarski argued in (1933) that trudm de defined
according to his recipe for every formalized lamggighat has a finite order, in
the metalanguage, whose order is greatest atbgashe. In particular, for any
such language it is possible to construct sucHiaitien on the basis of LGC or
equivalent system. This is what the original thesisummarizes. On the other
hand, given the doctrine of semantical categoriedded to the simple theory of
finite types, it is impossible to construct an adstg@ metalinguistic truth
definition for languages of infinite order, becadlse metalanguage would have
to contain expressions of infinite order and soobénigher order, which was
deemed absurd by Tarski. LGC, in particular, isaaglage of infinite order;
consequently it is not possible to construct argadte truth definition for it on
the basis of a metalanguage (metatheory), nor,oafse, on its own basis,
because in the later case LGC would be semanticklied, and the conditions
for the semantic paradox would be satisfied. Thiprecisely what the original
thesis B from (1933) summarizes. The remainingish€sthen states that, in
spite of this limitation, the prospects of axiomatg consistently truth for a
language of infinite order (e.g. LGC) appear bri¢hiough we shall see that
Tarski made some pertinent comments on the compasasmaller value of
this procedure compared the direct truth definition).

Using Hintikka’s distinction betweelogic as calculusand logic as
universal medium inspired by Van Heijenoort’s distinction tfgic as calculus
andlogic as language we can say that, at this point at least, Tansks still an
adherent of the second conception of logic, sirc@assumed the existence of a
universal logical language that cannot - at leagarding its semantic structure -
be meta-theoretically approached as it were fronfieaternal” viewpoint of a
more powerful formal-logical systef.On Tarski’ conception of logic in 1933,

" Cf. Hintikka (1996b), Heijenoort (1967b). Anothaspect, on the basis of which Tarski can be
considered the proponent of the doctrine of logic aauniversal medium is his absolutist
conception of truth (in CTFL) that assumes that rtietion of truth makes, strictly speaking,
sense only for fully interpreted languages. It nsake sense to speak of truth relative to varying
(re)-interpretations of a language, which idea dseatial to the model-theoretic approach to
logic. The doctrine of logic as calculus adopts aedel-theoretic view, which allows various
semantic re-interpretations of languages, in varistnuctures with various domains. In the next
section | discuss the question whether Tarski egead the model theoretic viewpoint in CTFL
and related works from the period. The issue isaipconnected to another question, taken up
in Chapter V, of whether CTFL - in, particular, $kits definition of the relative notion of a
correct sentence in an individual domain — anttepathe full-blooded model-theoretic
definitions of semantic notions. See also an istérg article by Rodriguez-Consuegra (2005),
who argues that even after CTFL Tarski continueldaid the view according to which a general
set theory — 1sirder or type-theoretic - is the universal framewoirlogic and mathematics.
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there is nowhere to climb up beyond the simple-tyy@®retic system (or indeed,
beyond its fragment, LGC, which is, in a sense,\vajent to it), since every
logico-mathematical system is either a part ofriisoequivalent to it. Similar
sentiments were expressed by Russell, and, acgoimlimany commentators, by
Frege, Wittgenstein or early Carnap (in the mid Q82 As opposed to the
conception of logic as calculus, this view is uefidly to meta-theoretical
investigations of logic, conceived of as universahd expressively or
descriptively completé* We can perhaps make an even bolder hypothedi®to t
effect that Tarski would not have deemed it possiblframe semantics for such
a universal logical system even on the basis dadtaral language, since human
language of this type can no more contain unimgjible expressions of infinite
order than formalized languages, so is not esdigngtmonger, in the required
sense, than LGC or any other language of infinited>

This significant change in Tarski's view happeinmed remarkably short
passage of time. Between the publication of the31881 1935 version of CTFL
Lesniewski's doctrine of semantical categories vgagen up and Tarski
explicitly allowed also for languages of transfenibrders. My own tentative
explanation is that Tarski could have been infleehby Carnap’d.ogische
Syntax(1934), where Carnap successfully defined anallyiogical) truth for a
logico-mathematical language that was actually cobrder (the so-called
Carnap’s language Il); what is more, Carnap manatisl in a manner
remarkably close in certain important respects trski's own semantic
procedure€? In fact, Carnap independently — or almost indepetig, since, like
Tarski, he was influenced by Goédel’'s results -vadi at the conclusion that
analyticity for L is not definable in L but only ithe meta-L that is of higher
order (level — in Carnap’s preferred parlance) thanFamiliarity with the
following comment of Godel — closely related to p@nts that Carnap made -
could also play a certain role in Tarski’s trarmsitito the new conception of
orders:

“The true reason for the incompleteness inherenalinformal

systems of mathematics is that the formation of évgher types
can be continued into the transfinite [...], while any formal

system at most denumerably many of them are avail&br it can
be shown that the undecidable propositions consudere
become decidable whenever appropriate higher tgrgeadded (for
example, the typevto the systen®).” (Godel 1931: 18, n. 48a).

In fact, Godel might have been the first to geé ttheorem of
indefinability of arithmetical truth in arithmetion 1929/1930, as is clear from
the remarks that he made in the correspondenceBeithays and Zermelo from
1930-31. Unfortunately for him, he did not menttbat result in his 1931 paper,
being prevented from doing that by the belief ihatould not be welcome by its
intended readers, since the prevalent view thenthasmathematical truth must
be somehow reduced to provability (albeit to relagprovability “in a system”)
or it makes little sense. Another strong impetugladdave been the fact that in
the 1930s Zermelian set-theory, in its 1st ordesiva worked out especially by

2 Cf. Hintikka (1996b), Goldfarb (1979), Dreben &nwhleijenoort (1986), Ricketts (1996).
" See the rewarding discussions in Coffa (1991)Rmdhazka (2006, 2010).
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Skolem and von Neumann, was rapidly becoming thenilant setting for
foundations of mathematics, removing from the ptdethe type-theoretic
system of thé’rincipia Mathematicginterestingly, a version of ramified theory
of types was presupposed as the framework in Hiketermann 1928
textbook, widely considered to be the first modeook on mathematical logic
isolating its 1sorder fragment — called “the restricted functiooalculus” - and
discussing rigorously its metalogical properti€s)n the setting of set theory,
Tarski notes, there are only “indefinite” variabtbat do not posses any definite
order, but, so to speak, “run through all possiméders” (however, “orders”
were to be construed ontologically, and the ordehe language was to be the
order of largest sets, whose existence follows ftbenaxioms of the deductive
system that is built-in the language). Tarski's ioyed formulation in the
Postscript presupposes the existence of such mtefvariables even in
languages formalized within the simple type-theGry.

How so? The new formulation abandons semanticdegoaes
altogether, but still retains orders, albeit dedirgtightly differently: individual
names and variables are assigned the order 0 @n#, ms before), names of
classes of individuals and of relations betweenividdals (as well as
corresponding class and relation variables) angred the order 1, but the chief
difference is thah-argument functors are assigned their orders depgmh the
orders of all their arguments in all sentential diions in which they are
sentence-forming functors, their order being thalkrst ordinal greater than all
the orders of all such argumenhtddowever, since the order of a whole language
is defined as the smallest ordinal greater thanadttiers of all its variables,
formalized languages are assigned the same orddysfare. Thenovumis that
the original hierarchy of languages (from 1st ordgr to worder) can be
extended into the transfiniteoi+1, ...,d), ..., af, ....), it being understood that as
we climb up the transfinite hierarchy, the quasetsiget less and less restricted
so that, in general, the range R* of quantifierd. bfwhose order is greater by
one than the order of L is the powerset of the eaRgof L's quantifiers (this
holds also for languages of finite orders).

The upshot is that the principled distinction betw languages of finite
order and languages of infinite order loses theoirtgmce previously attached to
it, because for any given L in the transfinitelfended hierarchy it is possible in

> Ten years later, in the second edition, Hilbed Askerman still presuppose the type-theoretic
framework, this time, however, preferring a visioh simple type theory. The story of the
development of axiomatized set theory in 20th agnis quite interesting. Zermelo, who
founded the modern axiomatized set theory, wa®pagment of the 2nd order axiomatization and
he was quite hostile to the idea that the propgingefor set theory is 1st order, ridiculing this
position as ,Skolemism*, by which he meant thatsitobviously absurd to think that infinite
structures such as arithmetic of natural and remhbers or set theory can be adequately
described by 1st-order theories admitting of n@mdard models and having countable models
(the results under which Lowenheim, Skolem and Gade signed). Whereas Godel became
soon a proponent of 1st order set theory, Skolensélif urged 1st order logic as a background
for mathematics, but he seemed to take his famamadpx (which, in his view, reveals the
relative character of set-theoretical notions)mesaking against set theory itself.

® Tarski (1983: 277).

T Cf. Tarski (1935: 269). The chief difference isedio the fact that one and the same functor
can now be a sentential functor in different setiérfunctions, in which its corresponding
arguments might have different orders — which walspossible before, when the doctrine of
semantical categories was assumed, governed liywherinciples (i) and (ii). Viz. p. 50.
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principle to ascend to a higher order languageddy construct in L* the truth
definition for L that is both formally correct amdaterially adequate. Tarski was
thus able to revise the original theses A and Bik®ws:

a)Let L(T) be any formalized object-language of assleal kind
and ML an appropriate metalanguage such that a)cbtitains
the elementary syntax of L, b) the expressions ofaln be
translated into ML, and c) ML is essentially strengn its
logical part than L(T) (i.e. of higher order thb(r)). Then the
notion of truth can be adequately defined for L¢h)the basis of
MT framed in ML.

b)Let L(T) be any formalized object-language of asslaal kind
that contains its own syntax (or, for that mattelementary
number theory) and ML a meta-language which isassentially
stronger in its logical part than L(T) (i.e. whoseler at most
equals that of L(T)). Then the notion of truth canrbe
adequately defined for L(T) on the basis of MT feahin ML.

So far, so good. But it is an interesting questmmask, as Hartry Field
does in his recent book on truth and semantic pat&dvhether it makes good
sense to say that for any given classical langwegyean define its notion of
truth in a sufficiently stronger metalanguage. Majltarski was closer to truth in
his original 1933 diagnosis of the problem: fordaages with limited expressive
power we can always define their notion of trutht e cannot define truth for
expressively rich languages (say, for those comgiwvariables of indefinite
order). For many theorists, some standard 1st-osgértheory (ZF) is the
framework of all mathematics, so that to go beyindeans to leave the realm
of mathematicg? Within ZF, we can construct truth definition fovesy
language occurring in the so-called “Tarski hielhgrover arithmetic”, which is
the sequence starting with L(PA) not containing @&n adequate truth-
predicate, its 2nd term being L(PA) expanded bydHequate truth-predicate
‘Trpa restricted to sentences of L(PA), and so on, reditey the hierarchy into
the transfinité® However, what about the language L(ZF) itself, séo

8 Field (2008).

" Henceforth, ‘ZF’ will be used to refer to Zermefoaenkel axioms for 1st-order set theory and
‘PA’ to Peano’s axioms for 1st-order arithmeticgs®ction 4.3.1).

8 Although we shall shortly see that Tarski showat it is not possible to define truth for the
whole L(PA) (under its standard interpretation)ébformula of L(PA), it is possible to define at
least partial arithmetical truth (satisfaction) gicates within L(PA). Thus, the set of true atomic
sentences of L(PA) can be adequately defined lyrauia of L(PA). More generally, the set of
true bounded sentences of L(PA) can be definediwltfPA) (bounded sentences, also called
‘Ag-sentences’, form the smallest set containing atoseintences and closed under Boolean
connectives and bounded quantifiers of the type<k’ or ‘[k<k). Indeed, there is a simple
decision procedure for this set via eliminationbaunded quantifiers (the set of true atomic
sentences being decidable). Also, the set of }Asentencesf L(PA) can be adequately defined
by a formula of L(PA), wherg—sentences are of the tydexy),... (0x)¢., whereg is a bounded
formula (and the same applies/fibsentencesf the type [xy),... 0x)¢@ ). In general, the set of
true 2, or []-sentence®f L(PA) that contain at most logical symbols (for some) can be
adequately defined by a formul@ry,. (‘Trz%) of L(PA), where the degree of complexity of a
formula (sentence) is commonly taken to be detezthioy the number of alternating existential
and universal quantifiers preceding its boundecde.cdrarski’'s result about indefinability of
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quantifiers range over any set whatever, so teatatmain is not a set but, rather,
something called “a proper class™?

As a matter of fact, already Tarski showed (in Rieeorem Il — of
which more later) that'

for any given natural numbdg we can define within the (type
theoretic) general calculus of classes satisfaaiwh truth for any

sub-language of LGC that contains only sentencéls wariables

whose order is at most equalkio

And something more general also holds good:

for any definite ordinak, if the quantifiers of the set-theoretical
language L are restricted to range only over se® @nk K k,
then satisfaction and truth for L are explicitlyfidable within the
standard 1st order set theory (ZF).

Consequently, properly restricted set-theoreticgh-predicates can be
defined within ZF*?> However, if ZF is the universal framework of all
mathematics, does not any attempt to define trathttie whole L(ZF) - its
domain being a proper class - transcend matherfiaiMss can imagine, to be
sure, a Tarski hierarchy over set-theory, startimdy L(ZF) not containing its
own truth-predicate, at each next level adding gpr@priately restricted truth-
predicate as a primitive notionT{z to begin with). The question is whether
there is a system in which each set-theoreticth{puedicate in Tarski hierarchy
over set theory could be defined. Note that it wald just to go 2nd-order,
because, assuming the standard set-theoreticgbrietation of 2nd order logic,
everything that the second order quantifiers raowggr is already contained in
the ranges of 1st order quantifiers of 2Af, on the other hand, we assume
either the interpretation of 2nd-order quantifiassranging over proper classes
or the non-standard interpretation of 2nd-ordericlogs a device of plural
quantification®®, then, well, truth for 1st order set theory is leifly definable.
But the question now arises in full force with respto 2nd order set theory so
interpreted. Field observes that one may proposethiere is a more powerful
(1st-order) theory of ,supercool entities”, in whigt should be possible to
define truth for set theory. The problem, saysdsied that nobody seems to have
a reasonably clear idea of what such entities cbeltike. One thing seems clear

arithmetical truth within arithmetic can then bet paughly like this: there is no arithmetical
formula of L(PA) in the so-called arithmetical haechy whose extension is the set of true
L(PA)-sentences. Hence, the set of L(PA)-truthsasarithmetical (is not definable by a formula
of L(PA)) but it is analytical (there being a forlaun the so-called analytical hierarchy whose
extension is the set of L(PA)-truths). In fact, thation of truth for L(PA) can be defined by a
formula of the 2nd-order arithmetic, and the notwitruth for the language of 2nd-order
arithmetic (or even ofith-order arithmetic, for any givem) can be defined within ZF. For more
on this see Boolos et al (2002: 286-289), who wsatightly different terminology. See also
Smith (2007: 62-70).

8 Tarski (1935: 255).

8 Indeed, like partial arithmetical truth-predicatalso partial set-theoretical truth-predicates can
be defined for fragments of L(ZF) that contain olslgntences containing at mastlogical
symbols (of degree of complexity.

8 For more on this matter as well as on the idessséntial richness, see van McGee (1991).

8 See Boolos (1999).
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anyway: Bernays-Gddel-Von Neumann set theory issnoh theory, since it is
not strong enough to define set-theoretical tritbrse-Kelley set theory could
serve as a theory of such super-cool entifiesince we define set-theoretical
truth within it. But much the same problem wouldl strise for this powerful
theory. Are we to say, then, that there exists tanyere powerful theory of
super-super-cool entities, which is related to Mdfelley set theory as Morse-
Kelley set theory is assumed to be related to Z¥d, & general, that for any
given classical theory T there is a yet more powaedfassical theory T*, whose
ontology is available in principle to make usetahidefining truth for L(T)?

If one is sceptical about the prospects of suctradegy, one may well
suspect that a version of Tarski’'s 1933-thesis albmdefinability of truth for
infinite languages applies to a class of clasdmafjuages after all. That is to
say, truth might not be definable for a languagewbich there is no ordinal
(finite or transfinite) bound on the orders ofveriables. To those thinkers who
could object that, according to Tarski, it is alwgpssible to extend the ordinals
Lndefinitely“ so that there is simply no such tgims a language without any
ordinal bound on the orders of its variables (nagretransfinite), Field retorts
that

... this, if it can be made clear at all, relies amonception of the
ordinals as ‘indefinitely extensible’ that Tarskiedonothing to
articulate. Indeed, while the Postscript is noeffeam ambiguity
on this score, nothing is said to prohibit thersgea language with
variables of all possible orders.” (Field 2008:.36)

Indeed, Tarski himself considered such languaged,Field reads the
passages in the Postscript where he speaks ok#teto introduce variables of
indefinite order “running through all orders” avaiving the idea of a language
that has variables of all possible orders. The lprabis that the incriminate
passages are not very clear. It may be that Taskied to say that the language
needs to have variables corresponding to any esipresf it of any order, and
not that it needs variables corresponding to anyession whatever, of any
possible order whatever. | am not sure. His pasituith respect to this problem
seems to me to be remarkably unstable, since dtenl1®35 he occasionally
talks about general set theory - in its 1st ordetype-theoretic form - as if it
was sufficient to express every idea of logic arathematics - being universal
in this sensé&® If so, how can we ascend to a more powerful logiathematical
language? And if there is a more powerful languaigen general set theory is
not expressively universal, which contradicts Tassélaims that it is. If, on the
other hand, no logico-mathematical system is esprely more powerful than
the general system of set theory, then any attémgefine mathematical truth

% Roughly, Bernays-Godel-Von Neumann set theory ighrlike ZF except that its ontology
includes also proper classes (which have memberarbunot themselves members) and contains
the class-comprehension axiom-schem#&x (xXOA o @), where ¢ can contain only
quantified variables that range over sets. Morskeleset theory is then much like Bernays-
Godel-Von Neumann set theory, except that in it ¢hess-comprehension axiom-schema is
impredicative -¢ may contain quantified variables that range oveper classes. Now, while
the first theory is in fact a conservative extensad ZF, whereas the second theory is not a
conservative extension of ZF - it can prove, fatémce, consistency of ZF.

% See here Rodriguez-Consuegra (2005).
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within mathematics must stop with the language ehegal set theory, and
Tarski’'s Postscript thesis implicating that we @ways ascend higher in the
imagined transfinite Tarski hierarchy is at oddshvihis article of faith. While
the Postscript may suggest that Tarski gave upitide of faith that allied him
with the proponents of the logic-as-language vietlier remarks of his from the
same or later period suggests that he did not.

4.2 Godel, Tarski and their metatheorems

Given that the reasons for the thesis (b) were upsigely explained and
informally argued for, it comes as a surprise fhatski goes on to ask whether
the failure in his attempts to define truth fordaages of infinite order

“...Is accidental and in some way connected witfects in the
methods actually used, or whether obstacles ohdaimental kind
play a part, which are connected with the naturthefconcepts we
wish to define, or of those with the help of whiek have tried to
construct the required definitions.” (Tarski 19286)

| take it that he meant that one could worry whethe problems do not in fact
lie in his specific recipe for constructing defiarts of predicative satisfaction
and sentential truth (as its limiting case). In fbkowing negative result, the
guestion is answered in the negative: it's by n@amsean accidental feature of
Tarski's method but a matter of principle:

“Theorem I.(a) In whatever way the symbdir’ is defined in the
metatheory, it will be possible to derive fromhié thegation of one
of the sentences which were described in the dondi) of the
convention T;

(#) assuming that the class of all provable sentenckshe
metatheory is consistent, it is impossible to cmestan adequate
definition of truth in the sense of convention Ttloe basis of the
metatheory (Tarski 1935: 247).

Theorem | assumes that the metalanguage is ofaime ®rder as the object-
language. In 1933, this was independently motivatethe fact that Tarski was
then unwilling to allow for languages of transfentbrder. However, the theorem
retained its force even after he had abandonedthkery of semantical

categories and introduced infinite (transfinitepey: it is impossible to define
truth for the object-language in the metalanguagben the later is not

essentially stronger, that is, is at most of threesarder as the former.

Before | go into the details of Tarski’'s metamatia¢ics, it will be
useful to have in place another seminal contrilyt@ddel’'s (1931) results on
incompletability of the system oPrincipia Mathematicaand any related
consistent and axiomatizable system of elementatlynaetic, which shattered
two of the most prominent programmes in foundatiohsathematics pursued
in the first three decades of the 20th century.elam of course the logicist
programme of Russell and Whitehead, whose ambiinas to lay the
foundations of a universal logical system complet&apturing all of
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mathematics, and the formalist program of Hilbevho aimed to arrive at
finitary (syntactic or elementary number-theorewonsistency proofs for the
established systems of mathematics (arguably, atsthe proofs of their
deductive completeness, as a highly important desidm of the axiomatic
approach). Gédel’s first incompleteness theoretesthat:

(Godel’'s incompleteness theorem 1)

No consistent, recursively axiomatizable theory mbedding
elementary arithmetic is complete in the sensea@fipg, for every
sentence A in its language L(T), either A or noH-A.

The obvious upshot of Gddel's first incompletendssorem seems to be that
there is a true yet unprovable sentence in T, Iy are are ready to assume that
for any A: eitherA is true ornon-Ais true the law of excluded middleGodel
showed that this situation is a matter of pringipiet a contingent feature of
deductive systems of the sort he investigated. &gmwe have showed T to be
an incomplete theory of the sort spoken about inleéB$ 1st theorem and that
we add to T's axioms its true yet unprovable ser#€s), thereby obtaining a
more comprehensive deductive theory T*. Still, wizgitdel showed is that the
nature of the case is such that we can reapplyrm@god (to be explained
shortly) to T* in order to show that there is in @*rue yet unprovable sentence.
This reasoning can be repeated as many times agawe extending T* to T**
by adding to T* its true yet unprovable sentence&yxiom(s) does not make
S** a complete system, and so on. Gddel’'s secooohipleteness theorem then
states that:

(Godel’'s incompleteness theorem II)

No consistent, recursively axiomatizable theory mbedding
elementary arithmetic can prove its own consistency

The idea animating the proof of this theorem wad tonsistency of T can be
defined as a purely syntactic (proof-theoretic)perty of T (i.e.:there is a
sentence of L(T) not provable i @hd he showed that all such properties can be
indirectly expressed in T itself via his procedwfearithmetization of syntax
(metamathematics), including the intuitively trueim to the effect that T is
consistent (intuitively true, given that axioms wamg the structure of the

87 T is recursively axiomatizable iff there is anaithm (Turing machine) such that its set of
axioms is effectively decidable by that algorithon T is equivalent to a theory T* whose set of
axiom is algorithmically decidable) in the followjnsense: given any sentence of L(T)) the
algorithm decides in a finite number of steps whethe sentence is a T-axiom or not. The very
idea of formal theory or system T involves the dedththat the following syntactic properties of
L(T) and T are algorithmically (effectively) declua: term of L(T) sentence of L(Tgxiom of

T, anL(T)-sentence being a direct deductive consequehother L(T)-sentences according to a
rule of inference of TIf so, also the property of-proofis effectively decidablegiven any
sequence of L(T)-sentences, it is decidable imaefinumber of steps whether or not the last
term of the sequence is correctly derived in T frdma remaining terms. If the hope of the
formalist led by Hilbert was that the category efhEorems is decidable for a reasonably rich
formal T containing elementary arithmetic, then @l&dresults showed that this hope is to be
dashed: any such theory is bound to be undecidéblegt of theorems not being effectively
decidable.
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domain of natural numbers and rules of infereneepanperly chosen). Then, by
a simple (informal) reasoning drawing on his algeptbved 1st theorem, Gdodel
showed that neither the consistency-claim noréggation can be proved T. The
consistency-claim is thus an example of a sentandecidable in T.

The consequences of Godel's theorems were fardregcimdeed.Pace
the logicist program of Russell, mathematics cafmotompletely axiomatized
in one comprehensive logical system. Admittedlys$ali did not dream of a
completeness or consistency proof for such a usaldogical system — since he
deemed it impossible to adopt as it were an exitenetatheoretical perspective
on the system from which to produce such proofsit-He surely grasped the
significance of the question whether the systerdeductively complete with
respect to mathematical truths, which had beeharair since at least Euclid:

“[...] the system must embrace among its deductialhsthose
propositions which we believe to be true and capalbldeduction
from logical premises alone(Whitehead & Russell 1908-13: 12).

If the first theorem compromised logicism, the setdheorem seemed to
compromise even more Hilbert's project of estaliigh consistency of
mathematics using only finitary, essentially, sgtitaor elementary number-
theoretic method® Partly in reaction to the intuitionist ,putschitiated by
Brouwer - joined by Hilbert'sprotégé Hermann Weyl - who levelled the
constructivist challenge to ,abstract mathematicsthe style of Cantorian set
theory, Hilbert urged what came to be known aschisservation programmef
reducing all abstract inferences addal propositiongo finitary proof-theoretic
methods (reducible to purely formal rules of matagions of symbols) anceal
propositions®® The idea was to prove by concrete and finitaryhoes that the
whole of abstract (infinitary) mathematics is canséive over real (finitary)
mathematics in the sense that every propositionthim language of real
mathematics proved via recourse to abstract matiesrean already be proved
on the basis of real mathematics alone. Kleene sarimes this concisely, saying
that finitary methods:

... can be characterized as methods not using amyplated

infinity; i.e., no objects themselves infinite doebe used, and only
potentially infinite collections of them, like theatural number
sequence 0, 1, 2,... considered as unbounded dhdveot as a
completed collection.” (Kleene 1986: 127).

As for real propositions, they were presumably tatebe those of the
type ‘Ox(g(X) = f(x))’, wheref andg are primitive recursive functiorts.Broadly

# The inspiration goes back at least to Dedekindfandtions of that sort were studied in closer
detail by Grassmann in the 19th century. Primitigeursive functions of arithmetic and their
definability therein was the problem on which Skoleystematically worked in the 1920s; he
even had a sort of programme of founding mathematit the primitive recursive part of it, a
vision of which idea was propounded also by Weyl.

8 Similar constructivist ideas were expressed aabljeironecker and Poincare, who could also
appeal to the philosophical authority of Kant.

°0r, perhapsf andg are allowed to begeneral) recursive functiopsvhich, given Church’s
thesis, coincide with computable functions (hendéh Wuring computable functions or any
equivalent); primitive recursive functions thenrfoa subset of such computable functions. For a
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speaking, primitive recursive functions are thds&t ican be built up from the
zero function, the successor function and the ptige function by applying any
number of times the operation of function-compositiand recursion. More
precisely still, they form the s€tsuch that:

0] Pis the intersection of all sets of functions thratiide
a) f(x)=0
b)  f(x)=(x+1)
c)  fi (Xa %) =X

(i) P is closed under composition (every compositiontlod
functions inP is also included irP) and recursion (every
function formed by recursion from the functions kis
included inP).**

We may think of Hilbert's conservation programmne atempting to
reduce — more in epistemological than ontologiealse — all of mathematics to
the (primitive) recursive arithmetic, which ambii® took the form of the
requirement of proving, solely on this basis, cstesicy of ever more powerful
fragments of mathematics, starting with arithmede,axiomatized by Dedekind
and Peano, and finishing with Cantorian set theiargpme axiomatization of it.
Attractive as this programme once was, Goédel’'s mg@daocompleteness result
showed it hopeless - at least in the version jkstched. As Godel showed, it is
possible to provide the proof of consistency fategluctive theory, but only on
the basis of a higher order deductive theory (samday-finitary means), which,
however, is just the sort of relative consistenmyop (relative, that is, to a more
powerful theory) that Hilbert et al deemed unsatisfry. For Hilbertians, the
proof of relative consistency of a mathematicabtlyas welcome, but only if it
Is given on the basis of primitive recursive arigtio, or another theory that has
been reduced in this way to primitive recursivéhanietic.

Godel himself was initially cautious in his clainncerning the
prospects of Hilbert's formalist project in the afnath of his stunning
discoveries, allowing for the possibility of formaystems of a different kind
than he investigated, in which, perhaps, consistaicvarious mathematical
theories could be proved by essentially finitaryame He was initially willing
to allow for the possibility that not all finitargnethods must be expressible
within the elementary arithmetic. Indeed, somekéis have seen in Gentzen’s
consistency proofs or similar methods a way ofilflfy the intentions of
Hilbert’'s programme. Thus, to quote Gentzen himself

.From Godel's incompleteness theorems it followsatththe
consistency of elementary number theory, for examgannot be
established by means of part of the methods of fpused in

closer discussion of the question (still intenségbated) of what Hilbertians took to belong
within the scope of finitary mathematics see Si@Q00) or Zach (2003), (2006). Recent
investigations seem to show that there was no agreeon that issue.

%1 Godel proved that primitive recursive functionslaalations are closed under (i) composition,
and (ii) the logical operations of negation, digtion, conjunction, bounded minimization, and
bounded quantification. For a detailed discussioprohitive recursive and recursive functions
see Boolos et al (2002), or Smith (2007).
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elementary number theory, nor indeed by all of ¢heethods. To
what extent, then, is a genuine reinterpretatidinpstssible?

It remains quite conceivable that the consistendy o
elementary number theory can in fact be verifiedniiyans of
techniques which, in part, no longer belong to eetary number
theory, but which can nevertheless be consideredetomore
reliable than the doubtful components of elementanyber theory
itself.” (Gentzen 1936: 139).

The trouble is that Gentzen’s method is based enntethod of transfinite
induction up to the ordinat, and one might suspect that this amounts to
abandonment of Hilbert’s original programme. Thegarrious situation is nicely
summarized by another giant of the period, whonmcaad scarcely charge for
not being intimately familiar with Hilbert's progmame:

.---the hopes for a finitistic proof of consistencgve become dim
indeed. G. Gentzen's ingenious proof of consistéacyrithmetic
(1936) is not finitistic in Hilbert's sense; thagar of a substantially
lower standard of evidence is exacted from him, laenés forced to
accept as evident a type of inductive reasoninggbaetrates into
Cantor's “second class of ordinal numbers.” Thasktbundary line
of what is intuitively trustworthy has once morecbme vague.
After this Pyrrhic victory nobody had the couragectarry arms
into the field of analysis; yet it is here that thkimate test for
Hilbert's conception would lie(Weyl 1949: 220).

Indeed, Godel used to be quite cautious, but he tide bolder later in his life,

arguing that Gentzen’s and similar proposals cary®tconsidered merely
cosmetic modifications of the original Hilbert’'sggramme. | think he would
agree with Weyl that the alleged victory is Pyrrhic

4.2.1 Godel's first theorem

For simplicity’s sake and certain dialectical aiwmfsmine, | shall not adhere
slavishly to Godel’s (who focused on the systersiofple type-theory based on
the domain of natural numbers) and Tarski's origimeofs (for the general
calculus of classes (LGC) also formalized withinsenple type-theoretic
framework). My object will be a standard formalizZetiguage of arithmetic, in
which a deductive system is framed sufficiently pdwl to embed elementary
arithmetic. Both Godel's and Tarski’'s system emlé&smentary arithmetic in
their own way (the later contains variables of fatlite orders, including
variables of 3rd order ranging over classes ofselasof individuals so that
natural numbers can be defined following Frege-Bllisproposal as classes of
classes of individuals with the same cardinaliB)it nowadays type-theoretic
frameworks are no longer in fashion, and it is mm®mon to focus directly on
languages of (1st-order) arithmetic with denumerabbany (possibly indexed)
individual variables %, v, z, ...}, standard first-order logical constants,{] [},

0, —, =}, and a finite stock of non-logical constantsrgling for certain
designated elements of the domain of natural nusnfigpically ‘O’ for zero),
and certain 1-place and 2-place functions (typycal for successor function,
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‘+’ for addition, and %’ for multiplication) defined over the domain (NY o
natural number¥ Such a language (L(PA)) is called the languagéeéno
arithmetic (PA), and we shall have more to say aliswsyntactic and semantic
structure in the next section devoted to the notbrrelative truth. It is of
interest to us because of the deductive theoryddaity which is axiomatized as
follows, it being understood that quantifiers rager N:

Al Ox(0% )

A2 [OxOy(Sx=Yy—-x=Y)

A3 [X(X#0—3y(x=9y))

A4 Ox(x+0=X)

A5 DxVy(x+ Sy = Sk+Y))

A6 [Ox(xx0=0)

A7 OxOy(xx 9= (XXY)+X)

Induction Schema 0) A Ox (¢X) — @SX))] — OXgX)).

A considerably weaker, yet for reasons spelledbmliow interesting
axiomatization of arithmetic is Robinson Arithme(malled Q) axiomatized by
(A1),...(A7) only, lacking any version of the indumti principle?® This system
iIs elementary and deductively weak, because it ggoonly a few of the
generalizations about natural numbers that any gloeory of arithmetic should
prove. However, its importance for metamathemdigsin the fact that it can
be considered a minimal axiomatic system that esgg® all recursive (hence all
primitive recursive) functions and relations (indeé represents them — in the
sense of ‘represent’ that we are yet to specifyenmecisely), with respect to
which the fundamental metatheorems can be statede(st contains means
necessary for Godel's method of arithmetizationitefown syntax including
proof-theory)* The point is, to anticipate, that any consistemtursively

92 plus auxiliary symbols such as parentheses obwsigonvenient types.
% In Peano’s original formulation, 1 was used incglaf 0. Moreover, Peano’s axioms use only
the primitive sign for successor function. The Iyeamportant difference was that Peano’s
axiomatization (acknowledging the dept to Dedekintlp gave an equivalent axiomatization of
arithmetic) had the following axiom (in place oktinduction schema that generates infinitely
many axioms) that we can formulate thus:

For every seX: ([0 O X) andOx(x O X — S) O X)] — Ox(x O X)).
Since this axiom quantifies over the subsets ofdibrmain of natural numbers, what Peano gave
in effect was a 2nd order axiomatization of aritimgby today‘'s standards), which is
considerably stronger than the 1st-order axiom@bzawith the induction schema. Gddel's
results, in tandem with his completeness theorenigborder logic, shows that 1st-order PA is
not categorical (it has non-standard models), wawegnd order PA is categorical (all its models
are isomorphic). But Godel's incompleteness resaplisly to both versions; they apply to any
consistent, recursively axiomatizable system wittedain amount of elementary arithmefibe
problem with the 2nd order axiomatization lies imothe 2nd order mathematical axioms (which
are categorical) but rather in the incompletenast-dder logic, which is unable, so to say, to
extract the content of the mathematical axioms &izad in it.
% Q is due to R. Robinson (1952) and became widely knwia the influence of Tarski et al
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axiomatizable theory containinQ is subject to Godel's two incompleteness
theorems and their consequences (and to Tarskigfimability of truth theorem
as well).Q represents for us “elementary arithmetic” to whiafidel's theorems
refer (owing to the fact that all primitive recwsifunctions, properties and
relations are expressible in @, is sometimes dubbed a ‘primitively recursively
adequate arithmetic®’

There is a close analogy between Godel's demdimstireof 1st
incompleteness theorem that concerns any consistentsively axiomatized
theory T of elementary arithmetic and Tarski’s destation that the notion of
truth for the language L(T) of such T cannot beirdf in L(T) itself or,
generally, in any language of the same logicalngfite as L(T). Both theorems
exploit the circumstance that syntax of L(T), irdihg the proof theory of T, can
be arithmetized in Gédel’s celebrated sfileach expression of L(T), sequence
of expressions of L(T), sequence of sequencespksgions of L(T), etc., being
assigned a unique number as its code in such veyttis possible to determine
algorithmically: (a) for any given expression (seqce of expressions, etc.) of
L(T), what number encodes is, (b) for any given ham what expression of
L(T) or sequence (of sequence of ...) expressioasdodes. For the purposes of
my exposition, | shall assume that there is a @eflned functiongn (of Gédel
numbering) satisfying (a) and (b) - the detailsche®t detain ud’ Godel's
original thought was that with a suitable codingdtion chosen it turns out that
to syntactic properties and relations between est@kpressions (sequences of
expressions, etc.) there correspond certain nuthieeretic properties and
relations of a rather elementary character so thatwhole syntax of L(T)
(including the proof-theory of T) finds an interfagon in elementary
arithmetic, and hence in T thexx hypothesembeds it.

Let us begin by adopting the following notationaheentions:

* n-th numeral, abbreviated ag’,is an L(T)-expression of the
form ‘S(S(...(0)...)), obtained by applying the sessor-functor
n-times to ‘0’.

* if ¢ is a formula of L(T), thery) is the Gédel number af, and
{p) is the numeral denoting in L(T) that G6del number.

Today it is usual to demonstrate Godel first inctetgness theorem by using the
so-calleddiagonal lemmahere formulated only for 1-place formulas; it daa
extended tm-place formulasj®

(1953), with Robinson one of the co-authors. Taetkal prove foiQ that it not only expresses
(semantically defines) such functions but thatI#oarepresents them. Althougd contains
primitive recursive arithmetic, it is not to be efed with it: primitive recursive arithmetic is
rather its quantifier free fragment.

% See Boolos et al (2002), where a different minigyatem is used that is call€) while R is
used to denote Robinson Arithmetic.

% The idea of arithmetization of syntax or metamatagics was developed independently but in
much less advanced form by Tarski.

% See the exposition in Boolos et al (2002) or Snf2007). Any standard textbook of
mathematical logic such as Mendelson (1997) or Ead€2001) provides the details.

% Sometimes called Godel-Tarski (self-referentiafima (Field, 2008), or, more accurately,
Godel-Carnap lemma. The latter seems more accuratause Carnap (1934) was the first to
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DIAGONAL LEMMA:

Let ¢(v) be a formula of the language L(T) of T embedding
primitive recursive arithmetic, where'‘is its only free variable.
Then there is a sentendeof L(T) such that

T FA < g(A).

A is sometimes called the fixed point ¢fv) in T, and the lemma accordingly
the fixed point lemmarhe existence of fixed points for T-formulas deg& on
the following facts holding about the expressivekdgive power of T:

(1) T is aprimitively recursively adequate arithmetiic that every
primitive recursive function isepresentedn T by a formula with an
appropriate number of places.

(2) Every primitive recursive property and-place relation is
represented in T by amplace formula, as these are relations whose
characteristic functions are primitive recursive

(3) In particular, Trepresentghe primitive recursive functiodiag(n)
that takeggn(g), for any formulag with just one free variable, and
maps it togn(p({e))), where ¢({p))) is the so-called diagonalization
of the formulag obtained by replacing all occurrencesqg$ free
variable with the L(T)-numeral @n(g).

Thus, our notational convention tell us that thiigafdiag(x) for gn(g) =(¢) is
(p(e))-

In the next step we explain what it means for@abe function - such
asdiag(x) - to be represented in T by a 2-place formgbg y) of L(T):

REPRESENTABILITY LEMMA:

The 1-place functiorf(x) is represented in T by a 2-place open
formula ¢Xx, y) just if:

extract the lemma in its generality from Gdédel gsodn (1931) Gddel derived undecidable
sentences without appealing to the lemma, providindirect self-referential construction of
them, which procedure, however, involves the diafjtnick. See sections 4.3.4. and 4.3.5.

0] shows features of the diagonalization procedureenfachous by Cantor (e.g.
in his proof that a power set of any set S is greiat magnitude than S) or by
Richard (who used it to formulate his paradox dfrdbility);

(ii) its crucial step can be seen as a particular adit of the lemma (Gédel
sentence can be viewed as a fixed point of the dtariPr(x)’ expressing the
property ofprovability in 7).

In his Princeton lecture (1934), Gdédel credits @arifior recognizing the importance of the
diagonal (fixed point) lemma. Tarski is a similase. Though he did not explicitly state or prove
it, he implicitly uses the diagonal lemma in hi®@ir of the indefinability of truth theorem in
(1933), inspired by Godel's (1931). See also tlotices (4.3.4) and (4.3.5).
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for anym, n: if f(m) =n, then TF Oy(¢m, y) <> y = n).*°

In the last preparatory step we let the formulaAB(X, y)’ to T-represent in this
precise sense the functidrag(x). The proof of DIAGONAL LEMMA can now
be run as follows.

Let p(v) be an arbitrary formula or L(T) with only the iable v free
in it, and lety be the formula:

(i) Ou[DIAG(v, u) — e(u)].

Now, Godel number ofy is(¢). Lety be the diagonalization ¢f so thaty
is

(i) @)
We then have:
(i) diag(¥)) = ().

As, by REPRESENTABILITY LEMMA, the functionliag(x) is represented
in T by the formula DIAGY, y), we have:

(iv) T FOuDIAG({¢), u) <> u =]
Then we notice thatis equivalent to
(v)  DUDIAG((&, u) — p(u)],
and that, in particular, T proves this equivalermeclassical logic:

(vi) T |y < VUDIAG({&),u) — p(u)].

% Godel (1931) himself used the label ,entscheidafisile* (vide his theorem VI). Kleene
(1976, 1983), who offers a lucid short-expositidnGidel's result, talks about ,numeralwise
expressibility* of a relation in a formal systemhdbry). Smorynski (1976) use the term
Lbinumerates"”. Smith (2000sescaptureand has a very useful overview of differencessage
to be found in the relevant literature. He cargfdiistinguishe®xpressibilityfrom capturability
of a function (propertyn-place relation), where the first is a matter o€dntaining a formula
(with an appropriate number of free variables) whestension coincides with the extension of
the function (propertyn-place relation). It is what Tarski would caltmantic definabilityWe
can say generally what it means forraplace relation to be represented in T:

Then-place relatiorRx ,..., X, is represented in T bgk ,...,X, just if:

(i) for anymy ,...,m;: Rm ,...,m, iff TFomy,...,m,

(ii) foranymy ,...,m; = (Rm ,...,m,) iff T |- (@ ,...,my).
What we have proposed above is a special case dbltbwing general definition of what Smith
calls capturability of a function, as a functiphy T. On the assumption that T contaisthis is
equivalent to the following:

The 1-place functiofiis represented in T by(x, y) just if:

(i) for everym: T |} 3ly ¢(m, y),

and for anym, n

(i) if f(m) =n, then T} ¢(m, 1),

(ii) if f(m) =n, then T} =¢(m, n).
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From (vi) we obtain the following provable equivade, by substitution of
provable equivalents on the basis of (iv):

(i) T F y < vulu={ — o).

And this obviously yields, within classical logithe desired T-provable
equivalence:

iii) T F y & o)) QED™

Having the proof of DIAGONAL LEMMA in place, andabzing thatg in

T FA— g (A,

may be any formula whatever of L(T), including niegaformulas, we see that
there must be a sentencef L(T) such that

T} ye-Pr

where Pr(x)’ is an arithmetical formulaf L(T) encoding the syntactic property
of being provable in T

For everyn: Pr(n) iff nis the Gddel number of a formula provable in T.

Godel showed that the syntactic property Teprovability can be indirectly
expressed in T by the numerical formuRx(X)’, whose extension is the set of
Godel numbers of T-theorems, owing to the fact thia¢ property is
coextensional with the syntactic propertytioére being an y such thaty is a T-
proof of x Now, the important moment is that syntactic ietay is a T-proof of
X is not just expressdolt is_representedh T by a numerical formulaPrf(x,y)’,
whose extension is the set of all ordered péirsn) such thatn encodes a
sequence of formulas that form a T-proof of thenfola encoded by.*°* What
Godel showed is that there is a sentenokL(T) provably equivalent in T to the
sentence saying thatis unprovable in T. Popularly speakingindirectly says
of itself that it is unprovable in T. We can nowi§h Gddelian argument by two

191 Godel proved that the syntactic proof-relatiorTinin its arithmetical encoding, is primitive
recursive (because its characteristic function risnipive recursive), together with other 44
functions, properties or relations that he congdein the course of his investigations. The
important exception is the 46th property 1oprovability or T-theorem expressed in T by the
formula Pr(x)’ = ‘OyPrf(y, X¥’. This property is onlyweakly representable T in that only the
positive part of the definition of T-representatlyilof relations holds for it (for any: if n codes a
T-provable sentence, then |-TPr(g)). The fact that the diagonal functiosiag(x) is T-
representable is based on the fact that (a) T imifprely recursively adequate theory of
arithmetic and that (b)liag(x) is a primitive recursive function. The proof af)(and (b) is
crucial to Godel's proof of the incompleteness ofalid it requires quite rigorous definitions of
primitive recursive functions and T-representapildf functions. Although Gdédel did not
explicitly formulate the diagonal lemma in his (193, he provided precise characterizations of
both primitive recursive functions and of T-repmgsdility there.
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mini-proofs:

a) Let us suppose that T provesBut if so, T proves falsehood,
sincey is provably equivalent in T with the sentence tbays
thaty is not a T-theorem. Consequently, T does not pyoveT
is not sound (under the intended interpretatiof)DQ

b) Since, by (a)y is not a T-theoreny, is true, since it is provably
equivalent in T with the sentence that says tha not a T-
theorem. So, the negation ofmust be false. Consequently, T
does not prove the negation pfor T is not sound (under the
intended interpretation). QED

From (a) and (b) it follows that T is an incompléteory, since it is not the case
that, for every sentence of L(T), T proves it orpfioves its negation. For
mathematical theories such @s under its intended interpretation, soundness is
a rather natural assumption to make. Indeed, Gosetl it in his expository
lecture (1930 ?) as well as in his informal exptares in letters to Zermelo
(1931-32). But he made it clear that the assumptiam be weakened ta
consistency of T, defined as a syntactic propeftyl ¢wconsistency implies
simple consistency, but neice versy'® Then the mini-proofs (a) and (b) can
be replaced by the following proofs that can bé/fidrmalized within T:

a*) Suppose T— y. Then there i®1 such thain codes T-proof of.
Then T|— Prf(n, (), in accordance with T-representability of the
primitive recursive relation of-proof by Prf(x, y). Hence T|—
XPrf(x, (). If so, T|— Pr({(y)). By the diagonal lemma, Fry -
-Pr(()), hence T ~y. Consequently, it is not the case that i
or T is inconsistent. QED

b*) Suppose T— -y. Then, for everyn, n does not code T-proof
of y. So, for everyn, T|— = Prf(n, (y)), in accordance with T-
representability ofT-proof by Prf(x, y). The first assumption
together with the diagonal fact that- « -Pr((y)) yields: T}
Pr({(y), hence TI— [XPrf(x, (y)). But this makes Twinconsistent.
Consequently, it is not the case thd{ Fy, or T isawinconsistent.

192 Here are the explanations:

A) A theory T of arithmetic iscwinconsistentif, for some open formula/(x), T
proves¢(n) for eachn, and T also proveswx¢x) (equivalently: ...if, for some
open formulagx), T proves_kx¢Xx), and it proves alse ¢(n), for each.

B) A theory T of arithmetic iguconsistentf there is no open formulg(x) such
that when T proveg(n) for eachn, T also proves ¥x¢X).

They are closely related with the following notions

C) A theory T of arithmetic igeincompleteif, for some open formulg(x), T
provesgn) for eachn, but T does provex¢(x).

D) A theory T of arithmetic igp-completeif there is no open formulgXx) such
that T provesy(n) for eachn, yet T does not provexg(x).

Rosser (1936) proved that the assumptionastonsistency of T can be weakened to the
assumption of simple consistency of T, provided al@ose a more complicated version of
Godel's self-referential sentences.
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QED

Godel stressed that the weakening ofagsumption of soundness of T
(under the intended interpretation) is called iiothe whole procedure is to satisfy
also the finitists and constructivists, who wouldtpst against any appeal to the
notion of “objective” mathematical truth that istreducible to proof-theory. We
saw that such an attitude towards truth was natlaincommon in the 1920s. As
Godel later explained, the idea of “transcendent”“wansfinite” notion of
mathematical truth was the principle behind hisaNery:

“[...] it should be noted that the heuristiangiple of my
construction of undecidable number theoretical psiipns in the
formal systems of mathematics is the highly tramtsiconcept of
“‘objective mathematical truth” as opposed tdatt of
“demonstrability”. (Wang 1974: 9)

Yet, for the reasons spelled out above, he did waht it to enter the
demonstration in the guise of the assumption ohdoass of T that he could
afford to make in his informal explanations. Foraking the transfinite notion of
mathematical truth — in one form or another — irdeor to demonstrate
incompleteness of T would amount to begging thg gelestion at issue.

“[...] in consequence of the philosophical prejediof our time 1.
nobody was looking for a relative consistency prbetause [it]
was considered axiomatic that a consistency pragdt be finitary
in order to make sense, [and] 2. a concept of ctibE
mathematical truth as opposed to demonstrability vewed with
greatest suspicion and widely rejected as mersag(a letter to
Y. Balas, in Wang 1987: 85)

This might well be the reason why he did not siat&931 something he
arguably discovered along the way, and quite indéeetly of Tarski: namely
that arithmetical truth (truth in the arithmetid¢4IT)) is not definable within L(T)
itself). This metatheoretical result is usuallyasated with Tarski's hame, and
we shall see shortly how he obtained it. But, byagilable evidence, Godel got
it completely independently as the following passdgom the same letter
indicates:

“...long before, | had found that the correct soluitof the semantic
paradoxes in the fact that truth in a language @abe defined
within itself.” (Ibid: 85)

In the correspondence with A. W. Burks Gddel sdysrd that he got his
incompleteness theorem by having found out thah tier a sufficiently powerful
mathematical language is indefinable within thaglaage itself:

“a complete epistemological description of a largguA cannot be
given in the same language A, because... the comdejputh of

sentences of A cannot be defined in A. It is thesorem which is
the true reason for the existence of undecidaldpgsitions in the
formal systems containing arithmetic. | did notwewer, formulate
it explicitly in my paper of 1931 but only in myiRceton lectures
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of 1934. The same theorem was proved by Tarskisrpaper on
the concept of truth ...” (a letter to A. W. Burks,von Neumann
1966: 55-56)

As a matter of fact, already in his correspondesite Zermelo (in the
period of 1930-31) Gédel made it quite clear thatdiscovered his theorem by
realizing that arithmetization of syntax plus diagbzation show that truth for a
sufficiently rich L(T) is indefinable within T, opain of semantic antinomy of
Liar-type!®® By his own words, he realized that once we sulistiin the
diagonal construction the provability predicate tioe truth predicate something
close to paradox results, which, however, is ngeauine paradox, but his 1st
incompleteness theorem. According to Gddel, higahal argument shows that
the setTr of (Godel numbers of) L(T)-truths is not arithneati (there being no
arithmetical formula whose extensionTis), on pain of inconsistency. But the
set Pr of (Go6del numbers of) T-theorems is arithmetiddbw, assuming
soundness of TRr is included inTr, but notvice versathere are L(T)-sentences
that are true but unprovable in T (otherwideand Tr would coincide). Since
such L(T)-sentences are true, their negations apeovable in T, if T is sound.
Hence Gdodel's 1st incompleteness result (in itermél version): there are true
L(T)-sentences unprovable in T. All this is nicebyplained in Godel’s letters to
Zermelo as well as in the description of his disres that Gddel sent to
Wang!%* We shall see that Tarski had essentially the sdeee which he based
it explicitly on Godel’s first theorem. Interestiggin the correspondence with
Bernays:"> Godel suggests a satisfactory definition of trisththe language of
arithmetic (in a more powerful system). What Goslays is that oncerl’ is
defined for atomic arithmetical sentences, it carrdrursively defined roughly
as follows: ifA andB are formulas, then

@  Tr(=A) iff = Tr(A);
(b) Tr(AOB)iff Tr(A) OTr(B);
(c) Tr(OxA(X) iff Tr(A(n)), for every numerical constant

This is truly interesting, as it anticipates Tasskuth definition as well
as Carnap’s definition of analyticity that we shdlbcuss in section (4.5).
Granted, Godel did not tell us what it takes foraomic sentence to be true,
but, | take it, it is highly likely that he had mind clauses such as the following:

If a andb are numerical constants, then:

Tr(a = b) iff v(a) = v(b),

‘v( ) being a function that assigns names theimeudcal values. If this

diagnosis is on the right track, then Godel knewdependently of Tarski, how to
define arithmetical truth in the recursive mannkeough he did not show how to
extend such a procedure also to languages thabtdoontain a name for every
object in their associated domain. It took Tarslfforts to finish the task by
devising his method of defining satisfaction redati

193 Godel (2003a: 427-429).
1% \Wang (1987).
195 Godel (2003a: 95).
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4.2.2 Godel's second theorem

Godel’s second incompleteness theorem hinges ofatih¢hat consistency of T
is a syntactical property of T, encoded by an arétical formulaCony of L(T).

It can be e.g. a formula-Pr({0 = 1)’ that says that no number encodes T-proof
of T-formula encoded by0 = 1)’. The rationale behind this choice is that since
T is adequate to elementary arithmetic, it surebvps something so elementary
as =(0 = 1)’, and so it cannot also prove ‘0 = 1’, cairpof being inconsistent.

It is to be noted that the exact reasoning leadiogthe Goédel's 1st
incompleteness theorem based on the assumptiosisnpfe consistency o
consistency of T can be reconstructed in T, itclimions being represented by
the formal counterparts of:

a*) T |Conmr — -~Pr((p)
b*) T | wCom — ~Pr((=y),

where Conr and wCony express respectively the simple consistency and
consistency of T. One can ask whether T can prisvewn simple consistency
via provingCony, that is, via proving-Pr({(0 = D). The positive answer to this
question was expected by Hilbert and his alliesdse of a theory embedding
primitive recursive arithmetic. But the questiorsl@negative answer, as Godel
informally proved (independently of him also von udeann, inspired by
Godel’s presentation of his first theorem at thehmanatical congress that took
place in Kénigsberg 1930):

Suppose thaConr is provable in T. Then, by (a*zPr({(p)) is
provable in T. Therny is provable in T, since Pr({y)) is provably
equivalent in T tg. But this contradicts the previously established
result that neithey nor its negation is provable in T. Consequently,
T does not prov€ony, or it is inconsistent.

Godel's demonstration of his second incompletertbesrem in (1931)
was this informal. Although he advertised that hé give a fully formalized
proof of it on a par with the proof of the 1st them, he never did that, the reason
being that the result became meanwhile widely aecepven among the die-hard
formalists, whose programme was directly attackgdt.oBy an irony of fate, it
was not Godel but Hilbert and Bernays, who produtted very first formally
rigorous proof of the Gddel's 2nd theorem in theionumental joint work
Grundlagen der Mathematik (1939).

4.2.3. Tarski'sindefinability of truth theorem

Tarski's indefinability theorem can be demonstratee reductio ad absurdum
style via DIAGONAL LEMMA. We start by assuming thate can explicitly
define a predicateTt’ in T so that the condition of material adequasy i
satisfied. That is to say, we assume that we have

T FTr(@) - ¢
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for any sentence of L(T).'°® The important thing now is that DIAGONAL
LEMMA applies, so that there will be a sentepad L(T) such that:

T hye-Tr()

But given that the definition offt’ is assumed to satisfy the condition of material
adequacy, we also have:

T Fye Trw)

If so, then by elementary logic we obtain:

T FTr) « ~Trw)

And this yields contradiction in classic logic.

The reduction to absurdity of the assumption thatl€équately defines the
truth-predicate for its own language L(T) is thusnpleted: if T is recursively
axiomatizable and embeds elementary arithmetic,efines Tr' in manner
satisfying the condition of material adequacy oiflyT is inconsistent. By
contraposition, then:

(Tarski’'s indefinability of truth theorem — syntactic version):

No consistent recursively axiomatizable theory T bedding
elementary arithmetic can define the notidn for L(T) so that the
condition of material adequacy is satisfied.

Observe that the theorem can be generalized asviall

Let T be a consistent and recursively axiomatizatiieory
embedding elementary arithmetic. Then:

(a) T cannot defineTr’ for L(T) in manner satisfying the condition
of material adequacy;

(b) T cannot containTr’ for L(T) as a primitive notion in manner
satisfying the condition of material adequacy.

Clearly, (b) in the generalized theorem excludespibssibility that T can provide,
at the very least, an adequate axiomatization whtfor L(T) in the sense of
having all T-biconditionals for L(T) among its daedive consequences.

There is a related indefinability theorem concegntruth that is also
associated with Tarski’'s name (and sometimes at&t to Godel), which
assumes:

1% The difference between this assumption and Tarskiginal proof-sketch is that he assumed
‘Tr' to be definable in the metatheory MT framed in Mbt essentially stronger than L(T).
However, due to this circumstance, MT is translatahto (or interpretable in) T, and the
argument for indefinability of truth that Tarskifefed covers as a special case the assumption
that truth for L(T) is definable within L(T) itse which is how Tarski's indefinability theorem

is usually understood and presented today
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‘Tr’ is a (formal) truth-predicate for L(T¥fifor every sentenceof
L(T) we haveTr({(p)) « y.
and states that:
(Tarski’'s indefinability theorem — semantic versior):

No 1-place predicate of a language L(T) embeddiegnentary
arithmetic can express the propertybeing a (Godel number of) a
true sentence of L(T)

or

No 1-place predicate of a language L(T) embeddiegnentary
arithmetic can semantically define the set of (Gadenbers of)
true sentences of L(T).

As Smith put it in his comprehensive study of Qtsdtheorems?’ the
former theorem shows the limits of what can be pdown T about truth and
related semantic properties of L(T), whereas ther fllheorem shows the limits of
what can be expressed inabout such properties. The informal proof is again
very simple, using only one additional assumpttwat T is sound and proves only
truths. We are to suppose, foeductiq that L(T) expresses, via a sentential
function Tr(x)’, the property ofbeing a (code of a) true sentence of L(Men
the diagonal lemma tells us that, for some sentgo€&(T):

T F-Tr@) <.
But, by the extra-assumption, we also have:

If [T | =Tr@) <], then ETr(() < 7]
and hence:

= Tr(m) o ).

But this obviously contradicts the requirement tvaen Tr(x)’' is an adequate
truth-predicate for L(T), then:

Tr(®) - 7.

So, by way of conclusion, it can be said that L@nnot even express
(semantically define) its own adequate truth-pratic

4.2.4. Tarski's original proof-sketch and the methd of diagonalization.

Like Goédel in (1931), in CTFL Tarski did not proeidhe proof that we have
given above, as he did explicity mention DIAGONAIEMMA, though he
talked about the diagonalization or diagonal meth®de object language
(theory) he considered was that of the generabtaoof classes, the metatheory

197 Smith (2007).
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being almost identical with it except that it canel some extra-syntactical
baggage needed to talk about the structure of blajeguage. The two are at any
rate logically on a par, so that one can say tlaaski actually investigated what
happens if we attempt to define truth for a languagch as LGC within the
language itself. All the more so that the metalaggufinds an interpretation in
the object language, because the extra-baggageectarithmetized” according
to Godel-Tarski recipe, and arithmetic can in tbendeveloped on the basis of
the higher order LGC, say, in the set-theoreticahner of Russell.

In what follows, | have simplified Tarski's inforrhaketch-proof to
make it closer to Godel's informal demonstrationb® reviewed in the next
section. Suppose, foreductig that we have introduced into ML via the
definition an adequate truth-predicale’‘for L(T), whose extension it the set of
true sentences of L(T). We assume that all expressof L(T) are enumerated
in an infinite sequence without repeating terms so that every 1-place tdam
occurs somewhere in. Thus, to every sentence and formula of L(T) there
corresponds a unique numberaccording to its position in the sequemcethe
formula occupying thé-th position ing being referred to ag.. Given that ML
contains L(T) and T embeds elementary arithmetic,ddn be interpreted in T:
there is an arithmetization of ML in T can be givaumch that to every ML-
sentence there is an equivalent L(T)-sentéfitd.et us now consider the
following sentence of ML

1) on(n) OTr,

which says, in effect, that threth formula of L(T) is not true for the argumant
This is of course a formula of ML but the methodhemetization assures us that
there is a purely arithmetical formulgn)’ of L(T) that is equivalent to it for
every argumen, so that we have

(2) Foreveryn[pn(n) O Triff ¢An)]

Since Y(n)' is a purely arithmetical must occur somewherghe sequence
and accordingly - say, being isth term - so that we havefn)’ = ¢y . At this
juncture, the crucialiagonal moveomes, for Tarski invites us to instantiate (2)
to k, thereby obtaining the tricky sentence:

@) oK OTriff ¢k

198 Tarski did not bother to spell out the details bgtess that what he had in mind is this. First,
ML is assumed to contain L(T) as its part. Indestdce, by assumption, the logical part of L(T)
and ML is the same, the only expressions that M4 inaaddition to those that it shares with
L(T) are the structural-descriptive expressionsdeeeto study the ,morphology” or syntax of
L(T): expressions for purely formal operations ofpressions (sequences of expressions,...),
properties of expressions (sequences of expressignsand relations between expressions
(sequences of expressions,...). So, given that we haiquely assigned numbers to expressions
of L(T) via ordering the later in the sequengewe have thereby assigned numbers to them,
hence arithmetized the part of ML that coincidethwi(T). Now, since we know - owing to
Godel and Tarski himself - that structural-desévgt(syntactic) notions can be arithmetized
without residue so that the syntactic extra-parMaf (MT) can be interpreted in arithmetic as
well, we have in a way interpreted the whole ML (Mm arithmetic. But sincegx hypothesi
arithmetic can be developed within T, we have foandnterpretation of ML (MT) in T (e.g. in
the general calculus of classes that Tarski corsjide
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What the sentence on the left side of (3) saykas thek-th formula of L(T) is
not true for the argumert Since (k) designates a sentence of L(T), MT
(augmented with thedequatetruth-predicate Tr’ for L(T)) should prove for
that sentence the material adequacy conditioneofyipe,

o(K) OTr iff ,

where the blank is to be filled in by its trangatiBy the stipulations that we
have made, it should be clear that the desirecc®rglitionalis this:

4) oK) OTriff yw(K).

But (3) and (4) yield a contradiction!

(3) — the output of diagonalization - is a paradaki sentence
reminiscent of Godel'sy’— - Pr((y))’. Yet, we have seen that Godel's sentence
does not really give rise to contradiction (beimgprovable, hence true). Tarski's
sentence does, combined with the desideratum thgtiM tandem with the
adequate truth definition for L(T), proves T-bicarwhals for all sentences of
L(T). Reading the argument asealuctio ad absurdupsome assumption or step
has to go: namely, Tarski says, the assumptionthieasymbol Tr’ that we have
introduced into MT via definition is an adequatgthrpredicate for L(T).

4.3.5 Goddel's theorems in Tarskian setting

When Godel explained his procedure in the shodrinél expositiort®® he did
so in a strikingly similar style, which reveals whearski could have learned
from him. We are to make much the same assumpéesna Tarski's informal
proof, except that we do not assume that we havedinced the notion of truth
for L(T) into MT, but work with the provability poecate Pr'. We are now to
consider the following formula of ML:

(1% =Pr(pn(n)

It says that the formula of L(T) with the numberis not provable for the
argumentn. The method arithmetization of ML in T assuresthest there is a
purely arithmetical formula of T equivalent to tiNH.-formula for everyn. We
can call that formulag n)’ and assign it a numerical indéx according to its
place in the sequenge so that {An)’ = ¢x. Consequently, we have:

(21)  Forevery [=Pr(pn(n)) iff pi(n)]

The rest of the proof runs as before. Instantiaf2ty with respect t&k — which
is the diagonal move - we end up with the Gddeétypntence:

(3 ~Pr(eK) iff oK)

Having this in place, Gddel produces an informguanent for T-unprovability
of both ‘pi(k)’ and ‘= ¢k(k)’, assuming soundness of T. Though DIAGONAL
LEMMA is neither stated nor proved, it seems tarblved (in application) in

199 Godel (19307).
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the step from (2*) to (3*).

Familiarity with Godel's work on incompletability f oconsistently
axiomatized theories embedding elementary arittomesipired Tarski to form a
more compact picture of the connections betweeh &ad proof. He was then
not only able to provide a precise proof of indabitity of truth for L(T) within
L(T) (he concedes that previously he gave only shimts in this direction), but
he quickly realized that Goédel’s results follow frahe indefinability-of-truth
theorem. If Godel proved tha®r(x)’ is an arithmetical formula of L(T) holding
of all and only the Gédel-numbers of sentences (@) lprovable in T, and if
Tarski showed that there is no arithmetical formuld_(T) holding of all and
only the true sentences of L(T), it follows thatreotrue sentence of L(T) is not
a provable sentence of T. Tarski saw that theseiitapt results find natural
explication in the setting of his theory of trutbr formalized languages, all of
whose main principles were already formulated (&swn preparation since
1929), except for the fundamental result aboutitidefinability of truth for a
sufficiently powerful formalized language within ath language itself. He
showed that on the basis of his truth-theory farhsa formalized language it is
possible to prove soundness or consistency of ¢éaective theory framed in it
(PA), but that this is possible only because théhttheory itself is framed in a
higher order metalanguage. Now that squares weh ®iddel's 2nd theorem
and his own claim that consistency of T can be @dolvut we need for that the
means not available in it. But there are intimadanections also to Godel's 1st
theorem:

“Moreover Godel has given a method for constructsegtences
which—assuming the theory concerned to be consistegannot
be decided in any direction in this theory. All stes constructed
according to Godel's method possess the propedl ithcan be
established whether they are true or false on th&sbof the
metatheory of higher order having a correct de@nitof truth.”
(Tarski 1935: 274)

We can start the argument once we have constr§8tg¢dAssuming

that we have an adequate definition of theTsetdf truths of L(T) in ML, we can
prove in T the T-biconditional for the Gddel serden

(4%) Tr(pw(K)) iff (k)
Which, together with 3*) entails
(5%) =~ Pr(puK)) iff Tr(pw(K))
The truth definition will also give us (for moretdés see the next paragraph):
(6%) =~ Tr(pw(K) or = Tr(=pk(K))
(7%)  1fPr(pk(K)), thenTr(pk(k))
(8%) IfPr(=¢w(K)), thenTr(= gk(K))

From this basis, we can easily derive in MT théofeing three conclusions that
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together show thdtp(k)' is true {side 6*) yet undecidable sentence in Godel’
sense\{ide 7* and 8*):

(9%) Tr(pk(k))
(10%) =Pr(o«(K))
(11%) =Pr(ex(K)

Since we have just proved undecidability of Gosltence in T, we
have thereby proved its truth as a sentence of. LT proving that Godel's
sentence is undecidable, hence unprovable, we peweed, hence decided
Godel's sentence after all. But is this not par&ldxo, if we carefully
distinguish two senses of ‘prove’ and ‘decide’ hef¢hat we haveroved in
MT, hencedecided in MTis that Gddel's sentence cannotdeeided in Thence
cannot beproved in T.And we have thereby algmroved in MTthat Godel's
sentence is true in L(T), hene® decided in MThat sentence.

4.4  Definitions and axiomatizations of truth (sematics)

Let us now pay a closer attention to the importhef so far neglected thesis C,
which, according to Tarski's own words “loses itspiortance” in light of the
new theses (A) and (B) in the Postscript. Why? W&k moral of C was that
even in case when ML is not essentially strongegh@r order) than L(T), and
the preferred procedure of explicit truth definitis thus not available, at least a
part of the task expected from it could be attaibgdextending MT by a set of
axioms that specify the basic properties of thaomoof truth with respect to
L(T), which is materially adequate, since its ddgtecconsequences include all
T-biconditionals for L(T). Here the material adequas achieved in a cheap
way: we add Tr’ to MT as its primitive predicate and then to MTEgioms all
the instances of T-schema for L¢#).At any rate, the trick consists in adding to
MT the infinite set of special axioms (let us aallfRUE) that contains all and
only the T-biconditionals for L(T) (for MT extendddy TRUE we shall write
MTLOTRUE).

In (1933a) Tarski saw the value of such axiomabtrst in the
metalanguage of the same order in the circumstahe¢ they provide
compensation for languages of infinite order, fénak, he argued, there was no
possibility of constructing adequate truth defonits in higher order languages,
because he did not then allow languages of tratesfander. Now, the moral of
the Postscript is that there is no principal nesdakiomatic truth-theories, once
it was made clear that we can always ascend toglaehi(transfinite) order
language, and on the basis of the metatheory fram#donstruct an adequate
truth definition for the object-language, with alts advantages that
axiomatizations cannot claim.

What advantages did he specifically have in mind®? rhe approach
this by asking what disadvantages pertain to texilbmatizations. There is a
telling passage from Tarski’'s popular lecture (1936nhich deserves to be

19 perhaps, by adding to it T-schema generating tiemhen the induction schema is added to
the axioms of), say.
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quoted in full. Having explained what the mateyiaidequate concept of truth
for L(T) in MT amounts to and that it can be intneed into MT either via

axiomatization or via its explicit definition, T&iggoes on to specify a couple of
disadvantages of the axiomatic method. He first troea the problem of a

somewhat “accidental character” of axioms (on whiwh does not further
elaborate), and then states what seem to be moriseme aspectd™

“Moreover, the question arises whether the axioradyi
constructed semantics is consistent. The problemookistency
arises, of course, whenever the axiomatic methagpied, but
here it acquires a special importance, as we sam® the sad
experiences we have had with the semantical con@egblloquial
language.” (Tarski 1936b: 405-406)

A more serious disadvantage that Tarski mentiotisaswith the truth-
axiomatization for L(T) in MT the question of itersistency remains in a way
open, whereas with explicit truth definitions coadhin non-semantic notions
the question is immediately solved, the definitlm#ing conservative over the
base theory MT, whose notions are used indiiiens(note: MT must be of
higher order than L(T)). This assures that if tsédtheory MT is consistent, it
does not cease to be so after we extend it byxpkc# definition of ‘Tr’ (for
L(T)). Thus, the explicit definition of truth givess immediate, if relative
guarantee that the introduced notion and theorlgamound it is consistent. But
the truth-axiomatization does not seem to givenysgaiarantee of consistency.

The matter, however, is more delicate than thegimirey remarks may
betray. Yes, Tarski reports the problem of consisteof truth-axiomatizations
as open and in his summary he explicitly states ithahe thesis C (and C’,
generalized to cover the axiomatization of semariticgeneral, and not just of
truth). However, the fact is that already in (1988)states that it can be proved
(sic!) that MTUTRUE is consistent, provided that MT is consistent:

“THEOREM 11I. If the class of all provable sentences of the
metatheory is consistent and if we add to the rhetat the symbol
‘Tr' as a primitive sign, and all theorems whicheadescribed in
conditions ¢) and (§) of the convention T as new axioms, then the
class of provable sentences in the metatheory gathm this way
will also be consisterit(Tarski 1935: 256),

drawing on the Theorem II:

“THEOREM II. For an arbitrary previously given natural number
k, it is possible to construct a definition of tsymbol “Tr’ on the
basis of the metatheory, which has among its caresespes all
those sentences from the condition$ ¢f the convention T in
which in the place of the symbol ‘p’ sentence wihiables of at
most the k-th order occur (and moreover, the setetdduced in
the condition £§) of this conventiori)(Tarski 1935: 255)

What Theorem |l states, in effect, is that for auwp-language I(T) of

11 Compare a very similar passage in Tarski (1935).25
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L(T) of finite order (for which there is a finiteobnd k upon the orders of
variables of its sentences) it is possible to goostan adequate definition of
truth on the basis of MT. It follows that MT augntesh with the complete set of
truth axioms for K(T) (this being a subset of TRUE) is consistentMiT is),
since the adequate truth definition fog(D) in MT amounts to a relative
interpretation of that truth theory in M2 Since in any finite subset S of TRUE
only finitely many L(T)-sentences will appear, irhieh only finitely many
variables occur, whose order is therefore not graain some natural number
any finite set of sentences of L(T) correspondinguich a subset S of TRUE
forms a sub-language() of finite order. Any such subset S of TRUE hsi$
consistent (if MT is consistent), because a trugfinition for Li(T) can be
constructed in MT that has all T-biconditionals drgling to S among its
deductive consequences, and this amounts to a/esiaterpretation of S in MT.
So, for any finite subset S of TRUE we have: [NH is consistent, if MT is
consistent. Having this in place, Tarski suggestsfollowing compactness style
reasoning to demonstrate Theorem Il

If (1) MTOTRUE is inconsistent, then, by compactness theorem,
(2) there is a finite subset of MITRUE that is inconsistent. But it
follows from Theorem Il tha3) every finite subset of MITRUE

is consistent, if MT is consistent. Consequently

(7) MTOTRUE is consistent, if MT is consistent. QED

As several people have recently not&dTheorem Il implies that
MTOTRUE is a conservative extension of MT. In viewtlns, one may wonder
what remains of the alleged disadvantage of trutbnaatizationsvis-a-visthe
problem of consistency. In Theorem lll, ML is as&ahio be of the same order
as L(T), and the theorem is primarily intended ¢aldvith those cases, in which
we not onlydo notbut cannothave recourse to a higher order metathé&ry.
This, according to Tarski, happens with languadgesfonite order. Of course,
the theorem applies also to cases when it is pessilprinciple to ascend to a
higher-order metatheory, but in such cases it doéseem to have much value,
because we can give explicit truth definitions. Bulight of Theorem Il and its
informal Tarski’'s proof sketched above, it seemsne that, despite his
misleading remarks, consistency is not much of fveblem for truth-
axiomatizations after all - not, at least, for trgixiomatizations on the pattern of
MTOTRUE.

That is not to say that Tarski did not have otheodyreasons for
preferring the explicit truth definition for L(ThiMT (call such definition R
TR), @s based (a) on the syntactic theory or morgyotef L(T), including the
proof-theory for T, and (b) on the recursive deiom of satisfaction relation.
His considered reason was that the higher-ordeekpanded by Drr (shortly:

112 Relative interpretation of the target theory Tthie base (or background) T* is effected when
all T-primitives of T are defined in terms of L*ipritives so that the axioms o T become
theorems of T*. If then T were inconsistent, thatcadiction would have to be derivable from
the axioms of T*. So, if no contradiction is defil@in T*, then T is consistent.

113 See also Heck (1997) and Ketland (1999).

114 According to the conclusion of (1933a) that isaeted in the Postscript.



-80 -

MTOD,.tr) makes it possible not just to formulate but t@ver important
principles governing the notion of truth for L(Thaits relation to the notion of
provability (in T), which should strengthen our eamtion that the proposed
Tarskian definition of truth is materially adequal® see what is at stake, it will
be useful to follow Tarski’'s own notational conviens: ‘S will denote the set
of sentences of L(T),Tr the set of true sentences of L(TAX the set of
axioms of T, C(X) the set of deductive consequences of an arbitsat of
sentences of L(T),Pr the set of T-provable sentences, a@bnjx, y)' and
‘Disj(x, y)' means ‘the conjunction of andy and ‘the disjunction ok andy’
respectively. Such notions (or, if you prefer,syaetvere defined in quite a
rigorous manner, and, except for truth, all weréngel on the basis of the
morphology of L(T), which, we know, has interpréatin T via the method of
arithmetization of metamathematics. Among the miasic principles that
directly follow from MTLID_.tr are, first, certain recursive principles governing
truth, which are generalizations of the recursil@uses in the definition of
satisfaction for sentential functions of L(T):

() For anyxOOSandyldS Conj(x, y)OITr iff xOTr andyOTr.
(I) For anyxOSandyS Disj(x, YOTr iff xOTr ory[ITr.

Elementary as they are, they give us assurancewthat we have defined is
really the notion of truth. Other fundamental gatieations that can be derived
from the whole machinery of truth-definition (assbd on the morphology of
L(T) and the definition of satisfaction-relationrfa) in collaboration with the
definitions of proof-theoretic notions (formulatéa 82 of CTFL — viz. the
definitions 13-20)-"

(1) For anyxOS: eitherxOTr or xOTr;*®

(IV) For anyx(IS: eitherxOTr or xOTr;

(V) AXc Tr(all the axioms of T are true);

(V) If XZ Tr, thenC(X) € Tr; in particular:C(Tr) € Tr;
(VIl) Pr < Tr (soundness of T);

(V) Tris complete and consistent;

(IX) Pris consistent.

(V1) states the soundness of T and it followsedily from (V) and
(VI1), both of which, Tarski says, can be provedi without going into great

15 They are, in this order, the definitions of (13jiom, (14) substitution operation (free
variables for free variable) of a sentential fumiti(15) the class of consequencendh degree

of the classX, (16) the class of consequencesXf C(X) (17) the class of provable sentences —
Pr, (18) deductive system, (19) consistent clasenfence and (20) complete class of sentences.
Some lemmas are also needed such as the freelgdeaima and its direct consequence: if a
sentence is satisfied by one infinite sequencegatisfied by all infinite sequences.

116 Henceforth: X’ means ‘the negation of.
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pains. Similarly, (VIII) follows from (lll) (the pnciple of excluded middle),
(IV) (the principle of non-contradiction) and (VIHaving all this in place, we
observe that (IX) follows directly from (IV) and (N, which means that
consistency of T is provable in MT. Indeed, thengiple of non-contradiction
(IV) holds obviously for any subset &f, and, by (VII),Pr is a subset ofr. So
Pr must be consistent. What is particularly importast Tarski observes, is that
the converse of (V1) does not generally hold: ™ &gT) may well be such that
some true sentences of L(T) are not provable inwhereas all provable
sentences in T are true in L(T). That is to saydy be a sound and consistent
yet incomplete theory. Go6del rigorously proved thhis holds of every
consistent and recursively axiomatized T embeddlagentary arithmetic. And
Tarski then showed, what Godel himself anticipateokw incompleteness of
such T might be demonstrated on the basis of a rmoweerful metatheory
MTOD,-1r framed in a logically stronger ML.

From these observations it follows that while MD, .tr is conservative
over the base theory MT (as.-Bk is an explicit definition), it is by no means
conservative over the theory T, because it prowstain claims belonging to
L(T) (in particular, the consistency of T) that anmot prove, provided that T is
consistent. Tarski’s informal consistency-proof go& the informal soundness-
proof of T,as sketched above. But we can demonstrate consysténl in a
different way, using the notation that we introdiioe the course of dealing with
Godel’s proof of his 2nd incompleteness theoremw8dave:

a) Conr =df. =Pr((0=12)
b) Sound =df. Ox (Pr(x) —Tr(x)).

We then make two assumptions to the effect thattlltr is materially
adequate and capable of proving soundness of T:

(1) MTODL1r |—go o Tr({)), for any sentence of L(T).
(2) MTODL1r | Ox (Pr(x) —Tr(x)).
We now unfold consequences. From (2) it follows:
(3) MTODLtr FPr(0=1)— Tr(0 =1).
We further have
(4) MTODu1r FPr(0=12)—0=1,

since, by (1), we can “disquote” the consequent3in Given that MTID,.tr
contains T, and is thus adequate to elementatynagtic, we also have

(5) MTODu1r F-(0=1).
Applying modus tollensgo (4) and (5) we finally get:
(6) MTOD.tr | -Pr((0=12) QED.
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No wonder that recursive definitions of satisfactend truth for L(T)
framed in higher-order MT (recursive or explicidgt-theoretic) were preferred
by Tarski to truth-axiomatizations in metatheoréghe same strength as L(T),
being (a) mathematically precise (interpretable &atceptable logico-
mathematical system, typically set theory), and (oetamathematically
powerful ((I),...,(IX) being their consequenceshidl cannot be said of truth-
axiomatizations in the style of MITRUE for sufficiently strong languages.
Tarski realized that MITRUE (to forego potential confusions, | remind you,
once again, that here MT is assumed to be of tivee sader as L(T)) does not
prove the general principles (l),...,(IX). In fadif O TRUE case by caseroves
each instance of (1), (Il), (ll) or (VI), for angiven sentence of L(T), yet it
fails to prove these general principles themselvescase of the sentential
function XOTr O xOTr the axiomatic theory can prove each its particula
substitution-instance (for sentences of L(T)), tartinot prove the general law of

non-contradiction [Ix(xOTr OxOTr): 17

“From the intuitive standpoint the truth of all ge theorems is
itself already a proof of the general principlejsthprinciple

represents, so to speak, an ‘infinite logical paidof those special
theorems. But this does not mean at all that weacaually derive
the principle of contradiction from the axioms ohebdrem

mentioned by means of the normal modes of inferamelly

employed.” (Tarski 1935: 257)

This phenomenon reminds us @fincomplete arithmetic theories that
we discussed in connection with Godel’'s resultssuoh a theory T, there is a
sentential functionP(x)’ such that, for each numbey‘P(n)’ is a T-theorem, yet
the generalization(™x(PX)’ is not a T-theorem. However, in the case of the
notion of truth this is striking, as the above named principle seems to be
elementary®

Furthermore, Tarski worried that MIITRUE is not categorical in the
precise sense that it does not uniquely deternheeeiktension of Tr’ with
respect to L(T)-*

“...the axiom system of the theory of truth shoulthmbiguously
determine the extension of the symbbt ‘which occurs in it, and
in the following sense: if we introduce into the tatbeory,
alongside this symbol, another primitive sign, ¢hg. symbol Tr”

7 Tarski calls it ,the principle of contradiction.”

118 Much the same can be said of the principles (f @. And if we assume the semantic
conception of truth with T-schema as governing @ple of truth, (lll) and (IV) should be
obvious too (the universal validity of T-schema esnvery close to bivalence, indeed). Of
course, one may have his constructivist's worregarding the principle of excluded middle.
But, if one is a die-hard constructivist, he sholé/e other worries about Tarski's method of
truth definition, independent of this specific wgrbecause the method is non-finitary in
character, as Tarski himself makes clear (it qfiastover infinite sequences, indeed, over sets
thereof, etc.). As many commentators mentionedskiarand the members of Polish logical
school in general — was much more open to norafipitnethods in metamathematics than many
of his contemporaries.

119 Tarski does not target this argument directly af(MRUE, but at augmented truth-
axiomatizations that include also the elementargega@ principles that MO TRUE fails to
prove.Mutatis mutandisit applies also to MO TRUE.
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and set up analogous axioms for it, then the seermir = Tr”
must be provable. But this postulate cannot besfeadi For it is
not difficult to prove that in the contrary case ttoncept of truth
could be defined exclusively by means of the molgin of
language, which would be in palpable contradicttonTh. I.”
(Tarski 1935: 258)

Unfortunately, it is by no means clear what “easyof’ he could have in mind
when he said that it “is not difficult to prove ththe postulate cannot be
satisfied”. But what seems reasonably clear is. thithe truth-axiomatization
satisfies the postulate that he formulates, themettermines uniquely the
extension of Tr’, henceimplicitly definesthat notion. The concept ahplicit
definitionat stake here seems to be the one that goesdm&eldba (1901):

(Padoa’s implicit definability):

A basic (primitive) notiom of an axiomatic theory¥his implicitly
defined inTh in terms of its remaining basic notioasb, c.. iff
there are no two interpretationsTf such that:

0] they make its axioms true (verify them), and

(i) they agree on what they assign toTdfls basic notions, b,
c,... except fom.*?°

In modern model-theoretitacon de parlerto be introduced in more
detail in the next chapter, one would charactermelicit definability in a
slightly different way, though retaining its semargpirit.

(Model-theoretic notion of implicit definability):

Given Th and its languagk(Th), let L(Th)* be L(Th)J{n}, where
nis a notion not irL.(Th), and letTh* be Th(1S(n), whereS(n) is a
class of sentences b{Th)*. Then:n is implicitly defined inTh* iff
for every modeM of Th there is exactly one way to expakidto
thelzrlnodeIM* of Th* assigning ta an extension in the domain of
M.

1201t should be remarked that the interpretationsassimed to share the domain, but Padoa did
not work with any precise notion of model.

121 Compare the accounts in Chang & Keisler (1990),Boolos et al (2002: 266-267).
Equivalently:

n is implicitly defined inTh* iff any two models offh with the same domain, and
the same extensions for all the remaining basidonstof Th, have the same
extension also fon.

The model-theoretic notion of implicit definability equivalent to the following version (for
place predicates):

Let ThOS(¢) be an expansion dfth, whereg is ann-place predicate not ib(Th),
and letThOS(¢*) be another expansiari Th exactly like the former, except that
is everywhere ir§(¢) replaced by an-place predicatg* not inL(Th). Then:¢ is
implicitly defined inThOS(g) iff (ThOS(¢))O(ThOS(¢*)) |k Oxa,... % (#(Xa,---%)
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Padoa’'s aim was connected to the technique of dsimatimg
independence of an axiom (proposition) of the systd axioms (unproved
propositions) on the remaining axioms via exhilgtian interpretation of the
system that verifies all the remaining axioms bat the axiom to be shown
independent. When this is impossible, the axioshmvn to be not independent
on other axioms. The axiomatic system is then dalleeducible”, if all its
axioms can be shown to be mutually independent#&athimed that something
analogous holds also for the system of basic nstidi h:

“...to prove that the system of undefined symbalsrieducible
with respect to the unproved propositions it is essary and
sufficient to find, for each undefined symbol, amerpretation of
the system of undefined symbols that verifies tlystesn of
unproved propositions and that continues to so éf suitably
change the meaning of only the symbol consider@®gtoa 1901
122)

where it is to be understood that the system éslucible wheh does not prove
any proposition equatingto ¢, wheren is a basic notion ofh ande a formula of
Ththat contains only the remaining notionsTéfplus logical constants. Since the
derivation of such a proposition irh amounts to an explicit definition ofin Th,
what Padoa in effect claims (without proof) is this

(Padoa’s conjecture):

(A) it is not the case that an explicit definitiohn in Th in terms
of its remaining notions is derivable Tm iff it is not the case that
is implicitly defined inTh,

or, equivalently:

(A*) an explicit definition ofn in Th in terms of its remaining
notions is derivable ithiff nis implicitly definable inTh.

Let us now return to Tarski’'s problems. Being angier in definability
theory, he was of course thoroughly familiar witadBa's work and it is
plausible to suppose that what he had in mind whténg about the proof of
non-categoricity of truth-axiomatizations was tlwategoricity, construed as
implicit definability, entails explicit definabilt (at least in a range of standard
logical systems). Still, this is only one part bétannounced ,easy proof” to the
effect that the truth-axiomatization is not catecgr The crux of the matter is
precisely to show that if the truth-axiomatizatiT O TRUE defines implicitly

o 0F( Xgyee %))
And there also the syntactic version:

Let ThOS @) be an expansion dfh, whereg is ann-place predicate not ib(Th),

and letTh(JS¢*) be another expansiaif Thexactly like the former, except that
is everywhere i @) replaced by am-place predicate* not inL(Th). Then:¢

is implicitly defined inThOS(¢) iff (ThOS(¢))O(ThO¢*)) |- OXy,.. % ($(Xg,---%)

o 0*( Xg,...%))-
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‘Tr’ (in Tarski’'s sense), then (a) an explicit defioit of ‘Tr’ is already available
on the basis of MITRUE, hence (b) on the basis of MT (vimorphology
alone. Tarski suggested that this conditional s/e¢a prove, but the truth is that
for 1st order languages and theories this requBeth’s fundamental theorem,
whose proof was published only in 1953.

The famous theorem states (for simplicity, | restit to 1-place
predicates only, but it can be generalized to caovplace predicates)-place
function-symbols and terms, qua 0-place functiomsgls):

(Beth’s definability theorem):

Let Th, L(Th), Th*, and L(Th)* be as in the model-theoretic
explanation of implicit definability. Then the noti n is implicitly
defined in the 1st ordéFh* (in semantic sense) if and onlyTih*
explicitly definesn so that there is a 1-place formglauch that

(1) ¢ contains onhyL(Th)-notions, and
iy  Th*} Dx(n(®) - ¢(x).*

But, of course, neither Padoa nor Tarski proved tlasult. What Padoa
established was at best the left-to-right directadn(A*) or the right-to-left
direction of (A)**® Tarski's claim is puzzling, given that he did riath to
outline how the “easy proof” proceeds.

However, it might be that Tarski had another primomind. It is to be
noted thathe wrote well known articles whose intent was tstify Padoa’s
method of establishing definitional independencesahe notion on others for
the framework of simple type-theory. His basic tegr such a framework was
stated in the (1934-5) article called ‘Some MetHodral Investigations on the
Definability of Concepts’ (I simplify Tarski’s notanal machineryj?*

(Tarski’'s definability theorem):

Let L(Th) be a language of the simple (impredicative) tipsory
andTh a finite axiomatized theory. Then: an explicitidéfon of n

in Thin terms of its remaining notions is derivableTiniff every
two interpretations of h with the same domain that agree on all its
basic notions exceptagree also on.

122For n-place predicates or function-symbols the formolativould have to be accordingly
modified. In modern textbooks it is common to inluce the semantic version of Beth's
theorem, in which the provability turnstike replaced by the semantic turnstile:

The notionn is implicitly defined in the 1st ordéFh* (in semantic sense) if and
only if Th* explicitly definesn so that there is a 1-place formylauch that

0] ¢ contains onht(Th)-notions, and
(ii) Th* |F Ox(n(x) iff (X))

Beth’'s theorem applies to 1st-order theories drigher-order theories, provided that the higher-
order variables can be construed as 1st orderblasiaf a different sort.

123 Cf. Hodges (2008).

24 Here | am indebted to Feferman (2008b).
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More precisely, what he demonstrated was rather ftlewing syntactic
version:

Let L(Th) and Th be as before, and l&th* be exactly likeTh

except thatn is everywhere replaced by*. Then an explicit
definition of n in Th is derivable inTh iff Th*OTh |— Ox(n(x) iff

n*(x)).

Tarski sort of vindicated Padoa’s method for a eawd higher-order
deductive systems by demonstrating that Padoa’seciomes hold for them.
This, however, is not quite right, as Hodges pesistedy shows in his rich paper
(2008), containing a valuable discussion of thatreh between Padoa’s method
and Tarski’s justification of it. He argues, on thesis of good textual evidence,
that Tarski did not in fact vindicate the rightiedt direction of (A) above (or,
for that matter, the left-to-right direction of (§* but he showed how to
translate Padoa’s informal semantic method intougelp formal-syntactic
method within a deductive theory. Indeed, what Kiaged in (1935) is a very
careful attempt to avoid all semantic (model-théofédeas from the picturk?

“In short, Tarski is not claiming to make Padoa’gjimal proposal
any more plausible. He is claiming to transfer aglmas possible
of Padoa’s method into the form of calculationshwrta deductive
theory. The effect of Tarski’'s analysis of Padoaisthod is to
eliminate the model theory.” (Hodges 2008: 109).

What is important for our purposes here is thasHiahought that his
definability theorem helps to prove non-categoyiait truth-axiomatizations. In
what follows, | dare to reconstruct the “easy ptdw could have in mind (MT
corresponds tdh and MTOTRUE toTh*, as these have been introduced in the
formulations of Padoa’s and Beth’s theorem):

Suppose for aeductiothat(1) MTOTRUE is categorical so that it
implicitly defines Tr’ for L(T) in the following sense: if TRUE* is
exactly like TRUE except thatTt" is everywhere replaced by
‘Tr*’, then MTDTRUEDTRUE*|— OX(Tr(x) « Tr*(x)). But (2) if
‘Tr’ is implicitly defined in MTOTRUE, then an explicit definition
of ‘Tr is derivable in MTOTRUE in terms of the remaining
notions of MTOTRUE (by Tarski’s definability theorem). B(B)
among those remaining notions of MTRUE there are only
notions belonging already to ML, and there is th@ea formula
(¢ containing only the notions of ML, which is provgbl
coextensive in MOTRUE with “Tr’, hence explicitly definesTr’

in MTOTRUE. (4) If so, we have a formula of MT - namely -
that defines truth for L(T) in the sense of havfog its extension
the set of L(T)-truths. Buf5) since MT is sufficiently strong to
satisfy DIAGONAL LEMMA, but only as logically strapas L(T),
MT cannot possibly define the notion of truth fdiTh. (by Tarski's
indefinability of truth Theorem I). Consequently:

125 See also Coffa’s (1991) useful discussion of Tiarskews on definability.
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(6) MTOTRUE is not categorical, and hence it does not ieitfyl
define Tr'. QeED

Tarski further considers possible completionshaf tleductively weak
MTOTRUE so that it subsume somehow the principles saschl),...,(IX). He
notes that one may first want to add the principeMTOTRUE as further
axioms, but he rejects this alternative out of hbgdbointing out, again, that
such extensions of the axiomatic system are unpiet - having “accidental
character” (albeit relatively consistent - by exsien of Theorem Ill). However,
Tarski’s principal worry is based on the argumesthave just reconstructed for
MTOTRUE: even the truth-axiomatization extended by dle@eral principles
alone is not categorical, hence does not capt@redhtent of truth (though it is
consistent, just as MTTRUE - Theorem Il applying to it as well).

What is arguably the most interesting strategy Treaski considers is
one that does not propose to add to the axiomsTai MRUE but rather to add
to its inference rules. What was so unsatisfacamyut MTITRUE? Arguably
this: although it case-by-case proves all instanée®rtain general principles of
truth, it does not prove the general principlesnbelves. We noted in this
respect the analogy witlwincomplete arithmetic theories. Now, along with
Hilbert, Godel and Carnap was one of the firstd@gis who seriously discussed
the so-calledewrule, which would allow us to inferlIxP(x)’, if we proved
‘P(n)’, for each numben.'?® Tarski mentions that certain elementary systems of
arithmetic can be “completized”, if we expand thieyrthe curule, in which case
a purely structural (or syntactic) truth definitiéor L(T) becomes possible as
the smallest set containing elementary true seetenwithout variables or
quantifiers and closed under tlerule.*?” However, in spite of the fact that the
rule seems intuitively valid (its validity with nesct to T can in fact be proved
via a truth definition for L(T) in a higher orderWj it has infinitary character,
because its application presupposes that an mfmimber of premises has been
proved in T. This is worrying. Indeed, how we, hursavith finite capacities,
can reason with infinitely many premises? In thdl-kreown article on logical
consequence (1936) Tarski considers an interegimgosal to lay down a
finitary (structural) version of the rule for (dmhetical) T:

126 The rule used to be called Tarski-rule or Carnde-findeed, Carnap proves in (1934) that a
system of elementary arithmetic augmented by the isucomplete. However, already in 1927
Tarski lectured om-incomplete andv-inconsistent theories - although the labels atedne to
him but due to Gdodel - where he gave the exampleotti types of theories. The problem is
discussed in detail in Tarski (1933b). With Hilhdhe situation is more complicated. Probably
with the intent to overcome Goédel's theorems, henapted to use a semi-finitargi¢!) version

of the rule to show that elementary arithmetic aegi@d with his rule is complete. His rule
stated: whenP(x)’ is a quantifier free formula for which we canope by finitary means that
‘P(n)’ holds for eacn, then we can uséIXxP(x)' as a hew premise in all further proofs. Unlike
the w-rule, Hilbert’s rule puts restriction on what foutas can replaceP(x)’ and on the means
by which its instances are to be proved. The probhdth this idea is that the rule is informal
and imprecise to the extent it itself appeals torthtion o ‘finitary proof’ so that it is not cledr
the resulting system isona fide‘formal’ in Hilbert's own preferred sense. On thther hand,
once the rule is properly formalized - a finitagrsion of thew-rule - Gddel's theorems apply to
the resulting system.

127 Tarski (1935: 261). This definition is close toeoproposal of Carnap (1934), who defined in
that style logical (analytical) truth - in case afthmetical L(T) coinciding with arithmetical
truth). For Carnap’s approach see the next section.



- 88 -

(R) If, for eachn, ‘P(n)’ is provable via the previous set of rules
SR, then[IxP(X)’ is to be regarded as proved.

One can add a number of such rules R*, R** ...,ohare increasingly stronger,
as R* presupposes SR+R, and so on. Since suchardedtructural (syntactic) in
character, they can expressed in T via the methititheetization. For this very
reason, though, the strategy is problematic, asz@yel’s 1st theorem, by adding
such finitary rules one cannot complete an incoteglaeory T.

What is important for our discussion is that Kafsrmulatesthe rule of
infinite induction (RI) for metatheoretic predicates (syntactic omastic) of
expressions. In case of the predicate(x) [0 = Tr(x)' the rule licenses the
inference to FIx(Tr(x) O -~ Tr(x))’, provided that all substitution instances oétth
predicate (for L(T)-sentences) are provable inOIMRUE (as we know they are).
We could thus hope to overcome the serious dedueteakness of MITRUE,
since, as Tarski points out, the resulting theoMTOTRUE plus RI — is very
powerful and categorical. Unfortunately, howeveswnthe problem of proving
consistency becomes urgent:

“Under these circumstances the question whethahtw@y erected
on these foundations contains no inner contradicioquires a
special importance. Unfortunately this questionncdrbe decided
at present. Th. | retains its validity: in spitestfengthening of the
foundations of the metatheory the theory of trumrot be
constructed as a part of the morphology of langu@gethe other
hand for the present we cannot prove Th.lll for #warged
metalanguage, The premise which has played the pwssntial
part in the original proof, i.e. the reduction bétconsistency of the
infinite axioms system to the consistency of eviarige part of this
system, now completely loses its validity — asasilg seen — on
account of the content of the newly adopted rukee possibility
that the question cannot be decided in any diregsaot excluded
...” (Tarski 1935: 261)

So it is at this juncture, and not earlier, whehe problem of
consistency arises for truth-axiomatizations. Adawg to Tarski (1933), with
truth-axiomatizations we face the following dilemnedgther they are assuredly
consistent (indeed conservative over MT) but thay tare too weak and/or non-
categorical to be metatheoretically satisfying the=o of truth (the case of
MTOTRUE), or they are quite powerful and categoriaaltlsat they could be
plausible and metatheoretically useful theories tonfth, but then their
consistency remains an open problem. However,arPtbstscript the question of
consistency of truth-axiomatizations is no longat fo be a problem: if, for any
formalized language, we can construct its Tarskiath-definition in a higher-
order (possibly transfinite) metatheory, consisyeat truth-axiomatizations of
all types that we have so far considered is ass@latlve to this more powerful
metatheory, because such truth-axiomatization becamterpretable in the
metatheory:

“In view of the new formulation of thesis A the foer Thesis C
loses its importance. It possesses a certain vahle when the
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investigations are carried out in a metalanguagetwinas the same
order as the language studied and when, havingdabad the
construction of a definition of truth, the attengptnade to build up
the theory of truth by the axiomatic method. lessy to see that
the theory of truth build up in this way cannot @n an inner
contradiction, provided there is freedom from cadiction in the
metalanguage of higher order on the basis of whithadequate
definition of truth can be set up and in which thdseorems which
are adopted in the theory of truth as axioms candéeved.”
(Tarski 1935: 273)

However, once we can construct explicit truth dabns, what then is the value
of truth-axiomatizations?

4.4.1 Definitions, axiomatizations and the problenof “reduction”

Another advantage of explicit truth definitions ovrith-axiomatizations hangs
in closely with the foregoing aspect. Axiomatizasause the primitive notion of
truth, while truth-definitions explain truth in tas of other notions, of which it
can be hoped that they are unproblematic or, av¢e least, less problematic.
Clearly, if one’s aim is in part to rehabilitate darify a notion that is deemed
problematic in some respects, it is a dubious egsato use it as a primitive
notion and lay down its properties in axiomatidestyfarski glossed the situation
by saying that this is an objectionable procedu@nf the psychological
perspective. However, given that we have seen Thaski himself came to
concede that consistency of truth-axiomatizationthe style of MTITRUE or
even of MTOTRUE augmented with the rule of infinite inductic not the
problem, what residual psychological blocks coule mave with respect to the
primitive notion truth axiomatized in consistentdan materially adequate
manner? Indeed, we have remarked that there wasrgent logical need to
prove consistency of informal semantic notionshay twere used before Tarski,
by his fellow logicians. The technical strategiesravalready known how to
block semantic paradoxes, and they were based sentely the same ideas
that Tarski later worked out rigorously (i.e. atsof type-restrictions, as in
Russell's ramified theory of types, Gddel’s indegemt observation that truth of
arithmetical object language is not expressibli lout in its metalanguage).

My own hypothesis is that three different reastireg could motivate
Tarski’'s sceptical attitude to truth-axiomatizagpmexcept the one to the effect
that they are either deductively too weak (the cddTUOTRUE) or transcend
the realm of well established classic logic (theecaf MTOTRUE + RI). Firstly,
Tarski could have thought that even though trutioraatization in the style of
MTOTRUE or MTUOTRUE+RI can be shown consistent, this assurance is
parasitic on the explicit truth-definitions given higher-order metatheories.
Therefore, the later should enjoy a methodologocadrity. Secondly, he could
have thought that since axiomatizations use thaifpive metatheoretical notion
of truth (satisfaction, denotation, or definabiljtynathematical truths not itself
a mathematical but, strictly speaking, meta-mathigala notion. Feferman
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pointed out thdf® Tarski’'s seemed to have a long-life feeling the fruitful
semantic methods of metamathematics (based on ¢tleoth of absolute truth
definition or extended to model theory) need tofbemulated in the form
acceptable to working mathematicians, whose atitiogvards them was in his
opinion one of distrust.

Here is a representative passage from the well kneark, in which
Tarski set out to define the notiondéfinable set of real numbers

“Mathematicians, in general, do not like to dealhwthe notion of
definability; their attitude toward this notion iseof distrust and
reserve. The reasons for this aversion are quitsarcland

understandable. To begin with, the meaning of ¢nen tdefinable’

IS not unambiguous: whether a given notion is dbfemaepends
on the deductive system in which it is studiedt is thus possible
to use the notion of definability only in a relatisense. This fact
has often been neglected in mathematical considesatind has
been the source of numerous contradictions, of hvthe classical
example is furnished by the well-known antinomyRi¢hard. The
distrust of mathematicians towards the notion iresgon is

reinforced by the current opinion that this notisnoutside the
proper limits of mathematics altogether. The profdeof making

its meaning more precise, of removing the confusiand

misunderstandings connected with it, and of eshinlg its

fundamental properties belong to another branchsaénce—
metamathematics.” (Tarski 1931: 110)

Yes, the problems identified by Tarski belong byithnature to meta-

mathematics rather than to mathematics, but theynat therefore entirely

beyond the scope of mathematical methods, becauser wertain conditions

metamathematical definitions can be transformed iptirely mathematical:

when properly relativized to formalized languaged aonstructed on the basis
of a set-theoretical metalanguage (formalized onigermalized). Recall the

following passage:

“[...] meta-mathematics is itself a deductive diseipland hence,
from a certain point of view, a part of mathematiasd it is well
known that — due to the formal character of dedeatnethod — the
results obtained in one deductive discipline canabsmatically
extended to any other discipline in which the givere finds an
interpretation [...].” (Tarski 1944: 369).

In his (1931) article on semantic definability, thetion ofdefinable set
of reals (relative to the 1st-order fragment of simple typeory based on the
universe of reals) is approached via the more gémation ofdefinable set of
finite sequences of realslefinablen-dimensional relations between reals). He
gives its metamathematical definition in termssatisfaction of a sentential
function by finite sequences of reafehose recursive metamathematical
definition is only hinted there but is fully spell@ut in CTFL) in roughly the

128 Feferman (2008).
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following style:

A set S of n-termed sequences of reals is definable relativihéo
language L in question if and only if there is mplace sentential
functionf of L that is satisfied by all and only the membefrs.**°

Then Tarski shows how to construct a purely mathieadadefinition in terms of
sets of finite sequences, without appealing tes&atiion or any other semantic
idea belonging to the realm of metamathematics.matematical definition of
definable sets of finite sequences of reals cjosemics the metamathematical
one based on satisfaction, since the family ofrddfie sets of finite sequences
of reals is the one that contains certain primigeés of finite sequences of reals,
each corresponding to one atomic sentential funatbL, containing exactly
those sequences that satisfy that function, andlased under a couple of
Boolean-type operations corresponding to the logigeerations by means of
which complex sentential functions of L are form@akgation, conjunction,
disjunction, universal and existential quantifioali. For Tarski, this was
paradigm that can be transposed to definitionsenhantic notions of truth,
satisfaction or denotation, as we have detailedhthe the chapter on formal
truth definition. Indeed, he suggested that from filrmal perspective, truth is
but a special case of satisfaction, just like dddility. The basis is in both cases
a metamathematical recursive definition of sattsfacof ann-place formuld of

L by orderedn-tuples (finite or infinite sequences) of objeatsnfi the universe
U of L. Now, the notion of sentential truth is defd as a limiting case of
satisfaction of a 0-place sentential function obyall/some infinite sequences
of objects (alternatively, in the setting of the319article, by O-termed
sequence). But all this can be turned to a puretheoretical definition, as we
have just seen on the example of the notiodedinability.

We have reviewed some reasons why Tarski set ouprtwide
conceptual analyses of truth or satisfaction inhmitatical terms of set theory,
although he originally conceived of set theory asnfalized within the simple
type-theory, consistently with then prevailing gree in mathematical logic (it
was only somewhat later, in the second half of 1#880s, when he came
definitely to prefer Zermelian set theory, “Skoleeul” into its 1st order form, as
a foundational setting of mathematics). Howeveis idoubtful whether a full
mathematization of metamathematics (including seitgnwas really called
for, at least for the reasons that we have atwibuto Tarski. Feferman
perceptively remarks that in this respect Tarskivwsdd somewhat paranoid
symptoms. By all sings those mathematicians whevedosome serious interest
in metamathematics including semantics (and latedehtheory) did not seem
to be worried in the least about metamathematiefhitions of its basic notions
and formulations of its basic theorems in terms tleém, once efficient
precautions were taken against paraddXédNowadays, it is customary to
provide metamathematical recursive definitions emantics, which, albeit
expressed within the set-theoretical language,aldanish semantic notions in
favour of purely mathematical notions (even if kashowed this to be possible

129 Semantical definability of an-dimensional relation over U by amplace formulaf of L is
not to be confused with syntactical or formal defiility - also examined thoroughly by Tarski -
of an expression of L in terms of other expressiufris).

130 Feferman (2008: 80).
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in principle). In CTFL Tarski himself remarks thegcursive definitions of
sentential function, satisfaction and other notitnisig out their content in a
better way than do their explicit counterparts, alhiby the way, he introduces
only in the footnotes, being content to say thatrihtural recursive versions can
be converted into explicit versions via Dedekineége procedure. This suggests
that, as regards conceptual analysis, translatiorecursive definitions into
explicitly set-theoretical definitions does not ®wedo contribute anything
essential not present in the former. Still, setothieremains a powerful
conceptual tool employed in formulating recursieimitions. The point is that
all substance there is to conceptual analysesnohisgc notions in Tarski’'s own
framework is contained in recursive metamathemiadietinitions. To think that
purely set-theoretical definitions in the style

... belongs to the smallest set (intersection bfsets) satisfying
such and such closure conditions ...

offer substantial conceptual analyses is an illusibarski was at least dimly
aware of that, in spite of his well-known tendescte define everything in
logico- mathematical terms that can be so defiléidere, on the other hand, the
method of conversion into set theory is crucial ims providing kind of
mathematical assurance that metatheory enrichedehyantics is consistent:
being eliminable in principle in favour of set-tmetical notions, recursively
defined semantic notions do not threaten to bnmgny inconsistency into the
metatheory. And, for this reason, they had a metloggcal priority over truth-
axiomatizations, however powerful the later may be.

It remains to mention the last reason why Targkided to prefer
explicit truth definitions within the general séebry. It was said that merely to
axiomatize some problematic notion is noprama facie attractive procedure.
Now, Tarski wanted, among other things, to rehtéi the notion of truth,
which subject was the source of all sorts of coadudebates in the traditional
philosophy, and for this reason it was consideredesaphysically loadedlea
non grataby philosophers critical of the traditional metgpics.

“Apart from the problem of consistency, a methoaafstructing a
theory does not seem to be very natural from thehgogical

point of view if in this method the role of primig concepts — thus
of concepts whose meaning should appear evidestptayed by
the concepts which have led to various misundedgtgnin the

past. Finally, should this method prove to be thky possible one
and not be regarded as merely a transitory stageould arouse
certain doubts from a general philosophical pointiew. It seems
to me that it would then be difficult to bring thmethod into

harmony with the postulates of the unity of sciersmed of

physicalism (since the concepts of semantics wdaddneither

logical nor physical concepts).” (Tarski 1936b: %06

Such complaints were often voiced by logical pests, most
prominently by Neurath who had on that matter deresting correspondence
with Tarski as well as with Carnap (after he hadped Tarskian perspective).
But it is difficult to decide what significance &itach to Tarski’s claims here, if
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only because nowhere in his published writingsdpeats the desideratum that
semantics should be in harmony with the physicélagis of (general) logical
plus physical notions. We have said at the outsat it was in the nature of
Tarski’'s inquiry to use semantic notions, only lifey can be “reduced” to
acceptable non-semantic notions of the metalanguage the case of defining
truth via satisfaction, which, in turn, is definexbplicitly in set theoretical terms.
Except of hoping to show in that manner that semanttions so introduced do
not threaten to bring in any inconsistency intcarerady consistent metatheory,
as they are eliminable in principle (arguably thairmmotivation behind the
procedure), and attracting the attention of mathiemas (a minor motivation),
Tarski hoped to show that they are respectableomstprovided that the non-
semantic primitive (or defined) notions of the ntleé®ry are respectable, in
terms of which they are introduced into metathe8smtter still, his idea seemed
to be this:

Once you accept the object-language and the exigico-
mathematical and morphological apparatus usedemtétatheory,
then you should not have any objection againstpowe semantic
notions introduced into the metatheory via explidéfinitions
solely in terms of the expressions of the objentglaage plus the
extra-apparatus of the metatheory, as the notimingduced in this
way are always eliminable in favour of the latt@nd, in this sense,
are reducible to them).

Since the metatheory was assumed to be a systditiesufto develop
a general set theory (or a reasonable amount ,oit ifan be said that Tarski
reduced in the sense ohaving explicitly definedsemantic notions to set-
theoretical notionsia interpreting the semantic theory for the objectgiaage in
the system of set theory framed in the metalanglifdéad he focused instead
on the 1st order arithmetic (e.g. &), he could have “reduced” semantic
notions to the notions of 2nd-order arithmeticmiay well be that this kind of
reduction via interpretations not what the semantic sceptics of Neurath’'s
calibre would have expected one to offer in oraerdahabilitate semantic (or
intentional) ideas in their eyes. If so, Carnap veas important exception,
presumably because Tarski's method of establisbangntific semantics on the
basis of morphology in a higher order metatheoryg wangenial to his own
quasi-syntactic approach developed.agische Syntakl934)'% At any event,
there was likely no definite consensus in the Vénincle on what a successful
reduction of a notion to a class of other notionsoants to (even today, |
suspect, there is no agreement on this among thteroporary philosophers of
science). It may well be that, for some period iofet the neutral minimum
required for reduction was to translate the prolligen(semantic, intentional)
target-idiom (vocabulary, language) into a non-pgpiatic base-idiom
(vocabulary, language) that is extensional and apst only empirically-
scientifically respectable notions (phenomenalistigphysicalistic) and logico-
mathematical notions, where the translation isdcektensionally correct. That
is, at minimum, the reduction can be achieved wnaeatensionally correct

131viz. the passage quoted at p. 86, where Tarsls 8@t a syntactico-semantic metatheory is a
deductive theory that can find an interpretatioamother deductive theory.

132 Though Neurath had a high opinion of Carnap’s apgh in (1934) and seemed to approve of
it, as the correspondence between them informs us.
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definition of some notion in terms of empiricallgisntifically respectable
notions in tandem with logico-mathematical notignslative to a privileged
body of sentential contexts). In the case of nalyasemantic notions (truth,
satisfaction, denotation) that are properly restdec Tarski showed how to
provide precisely such “reductions”.

One may worry that the nature of semantic or inberad notions
(properties) cannot be find in set theory, howeuseful conceptual tools it
provides. In light of this, we can understand themarous complaints to be
reviewed in Chapter VIl to the effect that Tarskirethod of truth definition for
formalized languages did not in the least put lensie the philosophical worries
concerning the place of semantic properties imttaral order:

How are semantic properties of expressions indateldr?
Can they be scientifically explained in terms ofunal properties?
Are semantic properties somehow determined by abtues?

or the questions concerning our epistemic standintp respect to such
properties:

How do we identify semantic properties of expressi
How do we know what semantic properties expresqimssess?

In the eyes of die-hard semantic sceptics a mdmination of
semantics in favour of set-theoretical ideology Wealy an ingenious technical
trick that sweeps all their foundational questiamgler the carpet. Imagine
someone seriously pondering the question of theepbé numbers in the natural
order or of our epistemic standing with respecthiem. If the questions make
sense, | fear that telling the person who so askesponse the Frege-Russell
definition of numbers as equivalence classes ofnequerous classes (or any
extensional equivalent such as von Neumann'’s digfimii) would not help him
much. For the analogous question arises now wipe to classes: what is the
place of classes (of classes) in the natural oeshel what is our epistemic
standing with respect to them? While Carnap who maself a proponent of a
version of logicism, could be impressed by a da&bniof truthetc. in terms of
logic, set theory and syntax as parallel to thecassful Frege-Russell logical
definition of natural numbers, this view need navé been embraced by
semantic sceptics.

For this reason, Tarski could not offer a satigfyatefinition of truth and
semantic notions to those die-hard semantic seeptibo, like Neurath, were
troubled by their ontological nature or epistematay status. There is an
exegetical tradition that works with the assumptiobased on the single
quotation from his (1936b) article — that Tarskinted to reduce semantic
notion to the physicalist basis in roughly the wdgmanded by logical
positivists propounding the idea of the unifiedescie framed in something like
the general language of physics. Some commentatan® that he blatantly
failed®* others argue that he succeeded, because the abriginject of

133yyon Neumann, on the other hand, defines each numibieectly as the set of its predecessors
that is, as identical with the set {0, 1, n.+- 1}. 0, having no predecessors, is identical wWith
={0}, 2={0,{0}}, 3={0.{0}{ 0.{®}}}, and so on.

134 Field (1972), or McDowell (1980), who accepts Higlexposition of physicalism as well as
his critigue of Tarski's ambitions, but defends bkéti a different (Davidsonian) perspective
upon the question of how physical (behavioural) seghantic facts are connected.
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physicalism was not what the modern critics of Karsmve taken it to b&>
Whatever we may think about the legitimacy of sqciestions, it seems clear
that Tarski was simply unconcerned with them. Hes wantent to show that a
target notion can be defined within a preferredyleage of the unified science,
which is allowed to include abstract mathematicshie form of logic plus set
theory, in an extensionally correct manner. Once tbligatory formal
requirements are satisfied by the definition arsd ektensional adequacy is
secured, there is no residual worry about the defim given that it brings
scientific (here: meta-theoretical) fruits.

My own view of the matter is different. Admittedlyiarski was a
physicalist of a sort. The evidence for this ig theused to describe himself as a
nominalist, extensionalist or even finitist (!) l@®ling in the world of spatio-
temporal particulars and properties and relatidrereiof; moreover, he was
seriously engaged in the debates with Carnap andeQu the late 1930s and
early 1940s, which revolved around the basic qoesbf what a genuine
language of science could look like, and he suggesteveral nominalist
proposals® It was noted by several commentators that thera ignsion
between Tarski's “private” sympathies to nominalisamd physicalism and his
official metamathematical research, in which he enacheavy use of set theory
and transfinite methods in general. Indeed, it walingness to make use of any
fruitful mathematical methods available, includinige transfinite methods,
which in Tarski’'s opinion characterised the apploa€ Lvov-Warsaw school
and distinguished it from other contemporary sch®nich as Goéttingen school
pursuing Hilbert's program (aimed to justify predissuch “ideal” methods), or
from various constructivist approaches. On the rotiend, that Tarski was a
physicalist “in private” does not mean that he via§cially” concerned to give
physicalist definitions of semantic notions. His imainterest was in
metamathematics and the solitary remark regardmeg dompatibility of his
method of truth definition with the idea of unifisgdience and physicalism was
likely made because he wanted to please his p@situditorium at the Paris
Congress 1930, which, as he correctly anticipateds going to be quite
sceptical with respect to his views. It is no aeaig in my opinion, that Tarski
made this claim in the context of his talk at tlemgress in Paris, after having
been repeatedly encouraged by Neurath to givé&katasemantics that would be
consistent with the general empirical viewpoint amdriendly to metaphysical
speculation®’

135 Cf. Kirkham (1993).

1% See the wealth of material contained in Frost-Adr{@004).

37| can only recommend the fascinating historicalterial gathered by Mancosu (2008),
documenting - on the basis of Neurath’s correspocelevith Carnap, Tarski and Kokoszynska -
Neurath’s continual fears that Tarskian semanticp@unded by the three thinkers contains
perhaps a useful mathematics but philosophicallys itdangerous, threatening to resurrect
JAristotelian metaphysics" or even ,scholasticisn®yidently interpreting Aristotle’s truth-
dictum as the mother of all correspondence theomdsch in turn smell by metaphysics.
Mancosu (2008) is a very good place to look at wives wants to get a better grasp of Neurath’s
views on truth. It has often been claimed that doaception of truth is coherentist (Schlick
explicitly attributed this position to him), but Neath denied that classification (which according
to him was just as well a metaphysical positiont-east in its post-Hegelian versions then
widespread in England), arguing instead for kindpofgmatist-verificationist outlook with
strong holistic elements, which reminds us of saih@®uine’s remarks on truth as a property of
a scientific theory. See alderost-Arnold (2006¥or a detailed defence of the view that | have
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4.4 Carnap’s contributions to the semantic concepdn of truth

With the exception of Tarski himself, nobody elsenttibuted more to the
semantic conception of truth than Rudolf CarnapxtNe Godel and Tarski, he
was arguably the most prolific theorist concerneithwhe problem of the
syntax-semantics interface in metamathematics dildsophy in general, and
his work in this area is also related in interggtimays both to Gédel's and
Tarski’'s research. It is not my aim to explain tletails of his complex approach
to metamathematics, or its development over yssagting from his universalist
conception of logic influenced by Russell and Fregantinued by his quasi-
syntacticist metamathematical period inspired bybétt, Gédel and Tarski,
superseded finally around 1935 by the semanticaagpr along Tarskian lines
(departing from Tarski’'s approach in certain impatt respects that | shall
mention in due course). It is well known, at letstthe scholars in the early
history of analytical philosophy, that Carnap was only the first to isolate the
diagonal (fixed point) lemma irLogische Syntax(1934)'* but he also
anticipated there Tarski’s indefinability of trutheorem — indeed, his Theorem
[60c] is a version of Tarski's result for the netiof logical truth (L-truth or
analyticity) with respect to a formalized languagataining a sufficient amount
of arithmetic (his Language Il) for Godel's metho#l arithmetization of its
syntax and the diagonal lemma to apply to it (topbevable in its built-in
deductive system embedding elementary arithmdticjact, Carnap explicitly
states and proves many important metatheoreticaérohtions regarding his
formalized Language Il, sufficiently strong to diyge arithmetic (so that the
DIAGONAL LEMMA is satisfied for it)**® From our perspective, the following
results are particularly interesting:

* For any consistent formal system framed in suclarggdage that
contains a sufficient amount of arithmetic there andecidable
sentences formulated within that language (Godellst
incompleteness theorem). Unprovability of consisyefor such a
formal system within that system itself (Godel'sddncompleteness
theorem).

e It is impossible to define L-truth for such a laage within that
language, but only in a higher order language L% [A logico-
mathematical language logical truth coincides wpiidin truth, what
Carnap established was a restricted version okirsuiisdefinability
of truth theorem. As for mathematical truth, Godstablished that
result independently of Tarski. Carnap arrived atdependently, as
Godel did not mention the result in print befor&49and he was not
yet familiar with CTFL]

urgedhere.

138 The German version appeared already in 1934, bytage references are to the English
translation of a revised and complemented versidslighed in (1937) appeared a year later. In
particular, Carnap’s Gddelian argument based onGDAAL LEMMA was not included in the
original German version but appeared in two sepagdpers. | owe this observation to
Prochazka (2006).

139 For Carnap’s statement of the lemma see (1934 126
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* A hierarchy of languages of higher and higher ordan be
indefinitely extended into the transfinite: in tlguage L* at the
leveln it is possible (i) to define L-truth for the larage L at then-
1th level, and (ii) to decide undecidable sentenaeshe formal
system T framed in L, on the basis of a more paweidrmal
system T* framed in L*. [This was stated also byd@k) but before
1934 only with respect to the problem of decid#yilin application
to the problem of L-truth definition, Carnap’s apach was original,
and more general than Tarski's approach in (198jcipating the
more general strategy adopted in the 1935-Postkcrip

Many instructive discussions are available in thisteng literature, and |
can therefore confine myself to discussing thogees of Carnap’s work that
are most intimately related to our main topic — s@mantic conception of
truth*° In his “syntactic’opus magnun{1934) Carnap set out to work out a
viable account of analytical (logico-mathematical)th and consequence. In
fact, in different stages of his philosophical depenent he offered different
analyses and solution to the problem. Despite tiegedNittgenstein’s view to
the effect that logical truth, as opposed to fdctugh, is a feature that should
always be discerned from the sentence’s desigtheothesis that there is no
standpoint from which to approach the language thetaetically**' Carnap
retained Wittgensteinian conception of logical hras non-factual truth — truth
by rules of language alone, and completely indepenaf the matters of fact:

“...I was guided, on the one hand, by Leibniz’ vitat a necessary
truth is one which holds in all possible worldsdaon the other
hand, by Wittgenstein's view that a logical truth tautology is

characterized by holding for all possible distribos of truth-values.

Therefore, the various forms of my definition ofyical truth are

based either on the definition of logically possilskates or on the
definition of sentences describing those statestgstescriptions).”

(Carnap 1962: 62)

To attain the aim of characterizing logico-matheoat truth and
consequence in the aftermath of Gddel's discovefy ilmompleteness
phenomena which discredited any attempt to reaectstogico-mathematical
truth by narrowly syntactic methods (usually: retitue of logical truth within a
formal system to provability within that systemh Logical SyntaxCarnap
embarked on the original project of constructingnfalized languages and
studying their properties in an extended formaltagtic style on the basis of the
syntactic metalanguage. Such extended formal-syntaethods were supposed
to define both logical truth and consequence iatsfactory manner. In fact, the
means that Carnap allowed in the syntactic metakagg go far beyond the
means that are available in the object-languagdiestuwithin it — be it our

190 See Coffa (1991), Prochazka (2006, 2010) or skeetiales contained in Wagner (2009),
especially de Rouilhan (2009).

I The view was based on the dichotomy between warabe said and what can only be shown
and the ensuing thesis of ineffability of syntax @emantics.
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familiar wrule or a higher-order apparatus of variables @quahtification — as
one would expect in the light of Gédel's theorefffsThe approach proved
fruitful in several respects but it was not withdtg problems. Eventually,
Tarski's contemporary metatheoretical work persdadarnap around 1935 that
it is more plausible and natural to bring semaoatigsiderations into the picture,
which he attempted in tHatroduction to Semanticdl942), partly based on his
earlier Encyclopaedia entry on tReundations of Mathematidd939)!* It is
fair to say, though, that neither in the syntactar in the semantiopus did
Carnap succeed in giving a fully satisfactory actaf logical truth.

What is particularly important to keep in mind &t the shift from the
project of logical syntax(in the extended sense) to the projectladical
semanticginspired by Tarski) that Carnap pursued until &mel of his career
was not so dramatic as one might at first thinkegithe contrast betwesgntax
and semanticghat our modern ears tend to associate with trgsndtion. As
several perceptive commentators have recently rdtedlready inLogical
SyntaxCarnap was quite close to giving the truth-dafmitin Tarski-style for a
formalized language under its intended interpretatPurified and simplified to
a significant extent indeed, his definition of aytigity for a formalized language
embedding arithmetic runs as follows (Carnap’s e 11)**°

192 For detailed accounts see Prochazka (2006, 20168 &®ouilhan (2009). The role of the
rule in Carnap’s conception of so-called indefimiteonceptgas opposed to definite or recursive
d-conceptsis an extremely interesting chapter of modernamatthematics. We have seen that
Tarski was also interest in the rule, calling it thule of infinite induction. He claimed its
intuitive validity but also that it transcends tremlm of classic logic in that it requires us to
consider per impossibleé?) an infinite number of premises. As a dedudtite, that is, it is non-
standard and its applicability is questionable.sKarclaimed that MT + TRUE + thevrule
yields a categorical system. Carnap argudsogical Syntaxhat while PA is incomplete, PA +
the wrule is complete. This, though, does not contria@iddel’s first incompleteness theorem
concerning consistent and recursively axiomatizabensions of PA (or Q — in its modern
variant), since PA + thesrule is no longer recursively axiomatizable, asudti be clear from
the very nature of the infinitargrrule. Carnap’s view seemed to be tpatna faciesemantic
concepts of analyticity or consequence are somgiika quasi-syntactic concepts, for which we
relaxed the requirement difinitenesgalgorithmic decidability). Indeed, one of his ithitfons

of analyticity and consequence is in terms of dleile. Such concepts, however, can be defined
in a higher order ,syntax-language“ with a more pdwl apparatus of quantification. See
Peregrin (2006) for an interesting discussion offn@p’s suggestion that the notion of
consequence is a notion of quasi-inference, resimghe notion of inference, provided with
relax inference rules in certain ways (e.g. allapfior infinitary inference rules).

143 Even earlier, around 1930, he started to be infled by Tarski's approach to
metamathematics, based on the distinction betwég@tBlanguage and metalanguage. But, as
Coffa (1991) rightly notes, there was nothing yettthe could learn from Tarski on the semantic
part of metamathematics.

144 Kleene (1939) and MacLane (1938) were the firgadimt out some problems with Carnap’s
approach in their critical reviews of Carnap’s (Z23See also Coffa (1991), Prochazka (2006,
2010) or de Rouilhan (2009). The general tenor pfdscussion here is indebted to the account
given by Awodey (2007).

%3 anguage Il was interpreted by Carnap as a codmliaaguage, in which numerals obtained
from the primitive ‘0’ by repeated application dfet functor corresponding to the successor-
functor denote corresponding positions in the secgei@f numerals starting with ‘0’; predicates
and functors are then interpreted accordingly dlkerdomain of numerals. Carnap’s definition
of analyticity in (1934) is reductive but not, stty speaking, recursive. () It reduces every
sentence of Language Il to an equivalent sentdmevias either atomic or in the prenex-form.
Then (11) rules of valuation are laid down, whicksign to terms of atomic formulas (variables,
individual constantsp-place functors and predicates) appropriate valoeaccordance with
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(a) a = bis analytic iff vé) =v(b)

(b) Fais analytic iff v@) belongs to W)

(c) -A is analytic iff Alis not analytic

(d) AOB s analytic iff Ais analytic and is analytic

(e) OxAxis analytic iff Anis analytic, for every numerical constamt

where ‘vE)’ represents the interpretation of a non-logicahstante in a given
domain (in the case under consideration, the domaassumed to be the set N of
natural numbers so that the interpretation of alividual constant is a number
and the interpretation of a 1-place predicate mubset of N). Now, when we
replaceanalytic with true, what we get is a recursive Tarski’s truth defamitfor

an arithmetical object language framed in the raeglage (having a name for
every object in N), as interpreted in somethinge lithe standard model of
arithmetic. Carnap seemed to be dimly aware ofgtniking parallel when he said
that when we have a sentence of the fémntarg), the sentence “is - so to speak -
true on account of” valuation V just in case thkigaofarg under V is an element
of the value oPr underV, and false otherwise.

As Coffa comments: “nowhere was Carnap closer te $femantic
conception of truth than at this poirf® However, Carnap refused to use the
unqualified terms “true” or “false” — hence the ged‘so to speak” - since they
connote factual truth or falsity and, as he comdskimself, before Tarski
explained to him the semantic conception of trdtté,did not conceive of the
possibility of defining plain truth, that is, truths applying also to factual
(empirical) sentences, not just to logico-matheoahtsentences (non-factual).

suitable type-theoretic restrictions. Finally (Ibasic rules of evaluation are specified by which
analytical truth or falsity of atomic sentenceshwiéspect to a given valuation is directly reduced
either to the sentence ‘0 = 0’ or else to the se@e’0 # 0’ (the first represents the most
elementary case of analytical truth and the seammiesents the most elementary case of
analytical falsehood). According to the remainines of evaluation, analytical truth (falsity) of
quantified sentences is reduced to analytical t(fdfsity) of their quantifier free matrixes,
whose analytical truth (falsity) is in turn reduceda step-by-step manner to analytical truth
(falsity) of their atomic formulas with respect valuations The successive reduction take the
form of the rules of evaluation that tell us that ean reduce

(a) the atomic formula of the tyfpr(arg) to the sentence ‘0 = O’ (itself reckoned
analytically true by default) with respect to aajivvaluation V just in case the
value ofarg under V is a member of the valueff under V, otherwise to the
sentence ‘@ 0’ (itself reckoned analytically false — contradity — by default).

(&) the basic formulaarg; = argy to the sentence ‘0 = 0’ with respect to a
given valuation V just in case the valueaws§; underV is a member of the value
of Pr under V, otherwise to the sentencet'0’.

The remaining rules of evaluation for truth-func@b quantifier free formulas should be obvious
(take the recursive clauses (b)d).and relativize them at each appropriate pan¥), and the
rules of evaluation for every quantifier free fodelead in a finite number of steps either to ‘0 =
0’ or to ‘0# Q. A quantifier free formula is analytical (natst analytical with respect to a given
valuation) iff its evaluation leads to ‘0 = 0’ fa@very valuation V of it (contradictory iff its
evaluation leads to'& 0’ for every such V). A closed quantified sentemfe¢he formxAx is
analytical iff its matrixAx is analytical with respect to every valuation Vitsffree variable (and
contradictory iff its matrixAx is contradictory with respect to every valuatioroVits free
variable). Kleene (1939) was the first to transf@arnap’s definition into the recursive form.

196 Coffa (1991: 293).
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Indeed, he reports that when Tarski told him tresbhcceeded in defining truth,
he initially thought that he must have in mind somyntactic notion of
derivability in a system:

.l was surprised when he [Tarski] said that he nheeauth in the
customary sense, including contingent factual tri8imce | was
thinking only in terms of a syntactical metalangeiagj wondered
how it was possible to state the truth-conditiondsimple sentence
like ‘this table is black’. Tarski replied: ‘This isimple; the sentence
“this table is black” is true if and only if thialtle is black.” (Carnap
1963: 60-61).

So, in Carnap’s view, the definition given above camted to the
definition of analytical truth, which, following \tgenstein, he equated with non-
factual truth. By a coincidence of circumstancesdifined also a plain truth for
such a language, because in case of logico-matlehlanguages truth coincides
with L-truth. However, he was not aware that heldan that way define truth for
descriptive languages (for a physicalist expansiobanguage Il), since it did not
occur to him then that something like Conventiortah be used as a material
adequacy constraint on such a definition, thoughhhmeself used a similar
criterion for analytical truth:

(A) (of Language ) is L-true ifA\,**’

where {A)' is a perspicuous designator Afin the metalanguage. Had it occurred
to Carnap that much the same paradigm can be gsad adequacy-criterion for

factual truth, he would have realized at once k®atould define simple truth for

languages with descriptive signs, as his higheeworsiyntactic metalanguage
contained translations of all the expression ofdabject language.

At any event, the trouble with this procedure fefining analyticity, qua
logical truth, is that it does not neatly extendoato languages that contain
descriptive (non-logico-mathematical) constants] @nwas Carnap’s professed
aim to provide a general method of defining anaitgti and related notions of
contradictoriness or consequence also for desegipéinguages of science (e.g.
for physicalistic extensions of Language Il). Carsadefinition, if conceived of
as the definition of simple (non-analytical) truttan be easily extended to the
case wherfra means, say, “Chicago is a large city”™:

Fais true iff v@) (i.e. Chicago) belongs toW) (i.e. the set of large cities).
or
- Fais true iffFais not true.

However, if we conceive of it as the definition afalyticity, then the
guestion arises how to extend it to such casesese? Clearly, neither “Chicago
is a large city” nor its negation is analyticallpe by any remotely plausible
conception of analyticity. Carnap’s proposal wasixdhis by saying that in the
specific case of a descriptive senteA¢é\ is analytical just ifA* is analytical,

147 Carnap (1934, § 62b: 214).
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where A* is a sentence obtained by replacing all descaptionstants ofA
uniformly by variables of appropriate types andvernsally closing the matrix so
obtained with respect to each free variable intcedu This proposal is
technically all right, so far as it goes, and ish#s precursors in the logical
tradition in the idea that a logically true sentns true no matter how we
reinterpret its non-logical sings.

Nevertheless, recent discussions show that thealbvelausibility of
Carnap’s general approach to the problem of dejiranalyticity and logical
consequence stands and falls in last instance théhpossibility of drawing
some principled distinction between descriptive &wgical expression. Carnap
was aware that the crucial step towards the seat@fasolution of his problem
consists in distinguishing logical from descriptiv®n-logical) constants. In this
connection, he mentions the main difference betvid@nand Tarski, who urged
relativistic attitude to the distinction betweengial and non-logical
(desclaig)tive) signs and consequently between Ibégaelytical) and non-logical
truth:

“My conception of semantics starts from the basiemyin Tarski's
work, but differs from his conception by the shdrgtinction which
| draw between logical and non-logical constantsgd detween
logical and factual truth.” (Carnap 1962: 62)

Clearly the second distinction hinges on the fiGarnap spelled it out in the
following way:

“...the distinction between factual truth, deperidarpon the
contingency of facts, and logical truth, independeh facts and
dependent merely on meaning as determined by seralantles”
(Carnap 1942: xi)

But it is by no means clear whether Carnap’s waydistinguishing the two
classes of expressions in (1934) or in his lateitimgs can be deemed
satisfactory, although his proposals are quiter@sting in their own right*°

At any rate, one has the feeling that had Carneptified the problems
that we have just talked about, he would havezedlthat what he was in fact so
close to providing in (1934) was not a general metbf defining analytical truth,
but a general method of defining truth for a ranfjrmalized languages. Tarski,

18 1n (1936a) Tarski says that his classic definitaflogical consequence in terms of models
hinges on the possibility of drawing a more-or-lesgsonable distinction between logical
symbols (fixed) and non-logical symbols of sentsngenfixed — reinterpretable, that is,
replaceable by variables of appropriate orders lwhitay be assigned various values of
appropriate types in the form of various sequerafeentities satisfying resulting sentential
functions), while admitting that he has no clear-ciiterion. He suggests, in a liberal manner,
that different choices of sets of logical constantght yield extensionally different accounts of
logical consequences, the most extreme case béiag we take all expressions to be logical. In
between there are various less extreme and poss#glful choices: if our language contains
synonymous pairs such aschelor/unmarried mgnwe may take them to be fixed so that a
sentence of the forrA is an unmarried matogically follows from another sentence of thenfor

A is a bachelar

149Carnap (1935: 177-178) defines the class of logizatessions as the largest class of terms of
the language such that every sentence which centeily members of this class (and variables)
is determinately true or false on the basis oftthasformation rules of the language alone. Cf.
Awodey (2007) or Frost-Arnold (2006).
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on the other hand, was clear on the matter antedasut the agenda splendidly in
CTFL. Carnap’s perspectival change towards semamgibhods is first manifested
in a systematic way in hitntroduction to Semanti¢csbut the main problem
remains the same: to provide a plausible accountarwlytical truth and
consequence relation, this time, by exploiting anddifying techniques that
Tarski developed in combination with his own idé®sAccording to Carnap, the
study of historical languages used by linguistienowunities is an empirical,
descriptive study of systems of communication (abits, regularities or
conventions prevailing in linguistic communitiegjhereas the study of abstract
languages, qua semantical systems, is more an laimiovestigation of abstract
objects whose properties we are free to stiputh@ugh, possibly, with an eye to
fruitful comparisons with languages-in-use, sentahtsystems serving as their
formal models that abstract from certain featurietheirs in order to make other
aspects more perspicuous and easy to handle).stegtiished three fundamental
aspects of language: (1) speakers, (2) exprestiered by speakers, (3) things so
designated. Accordingly, there is a useful divisidrtheoretical labour within the
general semioticpragmaticsdeals with speaker-related aspestmanticswith
designation related aspects (abstracting from spspkand syntax with
expression-related aspects (abstracting both frpealers and designata).
Finally, he distinguishedlescriptivefrom pure semanticg¢and descriptive from
pure syntax): the first conducts empirical studyseimantical features of existing
(or historical) languages (particularly or genepallwhile the later is concerned
with “construction and analysis of semantical systé and “consists of

definitions”, being “...entirely analytic and withbfactual content™>?

What exactly did Carnap have in mind? He said dheg¢mantical system S
specifies an object-language L in the metalangultie by means of (A)
syntactic-formation rules (that specify what coustsa meaningful expression of
L) and (B) semantic-interpretation rules specifyitng truth-conditions for all
sentences of L, following Frege and Wittgensteihte Tractatug in claiming
that knowing the truth-conditions of a declaratsentence amounts (almost) to
knowing its meaning:

“By a semantical system (or interpreted system) wmelerstand
system of rules...of such a kind that the rulesmeine a truth
condition for every sentence of the object langudgethis way the
sentences are interpreted by the rules, i.e. mauerstandable
because to understand a sentence, to know whssested by it, the
same as to know under what conditions it wouldrbe.t (Ibid: xi).

We have to keep in mind that, at this point, Cardap not make any
particularly controversial claim, for he was catefiot to apply it to natural
languages (his historical languages in everyday. #se Tarski, he was initially
sceptical regarding the prospects of applying ideaktechniques that proved so
fruitful in studying formal or formalized languagédsectly to natural languages,
being a leading exponent of artificial languagegiedbesuited to serve specific
purposes of science than colloquial languages, wta@ not suffer from various
“defects” of natural languages and whose propeciesd be easily studied, being

%0 Though there is a clear account of it already i dontribution to the Encyclopaedia of
Unified Science (1939).

51 Carnap (1942: 8).

152 (1bid: 11-12).
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the creatures of our own. What truth conditions supposed to model in the
framework of pure semantics alegical meaningsof sentences, the semantic
value of a sub-sentential expression of a certgde tencapsulating its specific
contribution to truth-conditions of sentences comitay it, which, in turn, is
nothing less and nothing more (sic!) than whatltiggcal constants of the object
language are supposed to be sensitive to. As Cawap still more of an
extensionalist in this period (along with Tarskida®uine)® the logical
meanings were to be extensional in character.

In the style that reminds us of Tarski, Carnapinligtishes code-languages
that contain finitely many sentences and are capabtonveying only a limited
number of statements from languag&prachsystemecontaining an infinite
number of sentences. For a code-language it isipess give truth-conditions
for all its sentences (and so its truth definitidivectly by enumeration (list). For
code-languages whose sentences display (e.g. acsyogdicate) structure of
constituent parts it is also possible to specify thles of denotation for their
expressions (typically: for names and predicatesyl dhen introduce a
compositional rule to the effect that a sentenagesisting of a predicate followed
by a name is true just in case the denotation ®fitime (an individual) has the
denotation of the predicate (a property). The twocedures are extensionally
equivalent, though the second is more illuminatiog the logico-semantic
structure of L (note the analogy with semanticalby-illuminating Tarski’s truth-
definitions for finite languages and semanticallyren illuminating recursive
definitions). On the other hand, in case of nonec@hguages only the second
semantic method is possible - one involving varicerursive rules - depending
on the complexity of L - specifying truth condit®mf compound sentences in
terms of truth- or denotation-conditions of themnediate component parts.

Let us consider Carnap’s own example (1942: 32)difieal to cover
guantified sentences (S is a semantical system firstt describes and then
interprets an object-language L in the metalangige We shall consider the
object language L, whose lexicon consists of akstoicindividual variables
(metavariablev) ‘x¢’,...,’%,, two individual constants (metavariabi@) ‘a’, ‘b,
two predicate constants (metavariat®e):'P’, ‘ Q’, and the logical signs ‘=',V’,
‘0 (all having their usual interpretations that remdixed across various
semantical interpretations of L in different senizaltsystems).

I Rules of formation:

A sentence of L is an expression of the formRg)n):*>* or (b)-A;
or (c) Av B, or (d) OviA.

Il Rules of designation:
(a) ‘@’ designates Chicago;

(b) ‘b’ designates New York;

133 The matter is actually much more complex thardldate, because already during this period
Carnap defended an intensional definition of amgtytagainst Tarski‘'s and Quine’s extensional
proposals. See the extensive discussion in Frasti4n2006).

34 |n place of a) we could simply list all the atonsientences of L — there being only four of
them.
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(c) ‘P’ designates the property of being large;
(d) ‘Q’ designates the property of having a harbgur.

[l Rules of truth: a sentencsof L is true (inS) iff one of the following
conditions is satisfied

(a) s is of the formPr(in) and the object designated by has the
property designated Br;

(b) sis of the form-B, andB is not true;
(c) sis of the formA v B, and at leasA is true orB is true;

(d) sis of the fornilyv; A and every substitution-instanéén/v;) of A
is true.

In a nutshell, this is the basis of Carnap’s semmanethod from (1942),
and essentially the same ideas inform alsoMesining and Necessii1956),
except that the focus shifts to modal languages @arnap argued, require the
method of intension that would complement the methibextension developed
in 1942 (roughly speaking: extensions being relzd@ to descriptions of
possible states). One may complain that the accsunot satisfactory on the
ground that quantifiers are interpreted substihgily, which method gives
correct results only when applied to a languagehha a name for every object
in its universe. Actually, Carnap’s account does$ swaffer from this defect
(much the same can be said of his account of acallyiruth given in 1934,
which has been often criticised on this count)¢cesihe explicitly mentions that
the range of names replacing variables is not nedfto the names of the object
language, but is to be extended so as to covendilliduals in the universe of
discourse. The effect of this move is the samd, @se talked directly of objects
satisfying formulas. Granted, for a language withom-denumerable universe
the procedure does not work (or at least not gitiigvardly). But Carnap was
prepared to talk directly of objects satisfyingnimlas.

In many respects, Carnap’s semantics is argualgyedecessor of the
modern model-theoretic approach, according to wilichuninterpreted formal
language L (typically, 1st order) can be variousigrpreted and re-interpreted
in admissible L-structures. Indeedl(of L) is true in an well be read a& (of
L) is true under the interpretation ®r: A, as interpreted in S, is tryeS being
specified via the semantical rules of denotatiod ath such as (1) and (llI).
Different such rules yield different interpretat®oof L - in Carnap’s parlance,
different semantical systems or even different leggs, since he tends to
individuate languages semantically, so that L,rasrpreted in S, is a different
language than L, as interpreted in S*, provided $hand S* differ in their rules
of designation. Note that what remains invariambsg different interpretations

135 Like Tarski, Carnap also formulates explicit vers of (I-Il1); for designation, for instance,
we have this:

(For every namen and objecto): n designate® (in S) iff () n = “a” and o =
Chicago, or (bn = “b” and o = New York, or (c)n = “P” ando = the property of
being large, or (dj) = “Q” and o = the property of having a harbour.
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(semantical systems) of L are compositional rulesrgh that implicitly take
care of the logical part of L (truth-functional sptors and quantifiers), which
feature has an obvious parallel in the model thezince different set-theoretical
interpretations of the 1srrder L differ only in what they assign to non-lcgi
primitives of L’s signature, but agree in their ilcg part, whose interpretations
remain fixed across them.

This approach influenced the model theoretic apgrda semantics in
one crucial respect. As opposed to Tarski’'s approsc CTFL, Carnap’s
approach makes use of the notion of wminterpreted non-logical constant
(individual or predicate), for which various integpations are considered in the
form of various semantical systems. We shall se¢ Tlarski was reluctant to
make a systematic use of this idea until the |18#0%, and it could have been be
precisely this aspect that Carnap wanted to swbesn saying that he wanted to
draw a sharp line:

.-..0etween semantical systems as interpreted Eygsystems and
purely formal, uninterpreted calculi...” (Carnapd29vii),

adding, in the same breath, that
“...for Tarski there seems to be no sharp demancatibid: vii).

Both uninterpreted languages and calculi framedthem have the
category of uninterpreted non-logical constantsdiginguished from logical
constants with fixed interpretations on the onedhamd individual variables on
the other hand®® Now, as a remark on Tarski, this sounds initiglizzling, as
Tarski put a very strong emphasis on the differdmegveen formal languages
lacking any interpretation and formalized languagesmeaningful, fully
interpreted formalisms. What Carnap could have indnis that Tarski did not
work with uninterpreted languages, whose non-ldgicanstants can be
variously interpreted via assigning them differeatues in different semantical
systems. Second, Tarski did not care much to disish languages (interpreted
or interpreted) from deductive theories (calculignied in them. For him,
formalized language is a language of a certain clegudiscipline (calculus of
classes, arithmetic, elementary geometry, etcoraingly, his specification of
the object language in the metalanguage involvdsjusi the syntax in the
narrow sense (Carnap’s formation rules) but a dedusystem as well (axioms
plus Carnap’s transformation rules). Carnap, on dhbeer hand, thought of
semantical systems as ways of fixing interpretatiqas specified by the
semantical rules) for uninterpreted object-langsa@s specified by formation
rules). Via a semantical system S of L also antenmeted deductive calculus C
framed in L can be interpreted in the following sen

S provides an interpretation of C iff S assigns &énrecursive
manner) a criterion of truth to each sentence ¢fh@t is: a Tarski-
type biconditional satisfying Carnap’s variant afrvention T).

or indeed, C can be given a true (sound) interpogteby S in the following

156 Kemeny (1949), in one of the first standard matiebretic accounts, explicitly appeals to
Carnap’s ideas, though their accounts differ inatersignificant respects.
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sense.

S provides a true interpretation of C iff all C-tihems (axioms of C
plus their consequences obtained from the axiomsrdpeated
applications of transformation rules) are true seo¢s of S.

This corresponds to the notion of soundness ofdac®e system with respect
to an intended interpretation (such as soundnesBAofunder the standard
interpretation).

Finally, what Carnap had to say about L-truth et th sentence of S is L-
true just in case it is true in virtue of the setiwal rules of S alone — its truth-
value being determined by such rules alone. Whanhéant by this was that a
sentence of S is L-true in virtue of the recurgjgempositional) rules of truth
supposed to implicitly fix the meanings of logicalonstants, hence
independently of the interpretations that the roliedenotation assign to its non-
logical constant$>’ In the Encyclopaedia entry he says:

“We call a sentence of semantical system S (lolyi¢ale or) L-true
if it is true in such a way that the semanticabsubf S suffice for
establishing its truth. If a sentence is eitheruetor L-false, it is
called L-determinate, otherwise (L-indeterminatg factual. (The
terms L-true, L-false, and factual correspond t® trms analytic,
contradictory, and synthetic, as they are used redittonal
terminology.” (Carnap 1938: 155)

In the Logical Semantic€arnap refines this account by saying that
sentence of S is L-true iff it is true in everytestaf affairs in Swhere a state of
affairs in S is given by a complete assignment-pf&licates to the individuals
of the universe of S (the universe being specifigd special semantical rule of
values that stipulates what the variables range ové&) so that each-place
predicate is to be assigned a set of ordarrgples of individuals of the universe
of S*® In slightly different words, a state of affairs determined by any
complete assignment of truth-values to atomic se@® representing a possible
world in roughly the sense that Carnap read offmfraNittgenstein’s
Tractatus™ This, of course, is not a matter of logic or setitan but a purely
empirical matter of facts (at least when we workhwdescriptive languages).
Carnap also modified his earlier statement to tifecethat L-truth is truth in
virtue of the meanings “of logical sings alone” (uirtue of the recursive
semantical rules alone), saying that L-truth ightrun virtue of the meanings of

37 On the basis of his previous definition of L-trutlh S as a sentence true in all state
descriptions in S, Carnap defined an L-true inttigtion of C as follows:

S provides an L-true interpretation of C iff alettheorems of C are L-true sentences of
S.
138 Carnap is thus able to define synonymous expressis those as those that have the same
extension in all states of affairs (two sentenceisdp synonymous iff they have the same truth
value in all states of affairs).
%9 Indeed, already in this period, Carnap thoughtpadperties assigned to predicates as
essentially intensional entities: something thaedrined different extensions in different states
of affairs. For a good discussion see Frost-AriiaiD4).
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“all sings” (and of nothing else), because he wisteeaccount also for apparent
analyticity of non-logical sentences such as “Eveaghelor is unmarried” and
the like. Accordingly, if the language under comsation contains pairs of
logically dependent predicates such as “bachelod @&nmarried”, Carnap
places some extra-constraints on assignments dicates to individuals, if they
are to determine states of affairs: an assignménthe predicates to the
individuals that determines a genuine state ofiraffaust assign to the predicate
“bachelor” the class of individuals that is incladie the class assigned by it to
the predicate “unmarried”.

Plausible as these explanations may at first apfiea compositional
rules of truth are supposed to be general — béiegame for various semantical
systems in which L might be interpreted), thereteu@ serious problems with it.
First, despite his proclamations, Carnap faileghimvide a principled criterion
for distinguishing logical from non-logical constanHe was subjected to a
vigorous critique from Tarski and Quine, who disats with him the topic
intensely in the early 1940%° Furthermore, since his semantics anticipated the
model-theoretic approach in that it allowed forigas (re)interpretations of a
language L in different semantical systems, oneldvoaturally expect Carnap
to define logico-analytical truth as truth in evesemantical system S
appropriate to L, which would eventually amountriach the same as truth in
every structure (appropriate to L). Yet, Carnaptxzaant allows only for
reinterpretations (via uniform replacements) of 4mgical constants of a
sentence within a single semantical system S usthixed domain (specified by
the rule of values), whereas the model-theoreticoawct of logical truth
(validity) requires truth under all interpretationghere interpretations
(structures) have different domaitfs Awodey correctly says in this connection:

“In order to determine logical truth (what we nowllclogical

validity), it does not suffice, in general, simptp substitute
different constant symbols and check the resultainsingle
interpretation. Instead, the idea that the truthadbgically true
sentence is independent of the interpretation ®fnibn-logical
symbols is captured, from a modern point of viewcbnsidering
the range of all possible interpretations of thegebols over all
possible domains of quantification. It is only thtieat we can
show, for example, that every semantic consequehee logical

truth is itself a logical truth, thereby ensurirmat logical truth is
empirically empty. In the “model-theoretic” termkrmodern logic,
what is required is the difference between truth particular mode
and truth in all models.” (Awodey 2007: 237-38).

Carnap was close to the modern model-theoretioustcof relative
truth and of semantic validity, but he did not ®ext in formulating it. If the
analysis that | have offered is on the right trdekwas surely right to emphasize
the differences between him and Tarski. (1) Tad#kinot conceive of language-
relative semantic definitions as interpreting amhdrito uninterpreted object
language; (2) Tarski's truth definitions presupmbdbat expressions of an

180 An amazing material about these sessions is aw@dan Frost-Arnold’s (2006).

181 Carnap was aware of this inadequacy and in thené®e on the p. 85 of (1942) he makes
some suggestions how to give a more plausible atdbat uses the notion of logical necessity.
The idea is developed in more detail in (1956)athtin all possible state-descriptions.
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object-language are meaningful, their meaningscoeaptured in their (correct)
metalinguistic translations, with which the definit-giver (or evaluator) is
supposed to be familiar in advance so that he @ this knowledge in
constructing the materially adequate truth defamt(or evaluating its material
adequacy). With purely stipulative definitions aCQarnap, on the other hand,
there is nothing to care about, since there is notecadent
meaning/interpretation to be preserved by semdmtites. The interpretations
are simply stipulated via such semantical rulesrn@a calls such rules
“definitions” or “analytical”, but only in the seasf being “stipulative” or “non-
factual”, and not in the Kant-Frege's sense, adogrdo which analytical
definitions capture the meaning of expressionsadlyan use. Carnap distances
himself from this notion of analytical definitionh@n he says that stipulative
semantical rules cannot be confirmed or disconfirimelight of the facts about
usage — be it actual or historical.

In this section | have attempted to shawter alia, that Carnap’s
semantic method has important points of contadt Wérski's view of semantics
but also that it differs in several important regpe which we should keep in
mind. Too often the two conceptions have been smduor each other in the
literature. We shall see that these differencey placertain role when we
consider the so-called modal objection levellediregiaTarski’'s conception of
truth by Hilary Putnam and others (and related eptions
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[5]

Relative Truth

5.1  Model theory: interpretations and uninterpretedlanguages

In the preceding chapter | attempted to persuaeedhder that one of the chief
logical aims that Tarski’'s semantic conceptionratht was aimed to achieve was
to show that meta-mathematics, as theory of trlugoitetic (semantic) and proof-
theoretic (syntactic) properties of formalized detdee theories and their relations
can be practised in a mathematically precise sgihits appeared as a valuable
approach, since by providing analyses (explicajiarisbasic metamathematical
notions of the semantic origin within the mathewealtiramework of the general
set theory he hoped (1) to attract the interest nohthematicians to
metamathematics, (2) to give assurance of consigtefi semantic methods in
metatheorizing, and (3) to effect kind of rehahtiibn of semantic notiongs-a-
vis philosophical worries that were then current (tras a metaphysically loaded
hence discredited idea incompatible with naturédreme, etc.). | have discussed
the merits and demerits of these reasons in cooneetith an alternative
approach represented by truth-axiomatizations,ngamade some critical points
concerning (2) and (3). What remained intact wastteta-mathematical power
of Tarski's method of truth definition for properhggimented and interpreted
object-languages in logically stronger metatheonesich, due to its recursive
character, entails elementary yet important geizatadns involving the notion of
truth (e.g. that a conjunction is true just in c#seconjuncts are true; that of a
sentence and its negation exactly one is true aedi® not true, and the like).
Only on such a basis, Tarski repeatedly stressasic bmetatheorems can be
precisely stated and proved about consistency,dswas or completeness of T.

But Tarski’s contribution to semantics is by neans exhausted by his
theory of absolute truth. Together with his cirofestudents and collaborators he
played a major role in the boom of model theorythe 1950-60s, which is
nowadays a firmly established mathematical diseglivith many interesting
applications in algebra, analysis, geometry or g It is often callech theory
of definability one of its chief concerns being that of delingtiolasses of
mathematical systems obeying axioms of formal tiespand studying relations
between axioms (qua laws of a sort) and systemgirapehem (qua models or
realizations of the laws). Tarski saw the naturenotlel theory as follows:

“l should like to point out a new direction of metathematical
research —the study of the relations between modelformal
systems and the syntactical properties of theseersgs (in other
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words the semantics of formal systems). The problstmdied in this
domain are of the following character: Knowing tbamal structure
of an axiom system, what can we say about the mttieal
properties of the models of this system; conversgilyen a class of
models having certain mathematical properties, wdzat we say
about the formal structure of postulate systemsniens of which
we can define this class of models.” (Tarski 1982420)

Other theorists prefer saying that they are corexkr directly with
mathematical structures, approaching and studyegntthrough statements of
formal languages that hold in them. However ondepseto characterize model
theory, at bottom, it is founded on the “relativedtion ofa sentence being true in
a structure(conversely:a structure being a model of the sentgne@ad, more
generally, on the notion @& formula being satisfied in a structure by a sewge
of individuals from the domain of the structurf@recise definitions of these
model-theoretic notions were provided by Tarski #m&ly are natural extensions,
with appropriate modifications, of his method okalute truth definition. Or so,
at least, it is commonly believed. That view, hnthiis right, as far as it goes. But
the story is actually more complicated that it ni@sinuate. First, it took Tarski
almost two decades since he had finished CTFL tetifinally came to adopt a
full-blooded model-theoretic account of satisfagfitruth and the related notions
of model and logical consequence. Second, one dhmatl forget that the ideas
were long in the air, so that no single author barsafely identified athe man
who defined truth and satisfaction in a structtineugh Tarski would have been
the best candidate, had such a person existed.

| shall consider the model-theoretic method dinikeon of relative truth
in all formal details in the next section. Let mewnexplain, in a less formal
manner, how the relative notion of truth in a stuoe differs from the absolute
notion of truth. Imagine that L is a language of Hort that Tarski considered in
the main body of CTFL, except that all save itsdafjconstants are stripped off
their interpretations. L is thus not fully interped; rather, it is uninterpreted,
albeit not fully, since its logical constants haveed interpretations.
Consequently, L is to be definitely distinguishewni Tarski’'s formalized
languages:

“[...] we are not interested here in ‘formal’ larages and sciences
in one special sense of the word ‘formal’, nameadieisces to the
signs and expressions of which no meaning is athchor such
sciences the problem here discussed has no relevamcnot even
meaningful. We shall always ascribe quite conceeid, for us,
intelligible meanings to the signs which occur lwe tanguages we
shall consider.” (Tarski 1935: 166—67)

The problem referred to by Tarski is that of gia satisfactory definition
(or theory) of truth for sentences, and he maistéiat any attempt to define truth
is sensible only for sentences of a given languaaeng definite meanings -
hence the need to relativize the truth definitioratgiven formalized language so
as to rule out any indefiniteness (including amlhigucontext-sensitivity or
vagueness, which features are absent from a pyopedimented scientific
language). Unfortunately, the passage is not unguobis. Did he want to say “all
the signs and expressions” or, more qualifiedly| e non-logical sings and
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expressions™? The difference matters, becausetbaliater reading is compatible
with the standard account of uninterpreted langsiaBe that as it may, Tarski
evidently thought that when it comes to definehr(gimpliciter), uninterpreted
formal languages are out of place: lacking defimteanings, their sentences
cannot be evaluated with respect to their trutfalsity.

Admittedly, we cannot define what it means for lasentence to be true
simpliciter, but we can at least make precise a somewhatdeid¢a. What does a
formalized language of Tarski-type talk about? Bwmesbly, about entities
belonging to a certain domain (e.g. natural nunmh&sentences expressing that
such entities possess (or not) such-and-such prepdiexpressed by 1-place
predicates) or bear (or not) such-and-such relattorone another (expressed by
n-place predicates, for > 1), eventually quantifying over the domain in arte
express possession (or not) of such-and-such grepeanr relations by all/some
elements of the domain. If so, what is to prevenfrom conceiving of various
interpretations of an uninterpreted L, which woualdke L to talk about a given
domain of entities, L's sentences expressing tipeaperties or relations via
guantifiers, terms om-place predicates? And if L is an uninterpreted but
interpretable language, we can ask what it woltd far a sentenca of L to be
true relative to this or that conceivable interptiein of it. We know that if L is a
fully interpreted formalized language, the methdalosolute truth-definition can
be applied, defining what it means for a senterfce to be plain true, based on
the recursive characterization of what it meansafgentential function of L to be
satisfied by a sequenseof elements from the domain of entities that Lkgal
about. Tarski idea was that when L is a formal legyg, then the method of
definition of relative truthapplies, defining what it means for a sentefA@# L to
be true in a structurkl, the definition being based on the recursive ded@iniof
what it means for a formulg to be satisfied ilM by a sequencs of elements
from the domain of.*®2

5.2  Structure: the idea ofinterpretation made precise

L-structure as this notion is understood in model theorydésigned to make
precise the informal idea of an admissible intagiren of sentences of the formal
language L, relative to which truth of L-sententedetermined. Accordingly, an
L-structure is given once a non-empty set is spetiés its domain and certain
labelled individualsp-place functions and-place relations on that set. % is a
structure and T a theory framed in L, the questitrether T-axioms hold ifR
arises only ifR is an L-structure, that is, a structure in whichdn be interpreted
so that its sentences are divided into those tr& and those not true #8. Once
the primitive non-logical constants are reckonedb&sic syntactic categories,
each constant is interpreted by assigning it exactle set-theoretical entity
appropriate to its category and defined over themalo assigned to L-quantifiers.
Moreover, the assignments are to be such thatoaperation with the fixed
interpretations of the logical constants, they isaffto fix truth-values of L-
sentences. The rationale for this approach is .clHa@ questions that logicians
want to have answered are of the sort: given areatof such-and-such a form -
e.g. Ox(Fx — GX — and the interpretations of the universal gdientand the

182 5ee Tarski and Vaught (1956).
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conditional, what information is it necessary aaffisient for an interpretation to
supply in order to determine its truth-value? Thikea is that admissible
interpretations of non-logical constants of L erstdate so much and only so
much information as is needed to determine thénivatues of L-sentences, in
accordance with the interpretations of the logamaistants. Thus, for instance, the
guantifier is sensitive only to extensions of poadges in its domain. The idea of
thelogical meaningor semantic valueof a non-logical constant C is the idea of
a truth-relevant feature possessed by C of L, tmwhvkolely the logical constants
of L are sensitive, which operate on non-logicapressions of C's type. An
interpretation of L is then a systematic assignnoérguch truth-relevant features
to primitive non-logical constants.

Since Aristotle logicians sought to delimit theasd of valid inference
schemata, whose instances never combine true mentisie with false
conclusion. The idea was that all particular infees falling under such a schema
preserve truth in virtue of their form alone, th@nh being represented by the
schema. Bolzano elaborated on this idea by hisustoof logical truth without
the detour through schemata: the sentehdg logically true just in case every
sentence is true, which is obtained fréuoby uniformly replacing all except its
logical expressions by others of appropriate tyfésThat B follows from
sentenceg\y,.. A, can in turn be accounted for as a special categafal truth of
the conditional: ‘IfA,,...A, thenB'.*** Bolzano could as well start with defining
logical consequence first (without the detour tlglowschemata), then defining
logical truth as a limiting case of logical consence from the empty set of
premises. Bolzano’s account is thus based on sufstis, but these are
performed directly on sentences with respect tar theriable expressions. The
effect, though, is much the same. Now, the modebtitic idea of an
interpretation of a formal sentence in an abss#acicture also aims to capture the
truth relevant features of substitution-instancek gSchemata or sentences). Its
comparative advantage is that it does not stand falhdwith the expressive
richness of a language under consideration — drbijaof a name for each
element of the domain - which problem may becomewse for substitutional
accounts. Moreover, even though there is a streictor every true instance,
structures are more manageable than instancespserti@ang the truth-relevant
features of instances that may well be shared grakinstances. Thus one row
in the truth-table for a truth-functionally compalurfiormula F represents the
dependence of its truth-value on one possibleibligton of truth-values to its
components, encapsulating in this way the trutewaait features of any of an
indefinite number of particular instances Bf whose components have so
distributed truth-values.

Let me now explain the seminal ideas of model pheon the
paradigmatic case of a 1st-order language L cantaia stock of logical signs

13 More precisely, Bolzano talked not about sentencbsa natural language but about
propositions Séatz an sicland their variable and non-variable (fixed) comgratrrepresentations
(ideas) —Vorstellungen an sichA universally valid proposition is such that, at@le to the
selected set of its variable component-represemistievery proposition obtained by replacing
the variable representations by other appropriaf@esentations is true. Logically analytic
sentences are a special case, where the selettefl \s&riable representations contains all its
non-logical representations. Vigolzano (1837).

164 Alternatively, as logical truth of the sententigis not the case that,4and ...and Aand not

B.
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having fixed interpretations, typically, [} [0, -, [0, —, =}, together with an
infinite (but denumerable) number of individual iadles §; ,..., X ,....2.*%° In
addition, L has parametric expressions having xedfiogical meanings:

a) denumerable (possibly empty) set of individuahstantsés, ¢, ...,
Cry---};

b) denumerable (possibly empty) setneblace predicates'Ps, 'Ps,...,
2 2 n n .
P1,Pa,..., P1, Py,...};

c) denumerable (possibly empty) set of individuahstants¢; ,..., Gy
...}, n-place function symbols'{y, *f,,.... %1 , %f,..., "f1, "fa,...},

Superscripts indicate the number of places thatedigate or function symbol
carries with it. Quantifiers are usually includedtihe logical basis, but they are
parametric in character, sincelX is to be read as: “for all elements of (the
domain) U”, U being not fixed once and for all, hase different set-theoretic
interpretations of L in different L-structures kgim different values for U. This
proves quite important when it comes to define gheperties of logical truth,
consequence and semantic consistency (satisfigbilit

In logic one is not interested so much in any ipakdr 1st-order
language, but rather in a whole range of 1lst-oldeguages of the same
structure: namely with the same logical basis amsldocategories of parametric
expressions, though possibly differing in what jgatar individual constants (if
any), predicates (if any), or function symbols dify) fall in these categories.
That is to say, they possibly differ in thedsignature This feature makes it
possible to provide a fairly general account ofidagproperties for an arbitrary
language of the type specified above. The expwosito follow is meant to
adhere to this practice. | first give a general etdbeoretic account of 1st-order
languages of a certain standard type with the diefins of satisfaction and truth
under an interpretation i®®. Similarly as L, alsdR® can be conceived of as a
variable ranging over structures appropriate tguages over which L ranges.
Later on | will show how to apply this general frawork to the particular case
of a given formal language L(PA) and a given suitet(N) and | shall discuss
its relation to the absolute method of truth deéiom.

The idea of an interpretation of a 1st-order Lam L-structureR is
formally implemented by assigning:

a) a non-empty set U to the quantifiers of L — U berajled the
domain (or universe) GR,

and extensions of appropriate sorts — set-theatetintities on U - to other
parameters:

b) an element® [0 U to each individual constant

1% The set of primitive logical expressions of L mag narrower or wider, depending on what
logical basis we choose (other logical expressimay then be defined in terms of primitive
ones), and whether we reckon to the logical bamsidentity-symbol. If yes, then we have the
1st-order language with identity, if, no, it is at-brder language without identity, though the
identity-symbol may be included in the set of nogital constants).
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c) for everyn > 1, an n-place relationP® O U"to eachn-place
predicateP,

d) for everyn = 1, ann-place operatiorf*: U" —U, to eachn-place
function symbof.

In effect, this is a set-theoretic interpretatiohL in R that can be
represented as an ordered pai, I), | being an interpretation-function that
accomplishes the same job as our informal accdomtea The same effect can
be achieved in a different way. Let us first ordkémon-logical constants of L in
a sequence with no repeating terms (the supertsdngicate the number of
places):

< C1, C2,...,1P1, le,...,nP]_, an,...,lf]_, lfz,...,nf]_, nfz,...,>.

Second, let us imagine a sequence of set-thedretitities over some fixed and
non-empty U (with no repeating terms, again)

< Clm) szl"')lplml lpzml"'lnplm) npzml"')]-rlm) 1f2ml"'lnflm) nfzm)"'l>)

the sequence being such that each item occurring egrtain place in this
sequence is appropriate to the logical charactethefterm occurring at the
corresponding place in the first sequence: i.é i§ an individual constant;,
thenc % is an individual of U, if it is a-place predicatépP;, then"P;% O U", and
so on). The idea is put concisely in the followpassagée®®

“We assume that all the non-logical constants afmffalized theory]
T have been arranged in a (finite or infinite) samee <o,...Ch,...>,
without repeating terms. We consider systéinsormed by a non-
empty set U and by a sequenc&ps., C,...> of certain
mathematical entities, with the same number of $eras the
sequence of non-logical constants. The mathematetailre of each
Cn depends on the logical character of the correspgndonstant
Cn. Thus, ifC, is a unary predicate, théDy is a subset of U; more
generally, ifC, is anm-ary predicate, the@, is an m-ary relation the
field of which is a subset of U. &, is anm-ary operation symbol,
C, is anmary operation (function of m arguments) definecerov
arbitrary orderedntuples «q,...,%> of elements of U and assuming
elements of U as values. If, finall§, is an individual constang, is
simply an element of U. Such a system (sequefice)<U, C,,...,
Cn,...> Is called a possible realization or simphealization of T; the
set U is called the universe 8f.” (Tarski et al 1953: 8)

By appropriately ordering L’s non-logical constaatsd set-theoretical entities
over U, we obtain a unique correlation betweentémms of the first sequence
and the terms of the second sequence

1% The only difference is that above | have optedtliernotation more usual today, while Tarski
et al differentiate linguistic symbols from set-theoratiobjects by using the bold Latin for the
first and normal Latin for the second, and do ne¢ different types of letter to differentiate
different types of non-logical symbols in the sityma of L.
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< Cll CZJ LI | Pl) P2) ey fl) f2) "'>
v v v v v v
<Clm) sz) ey nPlgRl ans;Rl "')nflml nfzm) "'>l

which effects a set-theoretical interpretation ahlthe structure
<U| Clml C2€Rl vy nplml nPZm, '-'lnflm) anER, '-'>'

In this way, Tarski et al specified an interpratatfor the language without ever
using the very (semantic) notion of interpretation!

53 Satisfaction and truth in a structure.

Having the background in place, we can explain Hmwelative notions of truth
and satisfaction are defined. For this purpose ovesider a standard first-order
language (L) with the following logical basid1{ ~ ; [J; =}, similar in its
structure to the simple quantificational languagke e&xcept that L is lexically
and syntactically more complex, containing a demaivle (possibly empty)
stock of: individual constantsi-place predicates anuplace functors (fon >
1). Instead of sentential functions of an interpdelanguage, we shall speak of
formulas of an uninterpreted L. Addition of newilesd categories of non-logical
constants requires us to formulate the syntax @nkew so as to characterize
recursively the sets of L-terms and L-formulas. Wio#dows is a quite standard
recipe:

tis a term of Liff t belongs to the smallest set such that:

(a) every variable is a term; (b) every individeahstant is a term;
(c) every expression of the fordgity,...,t) is a term, ifty,....,t, are
terms and is ann—place function symbol.

f is an atomic formula of Liff f belongs to the smallest set such that:

(a) every expression of the fortrtk is an atomic formula, if and
tx are

terms; (b)every expression of the form R(t;,...,t;)) is an atomic

formula,

if t1,...,1,. are terms an® is ann—place predicate.

fis a formula of L iff f belongs to the smallest set such that:

(a) every atomic formula is a formula; (eyery expression of the
form = Ais a formula, ifA is a formula; (c) every expression of the
form ACB is a formula if A and B are both formulas; (dgvery
expression of the formlyv; A is a formula, ifA is a formula and is a
positive integer
The variable v, is free in the formula A iff one of the following conditions
is satisfied:

(a) Ais an atomic formula and occurs inA as a term; (bA is of the
form -B, for a formulaB, andy; is free inB; (c) A is of the form
BLIC, for some formula8 andC, andy; is free inB orv; is free inC;
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(d) Ais of the formvB, for a formulaB and positive integdt, and
i #k, andv; us free irB.

Sis a sentence of liff
Sis a formula of L that contains no free variables.

Having the syntax of L in place, we can define thedel-theoretic
semantics for L. Our previous truth-definition fguantificational language shall
guide us, but we should now define not just sattgfa-conditions of (simple and
complex) sentential functions w.r.t. an infinitegqaences of objects, but, rather,
satisfaction-conditions of formulas of L, as inteed in the model-structutg,
w.r.t. infinite sequences of individuals frdi(belonging to U). The two kinds of
definitions are quite similar in that both proceled recursion on the logical
complexity of formulas and sentential functionspexgively. We need to define
recursively also the notion of denotation. And, tbe sake of uniformity, this
definition will be relativized to sequences as well

The denotation (value) ofa term t in R with respect to the infinite
sequences— shortly:D(t)ss - is defined recursively as follow§’

a) D(t)ws=s if tis thei-th variable
b) D()rs=cTif t=c;

c) D(t)rs = &(D(t) %s,....D(tn) %s) if t is of the form{(ty,....t),
wherety,.., t,are terms.

Satisfaction of a formulaf in ® w.r.t. s — shortly: R f - is defined
recursively as follows:

a) If f is of the formti=ty, wheret;, tyare terms:
R Esti=tc iff D(t) ns = D(t) ns
b) If f is of the formP(ty,...,t,), wherety, t,are terms:
R EsP(ts,...t) iff (D(t1) ss,-., D(tn) me) O P®
c) If fis of the form— A, whereA is a formula:
R Es-A iff itis not the case that fsA
d) If fis of the formA OB, whereA andB are formulas:

REAOB iff REAandR kB

87 Instead ofdenotationfor terms of L an assignment functisti is sometimes recursively
defined, the idea being that while variables amtividual constants of L are assigned values by
sand®R respectivelys* extendss andR also to complex terms of L (cf. Mendelson (199T)He
effect is the same; in fact, B is the same function &s.
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e) If fis of the formOwA, whereA is a formula andk a positive
integer:

R EsOVA iff R s A, for everyk-variants* of s.
Truth of a sentenceA in R - shortly: R k A - is defined directly as follows:

A is true InR iff Ais a sentence of L ard |=S A, for everysin
m.168

Once we have this model-theoretic relative defnitof truth in place, we can
define various model-theoretic notions, includiig tclassic notion ofogical
consequence

Satisfiability and unsatisfiability in R:

* A formulaA (of L) is satisfiable iR iff there is a sequencein R
such thaf® ks A; otherwiseA is unsatisfiable ifR.

* A theory T of formulas (of L) is satisfiable iR iff there is a
sequencs in R such thath |=S A, for each formula belonging toT;
otherwiseT is unsatisfiable ifR.

Model
* Ris a model of a sentenée(of L) iff R |=A.

* R is a model of a theory of sentences (of L) ifiR |= A, for each
sentencé belonging tor.

Satisfiability (semantic consistency
 Aformula A (of L) is satisfiable iff there is a structus® (of L) in
which A is satisfiable.

* A sentenceA (of L) is satisfiable iff there is a structuRe(of L) that
is a model oA

» TheoryT of formulas (of L) is satisfiable iff there is tusctureR (of
L) in which T is satisfiable.

* TheoryT of sentences (of L) is satisfiable iff there isteuctureR
(of L) that is a model of.
Validity (semantic)
* FormulaA (of L) is valid iff for every structur& (of L) and every
sequencsin R it holds thatk | A.

» SentenceéA (of L) is valid iff every structur& (of L) is a model of
A.

188 1n case of the absolute definition of truth, we egually say that:
Ais true inR (R E A) iff Ais a sentence of L aridl s A, for somes in R.
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Consequence (semantic)

« FormulaA (of L) is a logical consequence of a set of forasdl iff
for every structuré® and every sequencain R it holds: if R |=S B,
for every formuleB in T, then® s A

» Sentence (of L) is a logical consequence of a set of sergsi iff
every structuré (of L) that is a model of is a model oAA.

The definition ofR |= A in terms ofD(t)zs andR }=sf is very much in
the spirit of Tarski's absolute truth-definitiortsgcause it uses recursion on the
complexity of formulas, making use of infinite segees (alternatively:
assignment functions), and becausmathematizesemantics. Both satisfaction
and denotation conditions of formulas and termgeetvely reduce in last
instance to interpretations of L-primitivesSihplus assignments of values to free
variables. Both interpretations and assignments@mstrued or modelled as sets
of order pairs: i.e. functions whose domains ardage sets of expressions
(variables, individual constants, 1-place predisaten-place predicates) and
whose co-domains are certain sets of appropridattheeretical objects defined
over U. In this sense, then, both interpretatioms$ @assignments (valuations) are
rendered purely mathematical, being set-theoretrcaharacter. Recall that in
the truth-definition for an interpreted languageréhis a non-semantic pairing
between variables ordered in the sequefge.., X,,.., and terms of the
sequenceés,..., .., achieved simply via correlating their numericaleres,

(X1y X250y Xty
vV Vv v
(S, Dyeer Snees)

Now, an interpretation of an uninterpreted L in edel-structurér
(Co,...Cny--9)
vV Vv
(CoyeeeChiyees)

seems to be a similar business: pairing of norchdgiconstants of an

uninterpreted L and items of the structiRe(namely set-theoretical entities
defined over the domain U &). This is the vital point behind the claims to the
effect that Tarski showed how to interpret semantit set-theory, as Gddel

showed how to interpret syntax (broadly construedarithmetic. It does not

follow from this, in my opinion, that semantic asgntactic phenomena are
mathematical in nature. It only follows that we cgpproach them — to some
extent - by using rigorous mathematical methods.

5.4 The framework applied: truth in the standard malel of L(PA)

The definition offered above is intentionally sclegim so as to cover a wide
range of 1st-order languages with the same streicturd their interpretations in
suitable structures. Truth has been defined, inag, vior a variabléR. One
consequence of this is that we can no longer applyadequacy criterion spelled
out in Convention T. But, once particular choices made for L andR it is
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possible to define the notion of true sentencab@pecific language relative to
the specific structure in such a way that we carniveefrom the definition
analogues of the material-adequacy conditionslieokte truth of the form:

REA(n L) iff p

whereA is a sentence of L and what replaces ‘p’ at thktrside is a sentence of
ML that says the same &sunder its interpretation i8. Thus let L be specified
as the first-order language of Peano arithmeti(PA) — that has the same set of
logical constants as before (that is: with ideftignd its non-logical constants
(signature) are specified by the following sequence

<O, S, +’ x>’169

where the first term is individual constant, thes® is a 1-place functional
symbol, and the third and fourth terms are two-@lamction-symbols. We then
specifyR asN (called the standard model of arithmetic), theusege consisting
of the domain N of natural numbetsgether with certain distinguished
elements, and-place functions on the domain*

N =(N, 0V, SV, +N xN

More simply, we can represent that structure ushegsame letters as in the
signature, but printed on normal styl&l, 0, S, +,x). We thereby obtain - in

essentially Tarski’'s pairing fashion - the followiiset-theoretical interpretation
of Lpain N:

Interpretation of L pa

The universal quantifiel] of L is assigned as its domain the set N = {0,1,

2,...}
0'=0
S: N— N, SK) = the successor af
s
{x, y): X, YON andy = x+1}
+: N> N, +(x, y) = the sum ok andy;
+N

{x,y, 2:X,y, zZ[ON andz=x + y}

189t instead, we treated ‘=’ as a non-logical canst we could include it into the signature and

we would have to assign it an interpretation itracsure, say in the structufe= (N, 0", SV, +",

xN =M: =% would then be the equality relation on Nx{x: XON}.

170 Note that the signature of L(PA) contains no felasymbol. Such signatures are sometimes
called algebraic, whereas signatures that do not contain individemhstants or function-
symbols, but only relation symbols, are calledtiefes signatures, and structures appropriate to
such signatures are called relational structuresd@ds, 1997: 5). Note, however, that model-
structures of first-order languages (sighaturegdu® be called, without difference, relational
systems or structures (cf. Henkin’s (1967) lucidldductory entry on model theory).
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x: N> = N, x(x, y) = the product ok andy;

{x,y, 2: X, y, ZIN andz=x x y}

So interpreted, L(PA) can deal with natural nurmsbemnd certain
elementary properties of them and is accordingliledathe language of
elementary arithmetic. Since in L(PA) each elem&niN is desighated by a
numeraln of the typeS((...(0)...), we can simplify the definition of truth femis
language, doing entirely without the notion of S@ttion w.r.t. to an infinite
sequence (of numbers from N). We first define symtial (PA) in the following
way (given the signature and infinite set of vaealof L(PA):

X is a term of L(PA)iff

x belongs to the smallest set that contains allviddal constants
and variables and is closed under the syntacticratipas
corresponding respectively & + andx.*"*

X is a closed term of L(PAJff

X belongs to the subset of the set of terms thatacw all
individual constants and is closed under the syigtaxperations
corresponding respectively 8 + andx.*"2

X is an atomic formula of L(PA)iff

X belongs to the set of all and only those expressibat have the
form t; = t, wheret;,tx are terms;

X is an atomic sentence of L(PAJf

X belongs to the subset of the set of atomic forstawhich all
and only those expressions belong that have thme for t,, where
t;,tx are both closed terms;

x is a formula of L(PA) iff

x belongs to the smallest set that contains all Etéonmulas and is
closed under syntactic operations correspondingetely to-,
Oand0.t"?

The variablev; is free in a formula A iff

(a) Ais an atomic formula and occurs inA as a term, or (bAis of
the form-B, for a formulaB, andy; is free inB, or (c) A is of the
form BLIC, for some formula8 andC, andy; is free inB or v; is free
in C, or (d)A is of the formOwB, for a formulaB and positive
integerk, andi # k andv; occurs free iB

11 Strictly speaking, we should define for eaglplace function symbof, an n-place term-
building operatiorF; on expressions as follows:

Ff (tl,..., tq) :ftl,..., tq
and then define the set of formulas as the setxpfessions that can be built up from the
individual constants and variables by applying ¢zer more times) th&; operations (viz. e.qg.
Enderton (2001)).
172 The same point applies as in the previous note.
173 The same point applies, once again.
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X is a sentence of L(PAIff

x belongs to the subset of the set of formulas techvisuch and
only such formulas belong in which there is no fvagable.

On this basis we can define truth directly formaim sentences of L(PA)
in terms of denotation of closed terms of L(PAuthr of truth-functional
compounds in terms of truth of its component sezgenand truth of universally
quantified sentences in terms of truth of all nuocarinstances of formulas
being quantified:

() D(t)n is defined recursively as follows:
(@) D=0V, if t=0;

(b) D()n = (D(t)n,... D(t)n), if tis of the form(ty,..., 1), where
¢ is ann-place function-symbol angl,..., t, are terms.

(1n N |= @ is defined recursively as follows:

(a) ifg@is atomic sentence of the form% ty), wheret; andtx are
closed terms:

N [ (.= t) iff D(t)n = D(tn,
(b) If ¢is a sentence of the formA, whereA is a formula:
N E-A iff itis not the case thad FA;

(c) If ¢ is a sentence of the forlA 00 B, where A and B are
formulas:

N F AOB iff N FAandN EB;

(d) If ¢ is a sentence of the foftA, whereA is a formula and a
positive integer:

N EOvA iff N | A(n), for everyn."’

Having these basic definitions in place, we migbant to check
whether the definition gives indeed correct pradit for sentences of L(PA).
For instance, let us ask under what conditiondahewing statement holds:

i) N[ +0, S(0)) = S(0)

We see that the sentence is of the formty, hence the rule (lla) applies:

"t is a well know technical result that althoudie trecursive definition of denotation can be
turned to a purely arithmetical one within PA ifsehis cannot be done with the recursive
definition of truth, because of the last clausdhe effect that the truth-value of a universally
quantified sentence depends on the truth-valuesnfafitely many sentences. The whole
definition, however, can be converted to a fullpkoit one within 1st order set theory or 2nd-
order arithmetic.
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i) N[ +0,S(0)) =S(0) iff D(+(0, S())n = D(SO)n

Since the first term on the right side is of theniaf(ts,..., ), forn =2, we can
apply the rule (Ib):

i) N E +0, S(0)) =S(0) iff +"(D(O)n, D(S(0))n) = D(S(O))n

We further apply two times the rule (Ib), sifdg appears twice on the right side
attached toS(0)’, which is of the formi(ty,..., t), forn =1:

iv) N E +0, S(0)) =S(0) iff +"(D(O)n, SY(D(O)n)) = SN (D(O)n)

At this point,Dy andN are attached only to primitive non-logical conssaof
L(PA). So, we can first eliminate certain occurrenofDy in favour ofN, in
accordance with the rule (la):

v) N +(0,8(0) =5(0) iff +"(0", $%(0") =S%(0")

Next we eliminateN in accordance with the waywas recursively specified. By
employing first our knowledge aboGt' and then abous", we obtain (bold-

printed occurrences of zero-sign and successorisgmny replaced by normal-
printed):

vi) N |= +(0, (0)) = S(0) iff +" (0, SY(0)) =SY(0)
and
vi) N |= +(0, S(0)) = S(0) iff +"[0, S(0)] = S(0).

Finally, we exploit our knowledge of what'-amounts to in order to eliminate
the very last occurrence bfon the right side so that we get

vii) N +(0, S(0)) = (0) iff (0 + S(0)) = S(0),

which is a desired result in keeping with our inted truth-conditions for the
sentence in question.

By means of such transformations we could demveshich sentenck
of L(PA) an analogous equivalence stating its comaliof truth relative to its
interpretation in the structur@l. Such equivalences are analogues of T-
biconditionals for fully interpreted sentences afmfalized languages. In view of
this, it may appear natural to think of formaliZettiguages as languages with
built-in interpretations in intended structuresdathat, for this reason, they
admit of absolute truth-definitions. Indeed, sonmnkers are tempted to
interpret CTFL as follows: since Tarski had in mladguages talking about and
describing certain intended structures, there wasieed for him to relativize
truth-definitions explicitly to an additional strtuce-parameter.

| agree that there is not much formal differenegween a relative
definition of truth w.r.t.N for L(PA), qua uninterpreted language, and an
absolute truth definition for L(PA), qua interprétéanguage of elementary
arithmetic. For any given sentenBeof the interpreted L(PA) we can derive the
T-biconditional:
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Ais true iffp

the right side translatingA. By analogy, for any given sentenc® of
uninterpreted L(PA) we can derive

NEAiff p

the right side giving the intuitive reading 6f as interpreted iN. From the
perspective common in contemporary mathematicat |epecifying a particular
interpretation for a given language L does the sprbdhat was done in CTFL
by translation of L into meta-L.:

‘0’ of L(PA) reads ‘zero’ in our ML
‘S(x)" of L(PA) reads ‘the successor of)(in our ML
etc.

| take it that this was Tarski’'s mature take onthematical logic from
1950s on. It rhymes well with his life-long programf mathematizing
metamathematics and semantics in particular by mednfunction- and set-
theoretic procedures such as the method of pairar@bles with the terms of
sequences via numerical indexes, or the method arfvesting inductive
definitions into explicitly set-theoretical oned. is to be noted that model-
theoretic definitions of relative semantic notioten be turned into purely set-
theoretical ones, because the domain of an L-streidgé bound to be a set, and
satisfaction can therefore be defined in a more gotiw metatheory, whose
quantifiers range over all sequences on and sub$¢ke domain, hence, in the
standard set theory, whose intended domain congpesery set. Of course, we
have seen that the problem arises as to whatyihig is the standard model of
set theory, given that its domain is not a setebptoper class. One alternative is
to consider set theory as the ultimate frameworiathematics whose semantics
cannot be model-theoretically defined in a yet mpamverful language. In
keeping with what was said about Tarski hierarcloeg can define truth for any
sub-language of set theory all of whose variablesbaunded above by a definite
order (this is a version of Tarski's Theorem I, igéh was formulated for the
language of the general calculus of classes). Eadgt one can axiomatize the
implicit semantics of the language of set-theoaking appropriate measures to
avoid paradoxes - for which procedure one doesaetl an essentially stronger
metatheory. Another alternative, which we also ussed in connection with
Tarski's indefinability results, is to extend thetion of model so that domains
can be proper classes, and not just sets, anddifere set theoretic semantics -
including truth in set theory - in a more powerthkory of super-cool entities
such as classes of Morse-Kelley set theory.

This, however, does not mean that this was Taski'or anybody’s -
considered view in the 1930s. | shall now turn nierdion to the question to
what extent was the model-theoretic approach guatied in CTFL.
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5.5 Model-theoretic definitions and CTFL

The view was once fairly widely held, and there sti# many traces of it to be
found in the literature, that in CTFL and relateabers — especially, the 1936
article defining logical consequence in terms ofdele — Tarski took a giant step
towards generalizing his method of truth definitibm uninterpreted formal
languages. In fact, there is a grain of truth is telief, if properly understood. It
is that the definition of relative truth appears®man easy technical extension of
the definition of absolute truth: while a sentenf@a formal L does not have any
definite meaning and so is not true (false) outrighcomes out true or false
depending on this or that admissible interpretatbiis non-logical expressions,
their logical meanings being sensitive to the fixetkrpretations of L’s logical
constants. That dependence is then directly reftean the definition of
satisfaction by introducing at appropriate poinfsito— i.e. in its base and
recursion clauses - a parameter for a structureyhich L's expressions are
supposed to be interpreted. What we add is aniadditparameter relative to
which satisfaction of sentential functions - thimé dubbed ‘formulas’ - is
determined. It seems accurate to say, \Bilingess, that the step from an absolute
truth-definition for a set-theoretically interprdté to a relative, model-theoretic
definition for an uninterpreted language is an@xigly short one:

“An interpreted language is naturally thought ofas ordered pair
consisting of aruninterpreted language and an interpretation. And an
interpretation is simply a set, the domain, andaasignment of a
relation or operation of the right number of placesit to each non-
logical primitive. But that is essentially what atinematical structure
is: a set, the domain, and certain distinguisheldtioms and/or
operations on it, distinguished from each otherckytain symbols
associated with them....And formally, the step fr@amtwo-place
relation between a sentence and an ordered pasistiog of an
uninterpreted language plus an interpretation arcgire to a three-
place relation among a sentence, an uninterpreteguhge, and a
structure or interpretation is a very short on8urgess 2008b: 155).

This is how many theorists are inclined to view thatter today, when
the model theoretic approach dominates mathematiogic and to a
considerable extent formal semantics. It was sugdeby the end of the
previous section that we can treat an interpreted [f it had a built-in intended
interpretation so that we can represent it by thgdered pair(L, Ix): L as
interpreted in the structuf®. Once we have isolated the intended interpretation
I of L, the next step is to treat the second terrthefordered pair as a variable
that can receive different values. We thus arrivih@ idea of reinterpreting L in
various admissible ways - talking about and desugildifferent structures than
it actually does under its intended or standarerpretation &. This forces us to
think of L as an uninterpreted language to be preted in different ways, in
different set-theoretical structures of its typeotder to define truth for such L,
we then need to relativize the definition to a cmeeR, defining what it means
for formal L-sentences to be true as interpretefl.itVhen we see the matter in
this light, the absolute truth definition fdr, Ix) can be deemed a special case of
the general definition of truth in a structure, tbe intended interpretation of L
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in its standard structure.

One then easily gets the reassuring feeling thatmodel-theoretic
method of truth definition is a natural extensiomwdification of the method of
absolute truth definition, and that it therefore sinbe present somewhere in
CTFL or related articles, and, along with it, thediditions of the related notions
of validity, satisfiability andlogical consequencevhich we are used to contrast
with their proof-theoretical counterpart$ieorem consistencyderivability. In
his penetrating analysis, Hodges reports that lte diad that reassuring feeling
himself. Yet, to his surprise, it proved definitehysleading:

“... a few years ago | had a disconcerting expegei read Tarski's
famous monograph ‘The concept of truth in formalizanguages’
(1935) to see what he says himself about the natiotruth in a
structure. The notion was simply not there. Thisnsed curious, so |
looked in other papers of Tarski. As far as | cadiktover, the notion
first appears in Tarski’'s address (1952) to the 18#6rnational
Congress of Mathematicians, and his chapter ‘Coumtions to the
theory of models 1'(1954). But even in those pagersioesn’t define
it. In the first chapter he mentions the notion anlyrder to explain
that he won't be needing it for the purpose in handthe second
chapter he simply says “We assume it to be cleateurwhat
conditions a sentence ... is satisfied in a syst&rfHodges 1985/86:
137)

Let it be said that Hodges does not deny that CTéhtains quite a few
seminal ideas that shaped the standard model-ticamgproach as we know it
today. Indeed, the recursive definition of satistacis the basis of that approach,
and it was first given in a fully rigorous mannarCTLF. But he points out that
no standard definitions of truth and satisfactioraistructure are to be found in
CTFL, these being provided only in the joint work Tarski and Vaught’ In
fact, the definitions from the mid 1950s had thmiedecessors in Tarski’ own
earlier writings from the early 1950s, and in thgportant articles of Kemeny and
Henkin!"® influenced also by Carnap’s pioneering work in agtits that | have
already reviewed’’ But Hodges seems to be right that prior to the0$9do
precise model-theoretic definitions of truth antistaction were available, even
though Tarski had almost all essential ingrediemtshis disposal needed to
formulate them: the notion of sequence and thersee method of definition of
satisfaction of a formula by a sequence of indiglddrom the domain associated
with quantifiers. Yet until the early 1950s somathiprevented him from
providing the standard model-theoretic definitiamsl Hodges inquiries what was
responsible for that remarkable delay, especialygnvwe bear in mind that the
idea of structure was in the air since the 19thuwgrdebates about non-Euclidean
geometries.

What Hodges reminds us of is that getting an ateupicture of the
connections between the semantics of CTFL and tbéehltheoretic semantics
current today may be a surprisingly delicate matteseems that the decisive shift

1 Tarski & Vaught (1956).
176 Kemeny (1949) and Henkin (1949).
Carnap (1938), (1942), (1947).
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of Tarski's perspective towards full-blooded modeEory came only in the
1950s. This appears remarkably late, given thatomotvas implicit in the
informal ‘model-theoretic’ work in geometry and elya since the second half of
the 19" century. Observing that the common word for mathgral structure in
the first three decades of 2@entury was “system” (in German: ‘System von
Dingen’), he traces the historical trajectory o# ldea oftruth in a structure or
rather, its predecessors:

“Tarski’'s 1933 paper brought into focus a numberid#fas that
were in circulation earlier. The notion of an agsignt satisfying a
formula is implicit in George Peacock ([151], 1824)d explicit in
George Boole ([25] p. 3, 1847), though without egse notion of
‘formula’ in either case. The word ‘satisfy’ in ghcontext may be
due to Edward V. Huntington (for example in [97] 029.
Geometers had spoken of gypsum or paper ‘modelgéometrical
axioms since the 7century; abstract ‘models’ appeared during
the 1920s in writings of the Hilbert school (von uxeann
[147]1925, Fraenkel [59] p. 342, 1928).” (Hodge82®R).

The talk aboutSysteme von Dingeand interpretations was part and
parcel of theoretical mathematics already in thia T@ntury. As a matter of fact,
geometry was thought of by its practitioners asi@peioncerned with space (or
with a class of spaces), which is a kind of systerstructure, by today’s lights.
Today, it is a well known fact that new axiomatiaas of non-Euclidean systems
were motivated by the discovery of independendeuadid’s parallel postulate on
the remaining Euclidean postulates, which was detnated via exhibiting
interpretations in which all but the parallel pdate are true or satisfied. In a
related vein, consistency of axiomatic systemsaf-Buclidean geometries was
established via exhibiting their verifying intergagons in Euclidean geometry or
some other system; today one would say: via exhdgitheir models. Indeed,
systemor interpretationswere common currency in German axiomatic tradition
represented by Dedekind (viz. his characterizatbrihe structure of natural
numbers as determined “up to isomorphism” by hid-@rder axioms), by Moritz
Pasch (his work in geometry), and, above all, byi®ailbert, who conducted
model-theoretic inquiries into geometry and analy$iVhat can be more telling
than the statement made in Hilbert's address tdl€¥) mathematical congress,
which he says that consistency of an axiomaticesysof geometry can be
demonstrated by:

“....constructing an appropriate domain of numbechsthat to the
geometrical axioms correspond analogous relatiomsng the objects
of this domain.” (Hilbert 1900: 1104) ?

In his path-breaking work on the axiomatic fourmnia of geometry/®
Hilbert not only showed the independence of eadhi®bxioms on the remaining
axioms by exhibiting an interpretation verifyind tle axioms except the one to
be showed independent, but he showed its relabwsistency by exhibiting an
interpretation of the axiom system within the amtftic of real numbers, by
choosing a suitable domain of algebraic numbensgalath certain relations on it

78 Hilbert (1899).
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corresponding to the relational-notions of the exystin fact, his followers talked
about abstract ‘models’, under the label of ‘Systeeven earlier than Hodges
indicates. As early as 1910, Weyl talks about ame the same statement being
true with respect to different systems, and he dwoem the course of discussing
the notion of isomorphic systemS.Much the same can then be said of American
postulate theorists, Veblen and Huntingtdhwho analysed the notions of
categoricity of an axiom system and of isomorphystems, and of Peano’s
axiomatic school, where Padoa and Pieri came whmirgal contributions.
Besides Hilbert, the idea of an uninterpreted ramielal constant is most visible
in their work. Recall Padoa’s conception of implaefinability (dependence) of a
notion in terms of others and the method of showireglucibility (independence)
of the system of basic non-logical notions of aroaratic system, based on the
idea of considering different (re)-interpretati@misuch notiond®:

Being an expert on axiomatizations in topologyprgetry, analysis or
algebra, Tarski could not have been unaware ottdeselopments. The question
then arises as to why he did not define in CTFLidlea of truth or satisfaction in
a structure (system, interpretation)? Hodges disigns that in the 1930s he was
still held captive by Frege-Peano conception ofdalglanguages as meaningful
formalisms — properly regimented fragments of ratleinguages for the exact
purposes of science whose expressions are dividedhe formal-logical part and
the non-logical part. He therefore did not havehiat disposal the notion of an
uninterpreted formal language that gets variousrmetations by being attached
to various mathematical structures appropriatésdype, which is based on the
notion of an uninterpreted non-logical constantasategory to be distinguished
from variables and interpreted constants as wellogg&al constants. Hodges
diagnosis seems correct to me, so far as it goethd 1930s, and likely in the
1940s, Tarski shared Frege’'s view - propounded roiggly by his teacher
Lesniewski - that logical languages are meanin¢gdanguages. In this respect,
once again, Tarski was not an adherent of the gdloce of logic as calculus
reinterpretabled lib in structures, though he would strongly opposevibe that
there is just one language and the related idettkteadistinction of object-
language and metalanguage is philosophically yttarsguided. What this shows
is that, for philosophical reasons, Tarski was prafpared to take what Burgess
would call “a formally very short step” from defirg the notion of

A being a true sentence @f, Ix)

to defining the notion of
A being a true sentence of L)

since, in the first place, he was not preparedhitiktof an uninterpreted language
L and it therefore did not occur to him to concenfean interpreted language on
the model ofL, Ix).

This explains why it did not make goodseior Tarski to speak of truth or
falsity of a meaningless sentence even when camrsldéen relation to a

19 wWeyl (1910).
180 Huntington (1904), (1905).
'8l padoa (1901).



-128 -

mathematical structure. Hodges does not want tthgofar. He says that there is
no good evidence that Tarski shared Frege’'s womieged in his well-known
correspondence with Hilbert. For Frege, it madesanse to speak of a formal
sentence coming out true when interpreted in a emadtical structure. However,
without the point stressed above, Hodges doesewmnhdo have any reasonable
explanation as to why Tarski did not embrace th#gonof an uninterpreted non-
logical constant, especially when, as he himseifigsmout, the notion was widely
in use in the 1930s. But if so, what could preveatski from using that notion
himself? Our interpretation, on the other handgsakeriously Tarski's official
adherence to the Polish view that truth is absaluteature. Indeed, the view was
dominant in the Lvov-Warsaw school under Twardoveskifluence, according to
which a language is comprised by determinately nmgdul sentences that are
either true or false, being so absolutely, andrelatively.

5.6 Logical consequence and truth

John Etchemendy challenged what was an even m@udgyoview, according to
which the standard model-theoretic definition ohsequence is contained in
Tarski's classic article (1936b Tarski starts his discussion with criticizing
syntactic (formalized) accounts of logical consetpae(of the sort that he himself
used to champion in the early 19383py considering amincomplete system of
arithmetic. With respect to the system under canrsiibn he says that it case-by-
case proves

P(n),
for each givem, but it does not prove the universal generalizatio
For every natural number Px

which, intuitively follows from that infinite colletion of premises - the
correspondingarinference being truth-preserving, yet not derieaklithin the
system. Against the possible suggestion to overc@meh limitations by
expanding the deductive part by new (structurahckerecursive) inference rules
(such as a finitary version of thevrule), he objects that Goédel's 1st
incompleteness theorem shows that this strateglyopeless. So long as the
original theory is recursively axiomatizable anavrnaference rules are recursive,
Godel's theorem assures us that the expanded thisotyound to contain
undecidable sentences.

Tarski then proposes his own, semantic accoutbgi€al consequence in
terms of models. Verbally at least, the accouneappto be model-theoretic:

“The sentence X follows logically from the sentesmicé the class K
if and only if every model of the class K is alsmadel of the
sentence X.(Tarski 1936a: 417).

182 Hodges (1985/86); Etchemendy (1988) and (1990).
183 Tarski (1930).
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Tarski defines models for sentences of a formaliaeduage in a non-standard
way by today’s criteria: namely via detour througgntential functions obtained
by uniformly replacing their non-logical constanffsilly interpreted, it goes
without saying, in accord with Hodges’s observatjoim all their occurrences by
variables of appropriate types, it being senterftinttions and not the sentences
themselves that are strictly speaking satisfied degjuences of entities of
appropriate set-theoretic (type-theoretic) sorize@ithe sentence X and the class
of sentences K, we obtain, via such systematicacephents, the sentential
function X* and the class of functions K*. Arbitsasequence of objects of types
appropriate to free variables of X* that satisfi¥$ is called a model (or
realization) of the sentence X; much the same easald mutatis mutandisof K
and K*: an arbitrary sequence of objects of appadertypes that satisfies each
sentential function in the class K* is a model lo¢ tclass of sentences K. With
these definitions of models, Tarski hopes to egplicthe informal notion of
consequence respecting two traditional intuitioesoaiated with it: (1) logical
consequence preserves truth from premises to cmaoolu (2) in logical
consequence truth is preserved in virtue to thenfof premises and conclusion
alone, owing nothing to their content. More prelgistogical consequence owes
something to the contents of premises and conclu&iot it is only the contents
of formal-logical expressions thdb matter.

The first condition is traditionally spelled out &sllows: it can never
happen that premises of a valid inference arelyotntie while the conclusion is
false. But Tarski preferred to avoid the modaliypting rather for something
along the following lines:

X is logically follows from K iff X is true wheneveall the sentences
in K happen to be jointly true.

To be sure, this formulation leaves much to berddsbut the second condition
shows us the way how to be more specific on whatefhvever” amounts to. It
distinguishes formal consequence from material @guences. The first attempt
to flesh it out that Tarski considers is deeplytedoin the logical tradition

(Tarski calls it F-condition):

If we uniformly replace in the sentences of thessl& as well as in
the sentence X the non-logical constants by angrathappropriate
types, the sentence X* obtained from X is true vevem all the
sentences of the class K* obtained from K are tftfe.

Tarski hastens to qualify this by saying that tharay be no strict
dichotomy, unless there is a principled dividingelibetween formal (logical)
expressions and non-formal (non-logical) signs.zBob urged a version of this
account for logically analytic sentences, talkifgpat variable elements of a
sentence (proposition Satz an sichfreely replaceable by elements of the same
type® However, its shortcoming (at least in the lingaisorm — for Bolzano
can appeal to an ideal realm of ideas and proposiéin sicl) is that it relies
heavily on the actual richness of the languageidensd, on whether it contains,

'8 For original formulation see Tarski (1936b: 415).
18 Bolzano (1837).
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say, a hame or each individual in its associategtense of discours&® So,
according to Tarski, the condition F is in genesaly a necessary but not a
sufficient condition of valid inference. It turnsitato be both only in those cases
where we have a name for every object in the usévef discourse. In general,
though, this is not the case, as when we wantlkoaout non-denumerable
domains. This “substitutional” approach to logi@nsequence thus suffers
from the same kind of defect as substitutional antof quantification.

For several reasons, not all of which are importants, Etchemendy
rejects the received view according to which thedetaheoretic account of
logical consequence as preservation of truth uatlexdmissible interpretations
in structures amounts to the same as the 1936Hi@firof Tarski in terms of
“models”, as these were conceived of by him arotinad time. For one thing,
Etchemendy says, there is no mentioning of variaaeains of models in
(19364a) article, in terms of which logical consemgesis standardly defined. So
Tarski seemed to hold a fixed-domain conception noddels, which, in
combination with other peculiarities of his apprioacproduces results
incompatible with the standard account. If so, beld not provide the standard
definition of truth in a structure either, sincasthiests on the idea that the
domain of a structure can come from anywhere, pieit is a non-empty set —
and not, that is, from some fixed universal domam,was then usual in type-
theoretic frameworks. The model-theoretic defimtiof logical consequence
presupposes the standard model-theoretic definibbrmodel, so of truth
(satisfaction) in a structure. If Hodges is righiatt there was no standard
definition of the later notion in CTFL (or, gendyalin the 1930s), then there
was arguably no standard definition of the formation either.

Hodges’s and Etchemendy’s analyses may reinforcke ether, though |
do not want to submit that the two would agree bpeints'®” Thus, Hodges,
for instance, makes claims not compatible with Etelndy’s conclusion to the
effect that Tarski held a fixed-domain conceptibmodels, since he claims that
Tarski did not explicitly mention the domain-vaiildty of models not because
he did not accept it but because his (1936a) artivlhs addressed to
philosophical ears. His own diagnosis of why CTFbaesl not contain the
standard model-theoretic truth definition is ratllee absence from Tarski's
work in the 1930s of the notion of uninterpretedhthagical constant and his
reluctance to adopt a conception of formal unimetgal language receiving
various set-theoretic interpretations making itsteeces true and false. At any
rate, if the verdicts of Hodges and Etchemendy arethe right track, what
Tarski offered in the 1930s were at best non-stahdelative definitions of

18 Tarski criticizes Carnap’s account of consequearug analyticity (1934) for relying on the
richness of the language, but the accusation f&dhincorrect, as we showed in the section
devoted to Carnap’s ideas. Interestingly, Carnaady attempt to define analyticity (around
1932), which was also based on the substitutioeating of quantifiers, was marred by a
circularity pointed out by Gédel in their corresgence, along with the suggestion that the
problem could be avoided by treating second-ordmiables as raging over any property
whatever defined over the intended domain — whasheot there is a name for it. As a matter of
fact, Carnap incorporated this suggestion intodfficial account in (1934). For more on this
interesting exchange see Awodey & Carus (2007yactzka (2010).

187 Etchemendy also raised the important question hvemehe standard model theoretic account
(Tarski-Vaught 1957) is conceptually adequate wétpect to the intuitive or informal notion of
logical consequence.
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truth, satisfaction or logical consequence.

The detour-account of logical consequence via séiatgor propositional)
functions, albeit non-standard from the point odwiof modern model theory,
does not by itself yield undesirable results, andould even be thought well
motivated in case of Tarski, who wanted to makeafs@l mathematically useful
model-theoretic methods, while adhering to FregaaBe conception of
formalized language, according to which it is sira category mistake to talk of
truth or falsity of uninterpreted sentences. Priyp&rorked out, Hodges and
Etchemendy agree, the approach via satisfactionsarsftential functions is
equivalent to the modern model theoretic approackact, as Mancosu carefully
documents, when it came to talk about interprataticystems, realizations or
models, the detour through sentential (or propmsai) functions was common
owing to the work of Padoa and Huntingtdfi And we have seen that despite
Hilbert’s pioneering work, even the members ofdthool used to talk about (1st
order) formulas containing variables, not unintetpd logical constants in the
1920-30s. The fact is that Tarski adhered condigtemthis paradigm and offered
an especially lucid description of it in his (193introduction to logic. He
describes there a simple system of axioms involwng primitive signs: [T for
congruence and the class-sign ‘S’ for line segméitte specific axioms state the
reflexivity of the congruence relation in the cle8sof line segments, and the
property that two line segments congruent to thmeesaegment are congruent to
each other: ik 0z andy Oz thenx Oy. It is then noted by Tarski that in actual
derivations of consequences of the axioms via dedequles of inference of the
system no appeal at all is made to the actual mgar{interpretations) of the two
primitive signs*®®

It suggests itself to say that whatever admissibterpretation of the
axioms that verifies them one was to choose, theatson would not change.
Tarski highlights this by replacing the two prinagi signs in the axioms by
variables R (for relations) and K (for classes &ijeots) and considers any
sequence of objects that satisfies the resultirgjesy of sentential functions,
according to the standard definition of satisfatfimm CTFL. Such a sequence is
called a model of the original set of axioms, asweeild expect, given Tarski’s

188 Mancosu (2006). See also Jane (2006) and Man¢@s${2009).

189 This point was of course emphasized by severdhemaaticians and logicians who pioneered
formalizations of mathematics — we find it expreséar instance in Frege, Pasch, Peano, Pieri,
Padoa, Hilbert, Huntington or Veblen, among othkesn not sure, though, if Frege would have
joined others in talking about various interpretasi or reinterpretations of axiomatic systems.
The problem is closely connected to the one undesideration: to what extent did Frege-Peano
conception of logical language as meaningful forsmal (regimented fragment of natural
language) is at odds with the idea of truth retatie an interpretation. A good discussion in
relation to Frege’s views is Demopoulos (199%4here it is argued pace Goldfarb (1979,
2001), Ricketts (1986, 1996) and other proponehthelogocentric predicamenihterpretation

of Frege (as well as of Russell and Wittgensteithjat Frege wagsot afraid of metatheoretical
notions and investigations. If so, one need nod beodel theorist in order to be concerned with
metatheoretical questions. Much the same can leo$aiarski himself in the period of 1920s-
1930s. That Frege did not find himself in the logaitic predicament is argued by Heck (2010),
Stanley (1996) or Tappenden (1997) on the grouatl s informal semantic explanations in
Grudgezetze (1893) do not seem to serve the role of mereigdtions helping the reader to
understandegriffschrift (1879), but are supposed to form the basis formé arguments for
consistency and soundness of the system. Tapp€h@igrR) shows that Frege was well versed in
geometrical techniques of demonstrating indeperglefi@an axiom on the remaining axioms via
interpretations.
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detour-account of logical consequen®e.

Still, non-logical constants are treated as inttgd and the model-
theoretic effect is achieved (just as in his papeiogical consequence from the
same period) by detour through sentential functiobiined from sentences by
replacing all their (interpreted) non-logical cards (in all their occurrences) by
variables of appropriate logical type. The accosnthus still non-standard, by
today’s lights. What about the domains of models@ they allowed to vary from
a model to another or not? Several commentatorosgup to Etchemendy’s
exegesis, have made a heavy weather of the facT#naki uses class-predicates
to restrict the range of quantifiers, taking thisihdicate that such predicates
determine domains, and different predicates determifferent domain$* Since
this view has meanwhile become a kind of new omkgd | should like to
mention that it seems to be seriously challengedargful recent works of Bays
and Mancosid??* Mancosu, in particular, argues convincingly thatski held the
fixed-domain conception even in the 1940s, sincdisinguished the universe of
discourse U associated with (typically, type-théojdanguage from individual
domains D which are subsets of it, to which quasf may be restricted via
class-predicates.

One could question the diagnosis sketched abovth@rground that
Tarski pays attention in CTFL to the relative notif correct (true) sentence in
an individual domain, which he associates with Elitts Gottingen school,
whose members elaborated some ideas common inlgabraic approach to
mathematical logic, which was pioneered by Bookdrde and Schroder. To the
algebraic school we can count Lowenheim and Skoleho, used the informal
notion of a formula (set thereof) being satisfied an individual domain
(Individual Bereich. Indeed, the question of completeness of lstroloigic
(isolated within the system of type theory asrigsricted functional calculysat
the time widely considered an interesting yet srfrajment of general logic)
was formulated as an open problem yet to be sdiyeHilbert and Ackerman
already in the first edition of their classic textix (1928):

“Whether the axiom system is complete at leashendense that all
logical formulas that are correct for every domaiinndividuals can
be derived from it is still an unsolved questior(Milbert &
Ackermann 1928: 68).

In later editions the authors refer that the probleas positively solved by
Godel in his dissertatiofi®

“The question here is whether all universally vdtdmulas of the
predicate calculus, as defined at the beginning Bfof this chapter,
can be proved in the axiom system. We actually daveh
completeness in this sense. The proof is due t&#del, whose
exposition we shall follow.” (Hilbert & AckermanrBb0: 95)

1% One possible model is given when R is specifiethasdentity-relation and K as the class of
all individuals.

191 Gomez-Torrente (1996), Somes (1999), Simmons (2009

192 Bays (2001), Mancosu (2005).

193 ts revised version was published as Godel (1930).
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The notion of ‘a wuniversally valid formula® means dormula
(sentential/propositional function) true in all adsible interpretations of the
calculus in individual domains (with labelled elertss properties, relations, etc.):

“This interpretation as to content is made as WdoWe consider as
given a domain of individuals, to which the indival variables and
the universal and existential quantifiers referisTHomain is left

unspecified; we assume only that it contains atleae individual.

A formula of the predicate calculus is called l@djig true or, as we
also say, universally valid only if, independentfythe choice of the
domain of individuals, the formula always becomdsua sentence
for any substitution of definite sentences, of naré individuals

belonging to the domain of individuals, and of pecates defined
over the domain of individuals, for the sententiatiables, the free
individual variables, and the predicate variablespectively. The
universally valid formulas of the predicate calaulwill also, for

convenience, sometimes be called simply valid.itfI68).

It should be remarked that in CTFL (viz. Part Marski defines the notion
of a correct sentence in an individual domain rdyigs follows:

A is a true sentence of (the language of the calcafuclasses -
LCC) in an individual domaim just in caseA comes out true when
its variables are restricted to range only ovess#a of individuals in
a (and not over the universal class of individualerowhich the

simple type-theory is builty*

basing this definition on the accordingly relatedl recursive definition of
satisfaction (technical details are in Appendix B& then defines two related
notions: (a) the notion of a correct sentence iergvndividual domain (a
universally valid sentence), and (b) the notionaoftorrect sentence in an
individual domain withk elements. Having stated a couple of lemmas and
theorems concerning the relations between thesethed notions’® he equates

(in Theorem 26) absolute truth with the specialecas truth in an individual
domaina identical with the whole universe of individualsh(avhich the type-
theoretic system is basedf. As regards (a), he explicitly allows domain

19 Tarski (1935: 200-1). See also Tarski (1935: 239).

19 |nterestingly, Tarski's investigations in this cemsed part of CTFL (Tarski 1935: 200-209)
culminate in the purely structural definition ofittn (Theorem 28) plus a decidability criterion
for LCC (a general structural criterion of truthr fentences of LCC). He notes that this is by no
means always possible (not even in case of languaigiinite order) and that in the case of LCC
it is due to its peculiar structure. Compare alsdiscussion in (Tarski 1935, Part VI, pp. 237-
241), where he saymter alia, that (1) when the sér of provable sentences of a formalized
theory of a finite order is complete, it is easystiow that it coincides with the sét of true
sentences (of its language), and hefitecan be defined vidr, which is itself defined
structurally (sometimes one needs to add certaonaxto the original theory, as is the case with
LCC). Moreover, the general structural criterioncofrectness in a domain wikhelements is
easy to obtain only for finitk, by using the parallel method to the method of IBan matrices
used with respect to propositional calculus (whgcbomplete and decidable, of course).

1% g0, ifa hask elements, then a sentence (of LCC) is (absoluteld iff it is correct in an
individual domain withk elements. For, by Definition 26 (1935:200): a sanoe is correct in an
individual domain withk elements iff it is correct in some individual ddma such thata has

k elements.
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variation to define a universally valid sentencéjch is a feature of the model-
theoretic account of logical truth (validity). Hag this in place, he goes on to
formulate and prove various meta-theorems in teomthe relative notion of
truth, among them, a version of Loéwenheim-Skolemotem concerning the
size of models of 1st order theories (every 1seotdeory that has a model has
a model with a countable domdi)and Gédel’s completeness theorem for 1st
order logic (every universally valid 1st order ssmial function is 1st order
provable), both of which belong to the basic mdtiebretic results and he
emphasizes that such theorems can be precisebdsaad proved only on the
basis of precise definitions of the sort that hevjates'®®

In view of this, one may argue that Tarski hadind the variable-domain
conception of models, since (1) this was the stahdanception at the time, and
(2) he could not obtain the above mentioned fundaaaheresults without
presupposing the variable-domain conception of nsodgut Mancosu shows
that the fixed-domain conception was widespreath&1920-30s and even in
the 1940s (at least in Tarski’s work), and Baysl&xrs how the fixed-domain
approach can accommodate the early ‘model-thebresalts:

“[...] there is a relatively straightforward techal trick which allows
the proponent of a fixed-domain conception of mottelsbtain all the
mathematical advantages of a variable-domain cdimcepGiven a
collection of sentencels, he has only to introduce a new predidate
(for domain) and to explicitly relativize each dktquantifiers i to
the predicateD. Having done this, he will induce a natural
correspondence between the collection of variableain models of
the originall and the collection of fixed-domain models of thaviye
relativizedI". As a result, every theorem concerning the codacof
variable-domain models fof’ can be translated into an equally
interesting (and, indeed, essentially identicafotiem concerning the
collection of fixed-domain models fdr’. The Léwenheim-Skolem
theorems, for instance, translate into theoremseaming the possible
cardinalities of the sets picked out By (whenT andI"’ are first-
order).” (Bays 2001: 1711).

Indeed, what Tarski says about relative satisfactind truth (in an individual

domain) seems perfectly compatible with Mancosand Bays’ analyses, as the
varying domains are subsets of the single univedsshain comprising all

(arbitrary) individuals (so one can apply Mancosdistinction between the
universe of discourse and its sub-domains to whickantifiers may be

restricted)-*°

In consequence of his adherence to the type ttiedramework and to
Frege-Peano conception of language as a meanifogfoblism, Tarski did not
developed a fool-blooded model-theoretic take aiclan the 1930s, which he
helped to establish in the early 1950s, althouglwvae thoroughly familiar with

197 Tarski (1935: 205, the footnote n. 1)

198 Tarski (1935: 240).

199 Moreover, as Etchemendy (1988) points out, thera domain variation in CTFL, but the
interpretations of non-logical signs are assumebedixed (in particular, the interpretation of
the inclusion sign is fixed as the inclusion relatbetween classes).
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the early “model-theoretic” result (and contributestively to this area) and was
able to formulate and establish them within hidgred system. His definition
of logical consequence was meant to fit the eshbd formal-axiomatic
practice of his times (viz. the practice of Hilbedchool, Peano’s school and the
school of American postulate-theorists), whose nemlcommonly thought of
logical consequences of axioms (also called pastsilaconditions,...) as those
propositional functions that come out true undéirdérpretations under which
axioms come out true, More precisely:

A is a consequence of the axiom-classiff A comes out true under
every interpretation of (assignment of values te)variables under
which all the axioms belonging #ax come out true.

Whereas logicians belonging to these axiomatioaishtook consequence
to be a relation between propositional functiorexski defined it in (1936a) as a
relation between a sentence and set of senteribed, @sing the detour through
sentential (propositional) functions. It was thiencept that he called the
“common” or “proper” concept of consequence. Andids this concept that he
wanted to capture (explicate) in his definitionterms of models, which he
thought to be superior to formalized accounts afseguence in the aftermath of
Godel’s theorem& Already in CTFL he comments on the matter

“The reduction of the concept of consequence teepts belonging to
the morphology of language is a result of the dedeanethod in its

latest stages of development...In the light oflétest results of Godel
it seems doubtful whether this reduction has beécted without

remainder.” (Tarski 1935: 252, n. 1)

But unlike other mathematical logicians who comnyomtorked with this
concept of consequence Tarski was able to offerathematically precise
definition of this relation, since he already hagd mathematically precise
definitions of satisfaction and trufft:

To conclude this section, let us return to theenesgting problem otv
inferences that Tarski introduces at the very bago of his (1936a). Tarski
obviously used the example afinferences to show that formalized (syntactic)
accounts of consequence are inadequate as explisatf the “common” or
“proper” concept of consequence characterized byuhdamental properties of
formality and truth-preservation. Etchemendy intetp Tarski as having in
mind 1st order theorié¥ and he finds Tarski’s argument highly puzzling for
two reasons. First, such inferences are invalidhenstandard model-theoretic
account of logical consequence (there are non-atdndterpretations of the;
incomplete system under which all premises are butethe conclusion is not).

20 see here especially the paper of Jane (2004),wiitbh | find myself in agreement on many

points. A similar view is urged by Edwards (2003).

1 T0 be fair to Carnap (1934), he is mentioned bsKig1936a) as the first logician to provide

a plausible account of logical consequence, butsags that Carnap’s definition is too

complicated and applies only to a restricted cle#fssystems. Tarski's first complaint is surely
correct, but the second complaint was recentlyrddited by de Rouilhan (2008), who argues
that Carnap’s definition of consequence is in &mqtivalent to Tarski's.

292 Etchemendy (1988).
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Second, by Goddel's completeness theorem, consegqueoincides with
provability for 1st order logic. Etchemendy’s diagrs is that Tarski had a very
flexible conception of logical constant, on whigkinferences come out valid, if
only one takes numerical expressions as fixed &gionstants (non-standard
models being out of question).

Gomes-Torrente and others have retorted to tlaigndisis that the textual
evidence does not support this bold conclusion:twWlaaiski had in mind was
that awinferences are valid with respect to higher oslegstems of the type that
Tarski describes in CTFL or in (1933b) artiéfé.| agree with that. But,
according to Gomes-Torrente, such inferences tutrvalid once we eliminate
all numerical expressions in favour of their (higbeder or set-theoretical)
definitional equivalents in the logicist style, say the following way (0, 1,....
being defined by 2nd-order formulas as finite s&t5)

(A) AQ. The empty set possesses
Al Sets containing only one element pos$ess

An. Sets containing exactlyelements possefs

A. Every finite set possessis

However, there is no need to claim that Tarski'socaot of consequence
demands the definition of all numerical constantserms of logical basi® If
‘0’ and ‘s’ are among the primitive sings of thelhér order systerf® we can
define the predicaté\’ (for: being a natural numbegiin Dedekind’s well-known
inductive manner as the smallest set that contdimsd is closed under the
successor operatidfl’ This is enough to account for the validity@inferences
of the following type

(B) A0: HO),
ALl P(s(0))

An. P(s(...s(0)..)
A: Ox(N(X) — P(x)),

if ‘N is replaced by its definitional equivalent. IndeeTarski emphasised
himself

“[...] the necessity of eliminating any defined regwhich may
possibly occur in the sentences concerned, i.ecemhcing them by

23 5ee especially Gomes-Torrente (1996), Bays (2@yards (2003), and Jane (2004).

2041 owe this example to Bays (2001), who remarks 2ma-order formulas defining natural
numbers as such finite sets are to be found inki 6k933b: 278-88).

2% 5ee also Saqiiillo (1997).

2% As in the system on which Gédel (1931) focusebe-Higher order type system based on
natural numbers.

207 Cf, Jane (2004). Edwards (2003: 56) argues tleaséih contains nothing but natural numbers,
provided that the domain of 2nd order quantifierdhie powerset of the domain of 1st order
guantifiers, and that Tarski was actually commit@the semantics of full models for which this
assumption holds.
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primitive signs” (Tarski 1936a: 415)

Since A-type and B-typevinferences are valid on Tarski's account of
logical consequence, it is uncharitable to interpie account as applying only
to systems in which a couple of signs of genergickl character are treated as
primitive (fixed), all other being defined in term$ them. In this respect, then,
Tarski's account of logical consequence, though-standard in certain ways,
does not produce counter-intuitive results.
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[6]

Semantic Conception or not?

6.1  The question of adequacy

In the previous chapters | have tried to show fhatski’'s method of truth
definition and his approach to theoretical semaniit general has various
logical, philosophical and mathematical aspectsrikad to be taken seriously is
we are to evaluate properly its fruits. It is myimgoal in what follows to show
how these various aspects are interconnected, wheyeare, but also, where it
is better to keep them separate. This turns outbitapt when it comes to
evaluate the significance and import of Tarski'si@&ption, because it may be
quite tempting to criticise Tarski for not fulfiig ambitions he never had. | shall
argue that he had philosophical ambitions, but thay were rather modest,
although | admit that some of his claims are mdileg in that they might
suggest more ambitious philosophical aims. If titerpretation that | am about
to offer is on the right track, the contributionTdrski’'s semantic conception of
truth and truth-definition to mathematical logicedi in his systematic
formalization, indeed, mathematization of infornmaétamathematical ideas of
the semantic variety, among whose chief fruits wa¥:a greater precision in
metamathematics (precise definitions of fundameantthlogical notions as well
as exact formulations and proofs of fundamentalafogical results couched in
terms of such notions), (b) the method of trutta (satisfaction) definition plus
definability and indefinability results concernitrgith (satisfaction) for classical
languages, (c) laying down a basis for a full-bledenodel-theoretic approach
to logic and semantics (developed at the breakddD4-50s). Its philosophical
significance lies mainly in formulating a partictjaclear interpretation of the
classical conception of truth going back to Arisptvith Convention T at its
heart, and the very first formal-compositional satits, based on the separation
of mathematical (formal) and empirical (foundatipnassues in area of
semantics.

Tarski’s definitions of semantic notions have begnckly accepted by
mathematical logicians because of their mathemagiceciseness, extensional
correctness and meta-theoretical fruits. Indeedoraling to a widespread view,
coextensive mathematical expressions are coextensime what may, which is
why mathematicians need not bother about theindigfins being intensionally
correct, in addition to being provably extensiopalbrrect. Moreover, it would
not be in accordance with the actual practice aheraaticians to maintain that
a definition of a mathematical expression is natcaite unless theefiniens
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anddefiniendumare cognitively equivalent in some strong sef%ét does not
seem likely, at least to me, thatdefinable functions cognitively equivalent in
any interesting sense witlunction computable by a Turing machine with
general recursive functionthough mathematicians are widely agreed that the
first notion can be equally accurately defined Ioy af the two extensionally
equivalent notion&”®

However, truth is not just a notion dear to logis, but it is one of those
notions that have provoked attempts at philosopharzalysis since time
immemorial. And, of course, philosophers are tyjpycaot interested in purely
stipulative definitions, but in definitions thatmaito capture or elucidate some
interesting concept already in use. As | alreadntpd out, it does not make
good sense to ask of a purely stipulative notioretivar or not it is adequate,
whether or not it gets things right. If, on theathand, one gives a definition of
a notion already in use, we can ask not only whethe definition gets the
extension of the notion right, but also whethatdes a good job in capturing its
meaning. Not being concerned predominantly witherimal problems of
mathematical logic but rather with the old questidrether, eventually how it is
possible to analyse the notion of truth, philosephmave naturally focused more
on the adequacy of Tarski’'s truth definition. Itstemsional correctness being
granted, their evaluations of it have differed gigantly, and there has been no
wider agreement on its philosophical value as andiein or analysis of the
notion of truth.

A reasonable way of assessing a conception oégong is to see what
goal its author had in propounding it, then chegkihether or not he succeeded
in attaining the goal. The question under constamras whether Tarski's goal
was to work out the method of constructing trutHirdégons for particular
languages that is (provably) extensionally correct,whether he wanted to
capture something more than the extension of ‘twith respect to a particular
languages, and if so, what it was that he wantedafmiure. And even if one
eventually comes to the conclusion that Tarski sssfully attained a more
ambitious goal than extensional accuracy, one tirask if this goal is well-
conceived with regard to the aim of explicating tladion of truth.

2% gych a relaxed attitude towards definitions seqmige reasonable, in view of the vague
character of the notion ebgnitive equivalence

29 My usage ofextensionand intensionis inspired by Carnap (1956) and possible worlds
semantics. It differs from the traditional usagecading to which the extension of a term T is
the class of all those things that T applies toilenits intension (or comprehension) is the class
of characteristic attributes that are necessarysarficient for an entity to possess in order to
belong to T's extension. Extensional definitione apntrasted with intensional, since in giving
the first we proceed by listing all the things thigh T applies, whereas in giving the second we
specify the characteristic attributes that all antyy those entities possess to which T applies (of
which T is true). As it is typically impossible specify the extension of a mathematical term by
enumerating its members, intensional definitiors uaderstood, are common in mathematical
practice. It should be clear that one and the sartension can be picked out by different
intensional definitions associated with differentit bcoextensive terms (viz. the pair of
expressions ‘equilateral triangle’ and ‘equiangutéangle’ — the first is commonly associated
with the intensiora plane figure enclosed by three straight linesadial lengththe second with
the intensiora planefigure enclosed by three straight lines that inéetseach other so as to
form equal anglesFor a mathematician it makes some difference heretquilateral triangleis
defined via the former or via the later formula.nde we have a pair of coextensive predicates
that are not cointensive in this sense. That doé¢snean, of course, that the predicates are not
cointensive according to Carnap’s usage.
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No easy answers are available to these questBmme commentators
claim that Tarski’'s goal was to capture the extemsf ‘true’ for a range of
formalizable languages, while others claim thabbeously wanted more. What
seems to be rather uncontroversial is that Tarskindt want to give a direct
analysis of the ordinary notion of truth, on thewgrd that that notion does not
seem to apply to sentence-types only (or in thet pface) but also to beliefs,
utterances, statements, or propositions (if suatgshare recognized). Clearly,
he did not even want to give a direct analysishefdrdinary notion of sentential
truth, which can be applied to any sentence whatefvany language, because
he argued that this notion cannot be consistengtinedd in its generality.
Tarskian truth definitions are to be considerethenias partial explications (in
Carnap’s sense) of the ordinary notion of truthngpeonsistent approximations
of the semantic concept of truth predicated of eserds. Convention T states in
precise terms the necessary and sufficient comditibat a truth definition must
meet in order to be a faithful explication of tre@rgntic notion of truth. And if
the definition is materially adequate in that itisfges it, it is assured to be
extensionally adequate. Tarski’'s semantic defingiare designed to do justice
to the notion of truth that seems intuitive andacl@up to the point, when it is
confronted with paradox) and agrees to consideraklent with the prevalent
usage. Or so Tarski claimétf.

That said, it is not settled whether materialcadey was meant to
amount to more than extensional correctness ohdidate truth definition. It is
sometimes possible to define truth (for L) in walgat have little in common,
except that they subsume all T-biconditionals ([fdras their consequences.
Tarski pointed out that, in case of certain formedi languagestructural truth
definitions based on the method of elimination véwtifiers are possible as well
as truth definitions proceeding via recursive débns of satisfaction
relation?** He would call both truth definitions materially eafliate (because
entailing all T-biconditionals), in spite of thecfahat, on the face of them, they
appear to be merely coextensive. Further, as Camamaprks in his (1942), there
are finite languages whose sentences display syntsitucture (but do not
contain iterative constructions), for which we ntigkefine truth either in a
trivial list-like manner or in a (less trivial) cgusitional manner, in both cases
being faithful to SCT. However, the two truth défions do not appear to have
much in common except the desired deductive corseqs, hence the right
extension.

In fact, Tarski takes T-biconditionals (for L) b@ partial definitions of
‘true’ for particular sentences (of L), and becaaééhat he is willing to accept

219 Hodges (2008), the proponent of the extensiongrpmetation of Tarski's enterprise,
criticizes the view on which Tarski wanted to offem explication (in Carnap’s sense) of the
notion of truth but his arguments are unclear to Foe positions that agree with mine see Kiinne
(2003), Garcia Carpintero (1996) or Soames (1999).

21| owe this observation to van McGee (1993), whieneto Tarski (1948¥or a purely
structural definition of truth, on which true semtes coincide with those accepted by a Turing
machine of a sort. The definition is faithful to B@ that it subsumes all T-biconditionals for
the object-language as its deductive consequettdsswell-known that Tarski was a pioneer of
the decision method via quantifier elimination deped by Skolem and Langford. The method
is used in CTFL as an example of a variant definitof truth. Hodges (2008) even claims that it
was his work in this area that gave Tarski the vdea of truth definition based on recursive
definition of satisfaction relation.
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list-like definitions for code languages as conforgito SCT. But what do such
partial definitions of truth (for L - here a verpq fragment of English)

‘Snow is white’ is true iff snow is white,
‘Grass Is green’ is true iff grass is green,
‘The sky is blue’ is true iff the sky is blue,

have in common, except the fact that the word *tngeurs on their left sides

(but each time attached to a different sentencegd»¥¢ that at their right sides -
partial explanations of the meaning of ‘true’ for -Ldifferent sentences of

English appear. If so, it does not seem that weldcooake them to have

something in common if we just encapsulate thermédion that they provide

into one compact explicit definition along the @lling lines:

(For every sentenceof L): sis true (in L) iff (5= ‘Snow is white’ and
snow is white) org = ‘Grass is green’ and grass is green)scr (The
sky is blue’ and the sky is blue).

What is more, even with respect to full-bloodedhgiaages with
guantificational structure it does not seem thatisfaction of a sentence by
all/lsome sequencesaptures the meaning of the teimme sentenceFirst, it is not
particularly plausible to say that ‘true’, in itstaal usage, means ‘satisfied by
all/lsome sequences’. Second, are we ready to sdy'tthe’ has a different
meaning when defined for a code-fragment (of Ehglsay), as it has when
defined for a quantificational fragment (of Eng)@hrhird, there are alternative
ways of defining truth even for quantificationah¢puages that do not appeal to
satisfaction by sequences at all: (a) truth-cooddi of quantified sentences
being defined in terms of truth of (all/'some ofgithsubstitution-instances, truth
for L can be defined by recursion on sentences I({B¥A), say); (b) allowing
infinite disjunctions, truth could be defined fordven non-recursively, in an
infinite list-like mannef*?

One may argue that T-biconditionals are the crbixhe matter when it
comes to fix the meaning of ‘true’ — not just itdension - the idea of material
adequacy being that T-biconditionals fix the megnanfortiori the extension of
‘true’ with respect to L, so that any two formalblyorrect definitions are
materially adequate definition of truth for L if @ronly if they entail all T-
biconditionals for L. According this view, if we @ a structural and a
compositional truth definition, and both are forlpatorrect and materially
adequate, then we cannot say that they are “mecggktensive. Or imagine
that there is a formula semantically defining te¢ af L-truths so that we can
construct a definition of L-truth in terms of th&érmula, which, while
extensionally correct, does not have all T-bicandals for L among its

%12 The point was made by Etchemendy (1988). On therdtand, we know that Tarski's aim
was to define ‘true’ w.r.t. L(T) on the basis oktimetatheory in such a way that it makes it
possible to prove important metatheorems aboutth it§ built-in deductive theory T. Recursive
definition of truth via satisfaction (and/or dentida) would thus appear to be an essential part of
aim for reasonably rich languages, and not justaanidental feature (as, for instance,
Etchemendy maintains)
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deductive consequences (due to its deductive wea)dté Now, | want you to
ask if the definition would be materially adequéte Tarski’s lights? If your
answer is “Yes”, material adequacy coincides foru ywith extensional
correctness. If your answer is “No”, the two do aatount to the same, albeit
material adequacy implies extensional correctnéesse commentators, who
think that Tarski would have answered the questegatively, think that
material adequacy assumes a certain conceptiorutbf, thowever minimal, to
which adequate truth definitions are expected tofaron. It speaks for their
interpretation that Tarski used to defer to thestatielian conception of truth and
repeatedly claimed that T-biconditionals ‘explatlre tmeaning’ of ‘true’ for
particular sentences. However, one may well rdtat this is a speculation, as
Tarski did not consider the possibility of constmg an extensionally correct
definition of truth that would not subsume all Tetnditionals as its deductive
consequences. For all he said on the topic, it d@¢sseem excluded that he
required an adequate truth definition to prove dehditionals merely as a
means to assure its extensional correctness. Tosube, the talk about
“explaining the extension of ‘true’™ is gibberisbut it may well be that, for
Tarski, explaining meaningamounts tdixing application conditionshence the
extensionof an expression. For note that, according to Tangs&rticular T-
biconditionals are partial definitions of truth tvitespect to particular sentences,
explaining the meaning of ‘true’ with regard to theSo, we may view such a
biconditional as specifying the application corwh of ‘true’ with respect to a
particular sentence: the condition under whiclalisfinto the extension of ‘true’.

Nevertheless, it seems to me that, on balaneeatlailable evidence
favours the interpretation according to which SGTTarski’'s way of making
precise the Aristotelian platitude (conception)vdrch

A sentence is true iff what it says is as it says
or

A sentence is true iff it says that things are date way and things
are that way

This is how Kotarbinski interpreted Aristotelianaptudes (along with other
members of the Lvov-Warsaw school) and Tarski agér subscribed to this
analysis. Moreover, judging from his often quotédm

“We must first specify the conditions under whitte tdefinition of
truth will be adequate from the material point egw. The desired
definition does not aim to specify the meaning dfamiliar word

used to denote a novel notion; on the contrarginis to catch hold
of the actual meaning of an old notion.” (Tarsk#4913).

it would appear that his definitions aimed at mibr@n extensional correctness,
that is, coincidence with ‘true’ when restrictedparticular object-languages of
right type. Unfortunately, it is again by no meatear whatcatching the actual
meaning of an old notioamounts to, since Tarski leaves us in the dartoas
what notion ofmeaninghe personally favours. At any event, he distinigess

213 See Gupta & Belnap (1993) or Patterson (2008b)..
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extension and intension of a notitii But, as regards extension, he only wishes
to make it precise what kind of items the semamtiton of truth to be defined
applies to — sentences-types, as opposed to uttaheliefs or propositions.
However, regarding intension he significantly st¢hdt his definitions aim to
conform to the classical Aristotelian conceptiontmith, which he glossed in
terms ofcorrespondence tor agreement with realityElsewhere he says about
materially adequate definitions that they captuitee “current meaning of the
notion as it is known intuitively®*® This turn of phrase presupposes that, in
general, thecurrent meaningof a notion is something that can be said to be
intuitively known by those people who understand tiotion in its current
usage. But it makes no good sense to say thagnergl, thecurrent extension

of the notion is something that can be said tonba@tively known by those who
understand the notion. Competent concept usersigigrtdo not in general know
the extensions of their concepts.

While appropriateness of the talk aboatrespondencer agreement with
reality with regard to Aristotle-type platitudes is questible, and Tarski
himself deemed such formulas vague, he realizetdstzh platitudes aim to be
general and point in the right direction. Still,eyhwere imprecise, by his
standards. First, once we attempt to express toentent in the logical
symbolism we get something along the following ¢$ine

(For every sentenoq: x is true iff Cp (x expressep andp).

How are we to read the apparatus of quantificatiorthe right side? If in the

standard objectual style, then, quite apart froen Worry as to what kind of

entities we quantify over, the sentence does ndtengbod sense, since the
second occurrence op’‘calls for a sentence to yield something gramnadtic

but objectual variables occupy nominal placesorifthe other hand, we interpret
quantification in the substitutional style, theneamay worry that the notion of

truth is presupposed, as truth of quantified sex@ens explained in terms of
truth of substitution-instances of their matrixesirthermore, in its unrestricted
form, it would likely give rise to a version of santic paradox.

Still, those platitudes capture to some extentgbwerful intuition that
truth of a sentence depends both on what it saghaw things are. It seems to
me that Convention T is Tarski’s attempt to spall im more precise terms what
this intuition amounts to with respect to a givanguage, taking into account
also his observations on paradoxes and formal ciess in general. Indeed,
applied to a given language L, T-biconditionalslipas specified in Convention
T, come close to being instances of such geneasitygdes. In my view, Tarski
conceived of such platitudes as informal and impeecdbut not valueless)
attempts to generalize what is obvious on particUldiconditionals of the
form:

‘pistrue (inL) iff p

24 Tarski (1944:14).

25 Tarski (1931: 128-129).

1% Note that one who understands a particular T-litimmal may not know whether the
sentence mentioned on its left side falls intogkiension of ,true'. One only knows under what
conditions it falls in its extension.
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or, more generally,
Xis true (in L) iff p,

where ‘X’ stands in for a syntactically perspicuddk-designator
of an L-sentence and ‘p’ for an ML-translation lo&t sentence

In light of this, we can appreciate his demandt thasatisfactory
definition of truth for L subsumes all such instascas its special cases
(deductive consequences), and why he describes drfafitions at places as
(possibly infinite) ‘logical products’ of all padi definitions. It seems that
Tarski wanted to capture the meaning of the notbrnruth at least to some
extent via capturing the fundamental Aristoteliawuition. But it was in the
nature of his explicative definition that he focds®ly on well-behaved objects
that are theoretically more tractable than natlaaguage — namely, formalized
and extensional fragments of natural languagess & context-sensitive,
ambiguous or vague expressions. Explications afrimél and imprecise notions
should yield precisexplicata which are theoretically fruitful in that they ddu
play the explanatory role — and could play it ebetter owing to their precise
character - that their informal counterparts play.

However, several thinkers have argued that theom®tdefined via
Tarski's procedure cannot play that we might expgeastn our informal, if
imprecise notion of truth. Let us therefore seetwha objections state and what
merit they eventually have.

6.2 Is semantic conception of truth semantic?

We should first note that Tarski’'s method is coasathly limited in its scope.
First, it is designed to apply only to a certaiimily of properly restricted
extensional languages, without any suggestion vengtn how, Tarski’s criteria
and techniques might be supplemented or modifiezbt@r syntactically richer
languages, including natural languages or languaggsroximating their
complexity (one immediately thinks of so-calledeimsional or hyper-intensional
constructions). Second, the method is designedopdyonly to languages in
which there is no context-sensitivity, no ambiguwityvacuous expressions. On
the other hand, natural languages, on which forssmhanticists focus their
attention, abound in such phenomena. Third, in vidwsemantic paradoxes,
Tarski argued that no consistent definition or etheory of truth that meets his
adequacy condition can be given for a languagedbatains or can express its
own notion of truth (or satisfaction) unrestricte@ipplying to all its sentences
(predicates), provided that we assume that cldsbigalent logic holds. But
natural languages certainly do seem to contain sookions of truth
(satisfaction), and so Tarski concluded that neithatural languages nor
properly regimented languages that approximate timeexpressive power can
be given consistent truth-definitions in his style.

In spite of the fact that Tarski's method is so ifed in its scope,
Davidson, Montague and others have persuaded niesoyigts that Tarskian
truth definitions (or their model-theoretic extesrss) provide at leastMusterto
guide constructions of more sophisticated semaméories for richer languages,
including substantial fragments of natural langsadgeis natural to call a theory
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semantic if it systematically articulates the tratinditions of sentences on the
basis of the semantic properties of their signifitcayntactic parts and the
syntactic mode in which the parts are combined.tédees thus need to be
thought of as constructible from a finite stocksofiple expressions according to
a couple oyntacticrules of admissible combination.

The semantic theory first fixes the interpretatioos each simple
expression, by assigning to it a semantic propeftthe type appropriate to its
syntactic category, and then gives a couplsemhanticrules that determine the
semantic properties of complex expressions, givensemantic properties of
their simpler constituent parts and their syntagtmde of combination. Finally,
all this is to be arranged in such a way that #maamtic properties delivered by
the rules for sentences turn out to be the comditiender which the sentences
are true. Plausible accounts along these lines toavever elementary as well as
more complex sentences, the details depending enctimplexity of the
language.

Tarski’'s absolute and relative method of truth mi@bn influenced
respectively the two most influential truth-condital approaches to formal
semantics: the truth-theoretic of Davidson and fhiowers and the model-
theoretic of Montague and others. In fact, it hasnebeen claimed - although
Tarski himself would not have gone so far - thaugible semantic theories for
substantial fragments of natural languages coulshould havesomething like
Tarski-style truth-definitions as their basis, thhumodified or supplemented to
accommodate features not present in languages sintiple logical syntax.
Davidson went even so far as to suggest that weisamarski's method to give
a compositional theory of meaning for a given ratlanguage L:

“There is no need to suppress, of course, the abvimnnection
between a definition of truth of the kind Tarskishshown how to
construct, and the concept of meaning. It is tthe: definition works
by giving necessary and sufficient conditions foe truth of every
sentence, and to give truth conditions is a wagiwaihg the meaning
of a sentence. To know the semantic concept dif farta language is
to know what it is for a sentence - any sententtebe true, and this
amounts, in one good sense we can give to the @hras
understanding the language. [...] Indeed..Tarski-type truth
definition supplies all we have asked so far oheoty of meaning
[...].” (Davidson 1984: 24).

In view of this, the significance of Tarski's meth@f truth definition
would seem to be beyond any question. But sevdriébgophers argued that
strictly Tarskian truth definitions are of no usetheories of meaning or even as
semantic theories. In general, these argumentsashow that there is more to
the notion of truth than we can read off from pauteér Tarskian truth definitions
given for particular languages.

6.3 The incompatibility objection

The scepticism can be pressed from various motessryelated directions. As
regards Davidson’s influential program, at leastits early stages (in the
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1960ths), one obviously pertinent observation & the cannot expect from a
Tarskian truth-definition for L (even in its reciws form) that it tells us, via its
clauses specifying denotation-conditions, satigfaetonditions, or truth-
conditions anything revealing about the meaninf§€xpressions and sentences
of L, for the simple reason that we have to knoanthin advance in order to be
in a position to define truth for L in Tarski's &ty or to evaluate its material
adequacy as a definition of truth fot’. To take a simple example, we cannot
expect from the following sentence

‘Der Schnee ist weiss’ is true (in German) iff snigvwhite,

that it explain to us both what the sentence maetioon the left side means and
what ‘true’ means. That clause cannot serve asrtiapaxplanation of ‘true’,
unless we already know that the sentence quotdleoleft side means the same
as the sentence used on the right side that weug@ose to understand. At the
same time, it cannot serve as an explanation ofntkeaning of the quoted
sentence, unless we already know what ‘true’ means.

In a similar way, then, the typical recursive ckadsr truth-functionally
compounded sentences such as:

... Aund Bs true (in German) ifAA is true and is true,

cannot explain to us both what ‘true’ means and twhad’ means. Paul
Horwich put the problem accurately when he said:th@ere are too many
unknowns in such ‘equations'®

Someone may be tempted to think otherwise, fogusiot on
heterophonic but on homophonic T-biconditionals rEzursive clauses framed
in a metalanguage that contains the object-languags as the following:

‘Snow is white’ is true (in English) iff snow ishite;

‘Snow is white and grass is green’ is true (in Estgliff ‘Snow is
white’ is true (in English) and ‘Grass is greentrige (in English).

These may appear to encapsulate the informatiomtatbe meaning of the
quoted sentence and the connective ‘and’. In gslachowever, the situation is
as before, only more vivid. In order to explain wheue’ means by means of
such homophonic sentences, one has to understatik ffirst place, what the
guoted sentence means (in the first sentence rvateeone will not understand
its right side, hence the sentence itself) or what’ means (in the second
sentence - otherwise one will not understand gfistrside).

The diagnosis sketched above ought to be everecle&en we replace
both putative unknowns in the heterophonic equivade with arbitrary symbols
(assuming that the putative meaning-explanatidnsudcessful, should confer
the right meanings on them) so as not to be sedugeay antecedent intuitions
that we may have about their meaning (alternatjwel/could leave the German

27 This observation is commonly attributed to Dumn{stte 1973, 1978b), but Tarski was
arguably fully aware of it (cf. Tarski 1940. Ses@uine (1970) and Kinne (2003).
28 Horwich (1998).
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sentences in their place and imagine the equivatett be given to someone
who knows English but no German):

a) Sis T (in German) iff snow is white,
b) AxBis T (in German) ifAis T andBis T.

Ad (a): if we understand its right side and knowagtdition thatS means what
the right side means, then we can figure out whatilbes not mean (e.g. that it
does not mean ‘false’), or we can even surmise ithatight mean ‘true®*°
However, unless one knows at least so much, oneotasay anything at all
about the meaning of ‘T’, much less to judge thdemal adequacy of (a) as a
partial definition of ‘true’ w.r.t.S. What one can assert is at best conditional: (a)
is a partial definition of ‘true’ w.r.tS (a sentence of German), & (= ‘Der
Schnee ist weiss’) means that snow is white (oif: ‘Snow is white’ is a

translation ofS).

The situation is much the same with (b), thoughehecan imagine
someone to claim that it suggests itself to rerxiess ‘and’ and ‘T’ as ‘true’,
since we can read off from that clause that a sesteompounded from two
sentences by means of the operatorhas the property T just in case both its
component sentences have that property, which tonds obviously satisfied
when we take ‘X’ to mean ‘and’ and ‘T’ to mean &uHowever, a moment
reflection should persuade such a person thatwhbist do, since many other
pairs{operator, predicatesatisfy the condition equally well: we can justvel
take ‘X’ to mean ‘or’ and ‘T’ to mean ‘a sentence’even ‘false’.

John Burgess notices that the same observatiotiegappnutatis
mutandis to recursive clauses of the relative definitidntraith-in-a-structure
along the line$®

M E - Aiff it is not the case thadl F A
ME(AOB)iff MEA andM kB

For, if we want such clauses to explain (define semantic-turnstile for our
object- language, we have to rely on our antecekieowvledge of the meaning
of logical operators of the object-language as myibg the corresponding meta-
linguistic locutions on the right side (as Tarskd ¢h his absolute definitions).
This should be immediately clear once we specify ¢lauses in homophonic
style:

ME-Aiff - MEA
MEMADB)iff MEAOMEB

To be sure, we can use those clauses to (paytedflain the meanings
of the operators of the object-language, but we d@nhis only if we already
assume it to be given thit F A means thaf istrue in a structure MBut we

219 Note the hedge ‘might’: given only as much infotima, the condition expressed on the right side is
equally satisfied when we let ‘T’ to mean somethingre bizarre e.g. ‘is true and 2+2=4'".
220 Burgess (2008b).
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cannot hope to explain both — the double turn-saglevell as logical operators -
in the same stroke. To draw the point home, itgiaira helpful to replace both
putative unknowns by symbols utterly foreign to us:

M --- /A iff it is not the case tha¥l --- A
M --- (Ax B) iff M --- AandM --- B

The lesson we should take to heart is that thgegraf explicitly
defining truth for L in Tarski style is not compatible witthe project of
providing a truth-conditional theory of meaning for as conceived of by
Davidson and his followers. Davidson came to acteigtdiagnosis. From the
early 1970s onwards he has talked about reversamgkils strategy: instead of
taking the meanings of L-expressions for grantedh@ guise of translation) and
defining truth-in-L on the basis of them, he prago#o take truth for granted, as
a primitive notion, and employ it in interpreting anfinite number of L-
sentences via a recursive theory of truth for Lsedah on the recursive
characterizations of satisfaction and reference lfeuredicates and terms
respectively, and modified so as to cover apparambh-extensional contexts
and the ubiquitous phenomenon of context-sensitiftituth-conditions being
specified for a sentence as potentially utteredgaker at a timeand place
p).?*! It is a matter of controversy whether the progream be successfully
carried through, but there has been a fairly widge@ament even among
Davidson’s severe critics that his approach to seice needs to abandon
Tarski's ambition to provide an explicit definitiaf truth for L in favour of an
axiomatic approach in terms of the primitive notimftruth?*? Davidson came
soon to champion the view that truth is a fundaeand indefinable notion —
the idea that plays a crucial role in his unifiéedry of language, mind and

action®?®

6.4 The modal objection

Another widely discussed type of objection agaifetski's conception of truth
Is the so-called modal objection. It starts witk ttlaim that the modal status of
informal T-biconditionals changes significantly whitrue’ is replaced in them
by its Tarski styleexplicatum And because the two notions exhibit such
significant differences, the latter cannot possitigvide an accurate explication
of the former, even when the former notion is iettd to a given 2%

The objection goes back to Moore and Lé#ybut in its modern
version it has been presented by Putham and Etettymmen whose arguments
we shall mainly focus. However, the essential idgnets of their arguments
were put forward already by Pap:

“Now, it is consistently thinkable that, while thmoon is indeed

21 See various classic papers collected in David4884), e.g. (1967), (1973a), (1973b). See
also Davidson (1990), which is a fine statemertisfview.

222 Cf. Soames (1999).

223 See Davidson (1990) and (2005).

224 5ee Putnam (1985), (1994 a, b) or Etchemendy {1988

2% Moore (1953), Lewy (1947).
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round, the sentence “the moon is round” is not farethe simple
reason that it does not express the propositionh tthe moon is
round, but instead some false proposition. Fromptioposition that
the moon is round we can logically deduce such gsibjons as that
the earth’s satellite is round (assuming the idgrithe moon = the
earth’s satellite” to be analytic, or that therésexat least one round
celestial body, not however, the proposition thet sentence “the
moon is round” expresses the proposition that tbemms round. In
other words, the truth-value of the semantic prajmos that “the
moon is round” is true depends on what propositsoexpressed by
this sentence, while the truth value of a propositof astronomy
hardly depends on semantical fac{®ap 1954: 25).

Etchemendy repeats essentially this argument wieemnvites us to
consider the following pair of claims:

a) Snow is white,
b) ‘Snow is white’ is true.

The two claims are related via the contingesit¢!{ circumstance that ‘Snow is
white’ means that snow is white, but they are défeé non the less, because
their truth-values differ with respect to other gibte worlds. Thus, we can
conceive of a possible world much like our actual world except that the
sentence ‘Snow is white’ means something diffenent than it means actually;
e.g. while “snow” means still the same stuffan“white” has a meaning iw in
virtue of which it applies to black things and ‘tkahas a meaning iw in virtue

of which it applies to white things. It follows th&now is white’ is false irw,
assuming that snow remains whitewnClearlya-claim holds bub-claim fails

to hold inw, and the whole biconditional made up from thenstfails to hold in
w. And we can conceive of a possibilitg such that snow is no longer white in
w* while ‘Snow is white’ means something differenathit means actually,
which is true inw, e.g. while “snow” means the same stuffni which it means
actually, “white” applies to cold things in* and snow is still a cold stuff m*.

If so, b-claim holds but-claim fails to hold inw*, and the biconditional made

up from them thus fails to hold im*.%?

Etchemendy thus follows Pap in claiming that “setitd claims such
as

‘Snow is white’ is true iff snow is white,

are contingent. Recall now our first Tarskian ted#finition (D1). We showed
how to deduce the T-biconditional for the sentébsx Schnee ist weiss’ ofgl

% The view that Moore, Lewy, Pap and Etchemendysaliscribe to is that sentences — even
those that are determinate and eternal in Quiregises- do not possess their semantic properties
hence truth-conditions essentially, but only cogintly. On the other hand, the claims expressed
by ‘It is true that snow is white’ and (b) ‘Snowwughite’ have the same truth-value in whatever
possible world, the biconditionalt is true that snow is white iff snow is white’ lding of
necessity. On this basis, one could argue thatritare plausible to take propositions (qua things
named bythatclauses) as primary truth-bearers, adopting aqsitipnal variant of T-schema as
governing the meaning of ‘true’ as a predicate mippsitions. Cf. Horwich (1990) or Soames
(1999), who propound propositional versions of a@finism.
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with help of elementary logical and syntactical $aagsumed in the metatheory:
‘Der Schnee ist weiss’ is a true sentencefflsnow is white.

According to Putnam and Etchemendy, since defimiidogical and syntactical
laws are necessary, and whatever can be deducednfecessary premises is
necessary, the T-biconditional is necessary - hgldome what may. Indeed, as
the biconditional follows from the metatheory contag only obvious
syntactical and logical laws plus (D1), it is a it (or, perhaps, logico-
syntactical) truth, because whatever follows froogidal (...) premises and
definitions is a logical (...) trutff’ Intuitively, however, it makes aempirical
and contingent claim, as counterfactual considematseem to show. Had snow
been white but ‘weiss’ was used to apply to blattead of white things, ‘Der
Schnee ist weiss’ could have been false. But themthole biconditional would
have been false. Thus, semantic properties of egjmes — truth included -
depend on their meanings, which in turn depend @n the expressions are
employed by speakers or communities. Since thaitiefi of the truth-predicate
a la Tarski does not capture the dependence df @mnd related semantic
properties (such as nominal denotation or predieatatisfaction) on linguistic
usage, it is not a semantic predicate at all!

Putnam does not go as far as to deny that Tarslfsition, which
validates all T-biconditionals for L (which are, iasvere, ‘true by definition’) is
a useful tool in mathematical logit® But he thinks that it is no use as a
philosophical account of truth:

“A property that the sentence ‘Snow is white’ wohlave (as long as
snow is white) no matter how we might use or urtdexs that

sentence isn’t even doubtfully or dubiously ‘closethe property of
truth. It just isn’t truth at all [...].” (Putnam 188333).

According to Putnam, Tarski’s formal truth-defioitis extensionally
agree with ‘true’ with respect to particular formzald languages, but they
cannot capture its intension, much less its mearfating to reveal the
semantic dimension connecting truth to meaninglexgaistic practices. To
drive the point home, Etchemendy invites us to arsthe definitional
variant of our T-biconditional, obtained by replagi‘is a true sentence of
Lo with its Tarskiandefiniens

(‘Der Schnee ist weiss’ = ‘Der Schnee ist weissl anow is white) or
(‘Der Schnee ist weiss’ = ‘Das Grass ist grin’ d@imel grass is green)
or (‘Der Schnee ist weiss’ = ‘Der Himmel ist blaand the sky is blue)

27| take ‘logic’ here to include also what othersghti consider to belong to mathematics, in
particular, set theory.

%8 Etchemendy says that, owing to this property, phedicate defined in Tarski style is a
powerful device of “semantic ascent* (viz. QuineQ7Q), serving the logician to express
generalizations by means of which one can affirndeny an ,infinite lot of sentences" (or
simulate infinite conjunctions and disjunctionshus, by affirming “Every sentence of the form
A or not Ais true” one affirms, in a way, each of an infinitember of sentences of the fon
or not A We shall see in Chapter 7 that this idea anindisggiotationalism- a sentential brand
of the deflationist approach to truth championedHigid (1994), Leeds (1978) or Williams
(1999), among others. See Chapter 7 for more detail
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iff snow is white.

This sentence is provably equivalent — givlea logical and syntactical laws of
the metatheory — to the sentence

Snow is white iff snow is white,

which is a logical truth failing to deliver any santic information about
expressions of 4.

The modal objection trades on the assumptionThegki’'s definitional
framework renders T-biconditionals necessary (aseguences of definitions,
logical laws and syntactical laws), whereas outsidthe framework we would
intuitively take them to be contingent. Tarski’'s thred of truth definition thus
seems to face an unpalatable dilemma. Either

)] the definition is necessary, but then T-bicondiisn
following from it (plus the logico-syntactic partare
necessary,

or

i) the definition (plus the logico-syntactic part) aig
contingent T-biconditionals, in which case it i necessary,
since what has contingent consequences is contingen
(assuming that the logico-syntactic part is neagg¥sa

According to the objector, either the definitionldato provide a satisfying

definition of truth, since it fails to do justice the contingent status of T-
biconditionals, or it is merely materially true whiis an unacceptably weak
standard of definitional adequacy.

If valid, the argument threatens not just Tarskimception of truth but
any theory of truth that takes T-biconditionals iassome sense, definitional of
truth??° In particular, it threatens various deflationapnceptions of truth (of
which more later) that construe T-biconditionals Igast those that are non-
paradoxical) as definitional, axiomatic or analytictruth, though they usually
part company with Tarski in that they do not requihat truth be explicitly
definable in higher-order metatheory. The objectstiould work equally well
for a single T-biconditional such as:

‘Snow is white’ is true iff snow is white,

supposed to partially define ‘true’ w.r.t. ‘Snow wsite’. The objector should
now say that since it is implausible that a sergdmas an axiomatic/definitional
status unless it is at least necessary, we shajittrthe claim that the
biconditional is definitional or axiomatic of ‘tryéecause it is contingent.

It is perhaps clear that what is at stake is Tagkonvention T, because
it makes the allegedly problematic demand that cbiditionals be
consequences of the truth definition (as framedhe metatheory containing

29 5ee also Chapter 7.
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logical and syntactical laws).

6.4.1 The modal objection rebutted

According to the most typical defence-strategy rasfathe modal objection,
Tarski takes L to be individuated in part by thetfthat particular expressions
that belong to it are equipped with particular miegs®*° Consequently, if there
is an expressior whose meaning is different in L and L* respectyyeéhen L
and L* must be different languages, even thougly thiay be syntactically
indistinguishable. It follows that by adding a dagexpression to L or by
changing the meaning of a single expression of &,n@ longer have L but a
different language L*. If we are imagining that antence or expression
belonging to L could change its meaning contingergh its use by the
community actually using L, we are imagining, styicpeaking, that a different,
though closely related language L* would be usedheylinguistic community.
Once we individuate languages in this manner, veetbat even informal T-
biconditionals turn out to be necessary. If théofwing principle holds (at least
for context-insensitive sentences):

If Smeans (in L) thap, thenSis true (in L) iffp,

and if the antecedent holds of necessity (as whemdividuate L semantically),
then the consequent should also hold of necessity.

It is fair to say that Putnam is well aware of thianoeuvre. He reports
to remember that when he talked about this problgim Carnap, the immediate
reaction of Carnap was to distinguish two notiorfs language, namely:
language as a system of communicatiom language as a semantical system
This distinction is explained in hlatroduction to Semanticd942). Now, here
is what Putnam remembers Carnap to have said:

“Everything depends on the way the name of the Uagg—
‘German’ or whatever—is defined.” If by “German” weean “the
language spoken by the majority of the people im@ay” or “the
language spoken by the people called ‘Germansnhigligh,” then it
is only an empirical fact that “Schnee” refers he substance snow
in German, and only an empirical fact that “Schis¢eveiss” is true
in German if and only if snow is white ... . Butphilosophy, Carnap
urged, we should treat languages as abstract ebpad they should
be identified (their names should be defined) bgirtlsemantical
rules. When “German” is defined as “the languagéwsuch and
such semantical rules” it is logically necessargatthhe truth
condition for the sentence “Schnee ist weiss” imn@ is that snow
is white.” (Putnam 1988: 63)

In order to extract from this a response to the aho#ljection, we are to
think of abstract languages as semantically indiatdd, that is, as interpreted in
Carnapian semantical systems that fix or stipuliee denotations of their
primitive expressions via the rules of denotatiad,aon this basis, determine the

230 gee, for instance, Davies (1981), Garcia Carpnt&996), Kiinne (2003).
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truth conditions for all their sentences (via cosiponal rules of truth). The
specific character of such stipulations assurestfieasemantical system S for L,
based on the syntactic theory for L, entails Tanslkadequacy conditions in the
form of T-biconditionals w.r.t. L. Indeed, Carnaqys that the semantical rules
not only fix the meanings of sentences of L (viang their truth conditions) but
they alsodefine the notion of truth for L, similarly as rules okmbtation
interpret non-logical constants as well as defireertotion of denotation for L.

The trouble is that Carnap wants the semanticakraf S to do a double
duty. On the one hand, they are to interpret Lhenway we have just described;
on the other hand, they are to “define” the sencambtions of designation and
truth that occur in them. Putnam complains thabblgs the question at issue
when he invokes his abstract-language conceptince shat conception invokes
semantic notions that are to be explained:

“What | thought but did not say was: And, pray,awisemantical
concepts will you use to state these ‘semantidakt® And how will
those concepts be defined?” (lbid: 63)

The problem that Putnam seems to have in mincaisGarnap wants both to have
his cake and eat it, when he wants his semantidek rto play both roles —
interpretive (stipulating the meanings of L-express in S) and definitional
(stipulating the meanings of semantic expressiams Lf). However, if the
semantical rules are to play the first role, theanmegs of L-expressions being
treated as so far “unknown” or “unsettled” (it ietrules that confer on them their
meanings), they have to make use of already urmtetssemantic notions that
cannot themselves be “unknown” or “unsettled”. Afnithe semantical rules are to
play the second role, the semantic notions beiegtéd as so far “unknown” or
“unsettled” (it is the rules that confer on thene tineanings), they have to make
use of already understood L-expressions that catheatselves be “unknown” or
“unsettled”.

The problem reminds us of the incompatibility ohij@ec against
Davidson’s early program in truth-conditional thearf meaning or Burgess’
objection targeting the idea that recursive clausiethe model-theoretic truth
definition could fix the meanings of L-expressigscluding logical constants)
occurring in them as well as the intended meanfripe semantic turnstile. Once
again: there are too many unknowns but not enouglateons to help us to
calculate their values. This observation animates &tchemendy’s claift"
approved by Davidsoff? that semantics (model-theoretic or truth-theojetic
needs to use an undefined metatheoretic notiomudi.tInterestingly, another
distinguished semanticist could have made essbntied same point a couple of
decades before:

“...In discussing the semantical rules of a formedi language, we
thought of the concepts of denoting and of havialyes as being
known in advance, and we used the semantical fatebe purpose
of giving meaning to the previously uninterpretedjistic system.
But instead of this it would be possible to give mmaning in
advance to the words “denote” and “have valuesthay occur in

231 Etchemendy (1988).
232 Davidson (2005).
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the semantical rules, and then to regard the seérahmtles, taken
together, as constituting the definitions of “dexioand “have
values” (in the same way that the formation ruliea gistic system
constitute a definition of “well-formed). The comte expressed by
“denote” and “have values” as thus defined belomghteoretical
syntax, nothing semantical having been used inr ttefinition.”
(Church 1956: 64)

Church has in mind semantic definitions in a movevgrful metatheory
free of semantic notions, but he muddies the wagezlaiming that they belong
to theoretical syntax. Godel and Tarski showed g®&hantic notions for a
reasonably powerful L(T) cannot be reduced to sytidanotions for L(T). The
former can be defined in a higher-order metathédfly but the latter can be
defined within T itself, provided that T contairlerentary arithmetié*® At any
rate, it seems that he wants to distinguish twosaafylooking at a semantical
framework. We may view it as using primitive sen@nbtions (ofdesignation
truth or having valuegto specify the interpretation of an uninterpretecr we
may view it as fixing the meaning of semantic nosidor a fully interpreted L.
The former procedure seems better suited to reheahature of semantics, as
distinct from syntax:

.-..In_order to maintain the distinction of semantitem syntax
,2denote” and ,have values" should be introducediadefined terms
and treated by the axiomatic method...And in fact skis
Wahrheitsbegriffalready contains the proposal of an axiomatic
theory of truth as an alternative to that of finglia syntactical
equivalent of the concept of truth.” (Church 1966)

| tentatively suggest that Carnap could have hadydin mind a middle way
between the two alternatives mentioned by Churematic rules of the type

Let ‘a’ denote Chicago;

Let ‘P’ denote the property of being a large city;

Let PR(in) be true iff the designation @f has the property designated by
Pr;

etc.,

fix the interpretation of L, and, by the same tak#ére extensions of semantic
notions featuring in them (for the object-languameler consideration). In this
sense, the semantic rules can be said to defingethantic notions, even though
they presuppose our grasp of them required for tteplay the interpretative
role. As a matter of fact, one can sometimes seestme idea at work in

23 To be fair to Church, Carnap talked about semamitions being definable in a sufficiently
powerful syntactic metalanguage, and even Tarsdd us speak of defining semantic notion on
the basis of morphology (his label for syntax -heory of structural properties of expressions).
What was clear to them was that the metalanguagdsn® be logically stronger, with higher
order variables (or stronger set-theory). Hencetasy plus higher-order (stronger) logic is
enough to define semantic notions, but it doesfaitdw that the higher order apparatus itself is
to be reckoned to syntax (what about the substamttalogical commitments of the apparatus?),
unless one claims that any semantics-free theopoigpsosyntactic. Which use of ‘syntax’
seems perverse to me.
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expositions of model-theoretic truth definitionss btipulating the application
conditions of semantic notions one interprets esgo®s of the object language
via fixing their extensions in a given structure, the same token, fixing the
extensions of the semantic notions that are alreadymed to be understood to
some extent (it being assumed to be understoodhnaigM |=A’ means tha# is
true inM).

So perhaps there is no problem with Carnapian seenapproach after
all. Be that as it may, Tarski’'s own semantic actoaeems to be immune to
Putnam’s objection, since Tarski did not conceivlanguages as interpreted via
rules involving the notion of truth (or designaticsatisfaction). He explicitly
stressed this difference:

“ ...regard the specification of conditions unddrich sentences of a
language are true as an essential part of the igesuor of the
language” (Tarski 1944: 373, n. 24)

Fernandez Moreno is without doubt right to say:

“In Tarski's semantics the interpretation of a laage principally
results from the co-ordination of the basic constaf the object-
language with their metalinguistic translations;tire process no
appeal is made to the definition of truth. In castr in Carnap’s
semantics the interpretation of a definite languag#s for the
application of the definition of truth which is toe found in the
corresponding truth-rules ...” (Fernandez Moren82t 38)

The first defence-strategy blocks the modal omecby claiming that
T-biconditionals are necessary, provided that welividuate languages
semantically so that e.g. a sentence “Der Schii@geiss”, qua a sentence aof, L
(or German) cannot but mean that snow is whitecéeaannot but be true iff
snow is white. But there is n alternative way o$waaring the modal objection
that consists not in individuating languages seroally, but rather in
distinguishing two different ways in which we canodally truth-evaluate
sentences of a given (interpreted) language, ikatrgse to two notions of truth.
Thus, Gupta and Belnap wonder how it can be thataveinterpret both of the
following sentences (numbered as (19) and (20)ectsly) as true, given that
one claims that ‘Snow is white or snow is not whisenecessarily true, while
the other seems to deny this:

The sentence ‘snow is white or snow is not whieiecessarily true,

If ‘or’ had meant what ‘and’ means then the seoéesnow is white
or snow is not white’ would not have been true.

Their solution consists in distinguishing two nosoof truth along the following
lines:

“To determine whether a sentence falls, in a warldinder the first
notion of truth — the notion that is employed i®),land which we
shall call the logical notion — we determine whetthee sentence is
true inw with the meaning it has in the actual world. Oa tther
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hand, to determine whether it falls under the sdamwtion of truth
in w — the notion that is employed in (20), and which shall call
the non-logical notion — we determine whether true inw with the
meaning it has in the world.” (Belnap & Gupta 1993: 21).

Truth, they say, depends both on meaning and f&etsin the first case the
meaning has as “frozen” in our actual world so thatdo not have to take into
account its variability across possibilities, whesan the second sense it can
vary across possibilities, and this variabilityréglected in truth-evaluation of a
sentence w.r.tv. The authors then make two important commentst,Fihe
distinction is significant if not all languages anelividuated semanticallysic!),
otherwise all languages would possess their sempraperties necessarily, and
the distinction would make no difference, as thereuld be no meaning
variations across possibilities to take into ac¢o8econd, Convention T yields
a reasonable adequacy criterion only for the Idgioéion of truth: only then the
definition yields consequences that have the nigbtlal properties (necessarily
true T-biconditionals).

Having the two defence-strategies in place, let moe voice some
misgivings about them. Both defence-strategiesmgiteto defend Tarski's
conception against the modal objection by denygintuition to the effect that
T-biconditionals are contingent, arguing that tlaeg necessary either under the
conception of language as individuated by semamtaperties or under the
logical notion of truth (viz. Gupta and Belnap).n& they take the truth
definition plus logical and syntactical laws to fecessary, its consequences (as
appended to logico-syntactical axioms) are necgdsar So there is no modal
problem after all. In Chapter 7 we shall have anasion to see that similar
defence strategies against the modal objection Ieen proposed by truth-
deflationists who take the truth-schenya is true iff p (or better, its non-
paradoxical instances) to be somehow definitiomaxdomatic of the notion of
truth. It seems to me, however, that one may acteptintuition that T-
biconditionals are contingent and still deny thagreé is a modal problem for
Tarski’s conception of truth definition.

How so? It should be remarked that Tarski nowhsags anything
about the modal status of T-biconditionals (and theonditional-forming
connective itself is material) or of the truth datiion itself. He does not even
say that logical or syntactical laws are necesshiig! view seems to be that
definitions are sentences expanding deductive s that they can be treated
as additional axioms - sentences we accept asivitheut requiring any further
proof of them (axioms plus their deductive conseges are then “asserted
sentences” of the deductive theory). He seems itk tthat the content or
meaning of a notion as it occurs within a deductheory is fixed by accepted
sentences in which it features, hence by asseetgérsces (specifically, axioms)
of the theory. It can be said that the meaning bt#0on is its inferential role or
potential within the deductive theory. Pattersahtly emphasiséd’ that Tarski
thought that the meaning (qua inferential roleg@ftain notions — namely of the
primitives — cannot but be fixed in this axiomatray; other notions, however,
can be shown to be “reducible” to other notionsjcwifact can be codified in
the form of an explicit definition. The definitioA = df. B is thus a sort of

234 patterson (2008b).
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license to substitut® for A in all sentential contexts and inferences of the
background theory, so that can always be eliminatéd The fact that some
sentences as opposed to others are accepted airiges on them a specific
status in the deductive theory, but that does neamthat it confers on them
specific modal status. The same appliegjtatis mutandisto definitions. It
seems likely to me that Tarski would have deteditedraditional metaphysical
talk about contingent and necessary truths. Hewalsknown for his mistrust
to intensional notions (or operators) and for hiefgrence for extensional
languages (as object-languages as well as metadgeg). Like Quine — with
whom he shared quite a few ideas in this areawdsequite sceptical about the
possibility of making a principled distinction beten analytical and factual
truth?** and he would therefore have seen little hoperawihg a principled
dividing line between definitional and non-defioital truths, or between
necessary and contingent truffs.

It is thus doubtful whether Tarski would have beemved by
counterfactual considerations conducted in termpasfsible world. He could
reject them out of hand, on the ground that theyfamulated in all too unclear
terms, or he could say that since the definitionan extensional metatheory are
construed as merely materially true, what followsnf them in combination
with the logical and syntactical laws of the megatty is expected to be only
materially true. Granted, had the world been défifer the words and sentences
of L could have changed their meanings, and th&eseas that actually do duty
as T-biconditionals for L could have ceased to Heicbnditionals. But Tarski
did not mean his formal truth definitions to prediow the property of L-truth
would behave in such counterfactual situations;wented to capture the
application conditions of ‘true’ for L — hence tket of true sentences of L -
given L's actual semantic propertied.Had L been different in its semantic
aspects, another truth definition in Tarski stylewd have applied to it,
reflecting its changed semantic properties. Ther¢hus no need to interpret
Tarski as adopting a conception of language asnbgaiws semantic properties
necessarily.L may retain its identity even if it expands or sabts its
vocabulary over time or its expressions changer timganings and semantic
properties (contingently on how L-speakers use jh€unsequently, sentences
that actually do duty as T-biconditionals for L damn out false, in which case
other sentences would do duty as T-biconditionaid.f So, no sentence that has
the status of a T-biconditional for an L-sentergdalse, so long as it has that
status. But it can lose this status, in which daseight be false. What Tarski
requires is that the object-language (of a readenatimplexity) has (a) fixed
vocabulary of context insensitive words with unagoious (and perhaps non-
vague) meanings, (b) precise (extensional) syneaxrsively fixing its set of
context insensitive (declarative) sentences. SudAnguage is artificial to a
significant extent indeed (though, according to skarit is a regimented
fragment of a natural language). But this doesmean that he thought that it
possesses its semantic propentiesessarily

235 Eor an excellent modern account of definitionsBemap (1999).

236 5ee Frost-Arnold (2006) for a rewarding discussion

%37 Recall here Quine’$wo Dogmag1953c), where Quine took for granted the notiofogfcal
analyticity (necessity) but Tarski deems even tioison to be controversial to the extent that it is
controversial what words or constructions couribggal.

2% 5ee Patterson (2008b).
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There is thus a clear sense in which truth, asegfoy Tarskidepends
on meaning face Putnam and other modal-objectors): the notiomathtdoes
not apply to a sentence no matter how its meanaries (diachronically or
across possible worlds). It just does not offend aoes not pretend to offer -
any deep explanation of this dependence (goingrzkyistotle’s platitude to
the effect that is true if things are as S says they)anéhich would show how
truth and related semantic properties superverfaais about use of expressions
by speakers or communities in their socio-physecaiironments.

6.5 List-like character of Tarski's truth definitio ns

A prima faciereasonable philosophical desideratum on an adedigdinition of
the concepf is that instead of enumerating (all and orffyinstances it should
state something common to all and ofynstances that explains why they
instantiateF and not some other concept. As Socrates put itt dm seeking
that which is the same in all these casesMérfo 75a). Thus, consider the
following list-like definition of the concept afhemical elemerft®

(For allx): x is a chemical element iff (=dfXy = Hydrogen orx =
oxygen orx = Nitrogen, or ...,

specifying, case-by-case, all the 253 known chemetaments. Its obvious
shortcoming is that someone familiar with it coumell know what elements
there actually are without knowing what makes thenie chemical elements
(except the fact that they are on the list). Sugergon would not be able to tell
why Hydrogen, Oxygen, ..., appear on the list; eygould be completely at a
loss to determine whether the so defined concagpiespto a newly synthesised
element not yet on the list. Shortly: the defimtie non-extendible. Or, to put it
slightly differently: the definition does not gius any hint as to how to go on in
new cases.

For some concepts, to be sure, we can frame eatatly correct
definitions enumerating all their instances. Thus,can define the notion af
solar planetin the following easy manner:

(For everyx:) x is a planet orbiting the sun ikfis = Earth ox =
Mars, orx = Venus, o = Saturn, ox = Jupiter, ox = Mercury, or
x = Neptune, ok = Uranus, ox = Pluto,

But we cannot define in this manner many concepfshdosophical interest to
us such adeing aperson being a machine, being goobleing just being
virtuous etc. The problem is not primarily that we canhope to enumerate all
their instances, when there is an infinite humbethem, but, rather, that we
might have a perfectly accurate explanation of videgF amounts to, without
being able to specify alF-instances, because it is one thing to know the
application conditions ofF, and quite a different thing to know what partasul
items actually instantiaté. The following is a correct definition, if anytlgns:

391 owe this example to John Searle’s unpublisheduseript ‘Truth’.
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(For everyx:) x is a bachelor ifk is an unmarried man,

since whatever falls under the conceptbaing a bachelorfalls under the
concept obeing an unmarried marand vice versa. Moreover, it provides a sort
of criterion (or rule, if you like) that can be digol in any given case: to find out
whetherx is a bachelor, check whetheis a man and, if so, whether or xdtas

a wife. But we are surely not required to knowan§ givenx, whether or nok

is a bachelor (passes the criterion supplied byl#imiens, in order to have the
concept obachelot

Now, a whole bunch of more-or-less relatsbjections to Tarski's
conception of truth definition concerns the facattiarski’'s truth definitions,
whether simple or complex, implicit or explicit,stein one way or another on
list-like or enumerative definitions of semantictioas (truth, satisfaction,
denotation).

6.5.1 The epistemic objection
Consider, for instance, the explicit definiensoi]:

(s = ‘Der Schnee ist weiss’ and snow is white) ®=(‘Das Grass
ist grin and the grass is green) s=(‘Der Himmel ist blau’ and
the sky is blue)

we see at once that there is nothing obviossipanticabout it, even though it
meets Convention T , being faithful to the semaatinception of truth. It does
not seem to throw any light upon how truth-conaiticare determined by the
semantic properties, including semantic relatiobgeds, of their significant
constituents and their manner of composition (ihasuse to say that it relates
sentences to extra-linguistic entities, facts atest of affairs, since it obviously
does not do that). In light of this, the truth défon for L, certainly appears to
be more illuminating of the semantic structure gthan the two previous truth-
definitions are of the semantic structures ghhd Ly respectively.

What this shows is that a definition of truth fotanguage (at least for a
simple language) might satisfy the demands of Tarslkemantic conception of
truth without beingsemanticin any natural sense of that notion. That thehtrut
predicate defined in this way does not have thbktr@pnnections to semantic
facts becomes transparent, says the objector, wacealize that if we did not
understand German but had reliable information thatfollowing informal T-
biconditional is true

* ‘Der Schnee ist weiss’ is true (in German) fffosv is white,

we would have at least some information about tle@nmmg that ‘Schnee ist
weiss’ has as a sentence of German, hence as ensenif ly (assuming we
understand the meta-language in general, and ‘irugiarticular). We could
infer, for instance, that it does not mean thatwsim® not white, that snow is
black and other things incompatible with the fdettsnow is white. Now it is
standard to assume that an explicitly defined jpagdi can be replaced by the
definiens without any loss (throughout extensioc@ahtexts). But, once again,
when we replace ‘true’ in the informal T-bicondiied for ‘Der Schnee ist
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weiss’, by its explicit Tarskian definiens and penh admissible simplifications
licensed by logical and syntactical laws for, Ithis is equivalent to the triviality

Snow is white iff snow is white,

which, obviously, does not tell us anything intéregs about the meaning or
semantic properties of the sentence ‘Der Schnegdais’. One can understand
what the list-like truth-definition for 4_states without knowing anything at all
about the semantics of L

We have said that the truth definition fordppears more illuminating
of the semantic structure op than the truth-definitions forlis of the semantic
structures of L, and this in turn appears more illuminative th&e truth
definition for Ly (owing to its use of recursion). But the appeagantay be
delusive. In fact, the objector argues, essentiidysame considerations apply,
mutatis mutandisto the truth definition fot.; and L. Especially if they are put
in their explicit forms (and only these meet allr§ia’s strictures), it becomes
clear that one could understand what they stateowitknowing any semantic
fact at all about Lor L,. As Etchemendy and Soames have pointed“8uthen
we replace in the T-biconditional for ‘Der Schnee weiss’ (as a sentence of
L1), the predicate ‘true’ by its explicit Tarskianfiadens, we will obtain the long
claim:

There is a set TR of sentences ofd-which ‘Der Schnee ist weiss’
belongs such that...

It could be shown that after admissible simplificas of this claim we get
something that, once again, does not state anynmafiton at all about the
meaning or semantic properties of the sentence Sdénee ist weiss’ in >4
Even at the intuitive level: we understand thisrolebut unless we know that TR
iIs the set of true sentences of (which information is not stated in the
definition), we cannot, solely on the basis of thikim, infer anything
concerning the meaning that ‘Der Schnee ist wéias’as a sentence of L

Moving finally to the truth-definition for %, we observe that the part of it
that takes care of the satisfaction conditions infpge sentential functions is
trivially list-like or enumerative:

p satisfiesf iff (f = ‘x ist ein Mann’ angx is a man) orf(= ‘x ist
eine Frau’ angb is a woman) orf(= ‘x liebesx’ and px lovesp)).

But then, it would appear, essentially the same tihargument can be used to
show that the whole definition has in itself no setc import. Or so the
objector claims.

6.5.2 The objections fromnon-extendibility and no commonality

There is a set of related objections to the effleat Tarski’'s truth-definition are
non-extendible, each particular truth definitiom #o particular language being

240 Etchemendy (1988: 56-57); Soames (1999: 102-105).
241 Cf. Soames (1999: 104).
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based on the language-specific clauses for basiescée it simple sentences,
predicates or terms of the object-language). Caresstity, a particular truth
definition for a given object-L does not containydming to guide one in
extending it to new cases (if a new sentence, gagelior term is added to L, or a
new language is considered}. Thus Max Black complained in his critical
review (1948) that Tarskian truth-definitions asnduage-relative, differ in
extension from one language to another, and ingdyitiil to reveal what they
have in common - what makes them to be definitiohdruth and not of
something else. Dummett put it slightly differenittyhis classic article on truth:
Tarski's truth definitions introduce extensionadgequate truth-predicates but
they do not tell us anything about what the poihso introduced predicates
is** The worry is not that we have been given no how to define truth for
languages containing other than extensional cortgins. Rather, the formal
truth definition gives us no hint as to how to extat to new cases that are
logically familiar.

Once again, it will be useful to illustrate thijection on the
elementary truth definition (D1). LetyLbe just like lpexcept that it contains in
addition the sentence ‘Die Sonne ist gelb’ (if wowa the phenomenon of
language expansion or change, we might insteadatadkit ly at two different
temporal or counterfactual stages of it). It magmnsdhat (D1) instructs us how
to go on in defining truth also forel. namely that we are to add just one extra-
clause for ‘Die Sonne ist gelb’:

D1*: sis a true sentence opdiff
(@), (b) and (c) as in (D1),
(d) s ='Die Sonne ist gelb’ and the sun is yellow.

However, nothing in theefiniensof (D1) - supposed to explain all the meaning
of the defined notion - dictates that we extend)(IDL this particular way,
pairing ‘Die Sonne ist gelb’ with the condition egpsed by the sentence
translating it, and not, say, in the following way:

D1**: sis a true sentence ofliff
(@), (b) and (c) as in (D1),
(d) s ='Die Sonne ist gelb’ and Venus is pink.
In this case, truth fordx is not adequately defined, since its consequentteat
‘Die Sonne ist gelb’ is a true sentence ef iff Venus is pink.

But we know this, because we know in addition sting not stated in
(D1), namely that (a) (D1) is intended to meet Gortion T - to be materially
adequate - and English sentences expressing thditioos paired with
sentences belonging tg Lgive their meanings (are their correct transteg)p

42 The point was made by Field in his classic pap@72) and by Dummett (1978b).
243 Dummett (1978a: xx-xxi).
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and (b) ‘The sun is yellow’ gives the meaning (iscarect translation) of ‘Die
Sonne ist gelb’. That this information is not sthie (D1) should be clear from
the fact that one does not need it in order to stded what (D1) says.
Someone who knows English but no German at allcceaty well understand
(D1) — stated in English - without possessing iiigrmation, and hence without
having the slightest idea as to how to go on iiniteg truth for Lo-.%**

A closely related objection is that Tarski showédnast how to define
‘true’ w.r.t. Ly, ‘true’ w.r.t. Lp,..., or ‘true’ w.r.t. L,, each time obtaining an
extensionally correct truth definition for a padiar language i but he did not
explain what the various truth-predicates - ‘tra@s’ defined for L, ‘true’ as
defined for L,.... - have in common, how they are related toprertheoretical
notion of truth. Tarski’s truth definitions thuslfto tell us anything aboututh
in L, for variable ‘L’. This objection and the non-extkbility objection are
indeed two sides of the same coin, since both tadehe observation that
Tarskian truth definitions are based on languageifip clauses that specify,
case-by-case, application-conditions of semantidions to non-logical
primitives. Since each particular truth definitiaaso intimately tied to just one
language with its specific vocabulary, none of thean tell us what they have in
common (indeed, why all of them deserve to be daliefinitions oftruth), and
none contains enough information to guide us iming truth definitions for
different languages.

The objector of this callibre complains that Tardkl not explain the
general or relational notion of is true in L, for a variable ‘L’. And this holds
good even if ‘L’ is restricted to range over prdgerestricted and formalized
languages. At this point, it may be interesting donsider a very similar
objection that Quine levelled in hiBwo Dogmasagainst Carnap’s recursive
definition of analyticity introduced in higleaning Postulate$®

A sentence&sis analytical in L iff
(a) Sis a meaning postulate of L, or
(b) Sfollows logically from the meaning postulates of L

all the meaning postulates of L being enumeratedin€ complains that
Carnap’s definition gives at best the definitionasfalyticity for one particular
language L, that is, the definition of the non-tielaal notionx is analytic-in-L
What it fails to deliver is the explication of tlgeneral relational notiow is
analytic in L, for a variable’. Moreover, Carnap’s definition of analyticity is
inadequate, even ifL' is restricted to formalized languages that Car(lde
Tarski) works with:

»The notion of analyticity about which we are wamy is a
purported relation between statements and languaggsitement is
said to beanalytic for a languagd., and the problem is to make
sense of this relation generally, that is, for @ble S and L’ [...]
By saying what statements are analytic gpy\we explain ‘analytic-

244 Mutatis mutandis analogous arguments apply to truth definitionsebaon the notion of
denotation and satisfaction, since these are @fpeatl case-by-case, in a list-like manner.
245 Carnap (1947).
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for-Ly’ but not ‘analytic’, not ‘analytic for'. We do nobegin to
explain the idiomSis analytic forL’ with variable 'S and ‘L’, even
if we are content to limit the range df’‘to the realm of artificial
languages.” (Quine 1953c: 33-34)

It should be clear that a particular Carnapiarinitedn of analyticity
gives no hint as to how to go on in new cases, guorthe circumstance that its
base clauses enumerate L-sentences that are tbaareaning postulates of L.
It is hard to overlook a close parallel betweensKes truth definition for a
particular L and a Carnapian analyticity definitibor such L. Marian David
argues that Quine’s critique of Carnap is well-tgk8 provided that the
explicandumis the general relational notionis analytical in L. for variable ‘L.
Carnap acknowledged himself that the relationalonois theexplicandumas
the following letter of Quine documents:

»1he main illumination for me, in our joint perfoance at Chicago,
was that your “analytic-in{’, and “analytic-in-l;” etc., which I

have represented as mutually irrelevant and ireglevo “analytic-

in-L” (for variable ‘L"), do have a principle of uincation precisely
in the sameness of the explicandum. The issuefdrerbecomes: is
it a reasonable explicandunm®

Granting this clarification of what is at issueweén the two thinkers, Quine’s
point stands untouched, in spite of the fact thatshows a characteristic
tendency to evade the issue at hand by proposinfpdas instead on the
adequacy of the definiendum itself (the generalomobf analyticity for variable
‘L’). No wonder, David duly points out, becauseQuine’s objection really
discredits Carnap’s definitions of analyticity, argllel objection would seem to
show that Tarski’s truth-definitions cannot provide adequatexplicatumof
the general relational notion afuth in L, for variable ‘L’. Clearly, Tarski’s
definition of a monadic predicate ‘analytic i’ ,Lor better, of the hyphenated
predicate ‘true-in-§ does not throw any light on the general relatigradicate
‘true in L', for variable ‘L’, and it obviously da&enot matter at all how many
such restricted monadic truth predicates we hafiaatein Tarski's style.

Did Quine think that we should not expect of trd#finitions that they
elucidate our general relational notion of truth kgast as it is restricted to
formalized languages)? If so, his works from theique in question do not
contain any argument for such a radical disproporin approac*® Or was

246 What is somewhat puzzling, in view of the factttte aim offwo Dogmass to discredit the
very notion of analyticity, is that Quine seemsatcept - but perhaps only for the sake of
argument - that there is a relational and transist@r notion of analyticity, of which we can
make at least so much sense that we can see thapCGaattempt to explicate it is a blatant
failure.

247 Quoted according to David (1996: 284).

248 A few years later he would argue that generalticeial semantic notions had better be
abandoned. Already ifwo DogmasQuine rejected the notion of analyticity, his magasons
being contained in the second part of itWiord and Objeche extended the attack to the notion
of meaning and synonymy using his radical transtatirgument (partly in response to Carnap’s
Meaning and Synonymy in Natural Langud@55)). He started to talk about immanent (intra-
linguistic) notion of truth that applies to sentescof one’s mother (home) language only,
contrasted, presumably, with transcendent (tragsigtic) notion of truth (reference, etc.) that
applies also to sentences of other languages (#w=e that we do not understand). But such
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Quine unaware of the striking parallel? No, he lsuveas well aware of it. By
way of praising the merits of Tarski’s truth defians, he says that:

“In Tarski’s technical construction, moreover, wavh an explicit
general routine for defining truth-in-L for indiwidl languages L
which conform to a certain standard pattern andnaaié specified

in point of vocabulary. We have indeed no similagke definition

of ‘true-in-L’ for variable ‘L’ [...]” (Quine 1953h138)

But a few pages before he says:

“Thus it will be recalled that the problem of canstg ‘analytic
was recognized as the problem of construing ‘armaiyt L;" for
variable ‘L’.” (lbid: 134)

The explanation of Quine’s reluctance to treahtrand analyticity on a
par can be found in the same work. He praises tAeneski's semantic
definitions as extensional semantics at its besia (dpeory of referenge
claiming that this brand of semantics is definiteybe preferred to intensional
semantics (qutheory of meaning He further notes that for notions belonging to
extensional semantics we have the following prilesip governing their
application that he calls “paradigms of clarity’e(tteforth | keep his numbering
of them):

(7)™ "is true-in-L if and only if
8)* " is true-in-L of every thing andthing else.
9)* ' names-in-L and nothing elseid(1l135)

“[...] which, though they are not definitions, yetrge to endow
‘true-in-L’ and ‘true-in-L of and ‘names-in-L’ wh every bit as
much clarity, in any particular application, aseisjoyed by the
particular expressions of L to which we apply thétiribution of
truth in particular to ‘Snow is white’, for examples every bit as
clear to us as attribution of whiteness to snowaid( 138)

However, we have no such glaring paradigms of tglaior the notions of
intensional semantics, in particular, for analyjici

It should be remarked that Quine’s disquotatiopatadigms do not
feature a variable ‘L’; L either coincides with i@ra restricted fragment of the
metalanguage - here of English. Indeed, in ordeaviid semantic paradox, L
had better be a proper part of English such that(8J and (9) do not belong to
it. Consequently, (7) cannot cast light on thetrefeal notion oftruth in L, for a
variable ‘L’, since is an English paradigm fouth in a (restricted) fragment L
of English The same appliesnutatis mutandisto predicative application
(satisfaction) and nominal denotation (referencssighation). Quine does not

translinguistic notions depend on the notion megron interlinguistic translation, which he
questioned. Immanent (interlinguistic) semantidor, on the other hand, are quite safe; and, of
these, immanent truth, denotation and applicateweththe considerable merit (not possessed by
intensional notions like analyticity) that their amng is governed by obvious disquotational
principles of the type:p’ is true iff p(which, properly restricted, do not give rise mantic
paradox), endowing these notions with a useful esgive role in infinite generalizations
(making it possible to accept or reject in a sheathner “an infinite lot of sentences”).
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maintain that (7) throws light on it; what he clains that Tarski gave us “an
explicit general routine for defining truth-in-L fandividual languages L”. He
sums up:

“See how unfavourably the notion of analyticitytincharacteristic
of the theory of meaning, compares with that ofhin-L. For the
former we have no clue comparable in value toNoy. have we any
systematic routine for constructing definitions ‘ahalytic-in-L’,
even for the various individual choices of L; défon of ‘analytic-
in-L’ for each L has seemed rather to be a prajeto itself.” The
most evident principle of unification, linking agatity-in-L for one
choice of L with analyticity-in-L for another ch@of L, is the joint
use of the syllables *analytic’.” (Ibid: 138)

Quine seems to have a point when he says that thea difference
between truth and analyticity in that for the fornmmee have a glaring paradigm
of clarity in (7), whereas for the later notion Wwave nothing of the sort. What
(7) provides can be regarded a paradigm of claniy for sentential truth for
fragments of English, itself framed in English (ara more comprehensive
fragment of English). And Tarski gave us a ‘geneaaitine’ for defining such
restricted notions for a whole class of Englistgim@nts, provided that they are
formalized and semantically open, and fragmentgirsgras metalanguages are
logically stronger than object-fragments for whtalth is defined. In this sense,
(7) is an English disquotational paradigm of clafdr truth in L, where ‘L’ can
even be treated as a variable ranging over sucliragiments of English.

To draw the point home, lett”range over semantically open fragments
of English that are finite. Tarski showed that ¢hes a general (if trivial)
procedure for defininguth for anyL:

A) For every sentence of L write down the biconditional of the
form:

"is true in L iff ,

in which both blanks are filled in by
Alternatively:

B) Let all sentences df be enumerated in antermed sequence
without repeating terms. Then the following bicdrafial
defines truth for L:

(For every sentenceof L): x is true sentence of L iff (Y=
‘ ’and __ _,or(2x=‘_ _'and __, ...... ,onfx="__
and |

in which the 1st sentence effills in both blanks of the 1st
clause, the 2nd sentence ofills in both blanks of the 2nd
clause, and so on, for any finkethek-th sentence as filling
in both blanks of th&-th clause.

As regards English fragments with a more complex formally
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manageable structure that contain an indefinite barnof sentences, general
routines for defining their truth predicates in mgowerful English fragments
will be more complicated (their adequacy being pdign light of the paradigm

(7)). Tarski's great contribution was that he sedssl in making them precise
via his recursive techniques. The main differerc¢éhat the crucial role is not
played by base-clauses for sentences (as in fnipgopositional languages) but
by clauses specifying satisfaction conditions famme predicates and/or

denotation conditions for simple terms. For suckdpmates and terms we
possess paradigms of clarity (8) and (9) respdgtioe something equivalent).

According to Quine, a certain step towards geitgralas thus taken,
that has no parallel when we consider the notioanaflyticity. The idea is that
the general Tarskian routine (B) gives us a hintodsow to go on in new cases
or indicates what Tarski’'s truth definitions fonguages belonging to the range
of ‘L’ have in common. But what we still lack isa@rresponding paradigm of
clarity for translinguistic truth to guide us inr@iructing truth definitions for
languages other than sub-fragments of English. &slre, for fragments of
other languages there are analogous paradigmsiifychnd analogous general
routines for defining their restricted disquotaabrnruth predicates. Thus, for
German fragments, we have this paradigm of clarity

(7%) " ist wahr-in-L wann und nur wann ,

and we could readily formulate an analogous gemnerdlne for definingwvahr-
in-L in German, where L is a semantically open sub-fegnof German. Yet,
and here comes the crux of the matter, neithern@)(7*) nor anything of the
sort gives us a paradigm of clarity for the genaatlon of sentential truth, there
being no general routine to define truth for ormggleage in a different language,
which would be on a par with (B). One may thinkttiiasschema is the desired
paradigm of clarity for translinguistic notion ofrgential truth (restricted,
perhaps, to semantically open languages), Converitiproviding a hint of a
corresponding general definitional routine, whenmbmed with Tarski's
enumerative-cum-recursive techniques. But Quineulshaot accept this
suggestion, because T-schema and Convention Theglyily on the notion of
interlinguistic sameness of meaning, in the guisearrect) translation, which,
by his own lights, is problematic. Later, Quine eatan acknowledge this, as he
came to emphasize that the notion of truth is masky clear (only) in its
disquotational and immanent use.

For obvious reasons, Tarski’'s truth definition farlanguage in a
different language cannot employ disquotationalebdauses (whether for
sentences, predicates or terms). The routine (B)the other hand, owes its
projectibility to the disquotational feature doitg work in base-clauses. For
instance, given an English truth definition forestricted fragment L of English,
framed according to (A) or (B), (B) instructs usahto extend the definition to a
new English sentence by properly disquoting it. Roore complex general
routines using, say, recursion on the complexityLgqdredicates, a new case
would typically be a simple English predicate net yn L, and the general
routine would instruct us how to deal with it byoperly disquoting the
predicate.

However, there is no analogous mechanic procediore the
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translinguistic notion of truth. Even if one is adhwith Convention T, one has
to know, in addition, the meaning (translation) afnewly added sentence
(predicate or term) in a meta-language, in orddre@ble to extend the original
truth definition to it. As David succinctly put it:

“...knowing how to construct the base clauses fbrdoes not in

general help construct the base clauses for otimgubages. So for
each of L1, L2, etc., constructing their base asauwill be “a

project unto itself’ to borrow a phrase from Quiféere is, then,
no good reason for saying that ‘true-in-L1’, ‘triret.2’, etc. share

a “principle of unification”, hence no good reasion saying that

they will serve as adequate explications of theegannotion of

truth.” (David 1996: 293)

To sum up our discussion: if Quine’s objection iaga Carnap’s
definition of analyticity-in-L as an explication tfie general relational notion of
analyticity is on the right track, then Tarski'sittn definitions do not fare any
better as explications of the general notion ahtimot even when it is restricted
to formalized languages). For one thing, such dtedims are based on language-
specific base clauses (supplemented or not by seeurclauses), and fail to
capture the relational notion of truth for much s$@ne reason as Carnapian
definitions fail to capture the relational notiohamalyticity. For another thing,
particular Tarski's truth definitions do not suggés us any general routine -
comparable to (A) or (B) - for defining translingtic truth predicates. More
precisely, to the extent that there is a generatime, it essentially involves
Convention T plus techniques of enumeration-cunmi@on, in which case,
however, it relies on the notion of interlinguisticanslation, and assumes
knowledge of the meaning (translation) of each nasge to be considered.

6.6 Concluding remarks

In my view, the foregoing considerations do not idish the value of Tarski’s

theory. As Davidson put it: Tarski “made it thunolesly clear” that it not

possible to define our general (pre-theoreticaljomoof truth, there being no
formal way of consistently capturing this notione Hhas in mind Tarski's

famous argument to the effect that truth, in i#slinguistic cannot be defined
in a formally correct and materially adequate manAecording to Tarski, there
is no hope of giving a fully general definitiontbie sort:

For every language and sentenc& Sis true inL iff ...S... L,

for variable ‘L’ and ‘S’. Although he suggestedatht is possible to frame a
generalized definition for formalized languageseaist, such a definition could
not be fully general, since the language in whictvould be framed could not
itself belong to the range of ‘I{on pain of paradox). Compare this statement of
Tarski:

“There will be no question at all here of givingsengle general
definition of the term ['true sentence']”, (Tardld83: 133)

So, truth will have to be defined always for atigatar (properly
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formalized) language, and Tarski showed how tocos@fproperly restricted and
formalized L in meta-L, assuming the (correct) slation of L into meta-L.
More precisely: if (a) L is an arbitrary semantigadpen object-language with
the exact structure of the right logical type (aeformalized language - finite or
extensional), and if (b) meta-L is a logically stger metalanguage, and if (c)
we know the meanings (translations) of L's expm@ssiin meta-L, then
Convention T plus the techniques of enumeration-ceicarsion instruct us how
to define truth for such L in meta®? This suggests to us a certain general
procedure for defining truth predicates, albeit remmpletely routine or
mechanic.

What about the epistemic objection? Must we gtaet critics their
radical claim that Tarski's method of truth defiait has no semantic import?
Granted, once satisfaction or denotation and, rmgeof them, truth is so
defined, there remain no semantic terms in thefingas, since they all
disappear in favour of the terms of a semantics-fnetalanguage (meta-theory).
Now, this is all to the good, if one is after exdemally adequate definitions of
semantic notions in terms of set-theory, logic,tayrand the vocabulary of the
object-language to which the definitions are relaéd (which was arguably
Tarski's main logical aim, for reasons discussedtle earlier sections).
However, set-theoretical definitions, like thosdirdgons that are trivially list-
like, can capture only the extensions of restrickedhantic notions but they
cannot possibly explain, explicate or reduce theretms that are conceptually,
ontologically or epistemologically more fundamental

While mathematical logicians tend to emphasisé Tlaaski showed us
how to do formal semantics (model theory) by preaisathematical methods
(indeed, within set theory), philosophers are radlymot so impressed by this
aspect, as is clear from the fact that they donndely accept Tarski’s claim that
his method of truth definition captures the actueaning of an old notion (at
least for L). It must be granted, I think, that flaet that Tarski showed how to
interpret the truth theory in a more powerful matlaéical theory does not yet
mean that he showed something philosophically fe®®ed to mathematically)
important about truth and related semantic progerilhe critics are right in so
far as they claim that Tarski’'s method of truth idiéibn does not tell us
everything there is to the notion of truth by wayaophilosophical account.
Consequently, Tarski's claim that his truth defons catch hold othe actual
meaningof our intuitive notion of truth is unfortunatecamisleading, to say the
least.

Yet, | would like to say that all this is of a litad importance as a critique
of his method of truth definition. Tarski could abeen confused or simply
careless in his claims on this matter, but evenghdis truth definitions do not
in fact catch hold of the actual meaning of an old notidrtrath, his method
might still provide a different sort of insight smtthe notion of truth than its
analysis, showing us how to reconstruct the trathddions of sentences of L
(of a certain type) as systematically dependingttan semantic properties of
their significant parts, based on their syntactiocgure. What should be clear
but is often overlooked is that there is more tesKiss method or conception of
truth definition than particular formal definition®or particular formalized

249 For Tarski, the final step would be to turn théimlgon to a fully explicit one.
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languages. Its heart is Convention T with the nig@tedequacy condition, and
the standard technique for a reasonably rich Lrscarsive characterization of
satisfaction (or denotation). In tandem, these tgpects indicate where the
semantic significance and value of Tarski’'s themiryruth. It is its inherent part
that the truth definition for L is intended to benaterially adequate definition of
truth for L, faithful to one powerful intuition albib our common notion of truth:
S is true iff things are as S says they. arbis intention takes the form of the
requirement of its implying all T-biconditionalsrfh. And it is the fact that it
has such consequences that confers upon it thes sifithe truth definition for
L, for then the claim that all and only true sewtsof L satisfy the definition
holds. Tarski’s truth definition for L thus cannbt taken as a stipulative
definition, although it cannot be construed as aammey or concept giving
definition either. Furthermore, the fact that it idended to be materially
adequate shows that it is not divorced from meaatrgl, but depends in a way
on it (viz. Convention T and its appeal to the ootof translation), since every
change in meaning of sentences calls for a brandtngh definition entailing a
new set of T-biconditionafe® The semantic import of a Tarskian truth
definition for L, as based on the recursive definitof satisfaction for predicates
(or denotation for terms) of L, rests simply on ti@m that the definition is a
materially adequate definition of truth for L.

True, in making this crucial claim we must use ouwdinary notion of
truth. But there is no vicious circularity involveblecause the claim itself is not
part of the definition framed in the metalangudné,a higher level claim about
our success in achieving what has been our goalalg. Incidentally, this is
the reason why Tarski's truth definitions, withéwther ado, look semantically
uninformative. But once we know that the definitisrmaterially adequate, we
can read it as containing relevant information aflbe semantic properties of L,
based on its compositional structure (it is hereenghthe recursive technique
plays its role). Indeed, it is remarkable that Kaxid not hesitate to use the
notion of truth in his original version of ConveiT:

“A formally correct definition of the symbolTr’, formulated in the
metalanguage will be called an adequate definibbtruth if..[...].”
(Tarski 1935: 187-188).

This shows, as Davidson noted,that we are not wrongo interpret
Tarski's method of truth definitions as a methodixihg the extension of ‘true’
for particular languages (properly formalizabl&gtttakes full advantage of our
pre-theoretical grasp of the notion of truth in tlkmm of the semantic
conception of truth. Drawing on the observatiorEc¢hemendy, Davidson and
Heck arguetf? that the claim that Tarski’s truth definition farquantificational
language L is materially adequate in that it s@ssiConvention T makes the
definition equivalent to an axiomatic theory ofttrdor L, whose axioms mimic
the clauses of the recursive truth definition (vzg. (D5)), with semantic
notions construed as its primitives:

%0 This holds, whether we consider this as a chafdgnguage (in the standard response to the
objection of Putham and Etchemendy), or not (in tlem-standard response that | favour,
sketched in 6.4).

51 Davidson (1990).

%52 Etchemendy (1988), Davidson (1990), Heck (1997).
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Base axiomgsatisfaction-conditions for simple predicates):
p satisfies V is a man’ iffpg is a man,;
p satisfies V is a woman’ iffp, is a woman;
p satisfies  lovesy" iff pg lovesp;
Recursive axiomg(satisfaction-conditions for complex predicates):
p satisfies A iff p does not satisfy;
p satisfiesA (OB iff p satisfiesA andp satisfiesB;
p satisfiesA [IB iff p satisfiesA or p satisfiesB;

p satisfies_ v A iff every sequencp* which differs fromp at most in its
k-th member satisfieA.

Truth axiom (truth-conditions for sentences - 0-argument piEEE):
(For every sentence) x is true iffx is satisfied by all sequences.

For various reasons, the question whether axiontlaiories along these
lines can serve as empirical theories of understgfidterpretation, as
Davidson famously claimed? is rather controversial. But, at the very least,
such theoriesdo seem to cast some light upon the semantic steictdr
quantificational languages: showing how the trutnditions of sentences
systematically depend on the truth-relevant seroamptioperties of their
significant parts based on their logico-syntactiaure (thereby revealing the
inferential structure of quantificational language#&nd that is no mean
achievement>*

Tarski was well aware of the fact that his methédrath definition had
this dimension, when he said that in order to aa&pthe truth conditions (T-
biconditionals) for each of the indefinite numbédrsentences of a reasonably
rich language L, the mosimple and natural way is to proceed through a
recursive characterization of the satisfaction domas for complex predicates
in terms of the satisfaction conditions of simplaedicates that are their
immediate significant constituents (if L has compleerms, a recursive
characterization of the denotation conditions ideat).

253 Davidson (1990).

%54 Heck (1997) further argues that such a theorybeaan empirical theory of truth for L, given

that the axioms have an empirical substance - théatvobjection is then irrelevant, since the
consequences of empirical (hence contingent) axiarescontingent. Against Etchemendy’s
objection to the effect that axiomatic semantiotfes using primitive semantic notions are hard
to reconcile with Tarski's aim of providing a prdg consistent theory of truth, Heck argues
that axiomatic theory is interpretable in a higleder metatheory — via Etchemendy’s
“connecting principles” — this being the proof béir relative consistency. He points out, rightly
to my mind, that already Tarski established thi<CiRFL, though not for compositional truth-

theories which mimic his recursive definitions (lrhploy primitive semantic notions). What
this shows is that Tarski’'s methods are not incdibfgawith the project of empirical semantics
(not, at least, for the reasons that Etchemendytiores).
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“[...] it turns out that the simplest and the mostunal way of

obtaining an exact definition of truth is one whiakolves the use
of other semantic notions, e.g., the notion ofsséattion [...].”

(Tarski 1944: 345)

He deemed it natural, | dare say, because it iatlger intuitive thought that
semantic properties of complex expressioasfortiori truth conditions of
sentences, depend on the semantic properties f digaificant constituents.
Logicians have always honoured intuitions such as:

a sentence of the formame+predicatds true iff the predicate is
true of what the name denotes (or: what the nametds has the
property that the predicate denotes/signifies).

Such intuitions have been elaborated and gemethin various ways,
but the essential idea remained: truth or falsftgentences (of at least certain
forms) depends on the semantic properties of gigmificant syntactic parts, so
that it is possible to specify the condition undehich a sentence (of an
appropriate form) is true in terms of the semaptiaperties of its partS> Tarski
arguably took truth to be the central semanticamtiAdmittedly, he said that
when it comes to formulate semantics for complerglemges it is most
convenient and natural to define satisfaction fishce it is easy to define
remaining semantic notions — truth included - &g cases of satisfaction. His
work on semantic definability af-dimensional sets (in a given structure — e.g.
of real numbers) played an important role hereabse truth is there defined as
a limit case of satisfaction-relatiogatisfaction by 0-term sequend@s CTFL:
satisfaction by all/some sequenc&8)At the intuitive level, however, we would
explain satisfaction in terms of truth, rather tvae versa

a satisfiesF' iff ‘ais F' is true.

Tarski had an original idea of how to use thiwition in the formal
definition of truth, without presupposing the nati@f truth for an object-
language, but defining it instead in terms of $ati$on. In order to define
adequately the notion of truth for a quantificatiblanguage that has an
indefinite number of sentences each of which hasrtain exactly specifiable
logico-syntactic form, it is natural to take fullhzantage of the fact that truth or
falsity of sentences of increasing logico-syntact@mplexity depend on the
semantic properties of their immediate constitysarts, and ultimately on the
semantic properties of their simple parts. For leggs worth of that name, a
satisfactory characterization of truth conditions their sentences is naturally
going to be framed in terms of the relations ofs§attion or denotation (or
something analogous) between expressions and spjgpically, such relations
will have to be defined recursively on the logigovsctic structure of
expressions. Such a definition then displays theritution of that structure to

55 Semantic ideas and methods anticipating thosenthaame up with had been in the air since
at least Plato’'s semantic analysis of simple pagthos (to be found in th8ophis}, in which
something is said of somethjraccording to which (when we generalize the odfidea of a
verb signifying an action, by takimqopertyto be a generic term covering everything thatlman
predicated/said of something): a predication offtren name+verbis true iff the denotation of
its nominal element possesses the property (o8 talder the concept) signified by its verbal
element.

%6 Cf. Tarski (1931).
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the truth-conditions of sentences of, land provides the basis for a precise
account of logical consequence. This might welthemain import and value of
Tarski's method of truth definition, in which al#s philosophical importance
largely consists.

On the other hand, Tarski repeatedly stressedatihequate definitions
(or axiomatizations) of semantic notions for L sldoloe general formulas (or, as
he also put it, logical products) subsuming altanses of relevant schemata
(w.r.t. L) such as:

‘FXy,...,% is satisfied byay,...,a,) iff Fay,...,a:
‘N’ denotesaiff a = N;
X is true iff p.

In view of this, it would seem that his consideaggroach to semantics does not
give pride of place to the idea that an adequaptaeation of truth for L must
render it a “correspondential” notionryth =df. correspondence to facts, or
designation of facts, or something of the sort).

That is not to say that there are no traces efiti@a in his conception. We
mentioned that Tarski said that his definition aimnconform to the classical
Aristotelian conception ofruth as correspondencélowever, we also pointed
out that he explicated the imprecise idea via hawveéntion T, which has
nothing at all to do with correspondence, as tiawi#ly understood. Still, one
may argue that his theory of truth is correspondéntprovided that
correspondence is construed as based on (or ddriv®)l the relations between
sub-sentential expressions and (typically) exingdistic items. Nominal
denotation and predicative satisfaction are suwglglerstood by Tarski to be
paradigmatic such relations — being expressed lat wh calldirectly relational
semantic notionsSo understood, Tarski’'s truth definition for aasenably
complex L can be interpreted by someone as an catigh of a
“correspondential” notion of truth for such L, inhigh the informal and
imprecise notion of object-based correspondenaeptaced by the notion of
predicative satisfaction (and/or nominal denotgtiomhich, in turn, can be
explained in precise mathematical terms. Now, Tiaredde it clear that whether
an adequate definition of truth for L takes thibjert-based” form depends on
the logico-syntactic complexity of L. Thus, we samw Chapter 3 that for
impoverished languages with a finite number of seces it is possible to define
their adequate notion of truth in a trivial manr®r,enumerating all instances of
the T-schema, whereas with respect to more comateuages we are forced to
make use of a more devious apparatus, taking fwvihiatage of the idea that the
truth-value of sentences of certain logical forme determined by semantic
features of its components - such as names andcates - in accordance with
compositional rules. This may be read as a sigrm, tha least in such
paradigmatic cases, Tarski’'s theory of truth is ersion of object-based
correspondence theory of truth, truth being exgldirfreduced to) word-to-
world relations. However, all depends on how théaoms of satisfaction and
denotation are accounted fof. As Tarski fixes such relations via lists (i.e.

%57 Davidson (1969), Fernandez-Moreno (2001) and Ri#&¥2) argue that Tarski's theory of
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equates their definitions with logical products ioktances of the relevant
schemata), many commentators have argued that dn€eption is not
sufficiently robust to do duty as a full-bloodedediny of truth or semantics.
While some people take this to be its obvious slooning (there is more to truth
than Tarski’'s theory reveals), others take it toitselaudable, deflationary
feature (there is less to truth - and semanticonetiin general - than

philosophers traditionally thought).

truth is correspondential in character. Howeveryison (1990) abandoned this view in later
works (arguing that if sentences correspond to hangtat all in Tarski’'s theory, then they

correspond all to the same thing).
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[7]

Robust conception or not?

7.1  Field’s battery of objections and the physicadtic-naturalistic agenda

In a widely read paper on Tarski's theory of trtthHartry Field offered a
concise if a bit idiosyncratic exposition and cali evaluation of it, especially of
its alleged claim to have solved the riddle oftirbyy way of reducing it (related
semantic notions) to the ideology acceptable to ghesicalists. What Field
argues, in a nutshell, is that the base claus&arski’'s recursive definitions that
define satisfaction (or denotation) are only exi@mally correct, since they
proceed by enumeration of cases. This, howevanpissnough for a genuine
reduction, by any standards common in serious seieAlong the way Field
levelled a battery of objections to Tarski's theafytruth as it was originally
expounded, which, in one form or other, are siftdssed in the literature.

Field’s evaluation of Tarski’'s theory of truth ig ho means exclusively
negative. He credits Tarski for having showed uw ho reduce the truth (at
least for a range of formalizable languages) to twha calls primitive
denotation, which involves the notions @n object being denoted by a narae
predicate applying to an objecinda functional symbol being fulfilled by pairs
of objects What he criticizes is, first, Tarski’'s allegeaich to have rehabilitated
truth in particular, and semantic in general, byveing us how to reduce
semantic notions to the ideology acceptable to iphijsts (i.e. general logical
plus physical notions); second, what he takes toréeski's unfortunate and
misleading exposition of his basic semantic ideakich, in Field’s view,
encouraged the first mistaken claim, and, moreov&gle his truth definition
seem more restricted that it needs be, once rbisegnly exposed.

In order to keep track of Field's argumentation, meed to extend our
familiar quantificational language,Llby a few names, e.g. {‘Gunter Grass’,
‘Helmut Kohl’, ‘Angela Merkel’}, together with a f& term-forming
expressions, e.g. {'Der Vater von’, ‘Der Bruder VlorLet ‘L 3’ be a name for
the so extended language — a bit richer, but\aily poor 1st order fragment of
German. In view of this fact, we have to revisendlse syntactic description,
adding the recursive definition of terms (sinceatee term-forming functors
generate an indefinite number of complex terms)] ancordingly also the

*8 Field (1972).
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definition of atomic formulas and sentencéle set of terms oflis the smallest
set such that (i) all variables are terms, (ii) @mes are terms, (iii) every
expression of the forir{t) is a term, wheréis a 1-place function-symbol ané
term (Closed terms of 4.form the subset of this set to which all and athigse
terms belong that do not contain any variablé)e set of atomic sentential
functions (Asf) of 4.is the smallest set such that (i) every expressfdhe form
tP is Asf whereP is a 1-place predicate ahd term, (ii) every expression of the
form t;Pt, is Asf whereP is a 2-place predicate angt; are terms gtomic
sentences ofslform the subset of this set to which all and dhlyse sentential
functions belong that do not contain any variabl&e set of sentential functions
of L is the smallest set containing atomic sententiakctions, being closed
under the operations of negation, disjunction amivarsal quantification.
Finally, the set of sentences of ik the subset of this set containing all and only
those sentential function that do not contain ame fvariable. Having this in
place, it is quite straightforward to define demiota (for terms) and satisfaction
(for sentential functions) in the following:

Variant A

I The denotation of a termt of Lsw.r.t. to the sequences - Den(t)s
(a) Denfw)s = & if v is thek-th variable;
(b) Den(‘Gunter Grass:= Gunter Grass;
Den(‘Angela Merkel'} = Angela Merkel,
Den(‘*Helmut Kohl’); = Helmut Kohl;

(c) (i) Den(Der Vater vons = aiff tx is a term, and there ishesuch
that Denty)s = b, anda is the father ob,

(i) Den(Der Bruder von s = a iff tx is a term, and there iska
such that Dertf)s = b, anda is the brother ob.

I A sequences satisfies a sentential functior of L3
(@) If f =tist eine Fraywheret is a term, then
ssatisfiesf  iff Dent)sis a woman;
If f=tist ein Mannwheret is a term, then
ssatisfiesf  iff Den(t)sis a man;
(b) If f =t liebes t, wheret; tx are terms, then:
ssatisfiesf  iff Den(t)sloves Deni)s

The remaining recursive part of the definition afisfaction (w.r.t.s) for non-
atomic sentential functions, and, in terms of ftsentential truth, is the same as
in (D6) for Ly,

To be accurate, we should note that Tarski’'s @fistrategy would be to
stick to the satisfaction part of definition, redwgr nominal denotation to
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sequence-relative satisfaction pursuing the foltaustrategy:

“To say that the name denotes a given objeetis the same as to
stipulate that the objech ...satisfies a sentential function of a
particular type. In colloquial language it would &dunction which
consists of three parts in the following orderasiable, the word ‘is’
and the given name” (Tarski 1935: 194)

Implementing this observation, what we get is thefirikion of nominal
denotation for L3:

A name n of L3z denotesan object a iff one of the following
conditions is satisfied

(a) n=‘Helmut Kohl’ anda satisfiesx = Helmut Kohj
(b) n="‘Angela Merkel’anda satisfiesx = Angela Merkel;
(c) n ='Gulnter Grassanda satisfiesx = GlUnter Grass

In this way, Tarski “reduced” nominal denotation geedicative satisfaction.
However, as it is obvious that the sentential fiomctx = n’ is satisfied by the
objecta iff aisn, we can further simplify the definition of denatat:

A name n of L3z denotesan object a iff one of the following
conditions is satisfied

(a) n=‘Helmut Kohl’ anda is Helmut Kohl,

(b) n=*Angela Merkel'anda is Angela Merkel,

(c) n =‘Gunter Grassanda is Glunter Grass,

This simplified definition of nominal denotationrfd; is equivalent to the
clause (Ib) of A-variant truth definition.

Now, had Tarski considered languages containingtion symbols, by
means of which complex terms are formed, he woakklurged an analogous
definition ofa being denoted by a complex term of the fé{tiin terms of

(i) tdenotingb, for some objed,
and (ii) a satisfying the sentential functionis f(b)'.
Sincea satisfies x is f(b)’ iff aisf(b), we can just as well use the definition:

A complex term of Ls of the form f(t) denotes an object iff one
of the following conditions is satisfied

(a) f = ‘Der Bruder von’, and there is a thibglenoted by, anda is
the brother ob;

(b) f = 'Der Vater von’, and there is a thifigdenoted by, anda is
the father ob,

which is equivalent to the clause (Ic) of A-varidnith definition®®® What is

%9 An alternative could be to eliminate names ancttions of L3 (hence complex terms) via
contextual definitions in Quine’s style (cf. Quird®70) in favour of quantified variables,
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important is that the notion of denotation featgrim the definition can be
reduced to the notion of satisfaction. In this wagrski could avoid discussing
syntactically more complex languages — for whioh tituth definition would be
more cumbersome — being content to point out thet tan in principle be dealt
with in much the same spirit.

Field takes care to make it clear that just assfafiion-conditions are
defined for simple predicates by enumeration ofdeases (pairing each simple
sentential function with a certain condition so ttiae material adequacy
criterion for satisfaction is satisfied), the dat@mn-conditions for simple/closed
terms are defined by pairing each name with itothion via its meta-linguistic
translation (so that the material adequacy critefr denotation is satisfied).
The base clauses enumerate basic cases of thedlaftion, in terms of which
other cases are defined. Field then makes a caiptemments on A-variant,
intended to question its claim to be a plausibima#ic theory, rehabilitating
semantic notions by reducing them to scientificaligeptable ideology.

Apart from the fact that particular truth definii®in A-variant style apply
only to formalized languages of a certain specifist order) structure supposed
to be free of context-sensitive features, a pddicsuch definition defines truth
(and related notions) only for a particular L. Mawver, it can define truth for L,
only as L happens to be in a given temporal stagiere it has a specific non-
logical lexicon, which fact is reflected in liské clauses specifying denotations
(etc.) of its primitives. Let me sum up what Fiedys about A-variant truth
definition for L:

(@) Owing to the requirement that the sense of evepression be
unambiguously determined by its form (thus elimimgt
ambiguity and context-sensitivity), A-variant cahbe applied to
(reasonably rich fragments of) natural languages;

(b) Owing to the language-specific clauses reflectihg specific
lexicon of L, A-variant is so intimately tight to khat it is
inapplicable to other languages, not even to laggseof the
same logical type (i.e. 1stder languages with the same semantic
categories occupied by different items);

(c) Owing to the language-specific clauses reflectihg specific
lexicon of L at a temporal stageA-variant cannot be applied to
L, as it happens to be at different temporal stageshich L has
modified lexicon.

And, last but not least:

(d) Although it may encourage a misleading appearahsaaxess in
reducing semantic notions to the physicalist idgplcowing to
its list-like clauses, it completely trivializes ethworthwhile
project of reducing semantics to the ideology ataddp to
physicalists.

predicates and relations, and then applying Tesgkiginal method that needs only the notion of
sentence-relative predicative satisfaction (whos#ihg case is sentential truth).
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| am not about to discuss in detail (a), as it & essential to Field’s
critique of Tarski’s program. | have made some mian it earlier, noting that
various modifications of Tarski’'s method of trutkfidition can be made that
allow us to deal with the phenomenon of contexsiefity (more serious
problems might be raised by the phenomena of le&itdiguity and vagueness,
which seem to be ubiquitous in natural languagebk)ch would call for some
revision of the criterion of material adequacy &mebut in Convention T°° At
any event, the point can hardly count as a semoitisism of Tarski, since he
excluded unregimented natural languages from tlopesof his method. (b)
implies that A-variant truth definition for L is nase when it comes to define
truth for a structurally similar yet lexically défent languages. Furthermore, (c)
implies that A-variant is no use even when it coteedefine truth for L, a single
word being added to or subtracted from L at a ckffie temporal stage. From a
certain perspective, it is one and the same objectecause we can say that
when a single word is added to (or subtracted franpa new language L*
results. We discussed this objection in detail iaater 6.

Let me first mention another point made by Fielat tis worth stressing in
this connection. He observes that truth-predicdefged in A-variant style —
each predicate being defined for a given particldaguage with its specific
lexicon at a particular temporal stage - diffeextension, for the simple reason
that different languages contain different wordsnde sentences. Accordingly,
they differ also in meaning as well, on the assuwnpthat difference in
extension entails difference in meanfi.Consequently, Tarski’s method as
exemplified in A-variant has little to do with

“...explaining the meaning of the word ‘true’..etllefinition works
for a single language only, and so if it “explaihe meaning of” the
word ‘true’ as applied to that language, then foy &vo languages
L1 and L2, the word ‘true’ means something différetnen applied
to utterances of L1 than it means when appliedterances of L2!”
(Field 1972: 356)

As it is not plausible that ‘true’ has different améngs applied to different
languages, it is only charitable not to interpreirski as wanting to give an
analysis of the notion of truth via meaning-explagndefinitions.

One may wonder, in view of these comments of Fielly Tarski
championed A-variant style of truth definition. Ki@sks this question and gives
the following answers: (1) since Tarski could netdoncerned with meaning-
explaining definitions of semantic notions, his s@a should be closely
connected to his ambition to reduce semantic nstitm the respectable
conceptual basis; but (2) the strategy he chosedeve that goal, namely A-
variant truth definition, was misguided, since nengine reduction could be

260 Cf. Davidson (1984), Lepo Ludwig (2005), Kaplan (1989), or Lars&nSegal (1995).

%1 There is at least one commentator who would désadrere. David (2008) suggests the
possibility that Tarski took ‘true’ to be a conteatly-sensitive word of a sort, whose extension
depends on chat contextually salient languageapied to, but its meaning remains the same
across such varying contexts (analogy: ‘I' chanigeseference but not meaning, depending on
who utters it). But there is little evidence to i@se this view to Tarski.
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achieved in that manner. If Tarski thought moreualtbe matter, he would have
realized that what he showed was how semantic prep®f expressions reduce
to semantic properties of their simpler constitgefitased on syntax). On the
other hand, he said nothing illuminating at allaseling reduction of semantic
properties of primitive expressions themselves.

To make his criticism particularly vivid, Field csinucts another
definition of truth, of which he says that althoughrski did not give it, he
“should have given it”, because it displays moreuaately what he achieved. In
our reconstruction of Field’s favourite varianttaith definition, we shall focus
on Ls. Minor calligraphic variants aside, the truth-aéfon for Ls, as Tarski
“should have given it”, runs as follows:

Variant B

I The denotation of a term ofL zw.r.t. to the sequences
(a) Denfw)s = s If vk is thek-th variable;
(b) Den(‘Gunter Grassz)is what ‘Giunter Grasslenotes
Den(‘Angela Merkel') is what ‘Angela Merkeldenotes
Den(‘*Helmut Kohl’) is what ‘Helmut Kohl'denotes

(c) (i) Den(Der Vatter vons = a iff tx is a term, and there ssuch
thatb = Denfy)s, and Der Vatter vonis fulfilled by (a,b)

(i) Den(Der Bruder von s = a iff tx is a term, and there iska
such that Dertf)s = b, and Der Bruder vonis fulfilled by (a,b)

I A sequences satisfies a sentential functiorf of L3

(@) If T is of the formtP, whereP is a 1-place predicate ands a
term, thens satisfiesf  iff ‘P’ applies toDent)s;

(b) If f is of the formt R, whereR is a 2-place predicate andt
terms, then: ssatisfiesf  iff ‘R applies to(Dent;)s,
Denty)s);

Again, the recursive part of the definition of sence-relative satisfaction for
non-atomic sentential functions, and, in termst,06f truth for sentences, is the
same as in (D6) ford.

B-variant definition looks familiar, but a few conemts are in order.
Since we deal with sentential functions, it is cement to define sequence-
relative denotation in a uniform manner both foelm@nd closed terms, and on
this basis to define recursively sequence-relasasfaction (as in the model-
theoretic account we first define denotation (otuga for each term w.r.t.
assignment of values to variables — taken fromditr@ain of a structure — and
then employ it in the recursive definition of s&ttion for formulas). As for the
sequence-relative denotation of tkeh variable, things are exactly as in A-
variant: it is thek-th term ofs. The main difference, compared to A-variant, is
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that the denotation of a name is not directly dpati since, according to Field's
view of the matter, what bearer the name actualy fdepends on the facts we
have not yet been given” abous &nd its usage bystspeaker$® We are to say,
Field says, that the name denotes what it dendtes. same goesnutatis
mutandis for predicates (each is said to apply to objadwsit in fact applies to),
and function symbols (each is said to be fulfildpairs of objects that in fact
fulfil it). The rationale for this move is the samee have not yet specified the
facts (under their physicalistic descriptions) irtue of which such expressions
possess the semantic features they in fact possess.

Our choice of k is somewhat unfortunate in this respect, sinceailve
very well know what bearers the three names oaayrim it have (the same
holds of application- and fulfilment conditions pfedicates and term-forming
expressions respectively). But Field’'s main poipplaes even in this case: that
we know what ‘Angela Merkel’ denotes in our Gernfieagment does not mean
that we are in possession of a genuine explanasoto what facts make it the
case that that sequence of sings denotes some#indghat it has exactly that
particular denotation in German speaking community.

Field’s exposition does not suffer from this defdmcause he proceeds
schematically. Instead of listing expressions gdaaticular language, he uses
indexed letters for namesc(’), predicates k'), and function symbols {’) (we
proceeded similarly in giving our schematic dedaip of the general model-
theoretic truth-definition). Officially, he procegdas if devising the truth
definition for a given interpreted language L, domsig indexed letters as
different non-logical constants of various typesit Bhe procedure is in fact
highly schematic so that nothing prevents us froewing it as a general
framework applicable to any given interpreted laagg of 1st order type
containing basic semantic categories of namgdace predicates anaplace
function-symbols. Field suggests the following gatieation that makes B-
variant independent on the lexicon of a particdErguage at a particular
temporal stage:

1. Denk-th variable) = s;;

2. If gis a name, Dem()s is whate denotes;
3. Ifgis asingular term angis a function symbol, Den(g)s) = a iff
(i) there isb such that Dem)s =b

and (i) e is fulfilled by<(a, b)

Sequence-relative satisfaction can be accountech femmilar way. B-variant
truth definition thus does not suffer from the liations of A-variant. Moreover,
Field says, B-variant, as opposed to A-variant, emscommodate context-
sensitivity, being applicable to sentence-tokens.

Let us now compare A-variant and B-variant to gdtegter grip on the

%2 Field (1972: 349).
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question of which of them fares better in lightT@frski’'s goals. One difference
should be obvious. The first, but not the secoakkes full advantage of the fact
that we know meta-linguistic translations of nampsedicates and function
symbols of I3 to specify the denotation conditions of its teramsl satisfaction-
conditions of its predicates, thereby saving arnyeapto the notions afominal
denotation predicative application or functional fulfiiment that feature
essentially — indeed, non-eliminably - in Field’s/Briant. A-variant is recursive
in nature; it does not by itself eliminate semamitions from every sentential
context of the metalanguage. But we have seensiet elimination can be
effected in a higher-order language (or assumicber set-theory allowing
quantification over all subsets of the domain @& tbject-language). B-variant
might also be turned to an explicit definition thgiminates the notions of
sequence-relative satisfaction and denotations ftmiportant to keep in mind,
though, that it does not eliminate the three seimanbtions of primitive
denotation (which, for this reason, | have writtemold letters).

It was, of course, vital to Tarski’'s project of piding method of
constructing adequate truth definitions that theyndt contain any ineliminable
semantic notions. This was not just because ofdboorrectness but because of
material adequacy as well. B-variant (even turnepligt) is thus not of the
same interest as A-variant. The recursive A-varidoes not allow us to
eliminate semantic notions from every context o tineta-language, but its
power dwells in the fact that it allows us to deradl T-biconditionals for §, as
well as all biconditionals that serve as conditiohg&dequacy on definitions of
denotation and satisfaction. Recall that the rliggmid sides of such
biconditionals do not contain any semantic garbagéhis limited sense at least,
even the recursive A-variant is kind of eliminatigence such biconditionals are
paradigms in which applications conditions of a aetit notion with respect to
a particular expression are explained in non-semaetms (provided that the
object-language does not contain semantic notidss)such biconditional is a
consequence of B-variant, even when it is turnedarno explicit form; its
consequences always contain some semantic garipatiesio right-hand sides,
as witnessed by the following examples:

s satisfies ‘Helmut Kohl ist ein Mannff ‘ist ein Mann’ applies to
DEN(‘Helmut Kohl')s. iff ‘ist ein Mann’ applies to what ‘Helmut
Kohl’ denotes

s satisfies ‘Helmut Kohl ist ein Mannff ‘ist ein Mann’ applies to
what ‘Helmut Kohl’denotes

It should be obvious that B-variant, as it stands,not materially
adequate, and does not satisfy Tarski's demandgarticular, we have no
criterion of its extensional correctné§3One may also worry, with Tarski, that
because it contains unreduced semantic notiorssproblematic. This, however,
is not the issue between Tarski and Field, Fieltcedes that this aspect makes
his favourite variant of truth definition only peaity satisfactory. Before turning
to this problem, let me mention one possible oipecto the effect that not even
A-variant truth definition is completely free ofreantic notions. It assumes, so

263 The point made forcefully by McDowell (1978).
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the virtual objector say, the notion of translatibat arguably involves semantic
elements, at minimum, the elementpréservation of meaningince Tarskian
truth-definition for L in ML is adequate oniyoduloa correct translation of L
into ML, not modulo any translation. Thus, when dealing with interpdet
languages in use, we are not free to stipulatartbanings of their expressions
via an arbitrary “translation-manual” from L to Mf? To be sure, we can define
a function whose domain is the set of L-expressibias takes values from the
set of ML-expressions (so that each L-name is mdppan ML-name, 1-place
predicate to a 1-place predicate, etc.), andthallfunction atranslation of L
into ML 2% However, there will be many such functions, but eery will do
when we want to give a correct truth definitionLah ML.

For instance, we would offer a grossly incorredirdigon of sequence-
relative satisfaction for our tiny fragment of Gemm if our translation manual
licensed the following clauses:

s satisfies x; ist eine Frauiff s;is a cat;
s satisfiesx, ist ein Mann'iff s, is a robot;
s satisfiesx liebesx,' iff sihatess,.

Tarski did not bother to explain what he understander(correct) translation
he tacitly assumed that it is possible, ttiegt(or, perhapsa) correct translation
of L into ML can be settled. But Field suggestsadddequacy criterion:

“An adequate translation of a primitive of L into English is an
expressiore, of English such that

(i) eaande;, are coreferential, and
(i) e;contains no semantic terms,” (Field 1972: 355)

where two expressions are coreferential just inecHdsy have the same
extension. The clause (i) concerns material camesst of translations and it
spells it out, modestly enough, as preservatiorexiensional meaning; the
clause (ii) concerns formal adequacy and is dedigoélock question-begging
translations of the type

“Helmut Kohl” — “What ‘Helmut Kohl’ denotes”,

that would reintroduce into the definition unreddisgmantic notions. Now, the
clause (i) reveals the semantic character of tadiosl, containing as it does the
notion of coreferentiality. The question arises thilee Tarski’'s A-variant truth
definition really eliminates all semantic notiof$eld considers this objection —
by the way, a very popular one - but he disposet of the following way.

264 Note that our intuitive notion of translation vaiving as it does the notion of (at least partial)
meaning preservation - does not support talk atvanslating uninterpreted languages into other
languages - interpreted or not - since, in suclessathere is nothing to be preserved (not even
partially). Incidentally, that is one reason why tem@l adequacy criterion spelled out in
Convention T does not make sense for relative tlefmitions for uninterpreted languages.

%5 This sort of a formal-syntactic translation is fpetly applicable to formal-uninterpreted
languages; once a translation function is wellstgdi for such a language, there is no further
question of correctness or incorrectness.
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Admittedly, the notion of correct translation (peesng at least extensional
meaning) is a part of Tarski's methodology or metatheory (invoked in
Convention T), but there is no trace of it in Tasskparticular truth
definitions?®®

For all that | have said up to this point, we seenhave little reason to
prefer B-variant to A-variant, but we seem to hawene good reasons to prefer
A-variant to B-variant. Only with A-variant we ha\e criterion that we got
things right (viz. material adequacy in Conventibn secondly, only A-variant
allows us to eliminate semantic terms (at leasinftbe metatheory if not from
the meta-metatheory), as soon as it is turned &xphcit form. Why, in spite of
this, does Field think that Tarski would have dbeter to give B-variant, and
not A-variant that he actually gave, which is baothterially adequate (hence
extensionally correct) and does not contain angdmced semantic notions in
its wake (after being turned explicit)?

To answer this, we should first observe that Figbghrovingly quotes
Tarski’'s contention to the effect that an adequatéh definition should not
invoke any unreduced semantic notions in the dsiii

“We desire semantic terms (referring to the objanoguage) to be
introduced into the meta-language only by definiti¢-or, if this
postulate is satisfied, the definition of truth,afrany other semantic
concept will fulfil what we intuitively expect froravery definition;
that is, it will explain the meaning of the termirigedefined in terms
whose meaning appears to be completely clear aeduivocal.”
(Tarski 1944. 351)

On this basis, he formulates the adequacy critethat, he thinks, would have
been approved also by TarsRf:

“M)  Any condition of the form
(2) ...0O€efeis true= B(e)]

2% \\e shall see that Field sees a problem here. Ticigate his worries, could one presuppose,
without further ado, a semantically loaded notidrtranslation when one’s programme is to
reduce semantic notions to the ideology acceptabjhysicalists? Well, perhaps there is a way
of specifying what correct translation amountshat tturns out to be non-semantic, but it is just
not clear what it is. Another alternative couldtbevork with homophonic translation and define
truth only for an object-language that is a prapent of the metalanguage. This, however, would
seriously restrict the application of Tarski's madh

%57 McDowell (1978) shows that there is a subtle yapadrtant incorrectness in this thought.
Tarski’'s adequacy criterion is of course Conventignnot Criterion M. The fact that Field
attributes the later to Tarski is a further evidetitat he is under-impressed by the desideratum
of material adequacy, which, however, is all-impattfor Tarski. In the footnote where Field
comments on the connection of Convention T withteCion M he downplays the role of
Convention T by saying that its only function istiumental with respect to Criterion M —
assuring that the truth definition is extensionaibyrect. It is doubtful, however, whether this is
a correct diagnosis of Tarski's position. Admitigdh part of the appeal of Convention T is that
if a truth definition satisfies it, it is extensilly correct. But we have had an occasion to sae th
Tarski likely believed that Convention T capturesigthing important about the very concept of
truth, something closely connected with T-bicormitls qua “partial definitions” of the concept
of truth.
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should be accepted as an adequate definition tf tfiand
only if it is correct and B(e)' is a well-formed formula
containing no semantic terms.” (Field 1972: 361)

Under “correctness” he understands extensionakécoress and claims that it is
all right to demand that a definition of trutteliver an extensionally correct
formula free of semantic terms. Consequently, hstrtake his own favourite B-
variant to be inadequate (at least partially):

“It [namely the criterion M] rules out the possibjilof T1 [namely
B-variant] by itself being an adequate truth deifom; and it is right
to do so, if the task of a truth definition is teduce truth to non-
semantic terms, for T1 [namely A-variant] providaesly a partial
reduction.” (lbid: 362)

Prima facieat least, A-variant (when turned explicit) faremsiderably
better in this respect. Why, once again, does Fieftk B-variant to be superior
to A-variant, given thagxtensional correctness + elimination of semargients
seems to be satisfied by the later but not by tmnér? Well, Field does not
endorse Criterion Mn toto, but only as a necessary condition on an adequate
truth definition. The core of his argument is tlettensional correctness (to
which material adequacy is only instrumental actgrdo him) plus elimination
of semantic notions from theéefiniensis only necessary but not sufficient for
genuine reductiolf truth in particular and semantic notions ingeh Granted,
certain idiosyncratic features allow A-variant timgnate semantic terms, but
Field thinks he can show that these very featuresr@sponsible for is being
philosophically cheap and uninteresting. Eliminatiof semantic terms in A-
variant only masquerades as a genuine reducti@emintic to non-semantic,
and, ultimately, to physicalistic properties.

Field’s plea for B-variant is motivated by his vialat the goal of a
genuinelyscientific semantics splits into two sub-goalswfich only one was
successfully accomplished by Tarski: namely, shgwiow to construct a
compositional semantics for a particular (1st-ordanguage, which reduces
truth-relevant semantic features of complex expoessto those of primitive
expressions (based on 1st-order syntax). Such @uatcmay be divided into
three parts:

(a) classifying primitive expressions of a language ibasic (logical
and non-logical) categories;

(b) assigning each basic non-logical category of esas a
semantic property of a type appropriate to it (deton-
conditions for names, application-conditions foregicates,
fulfilment conditions for function symbols, etc.);

(c) laying down compositional (recursive) rules detevimg the
semantic properties of complex expressions, giteir syntactic
(logical) form, fixed meanings of logical constam@tisd semantic
properties of simple expressions forming them.



- 185 -

With B-variant truth definition, Field says, thisap of the agenda of
scientific semantics is successfully finished,estsk for 1st-order languages (or
languages formalizable in this manner). The geitgraktained in B-variant
truth definition may remind us of the model-themdtamework, except that
there is no parameter for structure buried in Fseldefinition, as object-
languages are fully interpreted (have their intehdeterpretations).
Nevertheless, the parallel is striking. In the mdteoretic account we have a
general skeleton and we flesh it out by applyindoita particular 1st-order
uninterpreted language L with a fixed signature amdL-structure, thereby
obtaining a particular definition of truth for Lisences relative to that L-
structure. B-variant is a general skeleton and leghfit out by applying it to a
given interpreted L (in which we can discern thievant 1st-order structure and
reckon its words to right categories). We thus iobgaparticular truth definition
for L in B-variant style. The difference is that #ehthe first procedure starts
with an uninterpreted L and then specifies its rpprtetation (and defines truth
relative to it), the second starts with an inteigael, but it leaves it open what
interpretation it possesses, because it leavepah avhat interpretations its
primitive expressions possess (for the programnnatisons spelled out above).

Field is well aware of the parallel. B-variant trudefinition with its
unreduced semantic notions is useful, since ivallos to deal with typically
model-theoretic questions concerning what happenshé truth-value of a
sentence (set of sentences) when we conceive oitdogical primitives as
changing their interpretations (relative to varioumains attached to
quantifiers), the interpretations of logical comésabeing fixed. Perhaps the
chief purpose of the model-theoretic semanticsl&irorder or other languages
is to formulate the principles of compositional igement of truth-relevant
features to an indefinite number of expressionsvafious categories and
explicate on this basis the notions of logical empgence, validity,
(un)satisfiability, etc. Semanticists ask what megs do, how the meanings of
simple words compose in various truth-relevant wias still larger wholes,
attempting to find right types of set- or functitreoretic entities that model
these roles (be they extensional, intensional pehyntensional). Here are two
representative passages from authors widely knawrtheir work in model-
theoretic semantics gnterestingly, the first auwtlguotes explicitly Field's
diagnosis of the mattef}?

288 | first learned about these connections from LeRoarticle (1983), where he offers an
interesting critique of the model-theoretic applodimdirectly of Field's favourite approach),
defending the truth-theoretic approach of Daviddbims unsurprising that the model-theoretic
semantics shows little interest in the questiomvbét facts, if any, make it the case that simple
expressions acquire the interpretations they do, which among the many possible
interpretations of a language is the standardtended one (or epistemologically speaking: how
can we know what the interpretation of it is). ladea view seems widely held that it is not the
business of semantics in the model-theoretic styleome up with such a story. Interpretations
can be thought of as attached to words, say, irskrarpairing manner or via interpreting
functions. The nature of the connection obtainiegueen words and their actual interpretations
is not their concern, however interesting issuesay raise. Semanticists work at the theoretical
level, where such foundational questions do notayiste, taking to heart the advice of Carnap
(1942), who proposed to distinguish pure (abstrfaoth descriptive (empirical) semantics.
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“The real work of the truth definition and simikafior a Montague-
style possible world semantics, comes in the spatibns of how
the interpretations of the infinite set of sentencan be determined
by a finite set of rules from the interpretatiorfstize primitives.”
(Partee 1977: 321-22).

“A central goal of (semantics) is to explain hovfetient kinds of
meanings attach to different syntactic categoressother is to
explain how the meanings of phrases depend on thbdkeir
components

.... But we should not expect a semantic theorjutnish an
account of how any two expressions belonging to $hene
syntactic category differ in meaning. "Walk" anduriy" for
instance, and "unicorn” and "zebra" certainly difediin meaning,
and we require a dictionary of English to tell uswh But the
making of a dictionary demands considerable knogdedf the
word.” (Thomason 1974: 48-9).

In a similar vein, B-variant truth definition, @roperly understood,
explains how truth-conditions and satisfaction-abods of sentences and
predicates of a 1st-order language can be compoailly specified on the basis
of denotations of names, application-conditions siinple predicates and
fulfilment-conditions of function symbols. Whatdbes not explain — and does
not pretend to explain - is what it is for priméw of the language to have the
semantic powers they actually have. Such full-bémbdemantics should tell us
not only how complex expressions - most importantsentences -
compositionally depend for their representatior@i@rs on semantic powers of
their simpler components and their syntax; it owesome explanatory story as
to what physical or at least physically based féofsa causal-social-historical
breed) confer on expressions representational @owkat they possess.
Presumably, it is facts about linguistic practi@esl habits of a community
situated in a historico-physical environment thatedmine what semantic
properties its expressions possess. Without sudataralistic story, we are
puzzled about the nature of semantic propertiescdh@bout the nature of our
language.

Puzzling they are, as many distinguished thinkexse painfully aware
long before, asking questions such as how it isiptesto represent physically
absent or remote things, etc. Indeed, so puzZtieg appear, if no explanation is
available in scientific terms, that sceptical vaiamight propose to eliminate
them altogether from scientific language (in faetmnantical eliminativism was a
strategy very much in fashion among some member¥i@fna circle; that
Quine toyed with it at times is also well known):

“But how could we ever explicate in non-semantrenie the alleged
fact that these utterances are true? Part of thkcakion of the truth
of “Schnee ist weiss und Grass is grin” presumabbyld be that
snow is white and grass is green. But this woully be part of the
explanation, for still missing is the connectionvieeen snow being
white and grass being green on the one hand, amdG#rman
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utterance being true on the other hand. It is tuenection that
seems so difficult to explicate in a way that wouddtisfy a

physicalist, i.e., in a way that does not involhe use of semantic
terms.” (Field 1972: 359-260).

On the one hand, semantic talk is not so easy aodun, since it has a
useful role to play in our linguistic practices.uBh for instance, the notion of
truth enables us to form beliefs about reality eidence of reports of our fellow
speakers. The pattern of reasoning is as follows:

| have no evidence whether or not P is the casethem a reliable
member of my community tells me that P is the cBsdieving that
what he/she says iaue, | form myself the belief that P is the case

Other considerations speaking in favour of semgmtiperties could be made.

Why do we aim at having true rather than falseeli®h Because possession of
true, as opposed to false beliefs increases ourcelsato achieve our ends. And
how are we to explain the point of scientific inguand its predictive success, if

not by saying that it aims to discover what is tab®ut reality — to cut nature at

its joints?

On the other hand, Field rightly points out thagréhis no remotely
plausible account available of semantic propemesiicing them to scientific
ideology. In view of this, some thinkers who takeigusly the considerations in
favour of semantic properties propose to treat thsnrreducible propertiesui
generis(semantic facts — e.g. the fact that “Helmut Kal#hotes the person that
it actually denotes, namely, Helmut Kohl — beingitbr facts), rather than
abandoning them altogether. This position is cabgdrieldsemanticalism

“This doctrine, [which] might be called ‘semantisah’, is the
doctrine that there are irreducibly semantic fattse semanticalist
claims, in other words, that semantic phenomenah(ss the fact
that ‘Schnee’ refers to snow) must be accepted ramitjye, in
precisely the way that electromagnetic phenomepaaacepted as
primitive (by those who accept Maxwell's equaticarsd reject the
ether); and in precisely the way that biologicald amental
phenomena are accepted as primitive by vitalists @artesians.
Semanticalism, like Cartesianism and vitalism, {gosionphysical
primitives, and as a physicalist | believe thattltee doctrines must
be rejected.” (Ibid: 358)

The opposite position is occupied by semantic elatvists, whose conclusion
is: common sense and intuitions aside, sciencdh®akast word, and if it turns
out impossible to reduce semantic properties tcsighlist ideology, we better
abandon them (that is not to say that a plain nsadiscouraged from using
semantic terms in ordinary life).

Field finds neither of the two extreme positionstipalarly attractive but
agrees with the eliminativists that if it turnedtda be impossible to reduce
semantic notions to scientific ideology, we betteandon them. Fortunately, the
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situation is not as hopeless as semantic elimiiségiwould have us believe. In
fact, the recursive machinery of B-variant trutihgiéons is a promising start,
since it “reduces” semantic properties of compleypressions to those of
primitives. It remains to give a plausible, genexgplanation as to what broadly
physical facts confer on non-logical primitives {bis or that semantic category)
their specific semantic properties (e.g.: what daate responsible for the fact
that ‘Helmut Kohl’ denotes in the mouths of speakafr German (k) the person
it actually denotes). In virtue of what facts doeythposses such specific
properties and not others.

The problem here is not epistemological but metajgiay, in the sense of
the question: how do facts about meaning and sécnpraperties depend on
(are determined by) facts about usage and envirohfpdysical facts)? Such
questions are called metasemantical or foundatidna questions with which
Quine, Davidson, Kripke, Lewis and others wrestieten discussing the
problem of indeterminacy of (radical) translationtérpretation), inscrutability
of reference, rule-following, actual-language relat etc. Quine, Davidson and
Lewis are proponents of semantic holism in thaty tbaim the priority of
sentences or utterances or beliefs (or totalitieentences, utterances or beliefs)
over sub-sentential expressions, when it comesundational questions (this is
closely connected to their interpretivist methodgo Field, on the other hand,
propounds a version of semantic atomism: it is e denotation of simple
words where language and world get into contacteres words and language
ultimately acquire their representational powers.

This is claimed by Field to be the grain of truth g¢orrespondence
conceptions of truth, though they were imprecisd &ypically invoked the
problematic category of facts (states of affailSgld champions an atomistic,
object-based correspondence theory, which doesnmoke facts or states of
affairs (though it does not deny their existentbezi and is perhaps compatible
with them) but explains truth-conditions of sen&mdn terms of narrowly
semantic notions of primitive denotatiéti. Now, once Tarski finished the
compositional part, semantics must explain, in pastic terms, what
primitive denotation is. To Field, the most promgsiresearch strategy is to seek
a naturalistic theory of primitive denotation, ajotine lines initiated by Kripke
(and Putnam and Donnelan — the grandfathers oEtheallednew theory of
reference in his “picture” of causal-historical charactdrreference for singular
and/or natural kind terms. Eventually, one may ghier, as Field proposed in
other articles, urging a kind of language of thaugypothesis to the effect that
representational properties of linguistic exprassiderive from representational
properties of mental states, and ultimately, frepresentational powers of inner
sentence-like tokens, which, it is hoped, can belagxed naturalistically
(perhaps combining some elements of conceptualseheantics with elements
of informational-causal semantics). To think of satics along these lines
might look like a promising strategy, if one isedafta reductive theory that
attempt to explain semantic properties of a langulag showing them to be
reducible to or supervening on facts about linguistactices and environment.

What Field has in mind is neatly illustrated by lmen example of

269 see McDowell (1978) for a good discussion. Agaffistd, he urges kind of non-reductionist
semantical holism inspired by Davidson.
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chemical valenceA chemical valence is an integer assigned to emaital
element indicating its combinatory potential wigspect to other elements, in
terms of which the chemists explain what elemeatsline with what elements
in what proportions. Now, the analogy is calculatedcast light on primitive
denotation is this: also configurations of eleme(icals) have valences,
which, however, are determined by valences of etésnthat make them up
together with their structure. Not so, however,emaks of chemical elements
themselves, since elements are not made up of eki@ents that have valences
(to be sure, they are made of atoms, which in &amenmade of ..., etc., but these
elements do not themselves possess valences). émlidages a recursive
definition of valenceresting on the classification of structures of giole
configurations of chemical elements (analogy: tlgatactic description of a
language) and characterizing valences of strudyucaimplex configurations of
elements in terms of valences of less complex garditions making them up,
down to the valences of simple elements (analdgydefinition of satisfaction,
by recursion on the logical-syntactical complexfya formula). We might turn
such a recursive definition to an explicit form

c has valence iff B(c; n),

which explains valences of configurations in tewhsalences of their elements
based on their structure, but still contains th@omoof valence as attached to
elements. What about them, now? Do they not catl #s much for a genuine
reduction? Let us see if it would be enough to Bupipe following basis for
recursion (it being assumed that a correct valén@ssigned to every existing
element):

(UE)(On)(E has valenca iff E is potassium and is +1, or ..., OlE
is sulphur anch is -2) ?

It is obvious that this elimination of valence is pseudo-reduction by
enumeration, albeit it is extensionally correct.stfientists could not provide
anything better by way of its explanation, the ootof valence would have to
have no place in serious science and should bgddofsrom it. Fortunately, it
was discovered that valences of elements reducertain structural properties
of atoms, and its use in science was vindicated.

Much as the recursive definition of valence redusgdences of
configurations of elements to valences of elemé¢bésed on their structure),
recursive clauses in B-variant truth definition uedd semantic features of
complex expressions to semantic features of prmigxpressions (based on
their syntax). What about these primitive semargroperties? Are we to
consider them irreducibly primitive? Once agairel@riclaims that this would go
against the naturalistic stance of science, andoitild be the grist on the
semantic eliminativist’s mill.

As before, we seem to have two alternatives. Oneoiliminate
semantic notions via trivially-looking clauses:

A) ‘Gunter Grass’ denotes Glnter Grass;
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‘Angela Merkel’ denotes Angela Merkel’
‘Helmut Kohl’ denotes Helmut Kohl;

B) ‘Der Vater von’ is fulfilled by(a,b) iff ais the father ob;
‘Der Bruder von’ is fulfilled bya,b) iff ais the brother ob;

C) ‘ist eine Frauapplies toaiff ais a woman;
‘ist ein Mann’applies toa iff ais a man;
‘liebes’applies to(a,b) iff alovesb.?”®

Tarski's A-variant truth definition pursues thisagegy. If Field’s analogy is on
the right track, this is a pseudo-reduction agatias elimination of valence by
means of the enumerative definition. Pursuing thtimtegy, one has done
nothing to answer foundational questions. Desp#iesive appearances, Tarski
did not explain primitive denotation by providing his favourite Variant truth
definition.

But if there is anything philosophically really @émesting in semantics, it
is the question how language hooks on the world; dwoin virtue of what facts
the first can express various things about thersgdoat are true or false, as the
case may be. Despite misguided remarks of Tarskileft us as puzzled
regarding such matters, as we were before. Obskeatdy adding (A), (B) and
(C) to Field’s preferred B-variant truth definitiowe get a definition equivalent
to A-variant: we can (a) deduce from so extendedhiant truth definition all
T-biconditionals, and (b) all semantic notions,luging primitive denotation,
can be eliminated from it, once we turn it to aplext form. However, we have
just seen that elimination achieved in this wafaigy cheap, not deserving the
appellation of a genuine reduction. Field conclutlest the so extended B-
variant has no interest beyond what the originabBant states, hence A-variant
has no interest beyond it either, as it is justaBiant plus the trivializing clauses
(A), (B) and (C). Tarski made no doubt one impartstep towards explaining
semantics and the perennial problem of the reladsfdanguage and reality. But
perhaps the more important step is yet to be madeeneral, reductive
explanation of primitive reference, which would fieysicalistic (naturalistic) in
spirit. Tarski could circumvent unreduced notioredonging to the circle of
primitive denotation because he assumed that $iidide definitions along the
lines of (A), (B) and (C) are available. These diitons were available, because
he took for granted that a correct translation (bphonic or heterophonic) of
object-language @) into the meta-language (English) is availableisp as the
definition-constructors. We are familiar with theendtations of names,

20 Equivalently:
(A*) ndenotes iff (n = ‘Glnter Grass’ and = Glinter Grass) on(= ‘Angela Merkel’ anda =
‘Angela Merkel’) or ¢ = ‘Helmut Kohl’ anda = Helmut Kohl;

(B*) (i) P applies taa iff (P = ‘ist eine Frau’ and is a woman) orR = ‘ist ein Mann’ anda is a
man) or P = ‘liebes’ anda lovesb);
(i) P applies tqa, by iff P = ‘liebes’ anda lovesb;

(C* fis fulfilled by (a, b) iff (f = ‘Der Vater von’ anch is the father ob) or (f = ‘Der Bruder
von’ anda is the brother ob).
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fulfilment-conditions of functional expressions agplication-conditions of
predicates of the object-language, because we kmmawthey translate into ML,
in which we are competent. And we know, by disqtiota the denotations of
names, fulfilment-conditions of functional express and application-
conditions of predicates that are their translationhis (home) ML. Proceeding
in this manner, Tarski swept under the carpetallaimost all) philosophically
interesting questions that one may raise regardmegning, translation and
semantic properties in general.

The second strategy preferred by Field is differ8appose that we had a
physicalistic theory on which primitive semantioperties of names, predicates
and function symbols supervene on complex phygcaperties D, A, and F
respectively. Such properties would apply to angn@apredicate or function-
symbol whatever in any language containing suchresgions. But once we
apply the general physicalistic theory of nominandtation, predicative
application and functional fulfilment to a givemtpuage with the right structure,
say to lg, it has consequences of the following sort:

(a) The fact that a namedenotes what it denotes superveneg’sn
instantiating D (its instantiating D explain whydenotes what it
denotes);

(b) The fact that a simple predicdeapplies to what it applies to
supervenes oR’s instantiating A P’s instantiating A explains
why P applies to what it applies to),

(c) The fact that a functional-expressibris fulfilled by what it is
fulfilled by supervenes of's instantiating Ff(s instantiating F
explains whyf is fulfilled by what it is fulfilled.

Supplementing the recursive B-variant truth defmtfor Ls with the applied
theory, we carry out a thorough reduction of semambtions to non-semantic
notions. In this way we could hope to provide @stfic semantics for 4.

7.2  In defence of Tarski’'s approach: a division ofheoretical labour

Field notes that Tarski's strategy was to introdwsmmantic notions into
metalanguage through explicit definitions that eamtno semantic notions that
could not be themselves explicitly defined in pynebn-semantic terms, so that
they are eliminable in principle from any sentdntiantext of the metalanguage.
Now, of course, B-variant truth definition, withsitunreduced notions of
primitive denotation, violates this desideratum tdotdly. Where Field went
astray is in supposing that Tarski's only or pnoati motivation for this
desideratum was his desire to show that sciergdimantics is possible in the
sense of being incorporable into the unified sdienbutlook by reducing (via
definitions) semantic notions to physicalistic itb&gy. Now, there is a trace of
this motive in Tarski’'s work, but only at one plaoehis published writings (in
the lecture directed at the positivist auditoriutm).view of this, it seems that
Field attaches too much weight to this motive aatsfto emphasize other,
arguably more important motives Tarski had for ttlesideratum, better
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documented in his works.

Tarski was not confused to choose A-variant trgfinition. He wanted
to give a definition entailing all T-biconditionafer the object-language with
quantificational structure. Field admits, in a wéyat it was no aberration on
Tarski's part that he chose A-variant with its emumative base-clauses, and not
B-variant, employing unreduced semantic notionprmhitive denotation. But
he muddies the water twice. First, when he doestiath due weight to the all
important goal of satisfying Convention T (in fabe tends to downplay it);
second, when he attaches too much weight to whatiakes to be Tarski's
primary aim in CTFL, namely the reduction of sen@amnbotions to the
physicalist basis. Another motive that he omitgitee a due weight to is that
only with the help of eliminative definitions coulcarski hope to persuade his
mathematical fellows that the part of metamathersathat concerned the
semantics for logico-mathematical languages cancdweducted in entirely
logico-mathematical terms (syntax — theory of céewcation - can also be
interpreted in mathematics) and using mathematgciiniques, hence that it can
itself be treated as a logico-mathematical disegliThe second motive could
have been the principal one, as mathematical kgscworked informally yet
safely with semantic notions. Moreover, the clue Tarski's method of
constructing consistent semantics is his distimchetween a semantically open
object-language L not containing its own semantedjcates and a richer meta-
language ML containing the semantic predicates ,othbugh not its own —
being semantically open as well.

The eliminative part is thus not the heart of Tassknethod of truth-
definition: except for the programmatic reductian(interpretation in) logico-
mathematics (set theory), all one might want freemantics is already at the
recursive level and works well there (and, as Tatsknself said, more
intuitively than at the explicit level). The pripded distinction between L and
ML, on the other hand, gives us a well-based hdwe the method will not
involve us in semantic paradox. For it is the rem& machinery that allows us
to derive fundamental principles governing trutictsas excluded middle, non-
contradiction, etc.; moreover, it allows us not yortb state but prove
fundamental theorems concerning the question ofpteteness and consistency
of the class of theorems of the deductive theony T and L-truths respectively,
as well as theorems concerning the relation betwleenwo classes (is the first
included in the first and/ovice vers&). The role of the explicit part of the
method consists in the fact that it provides ushweitkind of formal assurance
that the method does its work without involvinginsa paradox. And once we
have formally assured ourselves that the metho#syave have thereby proved
that the recursive definition (which is more inivgt than the explicit) is itself
perfectly in order.

Putnam and Field agree that Tarski's definitioed ts nothing
particularly illuminating about the question of h@xpressions (or languages)
owe their semantic properties to linguistic praggicin social-physical
environment. Curiously enough, Putnam calls Tasskiiieory of truth “non-
semantical’, because afeducing semantic terms to non-semantic (logical,
syntactical, mathematical) terms. Field, on theepothand, blames it for not
reducing the semantic notions in a proper manndheophysicalist ideology.
But there is no conflict between them, since bah recognize two senses of
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reduction In a sense, Tarski succeeded in reducing sensamticon-semantics,
since he showed us how to eliminate semantic netiora non-semantic basis
via explicit meta-theoretical definitions that ae&tensionally adequate. In a
sense, he did not succeed in reducing semantiosriesemantics, because his
definitions have, at bottom, a trivially list-liker enumerative character, hence
fail to connect semantic notions in any relevany wathe facts about meaning
and, in last instance, to the facts about usageylioh all semantic properties
presumably depend (supervening on them).

Field’'s and Putnam’s worries are interesting ireithown right,
challenging thinkers with deflationist tendencieso—-be discussed in the next
chapter - who claim that Tarski’s truth definitiotedl us (nearly) everything
there is to know about truth and semantic in gdrfétastill, it is very much
open to doubt whether Tarski wanted to carry outobust reduction of
semantics to non-semantics, and hence whether he e blamed for not
carrying it out successfully. One of the main tlseskthis work is that Tarski's
main contribution was to separate formal-semantiomf meta-semantic
questions. One of those who urge this view is S8otimes, whose work on
Tarski’s theory of truth was in part a polemicaaton to Field’s articlé’?

According to Soames, a Tarskian language is amaabgtypically 1st-
order) language represented by an ordered &ld®,, I.), where:

(@) S is a set of disjoint sets of basic syntactic categ of
expressions of L (it may include a set of L-termset of 1-place L-
predicates, a set of 2-place L-predicates, etc.);

(b) D is the domain of individuals associated with L;
(c) IL is an interpretation function (mapping).

I_ assigns each expression belonging to one of thie bategories i a certain
set-theoretical entity of appropriate type asnterpretation in the usual model-
theoretic styleD, to quantifiers, individuals dD, to terms, subsets &f, to 1-
place predicates, setsmtuples orD, to n-place predicates, etc.

Soames attributes this conception of abstract lages to Lewis and
Kripke. And, of course, it is reminiscent of the adebtheoretic account. The
main difference is that in the model-theoretic setica we start with an
uninterpreted 1st-order language L (or with a clefssuch languages with the
same logical structure) and then give for it a Kassyle definition oftruth w.r.t.
M, whereM is represented by the ordered g&irI), D andl being explained in
the same way as we have done above. Soamsian twsyuan the other hand,
are semantically individuated languages. What hgesuis a purely abstract-
mathematical perspective la Carnap, minus Carnap’s (alleged) confusion of
assuming semantical rules to do the double dutdebhing semantic notions for
L and interpreting L-expressions. Soames takes#othrarski’'s lesson that for

2"l Vjiz. Leeds (1978) or Horwich (1984). Field hasdmee a deflationist over years, but he does
not show tendency to claim that Tarski said neavigrything there is to say about truth; rather,
he tends to say that Tarski said more about truth there is to say — having in mind the
compositional clauses of Tarski’s truth definitions

2230ames (1984).
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definitions of semantic notion to be so much asematy adequate — that is,
satisfying Convention T and related conventions &atisfaction and/or
denotation — there must be something with respeattiich they are judged
adequate or not. In particular, the conventiond thgpply adequacy-criteria
require that certain sentences (expressions) of dditectly translate certain
sentences (expressions) of L. But we can hardky abbut correct translation
when L is an uninterpreted language to be integprat ML.

Like Church, Soames does not deny that it is ptssdinterpret L in
Carnap’s style, but claims that it does not makesedo say that we thereby
define semantic notions in Tarski style. Rather, ave employing semantic
notions as already well-understood primitives, agdstipulating the conditions
under which they apply to L-expressions of varioyses we interpret those L-
expressions themselves in such a way that, in tlie every L-sentence is
provided with its unique condition of truth. So stmued, semantical rules are
more like axioms than definitions. Since this met@ntake the notion of truth as
already well-understood and more or less unproltiema could not be an
option for Tarski. Soames proposes to interpretaseital rules as defining
restricted semantic notions w.r.t. L in Tarski stylvhich requires that L is
already interpreted via the interpretation functlprbuilt-in L = (S, Dy, ).
Soames’ abstract languages share with Carnapigjudges the property that
they posses their semantic properties essentiadlyl—is built-in L, we cannot
change it inS, Dy, I.) without changing L for another language L*. So veas
the model-theoretic account defindsnotation satisfactionand truth for an
uninterpreted L relative td1, Soames proposes to define truth for L that is
semantically (model-theoretically) interpreted,tsat we do not have to refer to
M in its truth definition. This is the double waywhich mathematicians operate
with languages such as L(PA): sometimes, whendlegar from the context what
they talk about (i.e. the standard model), theykwoith L(PA) as if already
interpreted in the standard model and are happytmeobention the standard
model at all, giving an absolute truth-definitiam Tarski's CTFL style for it;
other times, however, e.g. when they wish to beipeeor want to discuss the
problem of various interpretations of L(PA) incladinon-standard models, they
make the reference to interpretation in the stahdavdel explicit, there being a
trace of it in the truth definition.

Soames’ account is sketchy but it suggests tot lsaat two sorts of
truth-definitions. Let L be a 1st-order langua&e, D, I.), whereS contains
the sefT, of terms {m; n} and the seP_ of 1-place predicated}, D, is {New
York; Chicago} and, is such that

[L(m) = New York
I.(n) = Chicago
IL(P) ={xOD.: x is a city}.

The interpretation functioh is construed as a purely mathematical objectai.e.
function-in-extension, qua a set of ordered pafrpronitive expressions of L
and set-theoretical entities of appropriate typendd onD,. In a way, we can
definel in a list-like manner:

(For every expressioe ]S and every objeabd such thato[ 1D, or o
N DL):
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IL(e) =0 iff e='m" ando = New York ore=‘n" ando =
Chicago, ore = ‘P’ ando = {x[ID,: x is a city}.

Assuming the standard recursive definition of tké &f Sent of L-sentences
(with the base clause covering atomic L-sentendethe form Pr(t) and the
recursive clauses covering negations, conjunctiand,universally quantified L-
sentences), we define absolute notions of denataditd truth for L in the
following way (as both objects to be foundDp have a name in L, we define
truth for complex, including quantified L-sentencesluctively in terms of truth
of less complex sentences):

() (For every termi]T. and every objedl1D,):
tdenotesa (in L) ff I (t) =a;

(i.e. iff t = mando = New York, ort = n ando =
Chicago);

() (For every sentenstlSent): Sis true (in L) iff

0] s = Pr(t), wherePrOP_ andtOT,, and alJl (Pr), for
somea such that denotes (in L); or

(i) s=-A, whereAlJSent, and it is not the case thais
true (in L); or

(i) s= AIB , whereAllSent andBSent, and bothA
andB are true (in L); or

(iv)  s=0vA whereAlSent, andA(t/v) is true (in L), for
any termtJT,.

We have not introduced the notion of predicativpligation, but it should be
clear that it poses no special problems. We coefohd it in a parallel way:

(1)) (For every predicatBrP_ and every objedl[1D,):
Pr applies taa (in L) iff a [ 1.(t)
(i.e. iff Pr =P anda [0 {xOOD.: x is a city}).

We can see that via the clauses directly listireguhlues ofl| function
for non-logical primitives of L we can get rid oéreantic notions, so that our
truth definition is non-semantic. This feature dmabus to deduce all T-
biconditionals for L fnodulothe metatheory containing logico-mathematics and
syntax). This, | take it, is how Soames would define sentamiptions of
denotation and truth for a given interpreted L. Wha explicitly mentions is a
generalized definition of truth for a variable’," where every language in the
range of L’ belongs to the sel of such abstract languages that have a similar
1st-order structure. Since the truth-definition i@t generality, it lacks any
language-specific clauses directly listing valuésan-logical primitives of this
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or that interpreted language belongingJtdnstead, it contains only language-
unspecific clauses:

|* (For every languagel1J, termtJT_ and objecalID,):
tdenotesmain L iff I (t) =a

[1* (For every languagkl1J and sentencg 1Sent):
sis true inL iff

® s = Pr(t), wherePrJP. andtUT,, and alll_(Pr), for
somea such that denotesin L; or

As this general truth definition does not spedhg interpretations of
primitives, it does not license derivation of T-tmdlitionals for particular
sentences of languages belonging lo However, if we instantiate the
generalized truth definition with respect to a jgatr language frond — say,
the language dealt with above - what we need tveldi-biconditionals for its
sentences is just the information about the ineggtions of its primitives,
supplied by the language-specific clauses. Soanaesount has obvious
parallels with Field’s. It focuses on interpretesl @pposed to uninterpreted
languages. The generalized truth definition remings of Field’'s own
generalized B-variant that abstracts from lexiaibsyncrasies of particular
languages at particular temporal stages. Its itistaon with respect to a
particular language L yields a definition closentioat we would obtain applying
the generalized B-variant to a particular langu&gethermore, once we add to
the instantiated truth definition clauses speciyitie interpretations of L'’s
primitives, we get something close to Field’s Aigat truth-definition, though
Field would now complain that such clauses aredtizing.

Soames calls this framework ‘Tarski’s theory oftttu However, had
Tarski thought of formalized languages along theses, he would have been
well on the way towards the full-blooded model-tfegiz accountAs | argued
that in CTFL he did not yet embrace the model-tegorapproach, | have to
reject any suggestion to the effect that he woulalbeh endorsed this
interpretation of his project, had he been confdnwith it. The truth is that the
generalized definition of Soames has no precursdrarski's CTFL, where he
provides only a particular truth-definition for arficular language (and hints
how to extend it to other languages from a largeug), remarking that a
generalized version of the method would be rattmnplicated. Moreover,
though Soames’ generalized truth definition death wterpreted languages, |
would hesitate to call iabsolute since it does not imply T-biconditionals for
particular sentences. In order to generalize Tarsldse-by-case procedure, we
have to drop all language-specific clauses thatctly specify denotations of
names or satisfaction-conditions of simple predisat

However, Soames is quite explicit that his recartston of Tarski's
theory of truth does not aim at historical faitmess; rather, it is meant to
preserve its laudable “deflationary” spirit, whitgaking it immune to the modal
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and related objections discussed earlier in ChaptaBy “deflationary” spirit
Soames means that Tarskian truth-definitions westgded to serve other aims
than to shed light on substantial questions abemastics of real-life languages.
According to Soames, Tarski conceived of his tdghnitions as tools designed
to serve the needs of metalogic; there was no farelim to bother about the
deep question of what makes expressions and sestefdogico-mathematical
languages to mean what they do. He sidesteppedjtiestion by assuming that
we have a language that we understand, ML, andMhaeither contains the
object-language L or we are able to (correctlyhgtate L into ML. Now, one
could complain with Field that, at this juncturlee tsemantic notion of (correct)
translation has entered Tarski's methodology aterwhich is no less obscure
(perhaps it is even more obscure) than the notfotmuth; moreover, it hides
from us the fact that we lack any adequate expilamaif what facts bring it
about that L-expressions manage to possess theiantie properties, where
such properties come from, or, indeed, how they pssible in this socio-
physical world of ours. But Soames would retortthes that even Field’'s
favourite B-variant does not explain to us whattSa@bout usage) confer on
logical expressions their semantic propertieshayg have been specified in the
recursive clauses?

There are passages in Tarski's work that suggastn did not consider
translation, synonymy or analyticity d®na fidesemantic notions (narrowly
semantic — in our preferred terminology), on theugd that they do not involve
word-to-world but only word-to-word relations. Bthis is hardly satisfying,
given that translation is to be correct, hencemaimum, truth-preserving
(extension-preserving in general). The questionvbéat translation of a given
language L into ML is correct (in virtue of whatta) is substantial to the extent
the question of what L-expressions mean (in vidtigrhat facts) is substantial.
It should be obvious that semantics in Tarski-styganot tell us anything
particularly interesting on such matters, excepthov complex expressions
depend for their truth-relevant properties on tmglevant properties of less
complex components. This becomes only more viviegmive set out to define
truth in Tarski’'s manner for a sublanguage L of Mksuming the translation of
L into ML to be homophonic. Such a truth definitioan hardly deceive us into
thinking that it says something revealing aboutrtieanings of L-expressions or
the socio-physical origins of their meanings (tlasib on which they supervene).
For one thing, we need to know their meanings leéfand to understand the
definition in the first place. For another, it isogigh to know their meanings; but
we do not need to know in addition what, if anythithey supervene on. That is
to say, assuming a correct translation of L into,Mihat Tarski’'s truth
definition for L shows is how L-sentences dependtfir truth on the world,
given the semantic properties of their componets.it offers no story about
how the connections between L and the world gatbdished in the first place.

Soames suggests a similar defence of Tarski’'s itlefial framework
against the modal objection based on his diffeadstract-language conception.
The objection trades on the following consideratitye semantics of a language
L depends on the facts (presumably, naturalistitsjaabout some folk F using

23 Soames (1984: 420). Although Field (1994) thirfiat this particular defect of his proposal
could be fixed, he now thinks that it is betteattandon the reductionist project and urges a
deflationary theory of truth and related semantitans (of which more in next sections).
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L; hence, had the folk F changed its linguisticcticgs and conventions in
certain easily imaginable ways, L's semantics wdwdsle changed accordingly.
According to Soames, the objection works only iftneat languages that Tarski
applied his techniques to as empirical languagdhaenabove mentioned sense:
as possessing their semantic-properties contingethiht is, depending on the
facts about usage of corresponding linguistic comtras. However, Tarski was
uninterested in empirical theory of meaning and a®ins for empirical
languages (he invoked repeatedly the notion of megamr translation in
Convention T, without making appearance of somewohe would seriously
bother to explain or reduce them to more fundanhemdéions). Indeed, he
distinguished theoretical and applied semantickie-distinction much in the
spirit of Carnap’s distinction between pure and eimgl semantics. Rather,
what Tarski wanted to accomplish in CTFL was tovshwmw to define in a
mathematically precise manner theoretically us@fatause materially adequate
and inductively defined) and well-behaved (becarmesistent) notions of truth
for a range of logical languages construed as atistand semantically
individuated entities. They are abstract in thatyttare represented as set-
theoretical entities that are to serve certain ritgcal purposes and they are
semantically individuated since their representetioia ordered triples of the
type (S, Dy, I) involve interpretation functions construed extenaily as
ordered pairs of expressions and set-theoretidélesn(of the type appropriate
to the semantic category of their correlated exgioes). Granted, Tarski did not
have this conception of language in the 1930sSlmaimes’ considerations make
explicit his deflationary attitude to semanticghe following way. For Tarski, L
is a meaningful formalism with an intended intetptien, but Tarski does not
show any interest in the metasemantic questiorodsow (in virtue of what
brute facts) did L acquired its intended interptieta what facts are responsible
for the fact that its expressions have the reptasenal powers that they do
have.

Soames wants to defend Tarski's deflationary amtro# truth by
showing how to sidestep the “substantial” problemkihg here in the guise of
correct translation (and its factual basis, if anlarski's semantics does not
offer us any interesting story about the foundationf linguistic intentionality,
yet says that this is not its shortcoming but nathtaudable deflationary aspect.
It shows that we can account for truth to a langer@ independently of having
answered such difficult questions. If a correchstation of L into ML can be
assumed to be fixed and known, we can treat itradtbf as a mapping of L-
expressions to ML-expressions, making it explitiattit is not part of our
business to explain what correct translatiarigrtiori synonymy or meaning) is
based on, in much the same way as when we consterpretation functions
built-in Soamsian languages as mathematical objéatsm this perspective,
then, there is not much difference between the aporoaches. None of them
pretends to say anything substantial about linguisttentionality and its
nature>’* Semantic individuation does not amount to anythiogust at this

27 Starting with translation of L into ML, we indirtg assign interpretations to expressions of L
via understanding corresponding expressions of $tlll, one may worry that even if this works
with L-terms translated into ML-terms, by disquaiatof which we grasp the interpretations of
L-terms, it is not clear how to extend it to predes of L. For Tarski-style truth-definitions do
not explicitly assign values to predicates. Thigrnywaan also be answered. The definition of
satisfaction implies that every n-place senterftialction f determines a corresponding set of
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level, since interpretation functions are constrasdpairing functions. We are
content to assume — this time, in the model-thenstyle superseding Tarski's
translational style - that words are mapped tattsedretical objects. Hence no
interesting question can arise at this level astiat makes it the case that such-
and-such a word is interpreted by (mapped to) suhsuch a set-theoretical
object. It is up to us to define abstract objeEts. abstract languages of this sort
we can define truth in Tarski-style, using languapgecific list-like clauses, or
give Soames-style general truth definition for aialde L (dropping language-
specific clauses). The two, closely related dabng are what we need in order
to conduct meta-theoretical investigation of theualssort. Compositional
semantics and logical consequence are the hallnmafrkkis approach, both
belonging to the abstract level, which can be apgted in a mathematically
precise mannef’®

Foundational questions are to be attacked at ardiit level. Of course,
as Carnap pointed off€ in devising abstract languages we might have imdrai
particular language-in-use that we want to theoadlyi “approximate” or
“model”. Treating abstract languages in this wag, @an ask what makes it the
case that one such abstract model fits the acioglistic practice of some
language community (or approximates better thattipe than other models).
Alternatively, with Davidson, we can ask what palyliavailable evidence there
is in support of the hypothesis that one such abttheory of truth can do duty
as an interpretive theory of meaning for a giverguiistic community. Soames
thinks that it is a good thing to separate in W semantic from meta-semantic
questions, and he credits Tarski with doing (mardess consciously) this!
His evaluation of Tarski’s attitude towards semasstrikes me as largely on the
right track, though, for reasons mentioned abovdp Inot think that Tarski
adopted in the 1930s the conception of abstractelribeéoretic languages that
Soames propounds. Still, it seems to tally rathell with his mature model-
theoretic take on semantics, and it seems to beeispirit of recent theorizing in
formal semantics, in which varying interpretatidnfarmal language construed
as mathematical objects.

7.3 Redundancy theories of truth and semantic conpéon of truth

So interpreted, Tarski’'s conception of truth defom has some affinity to
deflationary conceptions of truth, whose early passsor is the redundancy
theory of truth inspired by Frege and Ramsey, alatboeated by Ayer or
Strawson. In the vast literature on Tarski's worksi often said that SCT —
especially the claim that T-biconditionals are hefinitions of the notion of
truth - is but a sophisticated sentential versibthe redundancy theory of truth,
according to which there is no more to the notibrsentential truth as what is
captured by particular instances of the followinggdotation-schema (implicitly
relativized to a language L):

sequences, namely those sequences that shti€iyen that all but terms paired with its free

variables are garbage, we can associatefutfith set oh-tuples satisfying it.

27> Subject to the usual Tarskian conditions theysaiigable for what | call metamathematics of

absolute truth.

7% Carnap (1938), (1942).

2" This was anticipated by Carnap, who, however, dimwait speak of meta-semantics but rather
of (very broadly conceived) pragmatics in this extpSee Carnap (1938), (1942).
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(DS-schema):
‘pis true iff p

Let us see if this diagnosis is correct. The reldmey theory of truth was
originally propounded for sentences such as ‘ltrug that snow is white’, in
which ‘true’ is a part of the sentence-forming aer ‘it is true that’ that
behaves as the double-negation operator, turnioghstrinto truths and
falsehoods into falsehoods. The starting pointicelp captured by Frege’s
observation that instances of the equivalence sahem

(E-Schema):
It is true that p iff p

are platitudes that display the transparency ptgparthe notion of truth: we
can see through the prefix ‘it is true that’, apgdlito a given senten& to the
content ofS?® Frege and Ramsey, considered by many the graedadi the
redundancy theory made the following observation:

“If I assert ‘It is true that sea-water is saltadsert the same thing as if
| assert that ‘sea-water is salt...the word ‘trues fea sense which
contributes nothing to the sense of the whole seetevithin which it
occurs as a predicate [...].” (Frege 1978: 251).

“[...] ‘it is true that Caesar was murdered’ meansmore than that
Caesar was murdered, and ‘it is false that Caeser murdered’
means that Caesar was not murdered [...].” (Rams89:196).

Both claims suggest something stronger than E-sah&amely that the
relation of content-equivalence holds betweenrs‘lriie that p’ and ‘p’. One who
iIs committed to this content-equivalence is conmaditto E-schema, but not the
other way round’® At any event, since the prefix ‘it is true tha€esns to add
nothing to the content of what it is applied toyesal people concluded that
‘true’ can be always erased (analysed away) witlaoytloss to content, though
it performs specific pragmatic functions in langeagpt affect in the content
(such as putting an emphasis on a claim, commerairendorsing it, etc.). In
the classic version of the redundancy theory, thasm is wedded to another:
being a content-redundant device, ‘true’ expresseproperty, hence no robust
property calling for a deep philosophical analy&fs:

“We conclude, then, that there is no problem athtias it is ordinarily
conceived. The traditional conception of truth dseal quality” or a

"8 See Frege (1918/1919). But Frege was not a redegdheorist. He held a peculiar view, on
which truth is an important, indefinable notionacdcterized by the transparency property. In his
view, what this shows is that it is not best camstk as a property corresponding to a predicate;
rather, it is to be understood as that at whichame in making judgments and assertions or
forming beliefs).

29 See Kiinne (2003).

280 Ramsey (1999; 2001) is often considered the fatiiehis approach, although he did not
make the claim that ‘true’ does not express a ptgp&his claim was made famous only later
by Ayer (1952).
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“real relation” is due, like most philosophical naikes, to a failure to
analyse sentences correctly.” (Ayer 1952: 89).

Now, Tarski criticised one version of the redurdatheory under the
name ‘the nihilistic approach to the theory of hiff* according to which ‘true’
makes sense only when used (syncategorematicallyjei contexts ‘It is (not)
true that p’, all other (categorematic) uses dfding treated as illegitimate (in
part because they give rise to semantic paradoke$arski’s opinion, the truth-
nihilists are right to say that the word ‘true’, it syncategorematic uses, is a
sort of content-redundant device. If ‘true’ wereedi®only in such contexts, one
could well wonder whether it performs other thameby stylistic or ornamental
functions in the discourse. Tarski’'s interestingl @orrect response to the truth-
nihilists was that they propose to eliminate frame tliscourse precisely those
predicative uses of ‘true’ that do not seem pumghfistic or ornamental but
perform very useful expressive functions. Thus,ifistance, the word ‘true’ is
often attached to a description of a sentencealspeaker is not in a position to
reproduceverbatimbut she has reasons to accept/assert or rejegt(tie so-
called ‘blind ascriptions of (un)truth’):

Though | cannot quite recall it, the first sentencéheTractatusis true.

Furthemore, the word enables us to express geraiahs of the following
Kind:

All consequences of true sentences are true,
or
Every alternation of a sentence and its negatitnes

The nihilistic approach to truth in particular ati@ redundancy theory of
truth in general are hard pressed to explain suphessively useful applications
of the notion of truth. Tarski's SCT also givesderiof place to the intuition that
a sentence of the form “p’ is true” is equivaléatp’ under the semantic notion
of truth, but Tarski saw very clearly that manydcative uses of ‘true’ cannot

be analysed away (eliminated) from such contexsinautomatic was??

Ramsey seemed to be well aware of the fact thdtarordinary language
‘true’ is not easily eliminable from such conte&3He considered the statement
of the following type®®*

Russell is always right,

8L Tarski (1969: 111). In (1944: 358-359) he used lttbel ‘redundancy of semantic terms —
their possible elimination’.

82 Here Tarski was closer to modern deflationist tts® who maintain that the point of ‘true’ in
the discourse is that is serves a certain logicakpressive function, enabling us to express such
generalizations (infinite conjunctions or disjuncis), and that it is capable of performing this
function because its use is governed by sometlikegthe schematic principle expressed by T-
schema. See Quine (1970), Leeds (1978), HorwicBZ19990) or Field (1994).

283 Ramsey (1999, 2001). But Ramsey did not make et phat modern deflationists are so
proud of: namely that the point and utility of thetion of truth in language consists precisely in
such uses.

84 Ramsey (1927: 143).
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or
Everything Russell says is true.

What Ramsey first proposed was the following ang)ysxpressed in a semi-
formal English:

(For everyp): if Russell say®, thenp is true.

However, this analysis contains ‘true’, and foraod reason. For if we simply
deleted ‘true from it, we would get

(For everyp): if Russell sayg, thenp.

But then we are hard pressed to explain what exdictls that we want to
express. The trouble is that we cannot understaadtication in the objectual
style, because the second occurrencgy’ak‘grammatically hostile to nominals
— it calls for sentences. Anticipating deflationieories of truth a couple of
decades ago, Ramsey conjectured that the functiirue’ in natural language
lies exactly in the fact that it simulates the gnaatical role of prosentential
anaphoric reference (on analogy with pronominalphoac reference), since
natural language does not actually contain righésyof presentences:

“The only prosentences admitted by ordinary |lagguare ‘yes’
and ‘no’, which are regarded as by themselvesresging a
complete sense, whereas ‘that’ and ‘what’ eveerwHunctioning
as short for sentences always require tosupplied with a
verb: this verb is often ‘is true’ and thieculiarity of language
gives rise to artificial problems as to thature of truth, which
disappear at once when they are expressddginal symbolism
..." (Ramsey 1990: 437)

In view of this, it would seem that truth is not@ntent-redundant device,
since there can be hardly any definition of it thatuld licence its elimination
form every sentential contexts in which it can megfully appear. Ramsey
accepts this conclusion for natural languages (the. fact that they do not
contain the right sort of presentences that wouddtlie job of ‘true’) but
proposes to deal with this obstacle at least ferdeimi-formal language. What
he wants us to realize is that ‘p’ already contangerb - what is supposed to
come into its place is always a sentence and semtalvays contains a verb.
Any proposition whatever, of any logical form whage contains a verb.
Ramsey invites us to consider propositions of fRasgellian) formaRb. For
propositions of this particular form we have:

(For everya, R, b): if Russell saysiRh thenaRh

which, unlike the original analysis contains anlexpverb-like element. Or so
Ramsey claims. His idea was that if we could somebather all propositional
forms of sentences that Russell could ever assed, for each form we could
write down a similar generalization, then such galweations would jointly

capture the content of the statement “RusselWwsgs right”.
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Ramsey was therefore not overly pessimistic abbat grospects of
giving the truth definition in the following spirft>

X is true iff x is a proposition/belief thak is B andA is B, orx is a
proposition/belief thaaRbandaRh or x is a proposition/belief that

which would generalize particular equivalenceshefttype:
a proposition/belief thaA is B is true iff Ais B,
or

a proposition/belief thah is B is true iff it is a proposition/belief that
Ais B, andA is B.

However, he quickly realized that the number ofdafjforms is going to
be indefinite so that they cannot be capturedsimgle finite statement:

“We cannot, in fact, assign any limit to the numbé&rforms which
may occur, and must therefore be comprehendeddefiaition of
truth; so that if we try to make a definition toveo them all it will
have to go on forever, since we must say that efbs true, if
supposing it to be a belief thatis B, A is B, or if supposing it to be
a belief thatA is notB, A is notB, or if supposing it to be a belief
that eitherA is B or C is D, eitherA is B or C is D, and so on ad
infinitum.” (Ramsey 1990: 438)

For this reason he preferred to stick with the samgefinition:
xis true iff(p (x is a proposition/belief that andp).

We are to realize thap” already contains a verb - what comes into itc@les
always a sentence and sentence always containb.a ve

Note that the success of this strategy has a eoyolthere can be no
question that on the right side we have specifiegréain property common to
all true propositions/beliefs. We need not claimttib is a property that is robust
in a physical or metaphysical sense, or that itlmmmeduced to something more
fundamental. But, logically speaking, it is a prdpenevertheless. This is
interesting, since the prominent redundancy thesosach as Ayer or Strawson
maintained that, despite grammatical appearanbestraith predicate does not
express a property of truth-bearers. Consider Wwhet Ayer says:

“... the word *“truth” seems to stand for somey real; and
this leads the speculative philosopher to ugegwhat this
“something” is. Naturally he fails to obtain ais&ictory answer,
since For our analysis has shown that the wordHhtrdoes not
stand for anything, in the way which suchj@estion requires.”
(Ayer 1936: 89)

28 |n (1927) he focuses on propositions, whereasl@9@) he offers some reasons to prefer
beliefs.
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Although Ramsey did not commit himself to this olait seems vital to
the central redundancy claim to the effect thatdfTp is true” asserts no more
and no less than “g®®° If “That p is true” ascribed truth to the propésit that p,
we could object that ‘p’ does no such thing andseguently that the two assert
different things. The redundancy theorist is thasefl with the following
dilemma. (1) If he does not accept non-standaradhtification, he can maintain
that truth is no property but the price he has ag 3 that he cannot analyse
away many occurrences of ‘true’ and he cannot estate a general truth-
definition. (2) If he does accept non-standard ¢jtieation, the redundancy
theorist can perhaps hope to analyse away problemeturrences of ‘true’ or
to state a general truth-definition, but the pieehas to pay is that he can no
longer seriously maintain that truth is not a prope

One may still worry whether Ramsey succeeded ikimgaa good sense
of his definitions and analyses framed in his semmalism. Clearly the success
of his strategy depends on whether there is a wgrkccount of quantification
that will make the definition intelligible, becausader the objectual reading of
quantifiers it does not make sense. The same guoesatis mutandis for
analyses usingaRB and such like. Ramsey did not comment on the enaliut
several modern authors attracted to his conceptame suggested either some
sort of higher-order quantification over propositioor substitutional
quantification. On assumption that such interpretast of quantifiers are
intelligible, there is some reason for optimism. tha other hand, one has the
feeling that had Ramsey focused his attention emdtized language whose
logical syntax can be defined in a neat recursiyeshe would not need a
devious apparatus of non-standard quantificatidnis Ts how Tarski attacked
the problem, except for treating quantifiers ohjady. But Ramsey was no
Tarski and he could have been more concerned \aiilral language, for which
we have reasons to doubt - as Tarski knew — if arerecursively characterize
truth for it in a compositional style.

It is interesting that before giving his own truttefinition, Tarski
considered definitions of sentential truth clos@lated to redundancy-type truth
definitions:

a) (For allp): ‘p’ is true (in L) iff p;
b) (For allx): xis true (in L) iff Cp (x = ‘p’ and p).

At first blush, (a)-definition is a straightforwardeneralization of SCT
subsuming all T-biconditionals for L. However, Tkireejected it on the ground
that it defines ‘true’ only as applied to quotaBbmames of sentences, not
showing how to eliminate it from different sentahttontexts (i.e. attached to a
description or pronoun/variable). (b)-definition edo not suffer from this
problem, but Tarski complained that ip™ is taken to be the name of the letter
enclosed in the quotation marks, there is nothorghe quantifier to bind, and
the definition accordingly does not work (the sasbgection applies to (a)). One

28 |n this respect, ,lt is true that p* is more conient to redundancy theorists, because ‘true’
does not appear there as a predicate but as afpidwe prefix “It is true that __ ". Indeed, the
truth-nihilists called such occurrences of ‘trughsategorematic, saying that they are the only
legitimate occurrence of ‘true‘.
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may want to interpret quotational marks as a sdrtfumction assigning
expressions their quotational names. So interpreébenigh, quotational marks
form a non-extensional (indeed, hyper-intensior@htext, and such were
viewed with a great suspicion by Tarski. Finallg Wworried that (a)-definition
leads quickly into semantic antinomy. There is eedto go into the details of
why he thought so. Suffice it to say, for the tibeang, that his arguments here
have not been found convincing by contemporaryatiefhists, who argued that
there is a substitutional or higher-order readihgt ¢hat is both coherent and
immune paradox, provided appropriate measures akent (in the spirit of
Tarski's own restrictionsy’’ Still, Tarski could have complained that the
substitutional reading presupposes the very naifanuth, and the higher-order
propositional reading posits propositions as valoésvariables, which are
intensional entities of dubious clarity and ontatad) status (viz. his nominalism
and scepticism concerning non-extensional operatots contexts). This is a
serious objection, with which any decent deflasbraccount of truth should
come to terms with.

Tarski also discussed another objection againss@i$ to the effect that
when we take T-biconditionals on face value whatytehow is that the truth-
predicate can always be eliminated when attacheal qootational name of a
sentence. And what is eliminable is in a way re@mdor “sterile”. Now,
Tarskian truth definitions have the potential ofmehating truth-predicates from
all contexts of the metalanguage (or metatheoryyvimch they are defined.
However, Tarski did not regard this as a sign of fact that SCT is a
redundancy theory of truth, since, by parity ofsm@ang, one would have to
conclude that all defined terms (in science) arelass or sterile - which he
deemed absurd.

7.4  Disquotational theories of truth: Quine

Our analysis cannot be complete, unless we reviewsdemm deflationary
theories, the prominent place among which has beeuapied by disquotational
theories of truth. Very roughly, their proponentsintain that our ordinary
notion of truth is somehow captured by the disquimtaschema (or its variant
framed in a different language than English), ogrenprecisely, by its non-
paradoxical instances (as classical logical reagpyields contradiction if self-
referential sentences stating their own untruthaimsate ‘p’). Sometimes it is
said that our ordinary notion of truth is charaied by the fact that sentences
of the form ‘p’ and “p’ is true’ are inter-dedudér Both ways of stating
disquotationalism leave much to be desired, arféreifiit authors tend to specify
them in different ways. In order to see what, iythimg, Tarski’'s theory of truth
has in common with these doctrines, | shall fiestiew the general motivation
for the doctrine of disquotationalism that is conmiyaattributed to Quine, then
briefly explaining the essentials of the best depet disquotational conception
of truth due to Field.

Quine is undoubtedly thepiritus agenof disquotationalism, although it
iIs a delicate question to what extent he could eddbe considered a true
disquotationalist, given that his various claimanstimes pull in opposite

87 Cf. Soames (1999), Field, 1994, or David (1994).
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directions?®® Like Tarski, he thought that if ‘true’ appearedyoms attached to
the quotational name of a sentence, then we caslergjust as well the sentence
itself:

“What can justly be said is that the adjective étris dispensable
when attributed to sentences that are explicitljptgeus.” (Quine
1987: 214)

At this point, the champion of propositions as @gntruth-bearers might want
to complain that truth depends not on languagehbuhe world. Quine retorts to
this: granted, but that is no argument in favowppisitions, since, first, there are
weighty arguments to the effect that they are areat of darkness (viz. his
radical translation argument that attempts to shibat propositions, qua
cognitive meanings preserved under translation, samgply entities without
identities), and, second, the dimension of deperelaf truth on the world is
captured in a neat form in Tarski’'s biconditionsigh as:

‘Snow is white’ is true iff snow is true.

The effect of quotation marks is to allow us talkoat linguistic
expressions, while the effect of ‘true’ (and otlpeedicates belonging to what
the theory of reference: *___denotes___ " or‘__isfies___ ') undoes the effect
of quotation, taking us back from the talk aboytressions to the talk about the
world:

“Quotation marks make all the difference betweeking about
words and talking about snow. The quotation israenaf a sentence
that contains a name, namely ‘snow’, of snow. Bylinma the
sentence [viz. ‘Snow is white’] true, we call snavhite. The truth
predicate is a device of disquotation.” (Quine 19I7%),

In ascribing truth to ‘Snow is white’ we will be derstood by our fellow
speakers as having taken a stand on how the worTis is the grain of truth in
correspondence conceptions of truth. Yet ther@iseed to go so far as to claim
that truth of a sentence consists in its correspooel with a fact (state of
affairs), since facts are gratuitous entities t@itribute nothing ‘beyond their
specious support of a correspondence the8fyAs Ramsey observed, we may
do some justice to the correspondence intuitiortheafollowing platitude:

28 See especially the three Davidson’s three essay§uine’s conception of truth in his
(2005b). He shows that it is particularly hard égoncile Quine’s contention that the nature of
truth is disquotational with his claim that semest{meaning) is best approached in Davidson’s
truth-theoretic style, which formalizes Tarski-stytuth definition as an axiomatic theory with
primitive semantic notions (of denotation and/disfaction), that aims to specify in a recursive
manner truth-conditions for an infinite nhumber ehtences of a given language (see various
papers in Davidson 1984 as well as his 1990). Sibuenmett's classic paper (1959) the
prevailing view has been that disquotationalisimémpatible with truth-conditional theory of
meaning (in Davidson’s style). But recently theesrdn been attempts to argue that this is not so;
Williams (1999) says that the use of the notiontrath in Davidson’s theory of meaning is
compatible with the disquotationalist's understaigdiof it as a device of generalization.
Davidson (2005a) was strongly opposed to such aerpretation, pointing out that
disquotationalism misses the translinguistic chigracf our notion of truth, whereas his theory
of meaning takes a full advantage of this aspetiuti.

289 Quine (1992: 80).
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‘Snow is white’ is true iff it is a fact that snaw/true.

However, this platitude does nothing to suppomlaust correspondence theory
that postulates relations holding between senteaoesfacts, or a structural

isomorphism between structured sentences and wwtedctfacts. It shows no

more than saying that whenever we assert the ildét we could just as well

assert the right side, antte versa

Does our willingness to accept instances of theutitation-schema
means that ‘true’ is just the device of disquotatitis sole linguistic function
being to undo the effect of quotation marks, sd thaattributing truth to the
sentence we always speak about the world, albdifteictly? Not really. Quine is
explicit that predicative uses of ‘true’, where ig attached to displayed
sentences, are dispensable. Where, on the othelr Ha indirect talk of the
world via truth is indispensable are contexts inclwhthe truth-predicate is not
attached to a given sentence “explicitly before, bsit in which it is attached to
a description of a sentence not displayed or iregdizations of the sort Tarski
and Ramsey mentioned.

We have noticed that in the first type of contetkis truth-predicate is
needed to affirm (deny) a sentence that we carxplicély formulate (or we are
lazy to formulate it), as when somebody asserts

Fermat’s last theorem is true,

on the evidence of a reliable source but withouhdp@ble to reconstruct what
the conjecture actually states. In the second typentexts, one needs the truth-
predicate in order to affirm what Quine looselylsdsome infinite lot of
sentences>*° as when one asserts

What the Pope asserted is true,
or

Every sentence of the formor not pis true.

Quine’s massage is that we need the notion of twitih disquotational
character in order to express such generalizatismge they allow us to
generalize on an infinite lot of sentences. Taka, ihstance, the second
generalization. Confining ourselves to English, identences it generalizes on?
Arguably on English sentences such like

Snow is white or snow is not white;
Tom is mortal or Tom is not mortal;

It would seem that the most straightforward wagerferalizing is this:

Op (p or notp),

29 Quine (1970: 12). See Halbach (1999) for a thohodigcussion of what the talk about
‘infinite lot of sentences’ amounts to.
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But Quine rejects this proposal quickly on the gmbthat such quantification is
hardly intelligible, dismissing the possibility ofterpreting it either as a sort of
higher-order quantification over propositions or@asubstitutional quantification
(with English sentences forming the substituticaass). Though we shall see that
not every deflationist would agree with him, he ha@dsons to reject this
proposal. Given his two famous theses

(1) No entity without identity
(2) To be is to be a value of a bound variail@ canonical notation,

in tandem with his radical-translation argumenteighing against propositions
(putative cognitive meanings of declarative sergshcas entities without
identities, there is no wonder that Quine doesde®m it feasible to quantify
over propositions. And he complained about suligiital quantification on the
ground that we cannot in general presuppose tleae tis in the language an
expression for every entity, in which case substital interpretation yields
intuitively wrong predictions. Moreover, if we reatdich quantification in the
standard manner, the notion of truth gets reinttedy since quantified
sentences are usually explained in terms of tr@ithlltisome instances of their
matrixes.

So, according to Quine, the generalization on seete of the fornp or
not p by means of the truth-predicate helps us to espvasat Ramsey-style
generalizations try in vain, absent an intelligibled non-circular interpretation
of quantification into sentence-positions. And altgh he did not explicitly say
so, what he arguably had in mind is the followirgagoning, taking full
advantage of the disquotational character of tib. first note that each of an
infinite lot of English sentences of the followitype

A) Snow is white or snow is not white
Tom is mortal or Tom is not mortal;

is equivalent to a corresponding sentence, in wticke’ is attached to its
guotational name:

B) ‘Snow is white or snow is not white’ is true;
‘Tom is mortal or Tom is not mortal’ is true;

Recall: in quotingSwe are up to say something ab8ubut by appending ‘true’
to Ss name walisquoteS, thereby saying something about the world. Gragnted
what we thereby say about the world could be sadendirectly by utterings.
Quine agrees with Tarski that if this was the ombe of it, the truth-predicate
would indeed be a redundant device having at besintental and pragmatically
based functions in our discourse. But once we amee the disquotational
character of ‘true’ implying the equivalence of ypé sentences with their
corresponding B-type sentences, we realize thatesime can quantify in the
objectual style into the positions occupied by qtiohal names, we can frame a
generalization of the following type, drawing oretfact that A-type sentence
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sentences share a certain salient property (Minf adhem having the fornp or
not p):

Every sentence of the formor not-pis true®**

or, equivalently:

For everyx (if x is of the formp or not-p thenx is true)®®

With such generalizations we have attained Quiseimantic ascenby
having said something general about linguistic #geme have indirectly
expressed something general about the world. imidas vein, we could explain
why the truth-predicate is needed to express ‘WhatPope asserted is true”,
and the like. Disquotationalists are very fond bistobservation of Quine,
anticipated by Tarski, and, in its propositionatsien, by Ramsey, when he
claimed that we need the truth-predicate to imithte effect of prosentences
absent from natural language. The point is neaftyessed by Leeds:

“It is not surprising that we should have use fgoradicate P with
the property that “_  “ is P" and ‘' arewalys
interdeducible. For we frequently find ourselvesanposition to
assert each sentence in a certain infinitezgbdr example when all
the members ok share a common form); lacking the means to
formulate infinite conjunctions, we find it conveni to have a
single sentence which is warranted precisely wlae enember of
is warranted. A predicate P with the property dégcr allows us to
construct such a sentencg)(x 0 z — P(x)). Truth is thus a notion
that we might reasonably want to have on hand, eipressing
semantic ascent and descent, infinite conjunctioth disjunction.
And given that we want such a notion, it is nofidifit to explain
how it is that we have been able to invent one:Tiweski sentences,
which axiomatize the notion of truth, are by no msea complicated
or recondite axiomatization; the possibility of nmy from this
axiomatization to the explicit truth definition wadways latent in
the logical structure of our language, though ki Tarski to
discover it.”(Leeds 1978: 43).

For the time being, | put aside what Leeds saysitabarski’s theory. It
seems to me that his account renders accuratelpe@uiposition as just
described. But one thing that is new is the cldwat tgeneralization using the
disquotational truth-predicate allow us to simulatéinite conjunctions or
disjunctions, which, for obvious reasons, we areim@ position to assert. Thus,
the foregoing generalization about all sentencat@formp or not pallows us
to express a would-be infinite conjunction of A-¢ygentences

(Snow is white or snow is not white), and (Tom isrtal or Tom is
not mortal), and ...,

21 Or as Quine also put iEvery alternation of a sentence and its negatianiia
292 However, David (2008) argues that this seemingipotent procedure hides many
complications.
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which we cannot in fact formulate. Fortunately, gsentence ‘What the Pope
asserted is true’ allows us to express a wouldieite disjunction of the sort:

(If what the Pope asserted was “Snow is white"ntkieow is white);
or (if what the Pope asserted was “Grass is gre#®@h grass is
green); or ...

Quine’s own remarks strongly suggest that the ditjional notion of
truth is indispensable, so long as we want or néedexpress such
generalizations.

“[...] ‘true’ is dispensable when attributed tontences that are
explicitly before us. Where it is not thus dispdsieds in saying that
all or some sentences of such and such specified &e or are not
true, or that someone’s statement unavailable fmtajion was or
was not true...” (Quine 1987: 214)

The evidence for its indispensability might be theie’ cannot in general be
analysed away from such contexts. Indeed, if wddceliminate ‘true’ form
every context without any loss whatever, we wowgteha good reason for the
claim that it can be dispensed with. The upshttas if we think that truth is an
indispensable expressive device, we cannot hopdefme it. It is nothing
against this that Tarski showed how to get rid rokht through his explicit
definitions. For what he showed was that if ‘trig’restricted to a formalized
language of the right type, we can define it withistronger metatheory in terms
of non-semantic notions, hence eliminate it fromergv context of the
metatheory. Quine shares Tarski’'s preference fgnrented languages with 1st-
order structure, but he does not seem to confiregt Wwh says about truth to such
languages only. Rather, he seems to have in mindrdinary notion of truth as
applied to a natural language. But given that noega truth definition for a
natural language seems possible that does justitteetdisquotational character
of truth and is consistent, we have no general atttilowing us to eliminate
‘true’ from every context.

It is clear that we cannot formulate infinite camgtions and disjunctions
in our language. Hence therima facie need for the truth-predicate.
Alternatively, it is sometimes said that generdi@as in terms of ‘true’ allow us
to express what could be just as well expressedusing substitutional
quantifiers, in the following way (I distinguishdlsubstitutional quantifiers by
using a different notation common in this context):

[1p (p or notp)
or
2p (if the Pope assertgs] thenp).

With substitutional quantifiers, infinite conjunati or disjunctions could be
expressed. Does this mean that generalizationg tisentruth-predicate can be
dispensed with, after all? This would follow onfysubstitutional quantification
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could be made sense of independently of the natfamnuth, and this is by no
means clear, since the standard explanation of fireneeds in terms of truth of
all/lsome substitution-instances of matrixes thathsguantifiers operate on (no
wonder that, so understood, substitutional quamnsifallows us to express such
generalizations). If, on the other hand, we coulédken sense of them
independently of the notion of truth, Quine’s clatmt the later notion is
indispensable in our discourse should be rejeciede we would then have an
elegant alternative how to express desired gematmins (or infinite
conjunctions and disjunctions). At most, what ogquistified to claim is that
‘true’ or substitutional quantifier is indispensabl Indeed, there are
disquotationalists, most prominently Field, who éaproposed to read the
substitutional quantifiers {]p’, ‘ 2p’ - as abbreviating infinite conjunctions and
disjunctions respectivef?> Field points out that with such quantifiers at dhain
should be easy to define ‘true’ (for a given L):

(For everyx): xis true (in L) iff[p (if x = ‘p’, thenp)
or, alternatively
(For everyx): xis true (in L) iffXp (x = ‘p’ and p).

According to him, the disquotational truth and gitbsonal quantifier
are interdefinable devices stimulating infinite portions or disjunctions.
Supposing L to contain the sentencgs ‘s, ..., 'Sy, we have:

xis true (in L) iff[1p (if x = ‘p’, thenp) iff (if x ="'s/’, thens), and
(if x="s’, thensy),..... , and (ifx = ‘sy, thens,).

or

xistrue (in L) iff Xp (x = ‘p’ andp) iff (x =‘s;" ands,), or kK= 's,’
ands),..., or x = ‘s, ands,).***

Strictly speaking, this can hardly be deemed andedn of truth, so long
as it is doubtful whether we have in English substnal quantifiers of this
type. At most, the two formulations suggest to imtexpressive role the word
‘true’ is supposed to play in language accordingthiie disquotationalist —
simulating infinite conjunctions or disjunctiondill§Sit is questionable whether
can we take seriously explanations of quantifiarserms of something that we
cannot ever hope to entertain (infinite conjunctionr disjunctions}
moreover, several authors have complained thatemety generalization in
terms of truth can be imitated in terms of subsitnal quantifiers>® or even
that there are no clear cases of such quantifielbetfound in natural language
(and how can we explain something via somethingyabat our disposal?y! If
such complaints are on the right track, Quine’sspensability thesis can be

293 Field (1994). For more details on this proposal Bavid (1994).

294 Field (1994: n. 17). The two formulations are eqlent given that there is exactly one
guotational name for every sentence.

2% See Ebbs (2009: 56-57).

2% Spames (1999).

2" Horwich ( 2010).
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vindicated.

7.4.1 Disquotationalism after Quine

Quine paved the way for modern disquotationalists) share the idea that the
content of the notion of truth for a given languageidiolect L is fixed and
exhausted by all non-paradoxical instances of (B&)le its point and utility is
explained by its indispensable role - provided waeveh no other ways of
simulating infinite conjunction and disjunctions ear- in expressing
generalizations and blind ascripticdfis. It is then a big question how to
formulate the disquotationalism in precise termvgneignoring the problem of
paradox, which is fairly pressing for the disquintaélists who aspire to capture
the ordinary notion of truth, which applies alsocsentences in natural language
that contain that very notion. Some authors condéde all non-paradoxical
instances of (DS) for L, taken together, dot noicty speaking define the
notion of truth for L, since they do not tell usvhto eliminate ‘true’, when it is
not attached to a sentence displayed within quootatimarks. Still, they are
ready to agree with Quine, when he says:

“..yet [instances of DS for L] serve to endow ‘truekin... with
every bit as much clarity, in any particular apglion, as is
enjoyed by the particular expressions of L to whiehapply them.
Attribution of truth in particular to ‘Snow is wiat, for example, is
every bit as clear to us as attribution of whitentessnow.” (Quine
1953b: 138)

“[...] in a looser sense the disquotational accalogs define truth.
It tells us what it is for any sentence to be targ] it tells us this in
just as clear to us as the sentence in questieli jts] Evidently

one who puzzles over the adjective ‘true’ shouldzbel rather over
the sentence to which he ascribes it. Truth isspparent.” (Quine
1992: 82)

The idea is that instances of (DS) exhaust theecmf ‘true’ for L, the
totality of them yielding an implicit definition iaxiomatic style. Quine pointed
out that if we have a disquotational theory T fanlterms of ‘true’ and a theory
T* obtained from T by replacing everywhere in u#’ with ‘true* (so that T
and T* disquotationally agree on every L-sentena&) have reason to treat the
two predicates as equivalent, since

TOT* | sis true (in L) iffsis true* (in L),

holds for each L-sentenee This shows that T fixes the application of ‘true’
with respect to every sentence of*f.

2% Ebbs (2009) argues that disquotational truth @isjpensable, since such generalizations
cannot be expressed without it.

2% Granted, this is not enough to fix uniquely theeesion of ‘true’ w.r.t. L in the model-
theoretic manner, since it does not fix the extamaf ‘true’ in non-standard parts of non-
standard models of L. Ketland (1999) used thisrgu@ against various deflationary theories of
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Having abandoned the naturalistic program of sdiensemantics
outlined in his Tarski-article (1972), which wasviesved and criticised in
Chapter 6, Field has come to champion an influenw@rsion of
disquotationalisni®® inspired by Quine’s and Leeds’s observation toeffect
that truth has a useful expressive role to plakamguage, a role that even those
have to acknowledge who believe that it is a suistanotion®* According to
Field, disquotational truth is a logical device afsort serving us to express
infinite conjunctions and disjunctions. However, ander to disable various
objections — starting with the modal objection anding with Gupta’®bjection
from conceptual overloadintp be reviewed in the next section — he proposes
that the characteristic feature of the disquotaiotion of truth is this:

) X can understand “S’ is true” only to the extehat he can
understand ‘S’.

(i) For X, the sentence (utterance) “S’ is true” igoiively
equivalent to ‘S’ as X understands it.

Field therefore speaks of the conceptiopuwfe disquotational trutho
be distinguished from the conceptionextended disquotational truffior ‘true’
as applied to sentences not in X’s idiolect (lamgueomprised by sentences that
X understands). Field takes the pure disquotatitmi#th to be the basic notion,
following here Quine, who argued that disquotatidngh isimmanentbecause
applicable only to sentences of the speaker’s héenguage, whereas the
transcendennotion of truth applies also to foreign senten@es] depends on
the notion of interlinguistic synonymy (or transted). Clearly, in order to
explain in my home language the notion of truttapglied to a foreign sentence
that | do not understand, it won’t do to disqudiattforeign sentence. | could not
understand such an explanation, because | wouldimgrstand the disquoted
sentence in the first place. And, as Quine put the quoted passage, attribution
of disquotational truth is no more but also no leksar than the sentence to
which truth is attributed. That’s the reason whg gure disquotational notion is
the basic disquotational notion of truth. On thsida&f this notion and the notion
of inter-linguistic synonymy (correct translatiorthe extended disquotational

truth for L(PA) framed in ML, which is just L(PAgmented with ‘true’ applicable to sentences
of L(PA). Indeed, T-schema fixes the extensiontofe’ only with respect to standard Goédel
numbers (for standard sentences), so that its sixteican be fixed in arbitrary way with respect
to non-standard numbers so that the general ptaifail to hold for non-standard sentences.
But Bays (2009) shows that Ketland’s argument @bfamatic, as no disquotationalist has ever
wanted to claim that a disquotational theory foPA]J fixes the extension of truth in all models,
including non-standard models. Rather, what disafial theories based on DS (w.r.t. L) aim
to fix is the extension of ‘true’ on the intendederpretation of L (or, in the standard model, if
you prefer). It is not their business to fix itsd@nsion in non-standard models, or, as Bays aptly
put it: “to determine the application of T, nottjtis every sentence in L, but to every object that
any model of PAhinksis a sentence in L “ (Ibid: 1068).

30 see especially Field (1994); already in his (198@&Id expressed some sympathies to
deflationism.

301 Although many thinkers who consider truth to bsulistantial notion think that it admits of
an informative analysis (in terms of correspondenoberence, utility, warranted assertibility, or
what not), the primitivist about truth holds thatith is a more substantial concept that the
deflationist claims, without committing oneselfany informative definition or analysis of truth.
Cf. Davidson (1990) or Frege (1918/19).
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notion of truth can be explained as follows:

Sis true iff Sis synonymous with a sentengé that is true in the
purely disquotational sense (= there is a sent&idaat is true in
the purely disquotational sense such 8tatorrectly translateS).

Since interlinguistic synonymy (translation) is philosophically
problematic idea — if Quine’s indeterminacy argutedmave some bite - Field
proposes a less involved notiontoifth relative to a correlationrequiring only
so much that a foreign sentence be correlated avglentence in the speaker’s
idiolect that is true in the purely disquotatiosahs€® Finally, Field thinks that
it is possible to

“...use the concept of pure disquotational trutroaginally defined
in connection with the foreign utterance, withoetativization.”
(Field 1994: 79)

The idea is that a speaker of English understantdey Schnee ist weiss’
should also understand the sentence

‘Der Schnee ist weiss’ is true if and only if d&&zhnee ist weiss,

and accept it on the basis of his understanding of

Regarding the pure disquotational notion of trufield claims that
instances of (DS) for X’s idiolect L capture thaition for L-sentences as X
understands them. So construed, the pure disqoiméhttheory of truth cannot
be finitely stated, in case L has more than figitelany sentences ((DS) is not a
definition but a schema that does not state angththough its particular
instancesdo state something). Partly for this reason, Fieldnse to prefer a
finite generalization of (DS) in terms of the unis@l substitutional quantifief”

(GDS)[p (‘p’ is true iff p),

interpreted so as not to give rise to semanticqua@s, and as abbreviating an
infinite conjunction if its instances. Since (GD&jtails all instances of the
(DS), it seems to capture all that is essentidhéopure disquotational notion of
truth, and we can thus say that it axiomatizesrtbtgon. Or so Field claims.

7.6 Problems for disquotationalism

Field’'s last proposal inherits potential objectioragainst substitutional
quantification. In view of this, one may ratherléo¥ Leeds in saying that the
totality of instances of (DS) for L axiomatizes thare disquotational notion of
truth for L. Be that as it may, disquotationalisemains a controversial doctrine.
First, our familiar modal objection can be levelladainst it: disquotational
biconditionals are intuitively contingent but thefldtionists have to treat them
as necessary, because definitional, axiomatic atyaa of truth. The objector
might point out that owing to the strong (cognijieguivalence between ‘S’ and
“S’ is true” the disquotationalist conception hid® unacceptable consequence

%92 Field (1994: 78).
%03 |bid: 69.
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that the following two sentences are equivalent

(1) Had ‘Snow is white’ been used to mean that snowask, the
sentence ‘Snow is white’ would not have been true,

(2) Had ‘Snow is white’ been used to mean that snolask, snow
would not have been white.

While (1) seems to state something true, (2) setentse plain false, because
whiteness of snow does not depend on linguisticdera(recall the arguments of
Pap, Etchemendy and Putnam).

However, according to the disquotationalist of &Flcalibre, (1) is false,
if (2) is false. But Field is happy to embrace tbimsequence, because it is this
feature that makes the disquotational notion aofhtran interesting and useful
expressive device that it is, its application beursg-independent in roughly
Quine’s sense: to attribute truth, say, to ‘Snowwisite’, is for me just to
attribute whiteness to snow, irrespectively of hpeople could have used
‘snow’ or ‘white’ in counterfactual situation’S® Truth, as a device of semantic
ascent, is characterized by this feature; by usiegdisquotational notion of
truth with this property we are able to affirm ejact an infinite conjunction (as
when we want to affirm or deny that all axioms afi@en theory are true). Thus,
for instance, suppose we wanted to say that axmint@uclidian geometry are
contingent, that they might have been false:

“Surely what we wanted to say wasn't simply thatakers might
have used their words in such a way that the axiseren't true, it
is that space itself might have differed so as &kenthe axioms as
we understand them not true. A use-independammof truth is
precisely what we require.” (Field 1994: 71)

Granted, it sounds odd to us that (1) should beefalBut the
disquotationalist has resources to explain the. d#édacould say — following van
McGee’ proposal - that ‘true’, as it occurs in (%) ambiguous. In order to
disambiguate it, we have to realize that ‘true’ deeéo be relativized to some
language or other, for reasons that Tarski alrespdjled out:

“It makes no sense to ask, simply and in isolatiamether a
sentence is true or to what a term refers, bectnessame sentence
and the same term can occur in many different laggs. Before
answering the question “Is the sentence true?” m@eds to ask
“True in what language?” When one is able intdbligito ask simply
“Is the sentence true?” one is able to do so becthes context has
tacitly established some particular language agsdleyant one. By
default, if there is no other language in view, arinarily take
“true” and “refers” to denote truth and referencdhe speaker's own
language.” (McGee 1993: 118)

%% Field (1986), 1994).
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Following McGee’s suggestion, one might propose {id can mean either
something false, under the following reading:

(1*) Had ‘Snow is white’ been used to mean thatvsi®black, then
the sentence ‘Snow is white’ would not have bean &s | now use
(understand) it (i.e. in my current idiolect),

or something true, under the following reading:

(1**) Had ‘Snow is white’ been used to mean thabwns black,
then the sentence ‘Snow is white’ would not havenb&ue as |
would then use (understand) it (i.e. in my couretdal idiolect).

We see that under reading (1*), (1) is equivalen{?), as disquotationalism
predicts; but under reading (1**), (1) is not ecuant to (2). So the modal
objection can be rebutted. And, as Field argued, deflationist has good
independent reasons to deny that it touches the gisiquotational notion of
truth.

There are more serious objections. Since the nbmtiethe notion of
truth is assumed to be exhausted by instances 8f, (Pwould seem that one
cannot fully grasp it unless one understands ah snstances, and one cannot
understand all of them, unless one understands ehdhfinitely many L-
sentences. But it is hardly acceptable to clainh ¢ime does not understand the
notion for truth for L when one does not understangingle L-word, hence L-
sentences containing it. This objection was ledelig Gupta’> who argued that
if disquotationalism (so conceived) is correct, 'snenderstanding of the notion
of truth (for L) would require “massive conceptuasources” on one’s part. As
it seems that one can (because one does) undetst@ndotion without such
massive conceptual resources, he concluded thguatetionalism (of this sort)
cannot be correct.

This objection makes for a problem when publicglsages are
concerned, but Field's (or McGee’s) idiolectic distptionalism is not touched
by it, as it deals with the notion of truth thatpées only to sentences that a
speaker understands. And the axiomatization usB¥S) does not suffer from
this problem either, being pleasingly finite. Onaynfurther object that since the
minimal disquotational theory of truth is axiomaiikzby all instances of (DS) for
X’s idiolect L, it cannot be finitely axiomatized,L has an infinite number of
sentences. That is something the disquotationadistlive with, as he can well
say that his theory can be finitely stated, thonghaxiomatized.

The second objection levelled by Gupta againsgudigationalism is
more worrying. Note first that (GDS) is not onlyepkingly finite but, as Field
points out, allows us to derive all instances o8)Palong with truth involving
generalizations such a®\(‘'ranges over L-sentences):

) (For everyA): [-Ais true iffAis not true]
(i) (For allAandB): [ AOBis true iffAis true and is true]
(i)  (For allAandB): [AOB s true iffAis true omB is true]

395 Gupta (1993).
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(iv)  (For everyA): [A O-Ais true]®

The trouble is that such generalizations are ndudi&e consequences of the
minimal disquotational theory consisting of theledlion of all instances of
(DS) for L. The reason is simple: a generalizatiemtails each particular
instance, but it is not the case that the totabfy instances entails the
generalization — not if the underlying logic is bstler (or compact, in general).

If the disquotational theory of truth for L is ariatized by all instances
of (DS) for L, then generalizations involving trugtuch as (i),...,(iii) are not
consequences of it (in classical logit).Gupta’s generalization problem is
particularly embarrassing for the conception ofttrbased on the claim that the
point of the disquotational truth-predicate — whosentent is allegedly
exhausted by the totality of instances of (DS) thit it allows expressing such
generalizations, often claimed by the disquotalists&a to be nothing but
convenient abbreviations of infinite conjunctioBsit how could they be mere
abbreviations of such infinite conjunctions, if $kedo not even entail them? The
disquotationalist who wants to face up this obfattnas several choices. They
may grant that the minimal disquotational theory fodoes not entail truth-
involving generalizations, while maintaining thaey are still expressible in it.
Why want more? On the other hand, those who wamem@ay want to revise
their theory of truth so as to entail such geneasibns via supplementing
inference rules. Thus, Horwich proposes a versfdhecwrule that would allow
us to derive truth-involving generalizations frone tcollection of their instances
(however, his theory is a non-disquotationalistotigeof truth focused on
propositional truth§°® More to the point, Field suggests to enrich theylmge
by sesrggential variables and schemata using thamsh as (DS) - and adopt two
rules:

» arule allowing replacement of all instances o€l@esnatic letter by a
sentence;

e a rule allowing inference ofvk)(Sentence) — A(x)) from the
schema A(“p”), in which all occurrences of the schematic lefte
are surrounded by quotes.

In effect, though, the second rule amounts to &iwerof thewrule. So, to
overcome the generalization problem, both leadirgflatonists suggest
adopting non-effective inference ruf&s.

This strategy is problematic not only because & tion-effective
character of those rules but because it seems an&@ hocresponse to Gupta’s

398 Assuming the additional axiom: For evéyif Sis a sentence of L, thétp (x = ‘p)).

%97 Gupta says that, following Quine, deflationistis¢aiotationalist or minimalists) have not
clearly distinguished betweetffirming a generalizatiomndaffirming a lot of sentencesach of

a given (finite or infinite) collection (or conjutien thereof). Of course, the collection of all
instances plus the claim that they are all itsainsés entails the generalization, but the latter
claim is itself a generalization.

398 Horwich (1998: 22, 137).

39 Field (1994: 63).

310 shapiro (2002) notes that this proposal amounts free-variable 2nd order logic with non-
effective consequence-relation. Much the same easall of Field’s approach via substitutional
quantification considered in previous sections.
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generalization problem. In view of this, one magfpr to add to the set of
axioms governing truth. A natural option here midiat to add a couple of
compositional axioma la Tarski. Still another alternative would be to atth
generalized schema (GDS), or something of the d8ut none of these
alternatives is without problems from the deflatipnpoint of view. The second
alternative is problematic because the substitati@pproachvis-a-vistruth is
problematic. The first alternative runs into traailif the deflationist wants to
capture the notion of truth for a natural langueagiece it is by no means clear
whether we can provide a compositional style ttadory for a substantive part
of natural language (indeed, both Field and Horwiod this to be a serious
shortcoming of Tarski's approach).

Combined with other difficulties that surround atyempt to explain the
application of the notion of truth to sentenced tha speaker does not have in
his conceptual repertoire, these problems mightadetsignificantly from the
initial appeal of disquotational theories of trdthFirst, any two speakers X and
Y who differ in the set of sentences they understhave different (pure)
disquotational notions of truth. Indeed, X hasatfiint disquotational notions of
truth at different stages of his/her life. Secahdeems that we can meaningfully
employ the notion of truth with respect to partasusentence that we do not
understand, say, with respect to a sentence thaelsady asserts on whose
epistemic authority and sincerity we rely, evenuiiio what he/she asserted was
in a language that we do not understand. And iinsethat we meaningfully
make blind ascriptions and generalizations witlpees to sentences not in our
conceptual repertoire. How could this be if ouryonlbotion of truth is the
idiolectic?

The worry is not so much that the pure disquotafiorotion of truth is
not intelligible but that it is by no means clearawit has to do with our ordinary
notion of truth that has such uses.

7.7 Comparing Tarskian and disquotationalist theores of truth

Tarski preferred to have truth defined for L(T)essentially stronger MT (e.g. T
expanded by higher order variables) through theursdee definition of
satisfaction, in a way that reveals the contribut logico-syntactic structure to
truth conditions of sentences and allows derivatioh truth-involving
generalizations. With such generalizations at hardyas in a position to decide
Godel-type sentences (such@any) belonging to L(T), undecidable in T. The
upshot is that Tarski’'s preferred theory of truthTiWDtgr — where DBr
encapsulates the explicit definition dfr* - is not conservative over T, because
it proves L(T)-sentences not provable in T. Now, [MJR yields a considerably
more powerful theory thanOTRUE, where TRUE is the complete set of T-
biconditionals for L(T). In spite of the fact thBEI TRUE is materially adequate

311 cf. David (1994), Gupta (1993), Kiinne (2003), Stw(1998).

%12 For more objections see David (1994) and Kinn®320The disquotationalists have come
up with various responses and proposal. Perhapd'$-extended disquotational notion of truth
could help them to explain sorpema facierecalcitrant dat&:? Such attempts, though, also face
serious problems. Moreover, Field recognizes hifng®lt the extended disquotational truth
relies on the notion of interlinguistic samenessnmaning, which may be hard to explain
without having recourse to truth.
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and conservative over T (so consistent, provides),TTarski did not take it as a
satisfactory theory of truth for L(T), on the grauthat it is not possible to
deduce from it generalizations involving truth z.\the principles (1) - (IX}* It
thus appears that although the material adequaitgrion spelled out in
Convention T is the heart of Tarski’'s semantic emion of truth, it is by no
means all that he expected from a satisfactoryryheb truth, or TTTRUE
would have to be completely satisfactory by hiktig Consequently, in so far as
the minimal disquotational theory of truth for L(i§) TUTRUE, formulated in
L(T)O{" Tr}, it is clear that Tarski did not consider it sdactory.

On the other hand, Tarski-style theory of trutlsdzh on the explicit
definition of Tr’ for L(T) is not so attractive option for the disotationalists,
because of its substantial ontological commitmemd its demand thaflt’
belong to an essentially stronger language. SibgeTarski’'s standards, no
language is essentially stronger than natural lagguhis truth-definition cannot
be given for natural language. Still, one may htupspecify its properties. The
disquotationalists do not want to limit their ingas to logico-mathematical
languages; rather, it is their contention that tiwion of sentential truth
applicable to a natural language is best thoughhsoflisquotational. Even in
those cases where the direct definition of trutlpassible, they may prefer
treating truth as a primitive notion to be axiormatl, instead of defining it by
means of higher-order (set-theoretically strongeschinery with its substantial
ontological commitments, on the ground that trugh donceptually more
fundamental than those higher-order (set-theottimaans needed to define it
directly. Also, it is utterly implausible to maimtathat a higher-order (or set-
theoretic) formula needed to define truth couldamwvablyfix the meaningpf
the truth-predicate for L(T) (not just its extengiowhereas the disquotationalist
might hope to capture its meaningmplicitly defineit - via carefully selecting
axioms laying down the basic properties of the htptedicate. If the
disquotationalist wants to characterize adequdted/notion of truth, he has to
think of alternative axiomatizations, which do metjuire essentially stronger
resource§™

Although the disquotationalist do not confine theivestigations to
languages of logic or mathematics, some hotly dised topics concern
precisely such languages - typically, L(PA). | canenter the debate in detail
that it deserves, doing justice to all technicgless. | shall confine myself to a
few clarificatory comments in order to show its geations to Tarski's
conception of truth. The question is what axiomdtieories of truth over the
base theory PA are available to the disquotatishand which is the most
attractive.

313 Tarski considered the more general case of TRUBgksEded to MT not essentially stronger
than T.

314 However, by investigating possible axiomatizatidriruth for logico-mathematical languages

one can learn a lot about what is needed in omexplicitly define truth for such languages,

since it turns out that certain interesting axidmsions are proof-theoretically equivalent to

certain higher-order theories. See Halbach (200@xfuseful survey of axiomatic theories of

truth. As he points out, one can interpret prodfsuch equivalences so that they amount to
interesting ontological reductions, because sulisfamntological commitments of higher order

theories are absent from axiomatic theories ohttinat lay down only the properties of the truth-
predicate.
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Indeed, what criteria are the disquotationalisisuse to settle this
guestion? Should they expect from a reasonableraatio theory of truth that it
proves a certain set of truth-involving general@ad, and/or should it be
conservative over PA? It has become common to denshe following basic
axiomatic theories of truth over the base theory &Rof which are formulated

in Ly = L(PA)I{ Tr} and are typed (as opposed to type-fred)’ ‘being
restricted to sentences of L(PA) none of which aorst Tr'.

 T(PA): the minimal disquotational theory consisting oA PBlus
every T-biconditional

Tr({@)) ~ ¢, fore OL(PA),
plus the induction schema
[9(0) A YX(AX) — ASX))] — VX¢X)
restricted to L(PA) — not allowingto contain Tr’.

 T(PA)*: PA plus all T-biconditionals for L(PA) plus theduction
schema allowingpto contain Tr'.

* T+(PA): PA plus the induction schema restricted to L(RA)ot
allowing @to contain Tr’' - plus the following Tarski-style axioms
for L(PA):

(1) For all atomic sentencésl] L(PA):

TrA) o A
(i) For all sentence& [0 L(PA):
Tr(=A) « =Tr(A);
(i)  For all sentence& andB [0 L(PA):
Tr(AOB) « Tr(A) OTr(B);
(iv)  For all sentence& andB [0 L(PA):
Tr(AOB) o Tr(A) OTr(B);
(v) For all formulasA(v) [0 L(PA) with exactly one free variable
Tr(Ov AV)) o Tr(A(n)), for everyn.3*

315 To be precise, we should formalize the clauses.()) within Tr(PA), where ‘Ats’, ‘Sent’,
‘Var', ‘Form’, ‘Neg’, ‘Con’, ‘Dis’, ‘Sub’, UQuant’ are number-theoretic analogues of (that is,
represent in J(PA)) corresponding syntactic properties, relatiang operations (viz. being an
atomic sentence of L(PA), being a sentence of L(RR&).):

0] Ox (Ats(X) — (Tr(X) o X));
(ii) OxOy (Sentk) O Sentf) OO Negly, X) — (Tr(y) « =Tr(X)));
(iii) OxOyOz (Sent§) O Senty) O Con(z, y, X) — (Tr(2) - Tr(x) OTr(y)));

etc.
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* T1(PA)*: PA plus Tarski-style axioms (i),..., (v) plus theluction
schema allowingpto contain Tr'.

Except of being materially adequate with respecL({PA), the truth-
theories T(PA), T(PA)* and {PA) are all conservative over PA - none proves
any truth-free sentence of L(PA) not provable alseim PA3'° But whereas the
first two theories are deductively weak as regarttsith-involving
generalizations, the third is considerably bettethis respect’

Though T(PA) proves the number-theoretic counterpart of claém
that all PA-axioms are true and all inference rdé®A are truth-preserving, it
does not prove soundness of T (the variakledanging over (Godel codes of)
sentences of L(PA)):

Truesa: OX (Prpa(X) — Tr(x))).

To proveTruesp, T1(PA) would need the induction axioms wighinvolving
“Tr’, but it does not have such resourcegPR)*, on the other hand, can prove
evenTruer, as its induction axioms contaifr’. For this reason, however, it is
not a conservative extension of PA, since it praa@ssistency of PA

Corpa: = Prpa ((0 = D),

a purely number-theoretic (truth-free) sentence(BfA) not provable in PA®
What follows is an adaptation of the proof introdddn Chapter 4 for Tarski-
style truth theory for L(T) — T embedding PA — bédsm the explicit definition
of ‘Tr in the higher-order MT. We start assuming tha{PIA)* is materially
adequate with respect to L(PA) and provVesesa:

(1) Tr(PA)* |— ¢ « Tr({e), for any sentence of L(PA).
(2)  Tr(PAY* | Ox (Prea(x) —Tr(X)).

But from (2) it follows:
(3)  Ti(PA)* | Prea((0= 1) — Tr((0 = D).

Since, by (1), we can “disquote” the consequeli8jnwe have
4 T(PAY* | Prea0=1) - 0=1,

But given that F(PA)* contains PA, we also have

(5) TWPA*}-(0=1).

%1% See Shapiro (2002), Halbach & Horsten (2002b).

317 While it is easy to prove this for T(PA) and T*(RAt is a non-trivial result that this holds
also for F(PA). The model-theoretic demonstration of thigliee to Kotlarski, Krajewski and
Lachlan (1981); the proof-theoretic demonstrat®due to Halbach (1999).
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Applying modus tollenso (4) and (5) we finally get:
(6)  Tr(PA)* | =Prpa ({0 = 1)) QED.

We have said that when it came to providing askattory theory of
truth for a logico-mathematical language (L(T), Skarrequired more than
material adequacy. He was thus ready to sacrificservativeness in favour of
deductive capacity. In view of this,;(PA)* comes closest to what he would
have deemed a satisfactory axiomatic theory ohfrut spite of the fact that he
did not explicitly mention it in CTFL. After allf iamounts to a formalization of
his recursive-style truth-definition for L(PA) — thout the detour through
satisfaction — which he preferred to formalize afiract definition of Tr’ in a
higher-order metatheory. To be sure, the conseesaiss of T(PA), T(PA)* and
T+(PA) over PA implies that they are consistent piledi PA is consistent. But
the fact that F(PA)* is not conservative over PA does not meart tha can
have no assurance at all of its consistency. Tar&kmiliar observation applies:
relative consistency of{{PA)* can be established on the basis of a highgero
theory.

Indeed, Feferman showed(IPA)* to be equivalent to the subsystem
ACA of the 2nd-order arithmetic. ACA has the contpmesion axiom for
arithmetical setd*®

(X Oy (yOX < o(y)),

wheregp does not containX' or any 2nd-order bound 2nd/order variable, plus
the full 2nd-order induction:

OX [(X(0) A Ox (X(X) — X(SX))) — Ox X(X)],

This is quite an interesting observation, becausshbws what resources
“essentially stronger” than those available in Pd aeeded to defineTt’
satisfying the axioms of {{PA)*. Thus, ACA embodies the set-theoretical
assumptions required to define that predicate.

On this basis, we could conjecture that Tarski lkdwave been happy
with the axiomatic theory {{PA)* but not with T(PA), T(PA)* and F{PA),
since these are meta-theoretically too weak to ttaarsatisfactory theories of
truth. Shapiro and Ketland have argued, on veryilaingrounds, that the
minimal disquotationalist theory of truth T(PA) any conservative extension of
PA cannot be an adequate theory of truth, sinceush theory can provEruesa
and Corpa. But should this bother the disquotationalist? @&nnot choose
T+(PA)* that is strong enough to prove them?

If we are to believe Shapiro and Ketland, the witgtionalist is
committed to conservativeness of his axiomatic mhew truth over the base
theory (PA), because the disquotational truth-aei is supposed to be free of
substantive content, serving only as a conveniesticd of disquotation,

319 Feferman (1991). It can be shown that ACA’s quiation over arithmetical sets can be
defined in {(PA)* as quantification over 1-place formulas angmbership ofn in the
arithmetical set as truth of a formula appliechtdn fact, the membership predicate for ACA and
the truth-predicateTr’ of T{(PA)* for L(PA) are interdefinable.
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generalization or blind assertion. A disquotatiotmaory of truth over PA (be it
minimal or not) should not prove any substantiainfibber-theoretic) claims that
PA does not already prove. In short: insubstarti@ory should not have
substantial consequences. Sing€PR)* obviously proves substantial number-
theoretic claims such &Sornea (or provably equivalent Godel-type sentences)
that are undecidable in PA, it follows that it cahibbe as insubstantial as the
minimal disquotationalist theory of truth or anynservative extension of PA.
Now, as the disquotational axioms over PA do ndficeito proveTrue-a and
Corpp, but recursive-axioms over PA plus induction for duffice to prove
them, F(PA)* seems to put more content intdr* than is acceptable to the
disquotationalist. Shapiro sums up: if the disqtiotelist wants to preserve
conservativeness he has basically two choicesereith stick to too weak a
theory of truth or to adopt a non-effective (nomagact) logic (Tr would
preserve its “thinness” dear to the deflationibts, consequence relation would
be “thick”, possibly to the point of intractabiljty

Let's distinguish two questions here. The firsesfion is whether any
reasonable theory truth for L(PA) should prove d amot just express - truth-
involving generalizations includin§rue-a. The second question is whether the
deflationist should expect from his preferred axabictheory of truth for L(PA)
that it be conservative over PA. If the deflationgs committed to the positive
answers to both questions, then Shapiro-Ketlandnaegts show that he wants
to have his cake and it eat. Consequently, if hetsveo avoid their trap, he has
to answer negatively at least one question.

Some deflationists have expressed their commitri@rthe minimal
disquotational theory T(PA), conservative over T tmo weak to prove desired
generalizationd?® Others, however, have preferred a theory of ttéh proves
such generalizations. For the latter, the quesdiises what specific axioms are
available to them and whether they should be coatige (and over what base
theory). Field, who expects a good theory of tatiprove such truth-involving
generalizations, responds to Shapiro-Ketland argtimehe following way:

“[...] it is quite uncontroversial that the notiohtruth can be used to
make generalizations that cannot be made withoaind that these
generalizations can be important in giving riseceonmitments not
involving the notion of truth.” (Field 1999: 536)

Field’s response is that Tarski-style recursiveomd do not put more content
into “Tr’ than the disquotational schera((p)) -~ ¢, as witnessed by the fact
that Tr(PA) is conservative over PA. So, the disquotatishanay well agree
with Shapiro that these purely truth-theoretic axscare conservative over PA:

“[...] there is no need to disagree with Shapiroewhhe says
‘conservativeness is essential to deflationismihid 536)

Granted, F(PA) does not prove soundness and consistency of PA
whereas F(PA)*, which proves both, is not conservative oR&. Does this fact
place the more powerful axiomatic theory beyondréhech of the deflationist?
This would follow, according to Field, only if thmurely truth-theoretiaxioms

320 Cf. Tennant (2001).
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were responsible for the substantial (number-thegreconsequences of
T+(PA)*. Given that the only difference between caouagve T+(PA) and non-
conservative F(PA)* is the fact that induction axioms of the &ttontain Tr’,

it rather seems that it is these induction axiotmt tare responsible for the
remarkable increase in the deductive power gPA)* compared to F{PA).
And these induction axioms depend also “if not lgblen the nature of natural
numbers, hence they are not purely truth-theorketbevever, no sane deflationist
has ever claimed that truth-involving generalizasiccannot yield substantial
consequences, if such generalization depend dlsmtisolely” on other matters
such as the nature of natural numbers or, perhtges,behaviour of the
provability predicate. Consequently, if the axiommaheory ofarithmetical truth
such as F(PA)* is not conservative over PA, this might beedo the axioms
not essential to truth.

Field seems to have a point here: as a powerfuted®f generalization,
it should not come as a surprise to us that thqudistional notion of truth
might help us in establishing “substantial” consstes non involving truth, if
combined with other (powerful) mathematical prineg The problem is that
Field seems to think that there are purely trutethtic principles “essential to
truth”, which do not depend on other matters sughsay, the nature of natural
numbers. To this Halbach objects that not evenrsege axioms are purely
truth-theoretic in Field’'s sense, since they “deffén some extent on the nature
of numbers?* Moreover, he showed that not even the minimal wtisational
theory of truth is not entirely free of ontologiGammitments, because it can be
proved that it is not conservative over 1st ordgid (empty 1st order theories).
From the minimal disquotational theory of truttcén be deduced that andn
coding formulasy and- ¢ respectively are distinct numbers; consequettibre
are at least two object&\nd this is a non-logical claim, on the prevailiview.

The question now is whether this should worrydb#ationist. Already
Tarski taught us that a formal theory of truth cemaways with certain
commitments (viz. the metatheory containing thetastic theory of the object-
language). If so, Halbach remarks, it should nohea@s a surprise to us when
the theory of truth unfolds its commitments. Givdrat even the minimal
disquotational theory of truth is trivially non-cservative over pure logic, it is
not charitable to saddle the disquotationalist vgitith a commitment. Should
the theory of truth be at least conservative ower gyntactic theory of type-
sentences (over PA - the two being interpretabkaich other)? As conservative
axiomatic theories (over PA) are metatheoreticalfdequate, Shapiro assumes
that anybody wanting a reasonable theory of triith, deflationist included, is
committed to a non-conservative theory along theedi of T(PA)* (or
something of its sort), provided that one workshwéffective consequence
relation. It follows according to Shapiro that whéme notion of truth is
axiomatized in this manner, the resulting theorsubstantial, having substantial
consequences going well beyond PA (viz. the dedeigibwer of ACA). Now,
Field and Halbach seem to grant the first claint, thhey do not accept the
conclusion that Shapiro deduces from it. Thereoifi@ed for the deflationists to
claim that the notion of truth should not be ang irsproving interesting “truth-
free” claims.

%21 Halbach (2001: 179, 187).
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All parties to the dispute — starting with Tarskagree that truth might
be a proof-theoretically robust notion, if it isdadl to a base theory along with
recursive and induction axioms containing it:

“Although deflationist truth may be ‘only’ a devicdor
generalizing, it is not innocent in its arithmeticnsequences.
The purpose assigned to truth by the deflationiguite simple: it
is ‘only’ generalization, not the expression of @respondence
relation, nothing deeply entrenched in causal ieat and so on.
But there is a lot to this simple purpose.” (Halb2602: 187)

But the debate generally suffers from vagueneshexubstantial-insubstantial
distinction. As Halbach concedes:

“But it should be added that there are similariora — like
membership in arithmetical sets — sharing thisuieatvith truth that
are usually not described as ‘thin’ and ‘unsubssdif(lbid: 187)

Does this discredit the main tenet of deflationisvhich is that truth is a logical
or logico-mathematical notion with important exmwies uses? Well, it should
be noted that disquotational and Tarski style tiesoof truth do not explicate
truth in terms of robust properties or relatioraugal, physical, etc. In this sense,
then, we can well say that they explicate trutla asetaphysicallyhin property.
But that does not mean that truth ithan property in the sense of being logico-
mathematically sterile, since Tarski and many (gfooot all) disquotationalists
prefer a theory of truth over a logico-mathematlzate theory that allows us to
establish truth-free claims belonging to the basety that the base theory does
not prove. Now, taking this seriously, T-biconditéds cannot be all that there is
to the notion of truth (or, at least, they cannetal that there is to the theory of
truth). Some claims of Tarski and the disquotatiisteare highly misleading in
this respect.

7.8 Is Tarski’'s conception of truth deflationary ?

Is Tarski's conception of truth deflationary? Welhat depends on what one
understands under “deflationism”. Quine said tlvats$cribe truth to ‘Snow is

white’ amounts to attributing whiteness to snowd&elancy theorists made
similar claims, though they usually directed themtltee notion of truth as

applied to propositional contents (or beliefs). pieg this in view, note the

striking analogy with the following claim of Tarsihe italics is mine):

“Consider a sentence in English whose meaning dotsaise any
doubts, say the sentence snow is white. For brewétydenote this
sentence by ‘S’, so that ‘'S’ becomes the name efséntence. We
ask ourselves the question: What do we mean bygalgat S is true

or that it is false? The answer to this questiosingple: in the spirit

of Aristotelian explanatiorhy saying that S is true we mean simply
that snow is whiteandby saying that S is false we mean that snow is
not white By eliminating the symbol S we arrive at the daling
formulations:

(1) “Snow is white” is true if and only if snow is whit
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(1) “Snow is white” is false if and only if snaw not white.

Thus (1) and (1') provide satisfactory explanatiohthe meaning of
the terms true and false when these terms argedfty the sentence
“snow is white”.” (Tarski 1969: 103-104).

This and similar passages lend some credenceetdantkrpretation of
Tarski’'s conception of truth as a disquotationaleory of truth. In particular,
the special role played in it by T-schema andrisgances, as well as its alleged
philosophical neutrality, have been influential amgothe deflationists. If
Tarski's theory is a brand of deflationism, thersita sentential variety. So much
should be clear, though it is possible provide simiruth definitions for other
kinds of truth-bearers (given that such-and-suaiditmns are satisfied). What
next? Next comes Tarski’'s suggestion that T-bicomatls fix the meaning of
‘true’ — and not just its extension - for L, theuttr definition for L being
materially adequate if and only if it subsumesTabiconditionals for L as its
deductive consequences. He called particular THbiitmnals partial definitions
of ‘true’ for particular sentences (of L), each Exping the meaning of ‘true’
with respect to one particular L-sentence (in asarcterms as are used in the L-
sentence itself). The above quoted passage evegestsgthat the sentence
mentioned on the left side of

‘Snow is white’ is true iff snow is white,

says the same thing as the sentence used on titesiulg, but that the whole
sentence on the left side says the same as thensendn the right side. This is a
rather strong claim. One could object that the sgatences cannot mean the
same, on the ground that one might understandetisitie sentence without
understanding the right-side sentence (say, if kamevs some English, ‘true’
included’, but does not know what ‘snow’ or ‘whiteheans in English).
Alternatively, one could deny their synonymy, byaking a variant of Church-
Langford translation test. In fact, except for Hiwove quoted passage, there is
little evidence that Tarski was committed to sudtrang claim.

Still, Tarski was committed to the claim that Tcamditionals partially
define (axiomatize) the notion of truth, which ntigleem enough to render his
conception of truth deflationary in the disquotatibst way. However, there are
three main problems with this quick conclusion.

The first problems that Tarski did not mean to restrict his theofy
truth to disquotational (immanent) notions of truth large part of CTFL is
concerned to show how to define the notion of tfotha properly formalized L
in a different and logically stronger meta-L. Indehis general paradigm is the
schema

Xis true (in L) iff p,

where ‘X’ stands in for a syntactically perspicuonseta-L
designator of an L-sentence and ‘p’ for an metadnglation of
that sentence

So understood, the truth-schema may not be to tbguatationalist liking,
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because he or she is typically uneasy about imgtistic sameness of meaning
(translation). Consequently, it is misleading td Garski’s conception of truth
“disquotational”.

The second problens that Tarski's method of truth definition is
seriously limited, being applicable only to langaagwith the right type of
extensional structure. But the deflationists tyjjycavant to have a theory of
truth for natural languages, which (a) contain maagstructions for which no
plausible compositional methods have yet been folmdybe none will be
found), (b) contain their own truth-predicate, ajl for which there are no
“essentially richer” metalanguages. Consequentlypne wants a deflationary
theory (or definition) of truth for such languagesg has to look elsewhere.

The third problems that Tarski noted that the minimal disquotagion
theory of truth for L(T) is not adequate as a tlyemfrtruth for a reasonably rich
L(T), since it does not prove recursive clauses, lagnce other truth-involving
generalizations and important metatheorems. Desjst@otorious claim to the
effect that a formally correct and materially adatgutheory of truth for L(T) is
one that has all T-biconditionals for L(T) among dieductive consequences, we
have seen that Tarski would not have consideredhthemal theory satisfactory,
since he advocated logico-mathematically “robuls€ories of truth. It continues
to be the subject of ongoing controversy whethehsa theory can be deemed
deflationary - and in what sense - given that dves “truth-free” sentences of
L(T) not provable in T. It may appear inflationaty those truth-deflationists,
who claim that only minimal-conservative theoriégrath are, strictly speaking,
deflationary, but it may well appear deflationanyspirit to those deflationists,
who take truth (and related semantic propertied)et@ metaphysically thin but
logico-mathematically thick properf{?

Tarski’s theory of truth might not the best chdigethe deflationist, for
the reasons spelled out above. But it can welllganded a deflationary theory,
because it does not explicate truth as a metapdlysibick property, though it
sometimes employs a heavy logico-mathematical machi | have attempted to
show that Tarski's theory was not designed to andig foundational (meta-
semantic) questions, which Field, Putnam and othensld expect a theory of
truth to answer. However, this can be seen asiddble feature: abstracting
from linguistic practices and assuming meaning ertgs of L to be fixed and
known, we can define truth for L according to Ta@sskoutine. In other words,
we can define restricted semantic predicates witlvgbly right extensions in a
mathematical manner, without having to bother aldwaw truth and related
semantic properties depend or supervene on spedkeguistic practices. This
should not come as a surprise to us, given thakiaras primarily interested to
provide a mathematically precise theory of truthd(aruth-theoretic semantics
in general), which project surely does not reqthia the foundational questions
be answered. Under this deflationary reading otte®ry of truth, all questions
about the metaphysical or epistemological statusmefaning, content and
semantic properties are to be attacked at a diffdexel. Along with Carnap,
Tarski sharply separated formal-semantic from negtestic questions.

322 Conservative over a non-semantic background thgargh as PA or some physical theory),
not over logic.
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[8]

Conclusion

My main aim in this work has been to give a syst&na&areful and critical
examination of its nature and significance, basedhe thorough exposition of
its historical, conceptual and technical underpigei Having explained the
conceptual background of Tarski's conception ofitrand his method of truth
definition for increasingly more complex formaliziahguages (Chapters 2-3), |
argued (Chapter 4) that its logico-mathematical arhgonsists mainly in his
systematic method of formalization, indeed, matheration of informal
metamathematical ideas of the semantic varietyfruis was a greater precision
in metamathematics: namely, precise definitionsfusfdamental metalogical
notions and exact formulations and proofs of funelai@al metalogical results
couched in terms of such notions. In Chapter ®altdwith the question to what
extent Tarski’'s CTFL (and related articles from th@30s) anticipates the
modern model-theoretic approach, and what elenmaight be missing from it.
The main conclusions of my discussion were as\alq1) in the 1930s, Tarski
did not yet have the full-blooded model-theoretation of truth in a structure,
since he still held Frege-Peano view of language meaningful formalism and
subscribed to the doctrine of absolute truth (gsraperty applying to fully
interpreted sentences), and accordingly did notehdne modern notion of
uninterpreted non-logical constant. (2) Partly thus reason and partly because
he held the fixed-domain conception of models, hrcount of logical
consequence in (1936a) is not to be identified whtn modern model-theoretic
account of consequence (although it seems thatdibes not create as many
problems as some critics — e.g. Etchemendy (1988)ispected). Already in
Chapters 4 and 5 | hinted that Tarski's methoda&geflationary” character in
that it is, in the first place, a logico-mathematitheory designed to serve
logico-mathematical needs, and not to answer deetalfoundational
(metasemantic) questions.

In Chapter 6 | reviewed a number of objectiond anguments that
purport to show that Tarski’s method of truth diéfom fails as an explanation
(explication) of our common notion of truth, ana, particular, that it is a
confusion to think that Tarski’'s truth definitiohave semantic interest. | argued
that the critics are right to say that particulaith definitions in Tarski-style do
not explain our common notion of truth, but it does follow that we cannot
think of Tarski’'s method of truth definition as gig us a valuable insight of a
different sort: a workable model of how truth cdrmatis of sentences of a
properly formalized language depend on semantipegsties of their significant
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parts and syntactic structure. Indeed, this is Hawski's method has been
viewed by those theorists who see in it the foundabf formal semantics
(though requiring further modifications, to be guré/hat the critics do not
appreciate is that there is more to Tarski’'s conoaf truth than the particular
formal definitions for particular languages. Itsahteis the material adequacy
criterion stated in Convention T, which assures$ ¢ghauth definition that meets
it captures all and only the true sentences ofvarglanguage (the extension of
truth with respect to that language), where a gatdtive grasp of the ordinary
notion of truth is presupposed in the form of tkeenantic conception of truth.
The standard formal technique — for reasonablylanlguages - is recursion on a
generalized semantic relation between expressiowls adbjects, in terms of
which truth for the language is defined in such aywhat materially correct
statements of truth-conditions can be deliverecefmrh of the indefinite number
of its sentences. In tandem, the two moments iteliiwaus where to look for the
semantic import of Tarski’'s method, in which itsilpeophical value largely
consists. | attempted to show that Tarski’'s metbioluth definition has logico-
mathematical as well as philosophical aspectngryo persuade the reader that
once we understand and distinguish these aspectspntribution to semantics
dwells in the fact that a recursive truth-definititor a reasonably complex L is
equivalent to a compositional axiomatic truth-thefmr L — with semantic terms
construed as its primitives — which illuminates tbe@mpositional semantic
structure of L.

On the other hand, in Chapter 7 | wanted to sulista the announced
claim that Tarski’'s method of truth does not give satisfying answers to
foundational or metasemantic questions such as:

What facts about usage (if any) determine L’s sdimar{intended
interpretation)?

On the basis of what evidence can we tell thauthttheory (or
semantics) for L is correct?

Field famously argued that Tarski’'s truth definitics only a partial success, on
the ground that it does not providganuine reductive explanatiaf primitive
denotation (nominal denotation, predicative appiica and functional
fulfilment) in terms of scientifically respectabietions. | agreed: it does not.
Mere lists - here base-clauses for predicatesrarste do not provide genuine
explanations. However, | found myself in agreemeith Soames in that it is a
laudable feature of Tarski's method of truth defom that it sharply separates
metasemantic from formal-semantic issues, allowisgto deal with formal-
semantic issues in a mathematically precise mafia@ski’'s conversion to the
model theoretic approach tallies well with this eggeh to semantics, which |
therefore call “deflationary”. It should be cle&at a formal interpretation of a
theory of truth for L(T) in set theory - via exptidefinitions of semantic notions
in terms of primitive notions of set theory — camither answer deep
foundational questions of philosophers nor exptha meaning of our common
semantic notions. | agree that some claims of Taas&k misleading in this
respect. But then they are aberrations on his thatt in my opinion, do not
reveal his considered philosophical position. Hypdlaving explained the basic



- 230 -

ideas animating modern deflationism (in particulaisquotationalism), |
compared it with Tarski’'s conception of truth, ohicsh some deflationists even
claimed that it is a paradigmatic deflationary tyeof truth. My conclusion was
that it is problematic to take Tarski’'s theory afith to be deflationary in the
disquotationalist sense. Still, it can well be relgal a deflationary theory in my
preferred sense, because it arguably abstractstirerso-called meta-semantical
issues concerning the metaphysical or epistemabgiasis or status of
semantic properties.

By way of conclusion, | should say that in spitéhe fact that Tarski's
method of truth definition has the deflationarytar it has turned out that its
formal methods can be interpreted in several differways, some of them
deflationary, others more substantive. Davidson,ifdstance, has long tried to
persuade us that the heart of Tarski’'s methodasrseon (not elimination), and,
accordingly, that we can look at the clauses of mbeursive definitions as
axioms with the primitive notion of truth (or fortime them as axioms) having
an empirically confirmable content (via his theafyinterpretation). This may
well be at odds with Tarski’'s “deflationary” claitinat T-biconditionals are
definitional of truth, but it is in my opinion adgimate way of using Tarski’'s
formal structure. Field’s early naturalistic progran semantics may be an
alternative way of interpreting and using the sarwmmal structure,
supplemented by explanatory reductions of primitidenotation. While
Davidson’s holistic framework puts stronger empfasi the role of recursive
structure (the notions of reference and satisfadi@ primitive but instrumental
with respect to the notion of truth), Field's atstré framework puts stronger
emphasis on base clauses for terms and predicaedicing” truth to
denotation and application (a physicalist corresigmee theory of truth without
facts). A serious challenge to both conceptions otage from the deflationists,
who claim that no substantial empirical contertivi®e read into the clauses of
Tarski's formal structure, because these clausesleiinitional of truth (related
semantic notions), playing no genuine explanatoly there. On the other hand,
the deflationist theories face serious difficultissme of which were reviewed
in Chapter 7. Moreover, the proponents of Davidsar Field’s approach to
semantics may argue that semantic notions are soinsubstantial as the
deflationists believe, if they play the explanatooie in the semantic theory that
they reserve for them. Fortunately, it was not ragldgn this work to decide the
extremely difficult question as to which party isom right about truth and
semantic notions in general.
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Appendix

1 Tarski’s truth definition for the language of calculus of classes
(LCC)

In Part Ill of CTFL, Tarski shows how to define tpeedicate Tr' — or the
sentential function X(OTr — whose extension contains all and only the true
sentences of LCC. The calculus of classes - thaealee theory built-in LCC -

is a rather weak fragment of the system of simfieit¢) theory of types
assumed in CTFL, with variables interpreted as irapgverclasses of elements
of the universal domain of the type-theoretic systend one primitive 2-place
predicate for class inclusion between such clad<e€. is syntactically easy to
handle, containing a few constants and operatisyistdctic constructions) for
forming complex expressions:

a)

b)

a (countable) sequence of variableg, *‘x'", ‘x"",...., each
variable being formed by appendingtrokes tox' (for 1 <n) -

the variable witi-strokes is referred to ag,*.**

the logical constant®N’, ‘A’, and ‘7T’ (throughout CTFL Tarski
uses the Polish notation due to Lukasiewicz) arel 2fplace
predicate I' of class-inclusiori?*

The metalanguage in which the metatheory for LCGrasned contains the
following signs:

a)

b)

d)

signs translating the constants of LCC: ‘not’ {§tnot the case
that’), ‘or’, ‘for all’, ‘is included in’;

signs for the usual set-theoretic notions!, “individual’, * is
identical’ (=), ‘class’, ‘cardinal number’, ‘domdjn‘ordered n-
tuple’, ‘infinite sequence’, ‘relation’, etc.

signs by which the structural-descriptive names L&EC-
expressions are formed:nd’ (for negatior); ‘sm’ (for
disjunctiorj, ‘un’ (for universal quantificatiojy ‘v’ (for the k-th
variable), ‘x*y (for: the expression consisting of the expression
‘x followed by the expressiow), etc.

conventions for abbreviation, based on (c):

323 For typographical convenience | use strokes asrsafipts and not as subscripts (as Tarski
does in CTFL). The same applies to two other stgrize introduced: the metalinguistic sign for
concatenation and for the metalinguistic sign fegation operation.
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0] X =1 iff X = (iN™V )™V,
(i) X=y iff X=ngy,

(i) x=y+z iff X = (sny)*2);
(iv) X=Ny iff  x=unmw)ry.3®

Except of general logical axioms and axioms trdimgjaaxioms specific to the
calculus of classes, the meta-language contains a$oms that form the
syntactic theory of LCC. In particular, Tarski defs the sefE of expressions of
LCC such that (alt contains the distinct signsti, ‘N, ‘7, ‘w/, (b) E contains
‘v, If kis a positive integer distinct from 0, (¢)y belongs td, if x andy both
belong to E, and (d) nothing belongs to E except what beloagEt by
(@),...,(c)**® Having thereby laid down the first rigorous axidination of
concatenation theory (also called “a theory ofngsi), Tarski provides the
inductive definition of sentential functions of LCC

f is a sentential function (of LCC)iff one the following conditions
is satisfied:

(@)f =z [i.e. (n*v)"vj] for some positive integeisandj;
(b) f =y [i.e. n@Yy], for some sentential function
(c)f=y+z[i.e. (smy)*2)], for some sentential functioysandz

(d) f =gy, [i.e. v )™y], for some positive integdrand sentential
functiony.

Tarski then points out that, like most inductivdimions given in that
section, this definition can be converted into aplieit definition of the smallest
setX such that (aX contains every simple sentential function of tverfz; (for
some positive integers and j) and (b) X is closed under the operations of
negation, conjunction and universal quantificatisth respect to the-th
variable K containsy, y + z, and Ny y, wheneverX containsy and z). Having
defined what it takes for a variable to have a foeeurrence in a sentential
function:

The variable v, is free in the sentential functionf iff i is a positive
integer andne of the following conditions is satisfied:

(a) f =1 orf =y, for some positive integgr

%% He also formulates the following fundamental lafvconcatenation (viz. Axiom 4, Tarski
1983: 173):
If X, y, zandt are expressions, then we ha¥y = 2t iff one of the following conditions is
satisfied:

(& x=zandy-=t;

(b) x=2Z"uandt =uy, for some expressiamn

(c) z=x*uandy =unt, for some expressiom
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(b) f =y, for some sentential functign andv; occurs free iy,

(c) f =y + z, for some sentential functioysandz, andv; occurs free
inyorv; occurs free irz;

(d) f = Ny for some positive integdrand sentential functiop and
v; occurs free ity andi # k,

sentences (closed sentential functions) of LCC defned as those with no
variable free:

s O S (the set of sentences of LCC) iffsis a sentential function of
LCC ands contains no free variables.

Satisfaction-relation is then inductively definedis first specified under what
conditions an arbitrary sequensef classes satisfies simple open-sentences of
the form z;, and then the conditions are specified under wlsckatisfies
complex open-sentences of the foyny + z, and Ny in terms of the conditions
under whichs satisfies (or does not) their component sub-sesten

The infinite sequence of classgs satisfies the sentential function
f (of LCC) iff one of the following conditions is satisfied:

(a) f =14, for some positive integersandj, andp; is included ing;;

(b) f =y, for some sentential functiopand it is not the case that
p satisfiesy;

(c) f =y + z, for some sentential functiornysandz, andp satisfiesy
or p satisfies

(d) f =gy, for some positive integérand sentential functioyy and
every infinite sequence of classp$ satisfiesy, which differs
from p at most at th&-th place.

Once again, the recursive definition can be turteedan explicit definition,
according to which

The infinite sequence of classgs satisfies the sentential function
f (of LCC) iff (p, f) belongs to every s&such that, for every and
a, {r, q) belongs t&iff g is a sentential functiogandr is an infinite
sequence of objects, and one of the following doms are satisfied
for S

(@) q =1, for some positive integersandj, andr; is included in;;

(b) q =y, for some sentential functign and it is not the case that
y) belongs td&,

(c) q=y + z,for some sentential functiorysandz, and({r, y) belongs
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to Sor(r, 2y belongs t&5

(d) g = Nky, for some positive integedl and sentential functiow,
and({r*, y) belongs td5, for every infinite sequence of class&s
which differs fromr at most at th&-th place.

Finally, truth for sentences of LCC is defined dihg as a limiting case of
satisfaction by all sequences of objects:

x O Tr (the set of true sentences of LCCff x is a sentence of L
andlly (sequencey] — y satisfiex).

This definition can be turned into non-semanticafirdtion, if we replace
‘satisfies’ in it in accordance with the previousfidition.

2 Material adequacy

In order to “empirically’ confirm material adequacoy the truth definition for
LCC, Tarski shows how the following T-biconditiorfallows from it:

(*) N1U2 11 2€ Tr iff for every class there is a clads such thata € b.

Now, ‘NiU21 7 is designed to serve as a revealing (i.e. stratiescriptive)
name in ML of the following sentence

[TX'N [X"NI X' X"

of LCC, based on the conventions introduced abAsefor this LCC-sentence,
‘X" readsfor every classy, ‘N’ readsnot (or: it is not the case thatand / X’
xX'" readsx; is included in %, and the whole sentence reads:

For every clasg;, not every clasg;is such thak; is not included irx,.

Since, now, the operation of existential quanttfaa with respect to théth
variable is equivalent to (hence can be introduceterms of) N[TNx"” (i-1
strokes following the first stroke)he sentence can be given an equivalent but
more natural reading:

For every clasgy, there is a clase such thak; is included inxs,

According to Tarski's conventionsy;’ describes N[TNx"”, so the operation of
existential quantification with respect to thth variable, whereas the operation
of universal quantification with respect to tilhéh variable is referred to by)).
Given that X € Tr’ readsx belongs to the set of true senten@eshis context: of
LCC), or, more simplyx is a true sentencé¢he left side of the equivalence is to
be read as followsthe expression consisting of the sign for universal
quantification followed by the sign for the 1stiabte, followed by the sign for
existential quantification, followed by ...., istaue sentence (of LCCHere,
then, is Tarski's informal justification of (%%’

“According to the Def. 22 the sentential functiqn is satisfied by
those and only those sequentesch thaf; € f,. So the negation

%27 For typographical convenience, | have replacedlimezl by underlined sentential functions —
viz 'y
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112 Is satisfied by exactly those sequenéesuch thatf; S fo.
Consequently a sequenteatisfies the [sentential]functidin:y , if
every sequencg which differs fromf in at most the 2nd place
satisfies the function ,and thus verifies the formuta € g,. Since
g1 = f;and the clasg, may be quite arbitrary, only those sequences
f satisfy the functiormzz; 2 which are such thdi € b for any class
b. If we proceed in an analogous way, we reach ekalt that the
sequenced satisfies the functiomwy; 5, i.e. the negation of the
function Nay,, only if there is a clasbk for which f; € b holds.
Moreover the sentend@,U; 11 is only satisfied (by an arbitrary
sequencd) if there is for an arbitrary class a clasd for which a
C b. Finally by applying Def. 23 we at once obtain aofethe
theorems which were described in the conditier) 6f the
convention T:

N1U2 112 € Tr iff for every class there is a clasls such that
ac b.” (Tarski 1983: 196).

At a crucial point in this justification, Tarskiakes use of the same idea
that we have seen at work in our informal prooCmapter 3: quantification over
all k-variants of a sequendedoes the same job as quantifying over arbitrary
objects over which the quantifiers range:

“Since g, = f1 and the clasg, may be quite arbitrary, only those
sequencessatisfy the functiomz; owhich are such thdt < b for
any class.”

Strictly speaking, in order to deduce from the rietary augmented with the
truth-definition T-biconditionals for sentences thfe form Ov,A that do not
mention infinite sequences, we need to prove inntle¢atheory an instance of
the following schema for each given sentence irstjoie:

Os Ok (k i — s(k) = s5(i)) — A] iff OxA.

3 Satisfaction and correctness in an individual dom@in

It is now easy to provide the rigorous definitiarfssatisfaction and correctness
in an individual domaina, wherea is a subclass of the universal domain
containing all (arbitrary) individuals. In fact, wehould only to properly
relativize the clauses in the recursive definitadrsatisfactionsimpliciter (as it
were, satisfaction of a sentential function in tinéversal domain):

The infinite sequence of classgs satisfies the sentential function
f (of LCC) in the individual domain aiff ais class of individualgy
an infinite sequence of subclassesaoandf a sentential function
such that the following conditions are satisfied:

(a) f =1, for some positive integersandj, andp; is included inp;;

(b) f =y, for some sentential functiopand it is not the case that
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p satisfiesy in a;

(c) f =y + z,for some sentential functiolysandz, andp satisfiesy in
aor p satisfiesz in a;

(d) f = Nyy, for some positive integérand sentential functiop and
every infinite sequence of classp$ satisfiesy in a, which
differs fromp at most at th&-th place.

The explicit definition is easy to give, excepattmow we have to say
that the infinite sequengeof subclasses @& satisfies the sentential functibm
a iff the ordered triplep, f, @ belong to every se® satisfying certain obvious
conditions, which reflect the role of the additibparameter — i.ea. Relative
correctness (or, relative truth, as Tarski sometisagys:) of sentences of LCC in
a is defined directly as satisfaction of the sengelg all sequences of objects in
a

X is a correct sentence in the individual domaima iff x is a
sentence (of LCC) and every infinite sequence tfdasses oh
satisfiesxin a.

Consequently, (1) a sentence (of LCC) is correetninndividual domain withk
elements iff if it is correct in some individual main a such thata has k
elements; (2) a sentence (of LCC) is correct inrevedividual domain (is
universally valid) iff it is correct ira, for every individual domaim; and (3) a
sentence (of LCC) is truesimpliciter) iff it is correct ina such thata is the
universal domain of all individuals.

4 Tarskian truth definition for the language of set heory

Finally, let us see what happens when we attemgefime in Tarski-style truth
for the standard 1st-order language L of set-th€@dfR), whose signaturel{}
contains just one sign for the set-theoreticalti@haof elementhoodand does
not otherwise differ in its logical basis from osimple 1st-order language L
introduced in Chapter 3, except that it contairesdign for identity (‘="). | shall
not bother to lay down the syntactic definitions flois language, as this poses
no special difficulties. We just take the recursiginition ofsentential function
that we gave for 4, we replace the base clauses (a), (b) and (©llasvé

f is a sentential function (of L)iff one of the following conditions is
satisfied:

a*) fisv; O v, for some positiventegers andk;
b*) fisv, = v, for some positiventegers andk;

The recursive clauses are the same as in the titfirfor L, (as well as the
definitions of free variable in a sentential functiand of a sentence). Now, the
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recursive definition of satisfaction for L is adléwvs:

The infinite sequence of setp satisfies the sentential functiorf of
L iff one of the following conditions is satisfied:

(@) fisv; O w, andp; is an element gfy;

(b) fis v = v, andp; is the same g;

(c) fis-Aandp does not satisfp,

(d) fis ALB andp satisfiesA andp satisfiesB;
(e) fis ALIB andp satisfiesA or p satisfiesB;

(H fis Ow A and every infinite sequence of sets satisfiesA that
differs fromp at most at th&-th place.

By the free variable lemma, sentences (of L) ane iff they are satisfied by
all/'some sequences of sets.

The question now arises whether we can turn thersee definition to an
explicit, set-theoretical definition of truth for, Lbased on the explicit set-
theoretical definition of satisfaction. Recall thatege-Dedekind procedure can
be employed with respect to (D5) (fog)Llor with respect to the recursive truth
definition for L(PA) in Chapter 5 relative to thetasdard/intended
interpretation, since the domains of their quaetsfiare restricted (form a set)
and we assume that a set theory in which we cautytloe procedure is
essentially logically richer than L(PA) ok Iin that itallows us to quantify over
arbitrary subsets of their respective quantifiemdms. If, now, we could
effectively use the procedure with respect to L,weild have a truth definition
for L within L! But Tarski’s indefinability of trut theorem tells us that this is
impossible, on pain of inconsistency. Assuming,nththat the standard set
theory (ZF) is consistent, there must be a prolierne identified. Considering
the following attempt to construct an explicit cetiion of set-theoretical truth
within set-theory (strictly speaking, we employ a@formal set-theoretical
language):

The infinite sequence of setp satisfies the sentential functiorf of
L iff (p, f) belongs to every set S such that, for eveandq, {r, q)
belongs to S iffg is a sentential functiom andr is an infinite
sequence of sets, and one of the following condktiare satisfied for
S:

(@) gisvi O w, andr; is an element afy;
(b) qis Vi = W, andr; is the same ag;
(c) gis-A andA OS;

(d) gis ACB and both ¥, A> [1S and «, B> [IS;
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(e)gisAlBand «,A> 0 Sor <r,B>0S;

(M gis Ow A and «*, A> O S, for any infinite sequence of sets
that differs fronmr at most at th&-th place.

we observe that no set S satisfies these conditibtisere were a set satisfying
the conditions, S would contain, g), for any sequence of setswhatever,
including sequences of sets that have the same aan® (indeed, since the
definition places no restriction at all enthere would be a sequence of gets
among whose terms is S itself; but suatannot have a lower rank than S). But
this is absurd, since S cannot have the same manK &, g) 0 S. So there is no
S satisfying the conditions. And if there is no Isiget, then every sentential
function of L is satisfied by every sequence ofshence every sentence of L is
true - which is absurd. It is well known that weuttbalternatively use a would-
be truth definition that requires the existenceaslet S satisfying the conditions
spelled out in the above definition. But then ituMbfollow that since there is no
set satisfying the conditions, no sentence of liri® - which is an equally
embarrassing result. The moral is that the satisiacelation on L is not a set
but a proper class. We have seen in (4.2) thatklTah®wed (Theorem Il) that
for any given natural numbé&r we can define within the (simple type theoretic)
general calculus of classes satisfaction and timtlany sub-language of LGC
that contains only sentences with variables whasgeras at most equal tk
Something more general also holds goods: for ariiitke ordinal k, if the
guantifiers of the set-theoretical language L asdricted to range only over sets
of a rank Rk, then satisfaction and truth for L are explicigfinable within the
standard 1st order set theory (ZF). We can askhenhehe satisfaction relation
for L(ZF) with unrestricted quantifiers (its domabeing a proper class) is
definable in a stronger system. Arguably, it cardb&ned within 2nd-order set
theory, when 2nd-order variables interpreted agjirgnover classes or as
devices of plural quantification, or in Morse-Kslldst order set theory that
allows quantification over proper classes in thenpmehension axiom (in
contradistinction to Godel-Bernays-von Neumannhaoity that does not allow
guantifiers to range over proper classes in theptehension axiom). But then
the question arises whether we can define trutlsdoh stronger systems. Recall
here the discussion in section (4.2).
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