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Introduction

This thesis consists of two papers,

• The approximate and the Clarke subdifferentials can be different every-
where (J. Math. Anal. Appl. 347 (2008) 652–658)

• Porosity and the Darboux property of Fréchet derivatives (to appear in
Real Anal. Exchange) which is joint work with O. Kurka.

The paper The approximate and the Clarke subdifferentials can be different ev-
erywhere deals with two important objects in nonsmooth analysis, the approx-
imate subdifferential and the Clarke subdifferential. For n ≥ 2 we construct
a Lipschitz function on R

n for which these two subdifferentials are different at
every point x ∈ R

n. This completely answers question by A.D. Ioffe whether
the approximate and the Clarke subdifferentials must generically coincide (see
[3]), which was partially answered by G. Katriel in [4](difference on a set of pos-
itive measure) and by D. Borwein, J.M. Borwein and X. Wang in [1](difference
almost everywhere).

For f a Lipschitz function on an open set U ⊂ R
n the lower Dini derivative

of f at x ∈ U in a direction v ∈ R
n is defined by

D−
v f(x) = lim inf

t→0+

f(x + tv) − f(x)

t
.

The Dini subdifferential of f at x is

∂−f(x) = {x∗ ∈ R
n : 〈x∗, v〉 ≤ D−

v f(x) for all v ∈ R
n}.

The approximate subdifferential of f at x is

∂af(x) = lim sup
z→x

∂−f(z) =
⋂

r>0

⋃

z∈B(x,r)

∂−f(z).

And finally, the Clarke subdifferential of f at x is

∂cf(x) = conv(∂af(x)).

This means that we are actually looking for a function, for which ∂af(x) is
nonconvex. We work on a special set open U which is interior of a equilateral
triangle and prove the following:

There is a Lipschitz function f on U such that
(A) for any x ∈ U there is a direction v such that D−

v f(x) ≤ − 1
4
√

3
,

(B) for any x ∈ U we have {2v1, 2v2, 2v3} ⊂ ∂af(x).

Where v1, v2 and v3 are nonzero vectors such that the set conv({v1, v2, v3})
contains 0. This means that ∂cf(x) contains 0 for every x ∈ U, but any point in
∂af(x) must have norm at least 1

4
√

3
.
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To obtain function F : R
2 → R with ∂aF (x) 6= ∂cF (x) for every x ∈ R

2 we
just take a diffeomorphism ϕ : R

2 → U and then put F = f ◦ϕ. And finally, for
such function Fn on R

n, n > 2 we put Fn(x1, x2, . . . , xn) = F (x1, x2).
The main idea of the construction is to take supremum of suitable system of

functions with pyramid shaped graph (multipliers of distance function to equi-
lateral triangles) which have the property that have great directional derivative
in some direction at every point and convex hull of possible derivatives in the
points of differentiability contains 0.

In the second paper Porosity and the Darboux property of Fréchet derivatives
we prove one implication of characterization of sets M ⊂ R

d without isolated
points and with connected interior on which for every (relative) Fréchet deriva-
tive f the set f(M) is connected. We prove necessarity of the condition which
was proved as sufficient by P. Holický, C. E. Weil and L. Zajíček in general
Banach space in [2].

By Fréchet derivative of a function f : B → R, where B is a subset of a
Banach space X with no isolated points, we mean a function g : B → X∗ for
which

lim
x→a, x∈B

f(x) − f(a) − g(a)(x − a)

‖x − a‖ = 0

for each a ∈ B. A set A in a real Banach space X is said to be porous at a ∈ X
if there are c > 0 and xn ∈ X, xn 6= a, with xn → a such that x /∈ A whenever
n ∈ N and ‖x − xn‖ < c‖a − xn‖.

The result is based on the observation how can the Fréchet derivatives be-
have in the boundary points of the set. P. Holický, C. E. Weil and L. Zajíček
proved the following lemma:

Lemma. Let X be a real Banach space, G ⊂ X open, a ∈ ∂G and let X \G
be porous at a. Let M := G ∪ {a} and suppose that g : M → X∗ is a Fréchet
derivative of a function f : M → R on M . Then (a, g(a)) belongs to the closure
of the graph of g|G in X × X∗. In particular, g(a) ∈ g(G).

Our key result is to prove the reverse of this fact in euclidean spaces. The
proof is divided into three main steps. First of all we construct just Lipschitz
function ϕ : R

d → R with good behaving directional derivatives on the comple-
ment of some special class of discrete sets which are not porous at the origin
and for which ϕ′(0) exists and is equal to 0. These sets are of form

D =
⋃

i∈N

riDpi
,

where

Dp =
{

(x1, . . . , xd) ∈ ∂([−1, 1]d) : 2px1, . . . , 2pxd ∈ Z

}

, p ∈ N,

for suitable sequences pi ր ∞ and ri ց 0. The statement we need is the fol-
lowing:
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For every x ∈ R
d \ (D ∪ {0}), there is a direction ν ∈ R

d, |ν| = 1, and
a neighbourhood Ux of x such that ∂ϕ

∂ν
(y) ≥ 1/2 for almost every y ∈ Ux.

Main idea of the construction of such function is, roughly speaking, to make
ϕ oscillating on the faces of cubes ri[−1, 1]d with big derivative in the directions
of the face, and use the points in riDpi

as possible points of nondifferentiability
to avoid small derivatives in possible stationary points. Between sets ri∂[−1, 1]d

we make ϕ oscillating with big derivative in the "radius" direction.
In the second step, we use mollifications of these Lipschitz functions to ob-

tain counterexample for our special class of sets. More presicely, we prove prove
the following statement

There is a Lipschitz function F : R
d → R with properties

1. F ′(0) = 0,

2. F ′(x) exists and |F ′(x)| ≥ 1/(4
√

d) whenever x ∈ R
d \ (D ∪ {0}).

The function F is obtained simply by formula

F (x) =

∫

Rd

ϕ(x + δ(x)y)ψ(y)dy, x ∈ R
d \ (D ∪ {0})

for suitable δ ∈ C1(Rd \ (D ∪ {0})), where δ(x) depends on the diameter of the
corresponding neighborhood Ux and ψ is usual mollification kernel.

And finally, for a general set M which is not porous at some point, we
construct a suitable diffeomorphism which maps some of our special sets into
M and using composition of that diffeomorphism and the counterexample on
that special set, we obtain counterexample for M.

The question whether the condition is necessary in every Banach space re-
mains still open.
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Abstract

We prove that, for a Lipschitz function on R
n, n ≥ 2, the approximate

and the Clarke subdifferentials can differ everywhere. This completely

answers a question by A.D. Ioffe, which was partially answered by G.

Katriel.

1 Introduction

The approximate subdifferential and the Clarke subdifferential are two impor-
tant objects in nonsmooth analysis. In [3], A.D. Ioffe posed the question,
whether the approximate and the Clarke subdifferentials must generically coin-
cide.

Let us recall the definition of the approximate and the Clarke subdifferen-
tials for a Lipschitz function on R

n (more general definitions for more general
functions will not be needed here).

Let f be a Lipschitz function on an open set U ⊂ R
n. The lower Dini

derivative of f at x ∈ U in a direction v ∈ R
n is defined by

D−
v f(x) = lim inf

t→0+

f(x + tv) − f(x)

t
.

The Dini subdifferential of f at x is

∂−f(x) = {x∗ ∈ R
n : 〈x∗, v〉 ≤ D−

v f(x) for all v ∈ R
n}.

The approximate subdifferential of f at x is

∂af(x) = lim sup
z→x

∂−f(z) =
⋂

r>0

⋃

z∈B(x,r)

∂−f(z).

Finally, the Clarke subdifferential of f at x is

∂cf(x) = conv(∂af(x)).
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In a measure sense, Ioffe’s question was answered by G. Katriel in [4] (pos-
itively in R and negatively in the higher dimensions). In their paper [1], D.
Borwein, J.M. Borwein and X. Wang improved this result proving that there is
a Lipschitz function on R

n (n ≥ 2) such that these two subdifferentials are dif-
ferent almost everywhere. Katriel also asked, if the approximate and the Clarke
subdifferentials must be equal on a dense Gδ set. In our paper we will construct
a Lipschitz function f on R

n, n ≥ 2, such that ∂af(x) 6= ∂cf(x) for each x ∈ R
n.

This gives a negative answer to Katriel’s question and also a definitive negative
answer to Ioffe’s question.

2 Preliminaries

We will use the following standard notation.
We denote by conv A the convex hull of a set A. For x ∈ R

n and r > 0

we use B(x, r) for an open ball with a center x and a radius r. We say that a
function is K-Lipschitz if it is Lipschitz with a constant K. We use 〈x, y〉 for the
inner product of x, y ∈ R

n.

We will also need the following special definitions and notions.
We denote by T̃ the closed triangle in R

2 with the vertices (1, 0), (−1, 0)

and (0,
√

3) and U will be the interior of T̃ . Put v1 = (0, 1), v2 = (
√

3
2 ,− 1

2 ) and

v3 = (−
√

3
2 ,− 1

2 ). For i ∈ {1, 2, 3} and n ∈ N put vn
i = (2 − 1

n
)vi. T will be the

system of all closed triangles T ⊂ U with the sides parallel to the sides of the
triangle T̃ .

For T ∈ T or T = T̃ and i ∈ {1, 2, 3} we denote by si
T the (closed) side of

the triangle T which is orthogonal to the vector vi. The vertex which is opposite
to the side si

T will be denoted by qi
T and cT will be the centroid of the triangle

T. Put tiT = conv{cT , qi
T } and tT = t1T ∪ t2T ∪ t3T .

For n ∈ N, J̃n will be the function on T̃ defined by

J̃n(x) = (2 − 1/n) dist(x, ∂U).

Let f be a function on U, let V be an open subset of U, n ∈ N and i ∈ {1, 2, 3}.
We will say that f is of the type An

i on V, if it is positive on V and there is an
a ∈ R such that f(x) = a + 〈x, vn

i 〉 for each x ∈ V. The function f is said to be
of the type An on V if it is of the type An

i on V for some i ∈ {1, 2, 3}.
Let f be a function on U, let G be an open subset of U and n ∈ N. We will

say that f is of the type Vn on the set G if for each x ∈ G there is an open set
V ⊂ G with x ∈ V such that f is of the type An on V.

For T ∈ T or T = T̃ and n ∈ N define the function Jn
T : U → R by

Jn
T (x) =

{

(2 − 1/n) dist(x, ∂T ) for x ∈ T ∩ U
0 for x ∈ U \ T .

We will need the following easy geometrical facts.
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(G1) For T ∈ T and n ∈ N, the function Jn
T is of the type An

1 (An
2 or An

3 )
on the interior of the triangle with the sides s1

T , t2T , t3T , (s2
T , t1T , t3T or s3

T , t1T , t2T ).
The set

{(x, y) ∈ T × R : 0 ≤ y ≤ Jn
T (x)}

is a closed pyramid with a base T ×{0}. Similar facts hold for the functions J̃n

and Jn
T̃
.

(G2) By a simple geometrical argument, choosing x ∈ U , n ∈ N and putting
Tx = {T ∈ T : cT = x}, we have

J̃n(x) = Jn
T̃
(x) = sup

T∈Tx

Jn
T (x).

(G3) Defining fn(x) = 〈vn
1 , x〉, an easy computation shows that the set

{x ∈ T̃ : fn(x) ≤ J̃n+1(x)}

is a triangle T0 with the vertices p1 = (0, bn), p2 = (1, 0), p3 = (−1, 0), where

bn =

√
3

2
·

2 − 1
n+1

3 − ( 1
2(n+1) + 1

n
)

.

Moreover, if T ∈ T and α ∈ R, define

Fα = {x ∈ T : fn(x) + α ≤ Jn+1
T (x)}.

(G3a) In the case fn(cT ) + α = Jn+1
T (cT ) we have

fn(x) − fn(cT )

|x − cT |
>

Jn+1(x) − Jn+1(cT )

|x − cT |

for each x ∈ T \ {cT }. So fn(x) > Jn+1(x) for each x ∈ T \ {cT }. In particuar,
the set Fα consists exactly of the one point cT .

(G3b) If fn(cT )+α < Jn+1
T (cT ) and fn+α ≥ 0 on T the set Fα is homothetic

to T0. Denote this homothety by S (the one with S(Fα) = T0). It has the
property that for each x, y ∈ Fα we have

Jn+1
T (x) − Jn+1

T (y)

|x − y| =
J̃n+1(S(x)) − J̃n+1(S(y))

|S(x) − S(y)| .

We will need the following two easy lemmas.

Lemma 1. Let f be a Lipschitz function on an open set V ⊂ R
2, x ∈ V and

α ∈ R. Suppose that for any n ∈ N there is an xn ∈ V such that |x − xn| < 1
n

and
f(xn) − f(x)

|xn − x| ≤ α.

Then there is a direction v ∈ R
2 with |v| = 1 and such that D−

v f(x) ≤ α.
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Proof. Put vn = xn−x
|xn−x| . Due to the compactness of the unit sphere in R

2, there

is a unit vector v ∈ R
2 and a subsequence {vnk

}∞k=1 of the sequence {vn}∞n=1

such that
lim

k→∞
vnk

= v.

So it is sufficient to use the well known fact that (since f is Lipschitz) we have

D−
v f(x) = lim inf

t→0+, u→v

f(x + tu) − f(x)

t
.

¤

Lemma 2. Let n ∈ N and let f and g be two Lipschitz functions on an open
set V ⊂ R

n, let f ≤ g on V and x ∈ V. Suppose that f(x) = g(x). Then we
have ∂−f(x) ⊂ ∂−g(x).

Proof. The Lemma directly follows from the obvious fact that D−
v f(x) ≤

D−
v g(x) for any direction v ∈ R

n. ¤

3 Main result

Lemma 3. Let f be a 2-Lipschitz function on U, let r > 0, w ∈ U and n ∈ N.
Suppose that f is of the type An on V = B(w, r) and f ≤ Jn on U. Then there
is a 2-Lipschitz function f̃ : U → R and an open set G ⊂ V such that, denoting
W = {x ∈ V : f̃(x) > f(x)}, the following conditions hold:

(i) w ∈ W ,
(ii) W ⊂ V ,
(iii) f ≤ f̃ ≤ Jn+1,
(iv) G ⊂ W and G is dense in W ,
(v) f̃ is of the type Vn+1 on G,
(vi) for each x ∈ ∂G there is a y ∈ V \G , y 6= x, such that conv{x, y}∩G = ∅,

conv{x, y} ⊂ V and for each z ∈ conv{x, y} \ {x} we have

f̃(z) − f̃(x)

|z − x| ≤ − 1

4
√

3
,

(vii) for each x ∈ G there is a y ∈ ∂G such that

f̃(y) − f̃(x)

|y − x| ≤ − 1

4
√

3
,

(viii) there are y1, y2, y3 ∈ ∂G such that vn+1
i ∈ ∂−f̃(yi).
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Proof. By the symmetry, we can suppose that f is of the type An
1 on V. So for

some α ∈ R, we have f(x) = 〈vn
1 , x〉 + α for each x ∈ V. Let Tw be the system

of the triangles from T with the centroid w. Due to fact (G2) we have

f(w) ≤ Jn(w) < Jn+1(w) = sup
T∈Tw

Jn+1
T (w).

So there is a triangle T ∗ ∈ Tw such that Jn+1
T∗ (w) > f(w) and so we can choose

T ∈ Tw with Jn+1
T (w) = f(w). For l ∈ N, let T l be the triangle with the

vertices ql
i = w + (1 + 1

l
)(qi

T − w). By geometrical fact (G3a), the inequality

〈vn
1 , y〉 + α > Jn+1

T (y) holds for each y ∈ T \ {w}. So there is some l0 ∈ N

such that for each l ≥ l0 we have T l ∈ Tw and 〈vn
1 , y〉 + α ≥ 0 for all y ∈ T l.

Obviously, Jn+1
T l ց Jn+1

T uniformly on U and f(w) = Jn+1
T (w) < Jn+1

T l (w).

This implies that the sets Wl = {z ∈ V : Jn+1
T l (z) > 〈vn

1 , z〉 + α} are nonempty

and
⋂

W l = {w}. We used the fact that W l = {z ∈ V : Jn+1
T l (z) ≥ 〈vn

1 , z〉+ α}.
Thus we can choose l1 ≥ l0 with W l1 ⊂ V. Put

f̃(x) =

{

f(x) for x ∈ U \ Wl1

Jn+1
T l1

(x) for x ∈ Wl1

and G = Wl1 \ tT l1 . Then for any x ∈ U we have

lim sup
y→x

|f̃(x) − f̃(y)|
|x − y| ≤ 2

and so f̃ is 2-Lipschitz on U (see [2], 2.2.7 ).

Properties (i)-(iv) are clear and (v) holds by geometrical fact (G1). Put

bn =

√
3

2
·

2 − 1
n+1

3 − ( 1
2(n+1) + 1

n
)
, p1 = (0, bn), p2 = (1, 0), p3 = (−1, 0),

s1 = conv{p2, p3}, s2 = conv{p1, p3}, s3 = conv{p1, p2} and for i ∈ {1, 2, 3} set
ti = conv{pi, cT̃ }. Denote by T0 the closed triangle with vertices p1, p2, p3. Note
that

G = W l1 = {z ∈ V : Jn+1
T l1

(z) ≥ f(z)}.

By geometrical fact (G3b), there is a homothety S : G → T0 with the property
that for each x, y ∈ G we have

f̃(x) − f̃(y)

|x − y| =
J̃n+1(S(x)) − J̃n+1(S(y))

|S(x) − S(y)| .

Turn to (vi). Choose x ∈ ∂G. We have

S(∂G) = s1 ∪ (s2 \ {p3}) ∪ (s3 \ {p2}) ∪ (t1 \ {p1}) ∪ (t2 \ {p2}) ∪ (t3 \ {p3}).
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Suppose that S(x) ∈ s1. There is an α > 0 such that x − αv1 ∈ V. Put y =

x − αv1. Then for any z ∈ conv{x, y} \ {x} we have

f̃(z) − f̃(x)

|z − x| = −2 +
1

n
≤ − 1

4
√

3
.

In the case S(x) ∈ s2 \ {p3} put y = S−1(p3). For z ∈ conv{x, y} \ {x} we have

f̃(z) − f̃(x)

|z − x| =
〈S(z), vn

1 〉 − 〈S(x), vn
1 〉

|S(z) − S(x)| =
〈p3, vn

1 〉 − 〈p1, vn
1 〉

|p3 − p1|

= −
(

2 − 1
n

)

bn
√

b2
n + 1

≤ − 1

4
√

3
.

We use the fact that
√

3
6 ≤ bn ≤

√
3. If S(x) ∈ s3 \ {p2} put y = S−1(p2). Just

as in the previous case, for each z ∈ conv{x, y} \ {x} we have

f̃(z) − f̃(x)

|z − x| =
〈S(z), vn

1 〉 − 〈S(x), vn
1 〉

|S(z) − S(x)| =
〈p2, vn

1 〉 − 〈p1, vn
1 〉

|p2 − p1|

= −
(

2 − 1
n

)

bn
√

b2
n + 1

≤ − 1

4
√

3
.

If S(x) ∈ ti \ {pi} for i ∈ {1, 2, 3} put y = S(pi). In these cases we have

f̃(z) − f̃(x)

|z − x| = −
(

2 − 1

n + 1

)

sin
π

6
≤ − 1

4
√

3
,

provided z ∈ conv{x, y} \ {x}.
Turn to (vii). To prove it, choose x ∈ G. Using geometrical observation (G1),

we have G = G1∪G2∪G3 such that f̃ is of the type An+1
i on Gi and the set G1,

(G2 or G3) is the interior of the triangle with sides S−1(s1), S−1(t2), S−1(t3),
(S−1(s2), S−1(t1), S−1(t3) or S−1(s3), S−1(t1), S−1(t2)). For x ∈ Gi, with i ∈
{1, 2, 3}, choose y ∈ si ⊂ ∂G with x− y parallel to the vector vi. Then we have

f̃(y) − f̃(x)

|y − x| = −2 +
1

n + 1
≤ − 1

4
√

3
.

It remains to verify (viii). Put

y1 = S−1
(p2 + p3

2

)

, y2 = S−1
(p1 + p3

2

)

, and y3 = S−1
(p1 + p2

2

)

.

To complete the proof, it is sufficient to use Lemma 2 and the fact that vn+1
i ∈

∂−Jn+1
T l1

(yi). ¤

Lemma 4. There is a sequence {fn}∞n=1 of 2-Lipschitz functions on U and
a sequence {Gn}∞n=1 of open sets in U such that the following conditions hold:
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(1) Gn is dense in U ,
(2) for n > 1 we have Gn ⊂ Gn−1,
(3) for n > 1 we have fn = fn−1 on U \ Gn−1,
(4) fn is of the type Vn on the set Gn,
(5) for n > 1 we have fn−1 ≤ fn on U ,
(6) 0 < fn ≤ Jn on U,
(7) if n > 1 then for any x ∈ Gn there is an xn ∈ U \ Gn such that

|x − xn| < 1
n

and
fn(xn) − fn(x)

|xn − x| ≤ − 1

4
√

3
,

(8) for x ∈ U \Gn and l ∈ N there is an xn
l ∈ U \Gn such that |x−xn

l | < 1
l

and
fn(xn

l ) − fn(x)

|xn
l − x| ≤ − 1

4
√

3
,

(9) if n > 1 then for any x ∈ U there are yn
1 , yn

2 , yn
3 ∈ U \ Gn such that

|x − yn
i | < 1

n
and vn

i ∈ ∂−fn(yn
i ) for i ∈ {1, 2, 3}.

Proof. The sequences {fn}∞n=1 and {Gn}∞n=1 will be constructed inductively.
Put f1 = J1

T̃
and G1 = U \ tT̃ . In the case n = 1 conditions (1) and (6) are

clear, the condition (4) holds by (G1). To prove (8), choose x ∈ U \G1 = tT̃ ∩U
and l ∈ N. By the symmetry we can suppose that x ∈ t1

T̃
∩U. Choose xl ∈ t1

T̃
∩U

with f(x) > f(xl) and |x − xl| < 1
l
. Since an easy computation shows that

f1(xl) − f1(x)

|xl − x| = − sin
π

6
= −1

2
≤ − 1

4
√

3
,

we are done.
Now suppose that, for some q > 1, the functions f1, . . . , fq−1 and the sets

G1, . . . , Gq−1 have been constructed. The function fq and the set Gq will be
obtained by the following inductive procedure using Lemma 3.

Choose a dense sequence {am}∞m=1 in Gq−1. We will construct 2-Lipschitz
functions fk

q : U → R and open sets Gk
q for k = 0, 1, . . . .

Put f0
q = fq−1 and G0

q = ∅. Suppose that we already have the functions

f0
q , . . . , fk−1

q and the sets G0
q, . . . , G

k−1
q such that the set Hk := Gq−1 \

⋃k−1
l=0 Gl

q

is nonempty and the sets G1
q, ..., G

k−1
q are pairwise disjoint. Choose the minimal

m such that am ∈ Hk and find

0 < rk < min
(

dist
(

am, ∂Hk
)

,
1

4q

)

.

Then fq−1 is of the type Aq−1 on B(am, rk) and so we can use Lemma 3 for
f = fq−1, w = am, r = rk and n = q − 1. Lemma 3 provides us with a function

f̃ and a set G such that conditions (i)-(viii) hold. Put fk
q = f̃ and Gk

q = G.
Define

fq = sup
k∈N

fk
q and Gq =

∞
⋃

k=1

Gk
q .
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Then fq is 2-Lipschitz as a supremum of 2-Lipschitz functions. Note that the

sets {Gk
q}∞k=1 are pairwise disjoint and by (iv) we have Gk

q ⊃ W k
q ⊃ Gk

q , where

W k
q = {x ∈ U : fk

q (x) > fq−1(x)} for k = 1, 2, . . . . In particular, the sets

{W k
q }∞k=1 are pairwise disjoint as well and for any l ∈ N we have

(∗) {x ∈ U : f l
q(x) = fq(x)} = U \

⋃

k 6=l

W k
q .

Moreover, we have

(∗∗) {x ∈ U : fq−1(x) = fq(x)} = U \
⋃

k∈N

W k
q .

It remains to verify the validity of conditions (1)-(9) for n = q. Property (1)
holds due to the fact that

Gn ⊃
⋃

Gk
n ⊃

⋃

{am} ⊃ Gn ⊃ U.

Conditions (2) and (3) are clear. Condition (4) holds by (v), condition (5) by
(iii) and condition (6) by the induction hypothesis and (iii). To prove (7), choose
x ∈ Gn. There is some k ∈ N such that x ∈ Gk

n. Due to (vii) from Lemma 3,
there is an xn ∈ ∂Gk

n ⊂ ∂Gn such that

fn(xn) − fn(x)

|xn − x| =
fk

n(xn) − fk
n(x)

|xn − x| ≤ − 1

4
√

3
.

So we are done because

|xn − x| ≤ diam Gk
n ≤ 1

2n
<

1

n
.

Now turn to (8). Choose x ∈ U \Gn and l ∈ N. If x ∈ U \Gn−1 we are done
due to the induction hypothesis. So we can suppose x ∈ Gn−1 \ Gn. There are

two possibilities, either there is a k0 ∈ N such that x ∈ Gk0
n or x 6∈ Gk

n for each
k ∈ N.

In the first case, using condition (vi) from Lemma 3, we can find y ∈ U,
y 6= x, such that conv{x, y} ⊂ Gn−1 \ Gk0

n and |x − y| < 1
l
, and we have

fk0
n (z) − fk0

n (x)

|z − x| ≤ − 1

4
√

3
for each z ∈ conv{x, y} \ {x}.

Now, by (∗), it is sufficient to find an xn
l ∈ conv{x, y} \ ({x} ∪⋃

k 6=k0
W k

n ). But
this is clearly possible, since the set conv{x, y} \ {x} cannot be covered by the
pairwise disjoint open sets W k

n , k 6= k0, unless there is some k1 6= k0 such that

conv{x, y} \ {x} ⊂ W k1
n . This contradicts the fact that the sets Gk0

n = W k0
n and

Gk1
n = W k1

n are disjoint.

15



In the second case there is some 0 < α < 1
l

and some i ∈ {1, 2, 3} such that
conv{x, x − αvi} ⊂ Gn−1 and for any 0 < β ≤ α we have

fn−1(x − βvi) − fn−1(x)

β
= −2 +

1

n − 1
≤ − 1

4
√

3
.

So, by (∗∗), it is sufficient to find xn
l ∈ conv{x, x−αvi}\ ({x}∪⋃

k∈N
W k

n ). But
just as in the previous case, the set conv{x, y} \ {x} cannot be covered by the
pairwise disjoint open sets W k

n unless there is some k1 such that conv{x, y} \
{x} ⊂ W k1

n . This is a contradiction with the fact that x 6∈ Gk1
n = W k1

n .
To complete the proof, it remains to verify (9). Choose x ∈ U and find

m ∈ N such that |x − am| < 1
2n

. There is k ∈ N such that am ∈ Gk
n. Due to

the fact that diam Gk
n < 1

2n
, we have ∂Gk

n ⊂ B(x, 1
n
) and it suffices to use (viii)

from Lemma 3. ¤

Proposition 5. There is a Lipschitz function f on U such that
(A) for any x ∈ U there is a direction v such that D−

v f(x) ≤ − 1
4
√

3
,

(B) for any x ∈ U we have {2v1, 2v2, 2v3} ⊂ ∂af(x).

Proof. Let {fn}∞n=1 and {Gn}∞n=1 be the sequences from Lemma 4. Put f =

sup fn. Then f is 2-Lipschitz as a supremum of 2-Lipschitz functions (it is finite
by (6)). Let x ∈ U. To prove (A), it is sufficient (by Lemma 1) to show that for
any l ∈ N, l > 1, there is a ξl ∈ B(x, 1

l
) with

f(ξl) − f(x)

|ξl − x| ≤ − 1

4
√

3
.

Condition (7) (for x ∈ Gl) or (8) (for x ∈ U \ Gl) implies that there is a
ξl ∈ U \ Gl (ξl = xl or ξl = xl

l respectively) such that |ξl − x| < 1
l

and

fl(ξl) − fl(x)

|ξl − x| ≤ − 1

4
√

3
.

Properties (3) and (5) give f(ξl) = fl(ξl) and f(x) ≥ fl(x) and so we are
done. Turn to (B). Choose m ∈ N. Condition (9) provides us with ym

1 , ym
2 , ym

3 ∈
B(x, 1

m
) ∩ (U \ Gm) such that vm

i ∈ ∂−fm(ym
i ) for i ∈ {1, 2, 3}. Using (3), we

have f(ym
i ) = fm(ym

i ) for i ∈ {1, 2, 3}. To finish the proof it suffices to use
Lemma 2 and the fact that vm

i → 2vi for m → ∞ and i ∈ {1, 2, 3}. ¤

Theorem 6. There is a Lipschitz function f on U such that ∂af(x) 6=
∂cf(x) for each x ∈ U .

Proof. Let f be the function from Proposition 5. Firstly, observe that (A)
implies that 0 6∈ ∂af(x). On the other hand, (B) implies that 0 ∈ conv(∂af(x)) =

∂cf(x). ¤
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Corollary 7. For n ≥ 2 there is a Lipschitz function Fn on R
n such that

∂af(x) 6= ∂cf(x) for each x ∈ R
n.

Proof. Let f be the function from Theorem 6. Choose some Φ : R
2 → U

C1−diffeomorphism and put F2 = f ◦Φ. Using chain rule for the Dini subdiffer-
ential (see for example [5], 3.20) we obtain that for any x ∈ R

2

∂−F2(x) =
⋃

y∈∂−f(Φ(x))

y · Φ′(x).

So (by continuity of Φ′) the same equality holds for the approximate subdifferen-
tial and we are done for n = 2. If n > 2 it is sufficient to put Fn(x1, x2, . . . , xn) =

F2(x1, x2). ¤

Remark 8. In fact, the Proposition 5. gives that for some constant C > 0

the (Hausdorff) distance of ∂af(x) and ∂cf(x) is greater than C for each x ∈ U.
In the proof of Corollary 7. this property fails because of application of the
diffeomorphism. If we want to obtain such function on the whole space, one
way to do it is to begin the construction with a suitable affine function (for
emample x → 〈x, v1〉) instead of J1

T̃
and then make simillar piramide procedure

on the whole space.
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Abstract

We study a relation between the porosity of sets in Euclidean spaces

and the Darboux property of (relative) Fréchet derivatives.

1 Introduction and main result

A set A in a real Banach space X is said to be porous at a ∈ X if there are

c > 0 and xn ∈ X, xn 6= a, with xn → a such that x /∈ A whenever n ∈ N and

‖x − xn‖ < c‖a − xn‖. Let B ⊂ X be non-empty without isolated points and

f : B → R be given. We say that g : B → X∗ is a (relative) Fréchet derivative

of f on B if

lim
x→a, x∈B

f(x) − f(a) − g(a)(x − a)

‖x − a‖ = 0

for each a ∈ B.

The following two results have appeared in [1].

Lemma 1.1 Let X be a real Banach space, G ⊂ X open, a ∈ ∂G and let X \G
be porous at a. Let M := G ∪ {a} and suppose that g : M → X∗ is a Fréchet

derivative of a function f : M → R on M . Then (a, g(a)) belongs to the closure

of the graph of g|G in X × X∗. In particular, g(a) ∈ g(G).

Theorem 1.2 Let X be a real Banach space and B ⊂ X be non-empty such

that the interior of B is connected and X \ B is porous at every a ∈ B ∩ ∂B.

Let g : B → X∗ be a Fréchet derivative of a function f : B → R on B. Then

the graph of g is a connected subset of X ×X∗. In particular, g(B) is connected

in X∗.

∗The research was supported by grant 201/06/0198 of the Grant Agency of the Czech
Republic

†The research was supported by grant 201/07/0388 of the Grant Agency of the Czech
Republic
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In this paper, we prove converses of these results in the case of Euclidean

spaces. Proposition 4.2 below corresponds with Lemma 1.1, while the following

theorem corresponds with Theorem 1.2.

Theorem 1.3 Let B ⊂ R
d be non-empty without isolated points such that

the interior of B is connected. Then the following assertions are equivalent:

(i) R
d \ B is porous at every a ∈ B ∩ ∂B.

(ii) The graph of g is connected whenever g is a Fréchet derivative of a func-

tion f : B → R on B.

(iii) g(B) is connected whenever g is a Fréchet derivative of a function f :

B → R on B.

Proof. (i) ⇒ (ii) follows from Theorem 1.2 and (ii) ⇒ (iii) is clear. Let (i) do

not hold. There is a ∈ B such that R
d\B is not porous at a. By Proposition 4.2

below, there is f : R
d → R, Fréchet differentiable on B, such that f ′(a) = 0

and |f ′(u)| ≥ 1 for any u ∈ B \ {a}. Then g = f ′|B is a Fréchet derivative

of f |B on B and 0 is an isolated point of g(B). Thus (iii) does not hold, and

the remaining (iii) ⇒ (i) is proved. ¤

2 Preliminaries

Let d ∈ N be fixed throughout the whole paper. We denote by |x| the Euclidean

norm of x ∈ R
d and by B(x, r) the open ball around x with radius r > 0. We

fix ψ a mollification kernel, i.e. a function with properties

1) ψ ∈ C∞(Rd),
2) ψ > 0 on B(0, 1) and ψ = 0 on R

d \ B(0, 1),

3) ψ(x) = ψ(y) if |x| = |y|,
4)

∫

Rd ψ = 1.

Lemma 2.1 Let Ω ⊂ R
d be open and ρ : Ω → (0,∞) be a continuous function.

Let c > 0. Then there is δ ∈ C1(Ω) satisfying 0 < δ < ρ on Ω, Lipschitz

with the constant c on Ω.

Proof. Let {Bk}k∈N be a covering of Ω by open balls such that Bk ⊂ Ω for each

k ∈ N. Put mk = minx∈Bk
ρ(x). Then the desired function is

∞
∑

k=1

mk

2k
Ψk,

where Ψk : Ω → [0, 1) is a continuously differentiable function such that Ψk > 0

on Bk, Ψk = 0 on Ω \ Bk and |Ψ′
k| ≤ c/mk on Ω. ¤

Lemma 2.2 Let Ω ⊂ R
d be open, ϕ ∈ L1

loc(R
d) and let δ ∈ C1(Ω) be positive

on Ω. Then, for the function F : Ω → R defined as

F (x) =

∫

Rd

ϕ(x + δ(x)y)ψ(y) dy,

we have F ∈ C1(Ω).
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Proof. We note first that F can be equivalently expressed as

F (x) =
G(x)

δ(x)d
,

where

G(x) =

∫

Rd

ϕ(t)Ht(x) dt and Ht(x) = ψ
(x − t

δ(x)

)

.

Fix x ∈ Ω and a direction ν ∈ R
d. We will prove that

I. ∂G
∂ν

(x) exists and
∂G

∂ν
(x) =

∫

Rd

ϕ(t)
∂Ht

∂ν
(x) dt,

II. the mapping

s 7→
∫

Rd

ϕ(t)
∂Ht

∂ν
(s) dt

is continuous at x.

Choose ε > 0 such that B(x, ε) ⊂ Ω and put

Γ =
⋃

s∈B(x,ε)

B(s, δ(s)).

Note that, for s ∈ B(x, ε) and t ∈ R
d \ Γ, we have ∂Ht

∂ν
(s) = 0. Moreover,

the function (s, t) 7→ ∂Ht

∂ν
(s) is continuous on the compact set B(x, ε) × Γ, and

so there is a constant C > 0 with |∂Ht

∂ν
(s)| ≤ C for (s, t) ∈ B(x, ε) × Γ. So

∣

∣

∣
ϕ(t)

∂Ht

∂ν
(s)

∣

∣

∣
≤ CχΓ(t)|ϕ(t)|

for s ∈ B(x, ε) and t ∈ R
d, where χΓ is the characteristic function of the set Γ.

Now, since χΓ|ϕ| ∈ L1(Rd), I and II are consequences of the standard theorems

on integral depending on parameter.

We proved, in particular, that the partial derivatives of G are continuous

on Ω, and so G ∈ C1(Ω). Immediately, F ∈ C1(Ω) as well. ¤

Lemma 2.3 Let L,K > 0. Let ϕ : R
d → R be a function which is Lipschitz

with the constant L, let Ω ⊂ R
d an open set and let δ ∈ C1(Ω) be positive

and Lipschitz with the constant K/L. Suppose that, for each x ∈ Ω, there is

νx ∈ R
d, |νx| = 1, such that ∂ϕ

∂νx

(y) ≥ 2K for almost every y ∈ B(x, δ(x)). Then

the function

F (x) =

∫

Rd

ϕ(x + δ(x)y)ψ(y)dy

belongs to C1(Ω) and |F ′(x)| ≥ K for each x ∈ Ω. Moreover, F is Lipschitz.
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Proof. First, note that F ∈ C1(Ω) due to Lemma 2.2. Now, choose x ∈ Ω and

a sequence {λn} of non-zero real numbers with λn → 0. Since F ∈ C1(Ω), it is

sufficient to write

∂F

∂νx

(x) = lim
n→∞

F (x + λnνx) − F (x)

λn

= lim
n→∞

∫

Rd

ϕ(x + λnνx + δ(x + λnνx)y) − ϕ(x + δ(x)y)

λn

ψ(y) dy

≥ lim inf
n→∞

∫

Rd

ϕ(x + λnνx + δ(x + λnνx)y) − ϕ(x + λnνx + δ(x)y)

λn

ψ(y) dy

+ lim inf
n→∞

∫

Rd

ϕ(x + λnνx + δ(x)y) − ϕ(x + δ(x)y)

λn

ψ(y) dy

≥ lim inf
n→∞

∫

Rd

−L
|δ(x + λnνx) − δ(x)|

λn

|y|ψ(y) dy

+

∫

Rd

lim inf
n→∞

ϕ(x + λnνx + δ(x)y) − ϕ(x + δ(x)y)

λn

ψ(y) dy

≥
∫

Rd

−L
K

L
|y|ψ(y) dy +

∫

B(0,1)\N

∂ϕ

∂νx

(x + δ(x)y)ψ(y) dy

≥
∫

B(0,1)

−K|y|ψ(y) dy +

∫

B(0,1)\N

2Kψ(y) dy

≥
∫

B(0,1)

Kψ(y) dy = K,

where N has measure 0. We could use the Fatou lemma because

ϕ(x + λnνx + δ(x)y) − ϕ(x + δ(x)y)

λn

ψ(y) ≥ −Lψ(y)

for n ∈ N and y ∈ R
d.

To prove that F is Lipschitz, we write

|F (u) − F (v)| ≤
∫

Rd

|ϕ(u + δ(u)y) − ϕ(v + δ(v)y)|ψ(y)dy

≤
∫

Rd

L(|u − v| + |δ(u) − δ(v)||y|)ψ(y)dy

≤
∫

Rd

(L|u − v| + K|u − v||y|)ψ(y)dy

=

∫

B(0,1)

(L|u − v| + K|u − v||y|)ψ(y)dy

≤
∫

B(0,1)

(L + K)|u − v|ψ(y)dy = (L + K)|u − v|.

¤
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Lemma 2.4 Let (P, ̺) be a metric space and functions s, t : P → R be bounded

by Ms,Mt on P . Then the function st is Lipschitz with the constant MsLt +

MtLs in the case that s, t are Lipschitz with the constants Ls, Lt.

Proof. We have

|s(x)t(x) − s(y)t(y)| ≤|s(x)t(x) − s(x)t(y)| + |s(x)t(y) − s(y)t(y)|
=|s(x)||t(x) − t(y)| + |t(y)||s(x) − s(y)|
≤MsLt̺(x, y) + MtLs̺(x, y)

for x, y ∈ P . ¤

3 Functions on special domains

Let ri, si ∈ R, pi ∈ N for i ∈ N satisfying

• r1 > r2 > · · · > 0,

• p1 ≤ p2 ≤ . . . ,

• ri → 0,

• ri+1

ri

→ 1,

• si

ri

→ 0,

• pi → ∞

• | si−si+1

ri−ri+1
| = 1,

• ri

ri−ri+1

1
pi

≤ 2,

be fixed throughout this section. We put

Dp =
{

(x1, . . . , xd) ∈ ∂([−1, 1]d) : 2px1, . . . , 2pxd ∈ Z

}

, p ∈ N,

D =
⋃

i∈N

riDpi
.

In this section, we denote

‖x‖ = ‖x‖∞ = max{|x1|, . . . , |xd|}

for x = (x1, . . . , xd) ∈ R
d.

Lemma 3.1 There is a Lipschitz function F : R
d → R with properties

1. F ′(0) = 0,

2. F ′(x) exists and |F ′(x)| ≥ 1/(4
√

d) whenever x ∈ R
d \ (D ∪ {0}).
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The whole section is dedicated to the proof of this lemma.

Define

h(x) = dist(x, Z), h0(x) = dist(x, {−p1, . . . , 0, . . . , p1}), x ∈ R,

g(x1, . . . , xd) =

d
∑

j=1

h(xj), g0(x1, . . . , xd) =

d
∑

j=1

h0(xj), (x1, . . . , xd) ∈ R
d,

gt(x) = t−1g(tx), gt,0(x) = t−1g0(tx), x ∈ R
d, t > 0.

Put C = 1 + 4d. For x ∈ R
d, define

ϕ(x) =



















0, x = 0,
‖x‖−ri+1

ri−ri+1
(Csi + gpi/ri

(x))

+
ri−‖x‖
ri−ri+1

(Csi+1 + gpi+1/ri+1
(x)), ri+1 ≤ ‖x‖ < ri,

Cs1 + gp1/r1,0(x), r1 ≤ ‖x‖.

Claim 3.2 ϕ(x)/‖x‖ → 0 as x → 0.

Proof. For x ∈ R
d and i ∈ N with ri+1 ≤ ‖x‖ < ri, we obtain

|ϕ(x)| ≤
∣

∣

∣

‖x‖ − ri+1

ri − ri+1

∣

∣

∣

∣

∣

∣
Csi + gpi/ri

(x)
∣

∣

∣

+
∣

∣

∣

ri − ‖x‖
ri − ri+1

∣

∣

∣

∣

∣

∣
Csi+1 + gpi+1/ri+1

(x)
∣

∣

∣

≤ C|si| + |gpi/ri
(x)| + C|si+1| + |gpi+1/ri+1

(x)|

≤ C|si| +
ri

pi

d

2
+ C|si+1| +

ri+1

pi+1

d

2
,

|ϕ(x)|
‖x‖ ≤ |ϕ(x)|

ri+1
≤ C

∣

∣

∣

si

ri

∣

∣

∣

ri

ri+1
+ C

∣

∣

∣

si+1

ri+1

∣

∣

∣
+

1

pi

ri

ri+1

d

2
+

1

pi+1

d

2
.

The properties of the sequences ri, si and pi guarantee that the right side con-

verges to 0 as i tends to ∞. ¤

Claim 3.3 ϕ is Lipschitz.

Proof. Obviously, h is Lipschitz with the constant 1 and g, gt are Lipschitz

with the constant d on R
d (all the Lipschitz constants in the proof are with re-

spect to ‖ · ‖). Fix i ∈ N and put U = {x ∈ R
d : ri+1 ≤ ‖x‖ < ri}. We will

investigate separately the functions

ϕ1(x) =
‖x‖ − ri+1

ri − ri+1
Csi +

ri − ‖x‖
ri − ri+1

Csi+1,

ϕ2(x) =
‖x‖ − ri+1

ri − ri+1
gpi/ri

(x),

ϕ3(x) =
ri − ‖x‖
ri − ri+1

gpi+1/ri+1
(x),
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which satisfy that ϕ1 + ϕ2 + ϕ3 = ϕ on U . For x, y ∈ U , we have

ϕ1(x) − ϕ1(y) = C(‖x‖ − ‖y‖)si − si+1

ri − ri+1
,

and thus |ϕ1(x) − ϕ1(y)| ≤ C‖x − y‖. It follows from Lemma 2.4 that ϕ2, ϕ3

are Lipschitz with the constants

d +
ri

pi

d

2

1

ri − ri+1
, d +

ri+1

pi+1

d

2

1

ri − ri+1

on U . Together, we get that ϕ is Lipschitz with the constant C+4d on U . Even,

ϕ is Lipschitz with this constant on U = {x ∈ R
d : ri+1 ≤ ‖x‖ ≤ ri} because

limx→z,x∈U ϕ(x) = Csi + gpi/ri
(z) = ϕ(z) whenever ‖z‖ = ri.

We have proved that ϕ is Lipschitz with the constant C + 4d on {x ∈ R
d :

ri+1 ≤ ‖x‖ ≤ ri} for every i ∈ N. It is also Lipschitz with this constant

(in fact, Lipschitz with the constant d) on {x ∈ R
d : r1 ≤ ‖x‖}. Considering

the continuity of ϕ at 0 (Claim 3.2), we see that ϕ is Lipschitz with the constant

C + 4d on R
d. ¤

Fix k ∈ {1, . . . , d} and i ∈ N and differentiate ϕ on the set {x ∈ R
d : ri+1 <

‖x‖ < ri, ‖x‖ = xk > |xj | for j 6= k}:

ϕ(x) =
xk − ri+1

ri − ri+1

(

Csi +
ri

pi

g
(pi

ri

x
)

)

+
ri − xk

ri − ri+1

(

Csi+1 +
ri+1

pi+1
g
(pi+1

ri+1
x
)

)

,

∂ϕ

∂xj

(x) =
xk − ri+1

ri − ri+1
h′(pi

ri

xj

)

+
ri − xk

ri − ri+1
h′(pi+1

ri+1
xj

)

, j 6= k,

∂ϕ

∂xk

(x) =
xk − ri+1

ri − ri+1
h′(pi

ri

xk

)

+
ri − xk

ri − ri+1
h′(pi+1

ri+1
xk

)

+C
si − si+1

ri − ri+1
+

1

ri − ri+1

ri

pi

g
(pi

ri

x
)

− 1

ri − ri+1

ri+1

pi+1
g
(pi+1

ri+1
x
)

(if the derivatives of h exist). For almost every x with ri+1 < ‖x‖ < ri and

‖x‖ = xk > |xj | for j 6= k, we obtain

∂ϕ

∂νx

(x) ≥ si − si+1

ri − ri+1

∂ϕ

∂xk

(x) −
∑

j 6=k

∣

∣

∣

∂ϕ

∂xj

(x)
∣

∣

∣

≥ C −
∣

∣

∣

1

ri − ri+1

ri

pi

g
(pi

ri

x
)

∣

∣

∣
−

∣

∣

∣

1

ri − ri+1

ri+1

pi+1
g
(pi+1

ri+1
x
)

∣

∣

∣

−
d

∑

j=1

∣

∣

∣

xk − ri+1

ri − ri+1
h′(pi

ri

xj

)

∣

∣

∣
−

d
∑

j=1

∣

∣

∣

ri − xk

ri − ri+1
h′(pi+1

ri+1
xj

)

∣

∣

∣

≥ C − 4d = 1,

where νx denotes (((si − si+1)/(ri − ri+1))/‖x‖)x.
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Claim 3.4 For every x ∈ R
d \ (D ∪ {0}), there is a direction ν ∈ R

d, ‖ν‖ = 1,
and a neighborhood Ux of x such that ∂ϕ

∂ν
(y) ≥ 1/2 for almost every y ∈ Ux.

Proof. Due to the symmetry, we may suppose that xj ≥ 0, j = 1, . . . , d.

Consider cases:

(1) Let ‖x‖ = ri for some i ∈ N, i ≥ 2. As x /∈ riDpi
, there is j ∈ {1, . . . , d}

such that 2pixj/ri /∈ Z. Denote τ = h′(pixj/ri) ∈ {−1, 1} and choose ε > 0

such that ε ≤ (1/4)min{ri − ri+1, ri−1 − ri}, 2ε < ri − xj and h′(pia/ri) = τ
whenever |xj−a| ≤ ε. Put ν = τej and Ux = {y ∈ R

d : ‖y−x‖ ≤ ε}. For almost

every y = (y1, . . . , yd) ∈ Ux, there is k ∈ {1, . . . , d} such that ‖y‖ = yk > |yj′ |
for j′ 6= k and the derivatives h′(

pi+1

ri+1
yj) and h′(

pi−1

ri−1
yj) exist (in such a case,

k 6= j because yk ≥ ‖x‖ − ε = ri − ε > xj + ε ≥ yj by the choice of ε). So,

for almost every y = (y1, . . . , yd) ∈ Ux with ‖y‖ < ri, we have (for some k)

∂ϕ

∂ν
(y) = τ

∂ϕ

∂xj

(y) = τ
yk − ri+1

ri − ri+1
h′(pi

ri

yj

)

+ τ
ri − yk

ri − ri+1
h′(pi+1

ri+1
yj

)

=
yk − ri+1

ri − ri+1
+ τ

ri − yk

ri − ri+1
h′(pi+1

ri+1
yj

)

≥ yk − ri+1

ri − ri+1
− ri − yk

ri − ri+1

= 1 − 2
‖x‖ − ‖y‖
ri − ri+1

≥ 1 − 2
ε

ri − ri+1
≥ 1/2,

while, for almost every y = (y1, . . . , yd) ∈ Ux with ‖y‖ > ri, we have (for some

k)

∂ϕ

∂ν
(y) = τ

∂ϕ

∂xj

(y) = τ
yk − ri

ri−1 − ri

h′(pi−1

ri−1
yj

)

+ τ
ri−1 − yk

ri−1 − ri

h′(pi

ri

yj

)

= τ
yk − ri

ri−1 − ri

h′(pi−1

ri−1
yj

)

+
ri−1 − yk

ri−1 − ri

≥ ri−1 − yk

ri−1 − ri

− yk − ri

ri−1 − ri

= 1 − 2
‖y‖ − ‖x‖
ri−1 − ri

≥ 1 − 2
ε

ri−1 − ri

≥ 1/2.

(2) Let ‖x‖ = r1. In this case, the procedure is similar to the procedure

of (1) (choosing j, τ, ε, ν and Ux as in (1), we have ∂ϕ
∂ν

(y) ≥ 1/2 for almost every

y = (y1, . . . , yd) ∈ Ux with ‖y‖ < r1 and we can easily check that ∂ϕ
∂ν

(y) = 1

for every y = (y1, . . . , yd) ∈ Ux with ‖y‖ ≥ r1).

(3) Let ri+1 < ‖x‖ < ri for some i ∈ N. We define

V =
{

y ∈ R
d : ri+1 < ‖y‖ < ri, ‖y‖ = yk ≥ max

j 6=k
|yj | for some k

}

.

We supposed that xj ≥ 0, j = 1, . . . , d. Therefore, V is a neighbourhood of x.

We have

∂ϕ

∂νx

(y) =
∂ϕ

∂νy

(y) + ϕ′(y)(νx − νy) ≥ 1 − |ϕ′(y)||νx − νy|
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for almost every y ∈ V , where νx and νy denote (((si − si+1)/(ri − ri+1))/‖x‖)x
and (((si − si+1)/(ri − ri+1))/‖y‖)y, as above. Now, the existence of an appro-

priate Ux follows from the continuity of y 7→ νy and from Claim 3.3.

(4) Let ‖x‖ > r1. We choose a k with xk > r1 and take Ux = {(y1, . . . , yd) ∈
R

d : yk > r1}. If ν denotes ek, then

∂ϕ

∂ν
(y) =

∂gp1/r1,0

∂xk

(y) = h′
0

(p1

r1
yk

)

= 1

for every y ∈ Ux. ¤

Now, for every x ∈ R
d\(D∪{0}), we define ρ(x) as the supremum of numbers

r ≤ |x| for which there is ν ∈ R
d, |ν| ≤ 1, such that ∂ϕ

∂ν
(y) ≥ 1/(2

√
d) for almost

every y ∈ B(x, r). By Claim 3.4, ρ > 0 on R
d \ (D ∪ {0}). Obviously, ρ is

Lipschitz (with the constant 1 with respect to | · |). By Claim 3.3, we can

take L > 0 such that ϕ is Lipschitz with the constant L (with respect to | · |).
By Lemma 2.1, there is δ ∈ C1(Rd \ (D ∪ {0})) satisfying 0 < δ < ρ, Lipschitz

with the constant 1/(4
√

dL). We define F on R
d \ (D ∪ {0}) first by

F (x) =

∫

Rd

ϕ(x + δ(x)y)ψ(y)dy, x ∈ R
d \ (D ∪ {0}).

By Lemma 2.3 (applied on K = 1/(4
√

d)), F is Lipschitz and differentiable

on R
d \ (D ∪ {0}) and property 2. from Lemma 3.1 is satisfied. We extend F

on R
d to be Lipschitz. Property 1. follows now from Claim 3.2 and from

sup
x∈B(0,r)

|F (x)| ≤ sup
x∈B(0,r)\(D∪{0})

sup
t∈B(x,δ(x))

|ϕ(t)| ≤ sup
t∈B(0,2r)

|ϕ(t)|

for r > 0. This completes the proof of Lemma 3.1.

4 General case

Lemma 4.1 Let r > 0 and x, y ∈ R
d be such that |x − y| < r/2. Then there

is a diffeomorphism Ψ : R
d → R

d, Lipschitz with the constant 2, such that

Ψ(u) = u for u ∈ R
d \ B(x, r), Ψ(y) = x and |v ◦ Ψ′(u)| ≥ 2

3 |v| for any u ∈ R
d

and v ∈ (Rd)∗.

Proof. Without loss of generality x = 0, y = (|y|, 0, 0, . . . , 0) and r = 1. Let

φ : [0,∞) → R be a function which is differentiable everywhere in (0,∞) and

right differentiable at 0 such that φ(0) = |y|, φ(ξ) = 0 for ξ ≥ 1, φ′
+(0) = 0 and

|φ′(ξ)| ≤ 1/2 for ξ > 0. Define Φ : R
d → R and Θ : R

d → R
d by

Φ(s) = φ(|s|) and Θ(s) = (s1 + Φ(s), s2, . . . , sd),

where s = (s1, s2, . . . , sd) ∈ R
d. Now, Θ is a diffeomorphism on R

d which is

identity on R
d \B(0, 1) and Θ(0) = y. Put Ψ = Θ−1. For s ∈ R

d and t ∈ (Rd)∗,

we have

|t ◦ Θ′(s)| = |t + t(e1)Φ
′(s)| ≤ 3

2
|t|.
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Moreover, for s, s′ ∈ R
d, we have

|Θ(s) − Θ(s′)| ≥ |s − s′| − |Φ(s) − Φ(s′)| ≥ 1

2
|s − s′|.

So |v ◦Ψ′(u)| ≥ 2
3 |v| for u ∈ R

d, v ∈ (Rd)∗, and Ψ is Lipschitz with the constant

2. ¤

Proposition 4.2 Let a ∈ R
d and E ⊂ R

d\{a} be a set which is not porous at a.
Then there is a Lipschitz function f : R

d → R, Fréchet differentiable on R
d \E,

such that f ′(a) = 0 and |f ′(u)| ≥ 1 for any u ∈ R
d \ (E ∪ {a}).

Proof. Without loss of generality a = 0. Put I = [−1, 1]d. Since E is not

porous at 0, there is, for any k ∈ N, some minimal nk ∈ N such that, for any

r ∈ (0, 2−nk ], rI ⊂ E + B(0, r/102k). Put

k(n) = max
nk≤n

k for n ≥ n1,

rn,l =
1

2n
− 10l

2n+1 · 102k(n)
and pn,l = 102k(n)−1 for l = 0, . . . , 102k(n)−1 − 1.

Rearrange rn,l into the decreasing sequence {ri}∞i=1 and {pi}∞i=1 be the sequence

of the corresponding pn,l’s. Put

s1 = 0 and si+1 = si + (−1)i+1(ri − ri+1) for i ≥ 1.

Note that si = 0 and si+1 = ri − ri+1 if i is odd. One can compute that

ri

ri − ri+1

1

pi

= 2 − 10l

102k(n)
and 1 ≥ ri+1

ri

≥ 1 − 10

102k(n)

for the n ∈ N and l ∈ {0, . . . , 102k(n)−1 − 1} corresponding to i, and so

sup
ri

ri − ri+1

1

pi

≤ 2 and lim
n→∞

ri+1

ri

= 1.

Moreover,

∣

∣

∣

si − si+1

ri − ri+1

∣

∣

∣
= 1 and

si

ri

≤ 10

102k(n)
for all i ∈ N,

and so si/ri → 0 for i → ∞. Let F be a function which Lemma 3.1 gives

for these ri’s and pi’s.

Now, choose x ∈ riDpi
. There are some n and l such that ri = rn,l and

pi = pn,l. So there is some ux ∈ E with |x − ux| < rn,l/102k(n). Put Bx =

B(x, 2rn,l/102k(n)) and, by Lemma 4.1, choose a diffeomorphism Ψx : R
d → R

d,

Lipschitz with the constant 2, which is identity on R
d \Bx and maps ux onto x

such that |v ◦ Ψ′
x(u)| ≥ 2

3 |v| for any u ∈ R
d and v ∈ (Rd)∗. Let x1, x2 be
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distinct elements of D =
⋃

i∈N
riDpi

with the corresponding rn1,l1 , pn1,l1 , rn2,l2

and pn2,l2 . We may suppose that rn1,l1 ≥ rn2,l2 . Then

|x1 − x2| ≥
rn1,l1

2pn1,l1

= 5
rn1,l1

102k(n1)

if rn1,l1 = rn2,l2 and

|x1 − x2| ≥ rn1,l1 − rn2,l2 ≥ 10

2n1+1 · 102k(n1)
≥ 5

rn1,0

102k(n1)
≥ 5

rn1,l1

102k(n1)

if rn1,l1 > rn2,l2 . In both cases,

|x1 − x2| ≥ 5
rn1,l1

102k(n1)
>

2rn1,l1

102k(n1)
+

2rn2,l2

102k(n2)
.

So Bx1
∩ Bx2

= ∅ and we can define a one-to-one mapping Ψ : R
d → R

d,

differentiable on R
d \ {0} and Lipschitz with the constant 2, by

Ψ(u) =

{

Ψx(u) if u ∈ Bx,

u if u ∈ R
d \ ⋃

x∈D Bx.

Put f = (6
√

d)F ◦ Ψ. Since f is a composition of Lipschitz mappings, it is

Lipschitz. We have Ψ−1(D) ⊂ E, and thus f is differentiable everywhere in R
d\

E. For u ∈ R
d \ (E ∪ {0}), we have

|f ′(u)| = (6
√

d)|F ′(Ψ(u)) ◦ Ψ′(u)| ≥ 2

3
(6
√

d)|F ′(Ψ(u))| ≥ 1

by property 2. of the function F . Finally, f ′(0) = 0. It follows from property 1.

and from

f(B(0, r)) = (6
√

d)F (Ψ(B(0, r))) ⊂ (6
√

d)F (B(0, 2r))

for every r > 0. ¤

We are grateful to Professor Luděk Zaj́ıček for valuable remarks and also

for suggesting the characterization of sets where Fréchet derivatives have Dar-

boux property (Theorem 1.3) which easily follows from our Proposition 4.2. We

thank to Professor Miroslav Zelený for the idea of mollification by convolution

with a variable kernel.
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