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Abstract

Title: Quantitative analysis of networked environments to improve perfor-
mance of systems
Author: Václav Petř́ıček
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Abstract :
In this thesis we encounter networks in three contexts i) as the citation net-
works between documents in citation databases CiteSeer and DBLP, ii) as
the structure of e-government websites that is navigated by users and iii) as
the social network of users of a photo-sharing site Flickr and a social net-
working site Yahoo!360. We study the properties of networks present in real
datasets, what are the effects of their structure and how this structure can
be exploited.

We analyze the citation networks between computer science publications
and compare them to those described in Physics community. We also demon-
strate the bias of citation databases collected autonomously and present
mathematical models of this bias. We then analyze the link structure of
three websites extracted by exhaustive crawls. We perform a user study
with 134 participants on these websites in an lab. We discuss the structure
of the link networks and the performance of subjects in locating information
on these websites. We finally exploit the knowledge of users’ social network to
provide higher quality recommendations than current collaborative filtering
techniques and demonstrate the performance benefit on two real datasets.

Keywords: Networks, citation, collaborative filtering, recommenders
system, fusion, algorithm
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Chapter 1

Introduction

With the advent of the Web many traditional applications have found their
way online. The automated transaction handling, global exposure and result-
ing increase in number of users started an enormous data explosion. Not only
there is more data available now than anytime before but also qualitatively
new types of data can and are being collected.

Networks1 are an integral part of much of the data available. The infor-
mation published online is held together by the network structure formed by
hyperlinks connecting individual documents and allowing us, the surfers, to
navigate towards related content. Search engines, research institutions and
non-profit organization all crawl the Web, collecting ever growing snapshots
of the Web. Another type of networks is being extracted from scientific pa-
pers which are referring to each other by a web of citation links. On social
networking sites, users create their profiles, socialize and link to their friends.
This network of social links presents an unprecedented amount of informa-
tion that was hard to get in the past. Researchers needed to perform surveys
and interviews, either online or in person, to collect a small subset of social,
economic and other networks. This data is now readily available to operators
of online sites and applications on a scale previously unimaginable.

Information systems and other systems in general are affected or affect
the structure of various networks. Search engines exploit the link struc-
ture between web pages to provide ranking, this structure links also affects
surfing habits of users and the information they are exposed to, marketing
campaigns rely on social networks to facilitate product adoption, computer
networks collapse as a result of attacks on malicious nodes, the way we choose
our friends reflects our own taste and experience etc. It is necessary to un-

1Here we do not mean computer networks in the narrow sense of interconnected com-
puters, but general networks of interconnected entities, be it documents, machines, or
people.
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CHAPTER 1. INTRODUCTION

derstand networks and the effects of their properties as it may lead to better
interpretation of data gathered in networks, better design of systems relying
on networks and better algorithms exploiting these networks.

Today there are several huge datasets containing data on some of these
networks: the links between millions of web pages; we are able to map the
global topology of the Internet at the level of autonomous systems; large cita-
tion databases of scientific articles in many scientific disciplines are available;
and many social networking sites expose social networks of millions of peo-
ple. The large scale of these datasets makes them well suited for quantitative
analysis.

Network analysis is an application of graph theory [91] and statistics to
the study of real and artificial networks. Network analysis has been devel-
oping relatively independently within disciplines as varied as Physics [154],
Mathematics [65], Social network analysis [222], and Computer science [26].
Each of these disciplines work with networks that have fundamentally differ-
ent semantics, yet some methods are applicable in all of the disciplines.

Networks are not all the same. The differences of networks may be well
illustrated on the three networks we study in this thesis: each of them the
citation network, the website link structure and the social network consist
of interconnected elements. The semantic of a link is very different though.
In citation analysis links are most commonly interpreted as endorsements,
inside websites as a navigation path and social links may express friendship
for example.

The availability of some of the data at this scale raises privacy and security
issues [14]. Knowledge of the Internet topology may be used for targeted
attacks for example. Teenagers and children have scared their parents by the
amount of sensitive information they are willing to publish about themselves
on social networking sites such as MySpace. The knowledge of the global
social network may be abused to discriminate against or target minorities
and other vulnerable groups. The threats perceived have spurred intense
discussions and legislative efforts. Still it is highly likely that network data
including social network data will always be available. At least transaction
mediators will be able and motivated to analyze such data. If the insights of
their analysis are used carefully, customers and users will benefit as well. The
analysis of Web structure data, which is less sensitive and has been available
for longer time, has already brought tremendous progress in information
retrieval, data clustering, bibliometrics and many other areas.

A serious negative aspect of the data and information availability in to-
day’s society is information overload. Users suffer from having to make too
many decisions and to review and absorb overwhelming amount of infor-
mation. This results in sub-optimal user performance and choices, given

8



CHAPTER 1. INTRODUCTION

the amount of information actually available, frustration and low customer
satisfaction. Additional information and bigger choice can actually have a
negative impact in retail. Users facing too many options are afraid to make
a bad choice and do not buy anything.

A successful approach to tackling information overload have been recom-
mender systems which help users providing a list of selected items that they
are likely to enjoy. Well known examples of recommender systems are Ama-
zon’s “Customers who bought this item also bought . . . ” feature2. Other
popular sites using recommender systems are MovieLens3 and NetFlix4 movie
recommenders and Last.fm5 and Pandora6 music radios. The term recom-
mender systems has been coined by Resnick and Varian in the special issue
of Communications of the ACM on recommender systems [186]. The most
prevalent recommender systems are implemented using collaborative filter-
ing. Collaborative filtering uses the preferences of many users to filter items
that the user may like. It can for example collect purchase history of users,
their surfing habits, measure the time they spend reading articles, or solicit
explicit preferences by asking users to rate items on a continuous or discrete
scale. The basic idea behind recommender collaborative filtering systems is
that users who agreed in the past are likely to agree in the future. There are
other ways to implement recommender systems, such as rule based recom-
menders relying on human experts for the rule set construction, or knowledge
based recommenders using ontologies for example. Collaborative filtering,
though, is by far the most successful and popular way to implement rec-
ommender systems. Recommender systems may help users discover books,
movies, and other items they never heard of and which were written by au-
thors they never thought existed. When recommender systems work well,
both the providers and the users benefit.

Even though many different networks have been studied in different con-
texts (we present a review of this literature in Section 4.1), there are still
areas unexplored where network analysis can bring interesting insights. De-
spite the amount of work on recommender systems and several applications
of network analysis to recommenders there is an unexploited opportunity to
combine these two to improve provide better recommendations.

Study of network structures can be informative to improve performance
of systems - be it websites, scientific citation databases, or recommender
systems. These improvements in performance can lead to i) more accurate

2http://amazon.com
3http://movielens.umn.edu
4http://netflix.com
5http://www.last.fm/
6http://pandora.com
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CHAPTER 1. INTRODUCTION

assessment of publication records in bibliometrics; ii) better website design
and user experience evaluation and iii) higher user loyalty and improved
monetization of services employing our recommender system.

The goal of this thesis is to analyze networked environments and their
properties and look for network properties that influence the performance
of systems. We would like to find properties that can be possibly exploited
to improve the performance of existing systems. We will study three differ-
ent types of network environments i) citations between scientific documents,
ii) pages connected by hyperlinks within a website and iii) social network
of friends and acquaintances. Compare, evaluate and attempt to improve
performance through understanding of the related networks.

In this thesis we present three studies which contribute to the vast body
of work on citation analysis, hyperlink analysis, social network analysis and
recommender systems,

• We compare the citation distribution in two large computer science
citation databases. We contrast the distributions with previous results
published for Physics community in [134]. For the first time we also
compare the acquisition methods and study the bias introduced by
the self-selected nature of user submissions and crawling bias towards
papers with higher number of authors.

• We study the behavior of 134 users during a controlled navigational
study in an experimental computer lab where they were instructed to
perform tasks on three comparable websites. We report the structural
properties of these websites and discuss the effects of these properties
on the navigability of the websites. Our website structure analysis is
novel in that it focuses on previously neglected class of websites - the e-
government websites (foreign offices in particular). Due to the financial
and technical requirements there have been so far very few user based
studies where users could be observed in a controlled environment.

• We use the knowledge of users’ social network to implement two types of
network-informed recommender systems: i) a pure social recommender
and ii) combined social-collaborative filtering recommender. We per-
form quantitative evaluation of these new algorithms on real world
datasets from Yahoo!360 social networking site and Flickr photo sharing
site. We show how the knowledge of the social network data improves
recommendations – especially to users with little preference informa-
tion available. Our use of social network for item recommendations
and especially the combination of social network information with tra-
ditional collaborative filtering recommenders is following a previously

10



CHAPTER 1. INTRODUCTION

unexplored direction. This research has been made possible thanks to
the recent availability of large datasets of network and preference data.
Unlike previous hybrid recommender systems this approach does not
use item content or user demographic data. Instead a qualitatively new
type of data associated with users is exploited – real social network.

To our best knowledge these are the main contributions of this thesis which
haven’t been presented before.

The thesis is organized as follows. We first provide a description of for-
malisms, concepts and notation for network analysis in Chapter 2 and for
recommender systems in Chapter 3. We then review related previous work
in Chapter 4. The literature review is organized by area into three parts
– 1) network analysis and 2) recommender systems and 3) applications of
network analysis in recommender systems. Chapters 5, 6 and 7 present
our main contributions, in the different but related areas of citation analysis,
website analysis and recommender systems. In Chapter 5 we perform analy-
sis and comparison of two computer science citation databases and confront
the observations with results published for physics. We also analyze the bias
introduced by self-selection and crawling as acquisition methods. Next we
perform an evaluation of e-government websites in Chapter 6. We perform a
user based study of the navigability of three e-government websites together
with the analysis of their link structure. Finally in Chapter 7 we describe a set
of network informed recommender systems for item recommendation which
exploit the implicit user similarity signaled in users’ social ties. We present a
quantitative evaluation of the performance of these algorithms on Flickr and
Yahoo!360 datasets. Chapter 8 provides a summary of our contributions and
we discuss possible directions of our future work. Some additional detailed
information has been included in Appendices.

11



Chapter 2

Network analysis background

In this chapter we provide background on network analysis as related to our
work. This is not aiming to be an exhaustive list of all the concepts ever
introduced in network analysis – rather a summary of definitions relevant to
this thesis is presented here.

We study various networks including websites’ structure, citation net-
works, and social networks. Adopting the terminology of Graph Theory [91],
we refer to web pages, papers, users as vertices and to hyperlinks, cita-
tions, social ties and other relations between vertices as edges. Vertices are
connected by edges to form a graph (network). As we are dealing with of-
ten asymmetric relations (citations for example) we consider only directed
graphs with directed edges.

We first introduce notation, then define several vertex, edge and network
properties and finally we describe a few network algorithms that will be useful
later.

2.1 General notation

We use several norms. The cardinality, number of elements, of a set V is
denoted as |V|. For vectors and matrices the L1 norm corresponds to the
sum of its elements: ‖E‖1 =

∑
ei,j∈E ei,j.

2.2 Network graph

Network graphs can represent many relationships: a paper v citing paper u,
a page pointing to another one, or a user v listing user u as his friend. We
treat a network as directed graph denoted G or G(V , E) where V is the set

12



CHAPTER 2. NETWORK ANALYSIS BACKGROUND

of vertices and E set of edges. E is represented by a square binary matrix
where an entry of this matrix, ev,u, is one if and only if there is a directed
edge from vertex v to vertex u and it is zero otherwise. Note that, due to
the directed nature of the graph (if there is a link from one page to an other
it does not necessarily mean there is a link back), ev,u = 1 does not imply
that eu,v = 1. We assume that the network graph is free of self-ties (edges
originating and ending in the same vertex): ev,v = 0 for all v. Due to the fact
that the connection matrix E is binary, multi-edges are treated as a single
edges. We measure the density of the matrix E by computing:

ω(E) =
‖E‖1
|V|2

(2.1)

The density ω(E) is the fraction of number of non-zero elements in matrix E
(number of observed edges) divided by the total number of matrix elements
(number of all possible edges). If necessary we refer to vertices of network
G as VG and to edges EG to indicate the network in question. We denote by
nV the number of vertices and by nE the number of edges (nV = ‖V‖ and
nE = ‖E‖1).

Path from vertex v to u is a sequence of vertices u0 . . . ul such that u0 = v
and ul = u and ∀i=(0..l−1) : eui,ui+1 = 1. l is the length of the path. We are
considering directed paths only. Strongly connected component is a subgraph
G ′ ⊂ G where there exists a directed path between all pairs of vertices in
G ′. The word strong means this directed path exists from v to u as well as
from u to v. Distance d(u, v) is the length of shortest path between v and u.
d(u, v) =∞ if there is no path from u to v. Degree of a vertex v is denoted
ρ(v) and represents the number of edges incidental with this vertex. In-
degree ρin(v) is the number of edges coming in vertex v. Out-degree ρout(v)
is the number of edges going out of v. Naturally ρ(v) = ρin(v) + ρout(v).
Reachability of vertex v, denoted γ(G, v, τd), is the proportion of the network
vertices u for which d(v, u) < τd. This is, for example, the proportion of the
network accessible from vertex v in τd or less clicks.

2.3 Edge interpretation

Many relations can be modeled as a network and from the variety of situations
comes a variety of interpretations of a link. Reasons for creation of a link
may differ for each two vertices but generally there is a most common cause
or reason that determines appropriate interpretation. This interpretation is
very important as it determines the conclusions we may draw from network
properties. Broadly, interpretations of a link may be
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• endorsement

• communication

• navigation

• similarity

If links are interpreted as endorsements, we may look for the most authori-
tative vertices. If link is a means of communication or navigation we could
discover bottlenecks in the network, single points of failure, etc. Links sig-
naling similarity can reveal clusters of vertices/users with similar taste. In
Section 4.1 we present a literature review of studies that focus on different
link interpretation.

2.4 Attribute data

Graph vertices often have additional properties – scientific papers have names
of authors associated with them, web pages may be annotated by keywords
or tags, users list items they like, etc.

In computer science such properties are represented as attributes. An
attribute of vertices is a function which assigns a value to each vertex. For
example an attribute “year” assigns to each document an integer representing
its publication year. An attribute “favorites” assigns to each user a list of
his her favorite items or attribute “author names” assigns a list of authors
to each paper.

In this thesis we will be studying and working with simple numeric at-
tributes and list attributes. We will treat both types in similar way as nu-
meric attributes may be seen as assigning a list of length one to each vertex.
Attributes will be represented by a a triple A(V , I,F), where V is the same
set of vertices as in the graph above. I is the set of all possible list elements
assigned by the attribute – all items, years, or all author names for example.
F then represents the relationships between vertices V and the elements of
I.

Lets see a few examples. Publication year data for documents may be
represented as A(V , I,F), where V = documents, I = 1900..2007, and F is
a matrix where for each v ∈ V and i ∈ I Fv,i = 1 if and only if document
v has been published in year i. Users’ favorite lists may be represented as
A(V , I,F), where V = users, I = items, and F is a matrix where for each
v ∈ V and i ∈ I Fv,i = 1 if and only if item i is a favorite of user v. The type
of attribute will be obvious from the context and we will make the distinction
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where necessary. Finally, authorship data may be represented as A(V , I,F),
where V = papers, I = authors, and F is a matrix where for each v ∈ V
and i ∈ I Fv,i = 1 if and only if author i has written paper v.
F is a sparse rectangular binary matrix.
We denote the number of possible items and number of user-item co-

occurrences as nI = |I| and nF = |F|1 respectively. We also refer to the set
of items associated with vertex v as Fv : {v : fv,i = 1}. Fv may therefore
represent a set of authors of a paper, set of words on a page or set of user’s
favorite pictures. We measure the density of the attribute matrix F by
computing the fraction of observed co-occurrences (non-zero elements) out
of all possible co-occurrences:

ω(F) =
‖F‖1

|V||I| = nF
nV ·I

(2.2)

where |V| and |I| are the dimensions of matrix F .
This framework can be easily extended to allow for non-binary relations

but binary relations will be sufficient for results presented in this thesis.

2.5 Network properties

Taking one step back and looking at the network as a whole we can identify
various structural properties some of which we introduce here.

Bow-tie structure has been described and measured by Broder et al. [29]
for the Web but similar structure may be found in any directed network.
Example of a bow-tie structure is in Figure 2.1. The individual parts are
LSCC, IN, OUT, TUBEs, TENDRILs and DISCONNECTED components.
LSCC is the largest strongly connected component. There is a directed path
between any two vertices in LSCC. OUT contains all vertices for which there
is a path from the LSCC but which are not part of LSCC. There exists a
directed path from each vertex in LSCC to each vertex in OUT but not the
other way around. IN component contains all vertices such that it is possible
to find a path from anywhere in IN to the LSCC (and therefore to OUT)
but not the contrary. TUBE components connect IN to OUT in a one-way
fashion – it is possible to reach OUT from IN but not vice versa. TENDRILs
are, simply, the remaining dangling bits – the remaining nodes reachable from
IN and nodes from which there is a path to OUT but they do not belong to
any other component. DISCONNECTED components are separated parts of
the network that are not connected to any other component. The parts form
a structure reminiscent of a shape of a bow-tie. The size of the individual
components affects the overall navigability of the network.
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Figure 2.1: Illustration of the graph theoretic concepts. There is a path from
vertex (1) to vertex (10) which uses vertices (2),(4),(5) and (9). There is
no path from vertex (12) to vertex (4). The distance between (4) and (10)
is 3. The degree of vertex (9) is ρ(9) = 5, the in-degree ρin(9) = 3 and
out-degree ρout(9) = 2. The shaded areas divide graph according to “bow-
tie” structure (Section 2.5) according to navigability between the different
parts. The resulting parts resemble a bow-tie. Note there are several strongly
connected components but (5)(6)(7)(8)(9) is the largest.

Reachability of network, Γ(G), τd) is the average reachability of individ-

ual vertices in the network: Γ(G, τd) =
P

v∈VG
γ(G,v,τd)

|V| . Diameter D(G), is
the longest of all shortest paths between any two vertices in the network.
Directed average distance, d̄(G), is average length of shortest paths between
all pairs of vertices in the graph G where unreachable pairs are ignored.

d̄(G) =
P

u,v∈V:d(u,v) 6=∞(d(u,v)P
u,v∈V:d(u,v) 6=∞ 1

Percentage of unreachable pairs percentage of

pairs of vertices, (v, u) where there does not exist a directed path from the
vertex v to the vertex u. Average degree ρ̄ – average number of links (incom-
ing and outgoing) per vertex how dense a graph is but contrary to density
of a network it is independent of size. Degree distribution is a probability
distribution of degrees in the network [65]. Many natural networks exhibit
a power-law distribution which exhibits itself as a straight line on a double
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logarithmic plot.
Homophily is the tendency of vertices to link to other similar vertices.

Homophily of the network with respect to property i may be measured by
the χ(i) coefficient:

χ(i) =
N ·

∑
(u,v)∈E(G):ru,i=1,rv,i=1 1∑

(u,v)∈E(G):ru,i=1 1 ·
∑

u:ru,i=1 1
(2.3)

This coefficient quantifies the tendency of vertices with property i to asso-
ciate with other vertices with feature i. We call an edge i-homophilous if
it connects two vertices both of who have property i. Coefficient χ(i) = 1
means that the social network structure and the distribution of property i
are independent, or that the fraction of i-homophilous edges is the same as
if the vertices were choosing their neighbors independently of i.

2.6 Network algorithms

In graph theory, breadth-first search (BFS) is an uninformed graph search al-
gorithm that begins at the root node and explores all the neighboring nodes.
Then for each of those nearest nodes, it explores their unexplored neigh-
bor nodes, and so on, until termination criterion is met. A FIFO queue is
generally used for nodes to be explored.

Depth-first search (DFS) is again an uninformed search that progresses
by expanding the first neighbor and thus going deeper and deeper until a
termination criterion is met, or until it hits a node that has no unexplored
neighbors. Then the search backtracks, returning to the most recent node it
hadn’t finished exploring. In a non-recursive implementation, a LIFO stack
is used.

Focused search is and informed graph search algorithm which uses a pri-
ority queue. This queue is updated each time a new vertex is being explored.
We use a queue sorted by number of edges that are originating from ver-
tices already explored. Each time the vertex with the highest in-degree is
explored. This results in the algorithm first exploring dense subgraphs before
venturing further in the network. A pseudcode of the algorithm follows.
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Algorithm 1 FS(G,s)
1: Q[s] = 1
2: while v = argmaxv Q[v] do
3: Q[v] =⊥
4: for all u : ev,u == 1 do
5: if Q[u] 6=⊥ then
6: Q[u]++
7: end if
8: end for
9: end while

2.7 Summary

We introduced basic concepts of network analysis which we use further in this
thesis. In the rest of the thesis we investigate several different datasets con-
taining network data. In the next chapter we look at the differences between
citation databases. We then study in Chapter 6 the structure of websites
and navigation of these websites by real users. Finally we demonstrate how
homophily present in social network can be exploited to improve performance
of recommender systems.
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Chapter 3

Recommender systems
background

In this chapter we introduce concepts of recommender systems using the same
framework as we used in the previous chapter. We also describe algorithms
that we will use later in this thesis – particularly in Chapter 7.

Recommender systems try to address the recommendation problem: “Given
the history of user’s favorite items, predict additional, previously unseen,
items the user will enjoy.” One of the most successful approaches to solving
this problem has been collaborative filtering. Collaborative filtering utilizes
the history of many users to find similar users and items that serve as a basis
for the recommendations. We first formalize recommender systems and then
we will describe a non-personalized algorithm POP and two well-known col-
laborative filtering recommenders – the user-user and item-item algorithms.

3.1 Notation

Recommender systems make use of data about users – their preference history
– or simply attributes. As in the previous chapter, the attribute data is in
the form A(V , I,F), where V denotes users, I items and matrix F denotes a
user-item matrix of favorite items. Rows and columns of the matrix represent
users and items respectively. An entry fui of the matrix F is equal to one
if the item i is a favorite item of user u, otherwise, fui is zero. We also
sometimes refer to fui as a rating by user u, of item i. The term rating
comes from collaborative filtering where ratings may have integer or even
real values. Note that in our case the ratings fui are binary. For a given
user, u, we also refer to those items for which fui is one as known items or
known favorites. Row corresponding to user u and column corresponding to
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item i of matrix F are denoted as fu,? and f?,i respectively. We refer to the
user for whom we are generating the recommendations as active user or user
a.

The recommendation problem may be then formalized as: “Given users’
history A(V , I,F) and active user a, determine N items ∈ I \ Fa that are
most likely to be enjoyed by user a.”

3.2 Recommender Algorithms

Recommender algorithms can be seen as consisting of two parts – score cal-
culation and recommendation generation. During the first stage, for active
user a, a score wai is computed for each item reflecting how likely a user a
is to select an item i as her favorite. This score is not necessarily a prob-
ability. Note that we focus on the top-N recommendation problem rather
than the prediction problem. In the latter, accurate prediction of a user’s
preference for a specific item is important. Thus, the score of each item is
often interpreted as a predicted rating or a probability that an item will be
consumed by a specific user. Performance of algorithms is then measured
by the average difference between actual and predicted ratings. However,
where recommender systems are used to support user decisions, e.g. “what
film should I order?”, users do not require a precise rating prediction for all
items, provided relevant items are displayed. Thus, in our work, the scores
are only used to find the top-N items for recommendation. The recommen-
dation generation step is identical for all algorithms. Algorithms differ in the
score calculation only. After scores of all items are calculated for a given user,
items are sorted by score in descending order and items already consumed
by the user are removed. Finally, the top-N items with the highest scores
are selected for recommendation.

3.2.1 Non-personalized baseline (POP)

The POP algorithm recommends items based on their global popularity
(hence POP) across all users. The popularity of an item is measured by the
number of users who have selected it as a favorite. The algorithm presents
a user, a, with the N most popular items, excluding those items which the
user has previously selected. Algorithm 2 presents pseudocode of the score
calculation step for active user a. Line 2 counts the number of non-zero
elements in column corresponding to item i.

The item popularities needed may be easily precomputed and the result-
ing recommendations are very fast. Memory requirements are also very low
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Algorithm 2 POP(a)

1: for all i ∈ I do
2: wai ← ‖f?,i‖1
3: end for
4: return wa

as we do not need to keep the whole matrix in memory. Popularities may be
incrementally updated as users provide new ratings and the ranking of items
is generally quite stable.

3.2.2 User-user algorithm (UU)

The user-user algorithm [96] utilizes the k-most similar users to the active
user to make recommendations. The rationale behind this is that users who
have similar taste based on their past preferences are likely to agree in the
future. Therefore items popular between users similar to active user are likely
to be enjoyed by active user too. The user-user algorithm first calculates the
similarity, based on cosine distance [189], between user a and all other users
v, i.e.

simU(a, v) =

∑
i(fai · fvi)√∑

i(fai)2 ·
∑

i(fvi)2
(3.1)

Then for user, a, the algorithm identifies her k most similar other users,
Kk

a . This set is then used to calculate the weighted popularity of each item,
i, for user, a:

wai =
∑
v∈Kk

a

simU(a, v) · fvi (3.2)

where fvi is either 0 or 1. Finally, the items are sorted in decreasing order of
score, wai, excluding items marked by the user a as favorites, and the top-N
items are recommended to user, a.

The similarity computation utilizes a threshold on the minimum number
of items that two users have in common. If this threshold is not exceeded,
then the similarity between the two users is set to zero. Thus, a user-user
algorithm has two parameters, the number of nearest neighbors, k, and a
minimum overlap threshold, τ . A user-user algorithm with specific parameter
values is denoted UU(60,1), corresponding to k = 60 and τ = 1. Algorithm 3
presents pseudocode of the score calculation step of UU.

There is a disadvantage to UU approach – the similarity between users
cannot be precomputed without sacrificing quality of recommendations. The
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Algorithm 3 UU(a, k, τ)

1: for u ∈ Kk
a do

2: wai ← wai + simU(a, u) · fui

3: end for
4: return w

similarity between two users can change dramatically with one additional rat-
ing, especially when one or both of them provided little ratings before. When
precomputing the similarities, the system would not react to additional rat-
ings entered by the active user and this could discourage users from providing
ratings. The next algorithm has been motivated by this disadvantage of UU
algorithm.

3.2.3 Item-item algorithm (II)

The approach of item-item algorithm is in a way dual to that of user-user
algorithm. Instead of looking for users similar to the active user, II finds k
most similar items to each of the items that active user liked in the past.
Hopefully, items often bought together with the ones acquired already by
active user form a good basis for recommendations to this user.

The item-item algorithm [59] first normalizes each row of the matrix F
such that

∑
u f ′

ui = 1 where f ′
ui = fui/

∑
i fui. The normalization decreases

the influence of highly active users who have rated many items.1 Item simi-
larities are then measured by cosine distance. For each item, j, in the user’s
favorite set, Fu, we compute

simI(i, j) =

∑
u(f

′
ui · f ′

uj)√∑
u(f

′
ui)

2 ·
∑

i(f
′
uj)

2
(3.3)

and identify the set, Kk
j , of k most similar items to j.

The score of an item, i, is then calculated as a sum of similarities between
i and the favorite items, Fu, of user, u:

wui =
∑
j∈Fu

simI(i, j) · δij (3.4)

where

δij =

{
1 if i ∈ Kk

j

0 otherwise.
(3.5)

1Such normalization has no effect on UU.
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is an indicator variable that is one if item, i, is one of the k-most similar
items to j, and zero otherwise. Finally, items are sorted in decreasing order
of score, excluding items in the user u’s favorites, and the top-N items are
recommended.

The item-item algorithm utilizes a threshold, τ , on the number of users
that two items have in common. If this threshold is not exceeded, then the
similarity between the two items is set to zero. Thus, an item-item algorithm
has two parameters, the number of similar items, k, and a minimum overlap,
τ . An item-item algorithm with specific parameter values is denoted II(50,2),
corresponding to k = 50 and τ = 2. Algorithm 4 presents pseudocode of the
score computation step of algorithm II.

Algorithm 4 II(a, k, τ)

1: for j ∈ Fa do
2: for i ∈ Kk

j do
3: wai ← wai + simI(j, i)
4: end for
5: end for
6: return wa

3.3 Summary

We have described three recommender systems. We use these recommender
systems in Chapter 7 to build more advanced recommender systems informed
by network structure. We also use them for comparison in quantitative eval-
uation. In the next two chapters we are going to provide review of related
previous work in the fields of network analysis and recommender systems.
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Chapter 4

Previous work

In this chapter we review previous related work in the areas where there are
contributions of this thesis. We also summarize the main new contributions
of the thesis and the main differences with previous studies.

The contributions of this thesis have two aspects i) analysis of datasets
containing network data and ii) use of the network data to implement a rec-
ommender system. We organize this chapter into three sections i) a review
of previous network analysis work (Section 4.1), ii) review of previous rec-
ommender systems work (Section 4.2) and finally iii) previous applications
of network analysis in the recommender systems research community (4.3).

4.1 Previous network analysis work

Network analysis is the application of graph theory [91] to the analysis of
real world networks or their models. Networks of different kind have been
analyzed in many disciplines be it social or natural sciences. These disci-
plines differ in the type of networks they study, tools they use and objectives
they are trying to achieve. In this thesis we present our analysis of hyper-
link structure of websites, citation networks and then social networks. We
therefore review here the related previous work in social network analysis
(Section 4.1.1), scientometrics (Section 4.1.2), and networks in computer sci-
ence (Section 4.1.3), which are the most relevant to our study.

4.1.1 Social network analysis

Social network analysis studies the patterns of interconnections between ver-
tices and the mutual interaction of the existing edges and vertex attributes.
Barnes [13] is credited with coining the term social network analysis although
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the origins of the discipline date back into 1930’s. Social network analysis
is a technique often used in social sciences such as sociology, anthropology,
psychology, epidemiology and many other disciplines. Its notation is histor-
ically different from the one we use in this thesis and which we described in
the Chapter 2. In social network analysis the vertices are called actors and
they usually represent people, organizations or other agents, network data is
referred to as relational data as it represents the relations between actors and
instead of edges researchers talk about dyads. There is a difference between
a dyad and edge though - there are three types of dyad i) a missing edge ii)
single directed edge and iii) two reciprocal directed edges.

Social network analysis has developed significantly. First studies were
mainly descriptive, computing network statistics such as density, triad cen-
sus, triangle coefficient, degree distribution, and many others [157, 222]. This
approach allows the comparison of different networks or instances of the same
network over time. Frequently observed effects in the networks are reciprocity
(vertices tend to connect to others who link to them), transitivity (if v1 links
to v2 and v2 links to v3 then v1 links to v3 too. An attribute related effect has
been dubbed homophily and has been observed in many real life scenarios. In
principle a network may be homophilous or heterophilous. In homophilous
network vertices with similar attributes tend to link to each other as ex-
pressed in the adage “birds of feather flock together”. Many networks such
as friendship networks [5], advice networks or co-authorship networks exhibit
homophily. An example of a heterophilous network is a network of sexual
contacts with respect to gender. McPherson et al. [146] presented a compre-
hensive review of homophily results. Descriptive social network analysis is
the oldest and most developed area of social network analysis.

Recently social network analysis has been popularized by books such as
[223] and [12]. Social network analysis has been frequently used in organiza-
tions to understand the workings of companies and many consultants have
established themselves.1

Qualitative studies are common in some disciplines – anthropology for
example. These studies generally deal with smaller networks and rely heavily
on the judgment of the research or during interpretation of the character of
individual links and reasons for their creation. Such studies are of limited
relevance for us as we adopt a more objective quantitative approach.

Orthogonal to our research, visualization techniques have been devel-
oped during exploratory analyzes of social networks. Several computer pro-
grams and libraries have been developed and are available online2. Statistical

1http://www.orgnet.org
2http://www.insna.org/INSNA/soft_inf.html
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modeling techniques have been developed to address the problem which de-
scriptive social network analysis has with differentiating between competing
explanations. The statistical models allow estimation of parameters and hy-
pothesis testing. They answer questions such as “do people make friends
with their direct coworkers?” or “are two networks similar?”. Wassermann
et al. [222] and Carrington et al. [40] provide a more detailed description of
the various modeling approaches discussed below.

The simplest models in use have been introduced by Erdos and Renyi [65]
and represent a class of random graphs. In random graphs the probability
of an edge is equal for each possible edge. Random graphs result in Poisson
distribution of vertex degree which is in contrast with empirical observations.
These models are generally used only as a null hypothesis to test for statistical
significance of non-random effects in link formation. More complex Markov
models [70] account for the frequencies of network artifacts such as single
edges, stars and triangles. Holland et al. [102] proposed a model, p1, that
assumes dyad independence and accounts for reciprocity, in-degree and out-
degree of vertices and density of network. Model p2 [218] added the effect of
vertex attributes. Under this model the edges are individually independent
given the values of attributes of vertices they connect. A generalization of
Markov, p1, p2 and other related models has been recently proposed by
Snijders et al. [204]. Their generalization included the frequencies of other
artifacts such as k-triangles, k-paths, and k-out stars in the model.

The models mentioned so far modeled the effect of vertex attributes on
edge creation. This effect is called (social) selection [40]. The reverse mech-
anism, in which the network structure and the particular nodes to who a
vertex is connected affect the attributes of the node, is called influence or
contagion [216] depending on context. While social selection reflects how
people select their friends, influence and contagion reflect, for example, how
a person’s taste in music is influenced by their friends or how a disease or
innovation spreads in the population [188], or how peer pressure of friends
who smoke increases a chance that a teenager will start smoking [217]. Con-
tagion modeling has caught the interest of marketers, who traditionally use
well established global models that ignore the structure of networks and pre-
dict that adoption of new products roughly follows a logistic curve [187]. The
relationship of network structure and vertex attributes may be also tested by
autocorrelation [62]. In autocorrelation test the attribute data is used to com-
pute a similarity matrix, which is then correlated with the network incidence
matrix using quadratic assignment procedure (QAP) [107]. Unfortunately
the exact QAP is NP-complete and therefore Monte-Carlo simulation has to
be used for larger networks.

Social network studies are related to our work on exploiting social net-
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work for item recommendations. We take advantage of the homophily sig-
naled by the social connections. Unfortunately, the techniques used in social
network analysis are focused on hypothesis testing and ignore the compu-
tational complexity of the procedures. This makes them ill-suited for large
scale item recommendations in their current form.

4.1.2 Scientometrics

Scientometrics 3 a part of of bibliometrics – the study of published texts and
their relationships. Citation analysis studies the citation links between these
texts. In scientometrics, citation is generally interpreted as endorsement
and used for ranking, or interpreted as a sign of similarity and used to find
related documents Citation analysis has been pioneered in bibliometrics in
the context of scholarly articles.

Broadly, prior citation analysis has examined a wide variety of factors
including (i) the distribution of citation rates [184, 134, 36, 126], (ii) the
variation in the distribution of citation rates across research fields and geo-
graphical regions [134, 117], (iii) the geographic distribution of highly cited
scientists [16, 17] (iv) various indicators of the scientific performance of coun-
tries [143] (v) citation biases and mis-citations [122, 123, 202] (vi) collabora-
tion networks [153] (vii) distribution of references in papers [220], and (viii)
visualization and navigation [121, 54].

There are now many public citation databases available. The database
of BibTeX bibliographies [55], Networked Computer Science Technical Ref-
erence Library [158], CiteSeer [132] - an autonomous indexing engine and
DBLP, a citation database originally covering Database research and Linear
Programming but today much more. [56] Originally independent libraries
Compuscience [50] and CoRR [52] became part of Arxiv [10] – a database
popular especially with physicists. Another library specializing exclusively
in High Energy Physics is [206]. There also exist proprietary databases most
notably the Scientific citation index [196] or [197].

In addition to collection problem there is also the issue of efficiently pre-
senting the content and visualizing information derived from the accumulated
papers. Klink et al. [121] described a DBLP interface for browsing publica-
tions by authors, coauthors, dates, and other metadata. Harnad and Carr [92]
argued for open citation linking (OpCit project) to integrate, navigate and
analyze e-print archives. Elmqvist [64] implemented CiteWiz a visualization
tool for scientific citation networks.

3http://www.garfield.library.upenn.edu/histcomp/sciento_all_citing/
index-aus-4.html
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It has been recognized that the number of publications is not a good
measure of scientific output. Instead, number of citations has been used as
a more objective measure. Still this number may be inflated by self cita-
tions - when one of the co-authors is a co-author of the cited work. Banning
self-citations is not constructive as these serve their purpose by pointing to
related previous work. Instead self-citations are generally filtered out when
citation indices are compiled. Yet number of citations is not comparable
across disciplines and many break-through papers have been ignored at their
time and became famous much later. Also some citations are negative –
where another researcher publishes a criticism or a correction. Despite these
disadvantages citation is the most commonly used piece of evidence in quality
evaluation. A number of measures for authors and venues has been proposed.
A description of the process by which highly cited authors are identified in
Science Citation Index which involves manual name disambiguation is de-
scribed in [51]. Garfield proposed the widely used, yet controversial, Impact
factor [72] of venues, and Seglen was among his first critics [198] campaign-
ing against its use. Other ranking schemes inspired by work in computer
science are being used recently – Pagerank [28, 165] and hubs and authori-
ties [54] have been deployed in citation databases to rank results of queries.
Sidiropoulos and Manolopoulos [201] demonstrated and automated system
for journal and conference ranking by impact using DBLP data.

Many ranking tables have been produced using various methodologies.
Assessment of research quality on UK universities is used to distribute fund-
ing [98]. University ratings [82] help prospective students make a choice
based partially on the scientific output of university staff. Oswald argued
that the quality of university science teaching in the UK is being held back
by a lack of world-class scientists working in UK institutions [164]. University
of Illinois is one place that hosts a compilation of various rankings [159].

Newman investigated the structure of scientific collaboration networks.
He considered two scientists to be connected if they have authored a pa-
per together, and construct explicit networks of such connections using data
drawn from a number of databases, including MEDLINE (biomedical re-
search), the Los Alamos e-Print Archive (physics), and NCSTRL (computer
science). We show that these collaboration networks form small worlds in
which randomly chosen pairs of scientists are typically separated by only
a short path of intermediate acquaintances. He further reported the mean
and distribution of numbers of collaborators of authors, demonstrated the
presence of clustering in the networks, and highlighted a number of apparent
differences in the patterns of collaboration between the fields studied. [153]

The citation links can also be used to determine similarity of two docu-
ments. Kessler proposed bibliographic coupling [114] as a measure of similar-
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ity. Kessler’s bibliographic coupling was a binary relation containing all pairs
of papers where both papers cite, at least one, same paper. More recently,
bibliographic coupling is used in the sense of similarity which is normalized
and computed as the fraction of the overlap of their bibliographies to the
total size of the bibliographies. Cocitation defines a dual similarity to biblio-
graphic coupling. Cocitation similarity, of two papers u and v, is greater the
more papers cite both u and v [227]. Two documents are said to be co-cited
if they appear simultaneously in the reference list of a third document. Lu et
al. performed an extensive review of various link based similarity measures
and compared them to similarity judged by human experts. The experiments
were performed using CiteSeer citation graph. [139]

Lawrence [131] argued that papers available online are more cited than
papers published on paper only. McGovern [145] studied high energy physics
archive (HEP) and observed that authors prefer certain journals and topics.

The effect of geographical location on collaboration and scientific perfor-
mance has been studied repeatedly. Batty [17, 16] manually identified the top
250 highly cited authors in ISI citation index. His study focused on medicine
where he found high geographical clustering of authors and dominance of
USA. Matthiessen and Schwarz [142] studied the geographical distribution
of scientific centers in Europe. May [143] analyzed in his Science paper the
Science citation index and compared the correlation of scientific performance,
GDP and other normalized relative metrics. Kim [117] analyzed the Korean
national specific citation patterns. They observed that the price of journal
subscription affects its citation rates.

The effect of foreign language and foreign names on the reliability of man-
ually or automatically compiled citation indices has been noted. Price [181]
argued that papers by non-english speaking scientists are undercited. Ko-
tiaho’s [123] experiments demonstrated that English speakers tend to make
more mistakes when recalling non-english names which can increase mis-
citations [122]. Simkin and Roychowdhury [202] observed that the frequency
of mis-citations follows a power-law. They then proposed a model of acciden-
tal mis-citations and their spread through copying the bibliographic entries.
They concluded that mis-citations are propagated by researchers who do not
read the original paper.

Citation distributions

McGovern [145] also reported most cited authors in HEP and that 80% cita-
tions received by 26% authors. With regard to the distribution of citations,
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Laherrere et al [126] argued that a stretched exponential4 is suitable for mod-
eling citation distributions as it is based on multiplicative processes and does
not imply an unlimited number of authors. Redner [184] then analyzed the
ISI and Physical Review databases and showed that the number of citations
follows roughly two power-laws - one for highly cited papers and a different
one for low cited papers. Lehmann [134] attempted to fit both a power law
and stretched exponential to the citation distribution of 281,717 papers in the
SPIRES [206] database and showed it is impossible to discriminate between
the two models with the data. Tsallis and Albuquerque [36] fit a nonexten-
sive curve to the citation distribution in ISI and PRE datasets. They argue
that contrary to Redner’s conclusions the phenomenon behind the citation
distributions may be the same for both low as well as highly cited papers.
There is no consensus yet on the exact form of prevailing mechanism behind
citation distribution. Due to the noise in data and biases introduced during
data collection, discrimination between models is hard. Given this uncer-
tainty we adopt Redner’s model for our comparisons as it is slightly easier
to fit.

A complementary statistic to citation distribution (in-degree) is the dis-
tribution of number of documents cited in one paper (out-degree). This has
been studied by Vasquez [220] who reported statistics for journals in the pe-
riod 1991-1999. The out-degree distribution is characterized by a maximum
at intermediate out-degrees. There are strong fluctuations from journal to
journal. There two classes of journals. These two classes are associated with
the existence or not of a restriction in the maximum number of pages per
paper. The shape of the out-degree distribution did not change appreciably
from period to period, but the average out-degree was observed to increase
logarithmically with the number of published papers. Vasquez modeled the
distribution using a recursive search model.

Much of the research on citation distributions has come from the Physics
community. Surprisingly little work has been done on computer science
papers. The ISI dataset contains computer science papers but these were
usually studied together with other disciplines despite the fact that their
dynamics may differ. The only work we are aware of [153] is based on a
small dataset (13000 papers) and was concerned with the distribution of the
number of collaborators.

4Stretched exponential distribution has the form exp(−(x/w)c) where w and c are the
distribution parameters
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4.1.3 Networks in computer science

Computer networks were relatively orderly and simple. This changed with
the advent of the Internet and then the World Wide Web (Web). Internet it-
self is not controlled and does not have externally enforced topology. Similar
anarchy rules on the Web. Still both of these networks exhibit regularities
that surprised many. Researchers have explored several aspects of the net-
works which differ in the interpretation of the link between two vertices i)
there is no direct interpretation and researchers study structure and its sta-
tistical properties ii) link is interpreted as an endorsement ii) link is used as
a signal of similarity or relatedness iv) link is a means of communication or
navigation. We review each of these areas below.

Structure of networks

Even though the Internet or Web do not have any particular structure cen-
trally enforced and are created in a fully distributed manner, some sort of
order spontaneously emerges. Scientists have been studying the structure of
these fascinating networks from different perspectives. These structural stud-
ies may be characterized as descriptive, modeling, and visualization studies.

Broder et al. describe the bow-tie like structure of the web observed in
the Altavista crawl. They present the sizes of individual components and
other network properties such as diameter, in and out degree distributions,
reachability (different from us). [29] Authors study AOL log files and two
crawls from infuses and Internet Archive. They observe power-laws in number
of inlinks, outlook’s, size, and number of visitors. [6] They showed a power
law in the distribution of number of pages in websites. They used Alexa and
Infoseek crawls. [105]

Mathematical and generative models have been employed to predict the
properties of the growing networks and to understand the mechanisms behind
their growth.

The structure of the Web and Internet has been originally modeled as
a random graph [65]. This model failed to explained the power-laws ob-
served in degree distribution for example. Albert and Barabasi proposed
their preferential attachment model (BA) [8] based on observations from a
large scale crawl. Their model resulted in a power-law degree distribution.
Through simulations they showed that the diameter of networks generated
using this model grows with the logarithm of number of nodes. They ex-
trapolated using parameters learned on their crawl, that the diameter of
the whole Web is just 19. Suggesting the Web is more connected than as-
sumed at the time. Further improvements have been proposed resulting in
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more accurate models for other types of networks. Shi and Mondragon![230]
proposed Positive-Feedback Preference (PFP), a non-linear preferential at-
tachment model, which is so far the most accurate model for the AS-level
topology of the Internet.

Visualization of the large and complex networks is a complicated task.
There are many ways of projecting the network graph on paper which re-
sult in very different representations and stress different properties of the
network. The vast number of vertices and edges poses computational and
representational challenges. Cooperative Association for Internet Data Anal-
ysis (CAIDA5) provides interesting visualizations and tools for making these
visualizations. A social network analysis tool, Pajek [15], also provides sev-
eral visualization algorithms.

Link as endorsement

The interpretation of links as endorsement has been very successful. This
notion has been originally used in citation analysis and later adopted in
computer science.

Virtually all link based ranking algorithms in information retrieval are
based on this interpretation. The Altavista search engine already provided
results sorted by number of inlinks. Kleinberg [120] later described his al-
gorithm for identifying authoritative pages (authorities) and good starting
points for surfing (hubs). A good hub is a page that points to many good
authorities and an authority is a page that is pointed to from many good
hubs. Each page has two scores associated – hub score and authority score.
These scores, initially uniformly assigned are iteratively updated until they
converge sufficiently. The pages with highest authority and hubness scores
are authorities and hubs respectively. PageRank [28, 165] is based on a sim-
ilar idea, but does not divide pages into two groups. Instead a good page is
the one that is pointed to by other good pages. The intuitive model behind
this algorithm is a random surfer model which assumes that the surfer fol-
lows a random link from the page he is currently viewing or jumps to another
random page. Ingversen defined web impact factor (Web-IF) similar to jour-
nal impact factors from the ISI citation index. However this computation
relies on noisy data provided by search engines and has to be interpreted
carefully. [108]

Thellwall [210] argued that a single page is not the element that should
be studied, instead a web document that consists of related pages. Bharat
et al. [18] studied the macro structure of the Web based on links between

5http://www.caida.org/

32

http://www.caida.org/


CHAPTER 4. PREVIOUS WORK

hosts and domains as opposed to individual pages and described a related
host finding algorithm operating on this host graph.

The use of hyperlink structure for ranking search engine results motivated
efforts known as link spam. Link spam is a way of artificially increasing
ones pagerank by creating artificial hyperlink structures. In response to
this prevalent problem, search engines currently employ variations of the
TrustRank algorithm [86]. TrustRank uses a seed set of trusted pages which
are reviewed by human expert. Other pages are then assigned TrustRank
score which is diminishing with growing distance from the seed set.

Interpreting link as an endorsement brought many interesting results in
the analysis of the Web. In this thesis we use this interpretation in the
citation analysis in Chapter 5. In our analysis of websites we use the inter-
pretation of a link as a means of navigation/communication which is more
appropriate in that case – the links are internal links inside a website and
serve mainly for navigation.

Link as similarity

In some situations an edge between two vertices has been created because
these two vertices are similar – they may represent two friends who like
the same sport or two pages on the same topic. This property is often
algorithmically exploited.

Links have been used for clustering in networked environments. Chakrabarti
et al. [43, 44] presented their automatic resource compiler (ARC) as a fully
automatic system for generating lists of topically related resources. The out-
put was similar to portals like Yahoo! Authors asked real users to judge
the accuracy and coverage of the lists compiled by ARC and lists from Ya-
hoo! and Infoseek. ARC did well in comparison and in some cases was even
better than the manual lists. Gibson et al. [76] developed a notion of hyper-
linked communities on the Web through an analysis of the link topology. By
invoking a simple, mathematically clean method for defining and exposing
the structure of these communities, they observed: The communities can be
viewed as containing a core of central, authoritative pages linked together by
hub pages; and they exhibit a natural type of hierarchical topic generalization
that can be inferred directly from the pattern of linkage. Our investigation
shows that although the process by which users of the Web create pages
and links is very difficult to understand at a local level, it results in a much
greater degree of orderly high-level structures. Kumar et al. [125] introduced
an incremental technique for identifying complete bipartite subgraphs. Such
graphs often correspond to communities or their cores. They discovered many
unexpected yet sensible communities. Flake et al. [68] described a clustering
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algorithm based on flows in networks [69]. Community in their definition
is a group of nodes that have more links within the community than out-
side. They demonstrate the algorithm on web pages clustering application.
This algorithm identifies minimum cuts in an augmented graph of the link
structure which separates well connected components. He et al. [95] exper-
imented with normalized-cut clustering for search engine results. Andersen
and Lang [9] presented another algorithm for finding communities from seed
sets using just local neighborhood and provided theoretical guarantees on
the quality of the communities. Spectral methods [155] have also been used
for clustering web pages.

Even the largest search engines do not manage to cover the whole in-
dexable Web. Techniques allowing quick location and crawling of topically
related information are crucial for both the global and niche search engines.
Chakrabarti et al. [42] presented a focused crawler which crawls intercon-
nected communities of similar content. Diligenti et al. [60] described a fo-
cused crawler that builds a model of content distribution to avoid pursuing
short term goals at the expense of more promising but less obvious direc-
tions. URL ordering strategies have been studied by Cho et al. [47] who
demonstrated the performance gain.

We use an interpretation of a link as similarity when we use social network
to provide item recommendations in Chapter 7. Although links are routinely
used as a signal of similarity, they haven’t been fully exploited for item
recommendation yet.

Link as communication/navigation

For the Web, Adamic et al. [106] propose a model of user surfing behavior.
In this model a user keeps surfing to next page as long as the value of the
current page exceeds a certain threshold. The model yields a probability
distribution of the number of pages visited within a website. Adamic et al.
verified the model by comparing it to empirical data. Their model offers an
explanation of the power-law distribution in page hits observed. Caldas [37]
argued that online academic network links correspond to offline collaboration
networks.

Park et al. [168] simulated the effect of random faults and malicious at-
tacks on the Internet topology. They observed that the Internet is highly
resilient to random faults but it is rather susceptible to targeted attacks on
the highly connected nodes. The average diameter of the Internet has been
stable or even decreasing as the number of nodes has been increasing. The
Internet has been becoming more robust to random failures over time, but
has also become more vulnerable to attacks. For peer to peer networks [163]

34



CHAPTER 4. PREVIOUS WORK

their structure greatly affected their success or failure. Peer to peer net-
works have to balance efficient search and delivery of content, attack and
censorship resilience, bandwidth management and other issues which are all
directly related to the network topology. Links with limited capacity have
been modeled using flows [69].

4.1.4 Conclusion

Studies of computer science networks have benefited greatly from the meth-
ods developed for social network analysis (see for example [157]). Many
techniques inspired by social network analysis or developed independently
are in use in computer science. There is a big overlap although the different
vocabulary in the two areas hampers the exchange of ideas. Park [167] is
one of the early attempts to bring these together – it presented a review of
previous work on hyperlink analysis in computer science for social scientists.

4.2 Previous recommender systems work

Resnick and Varian coined the term recommender system in [186]. Recom-
mender systems have been widely used to overcome information overload and
to provide better user experience by personalizing recommendations to each
user. Institutions as varied as online shops [138], universities [75] and dating
sites [30] use recommenders. Popular examples of such systems are Ama-
zon6 [138], Yahoo! Movies7, Movielens 8, Netflix9, Tapestry [79], Jester [80],
Ringo [215] and Yahoo! Music10 that recommend books, movies, news ar-
ticles, jokes and music. Montaner et al. [150] provided a taxonomy of rec-
ommender systems on the Internet, and Schafer et al. [195, 194] contain an
overview of e-commerce recommendation applications.

Datasets

Crucial for the development of recommender systems is the availability of
large datasets. There are several of them freely available. Jester [1] has a
dataset of 100 jokes with ratings by 73,421 users. Movielens [2] is the de facto
standard for collaborative filtering benchmarks. It contains 1,000,209 anony-
mous ratings of approximately 3,900 movies made by 6,040 Movielens users

6http://amazon.com
7http://movies.yahoo.com
8http://movielens.umn.edu
9http://www.netflix.com

10http://music.yahoo.com
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who joined Movielens in 2000. Microsoft anonymous web data dataset [151]
records which areas of Microsoft website each user visited during a one-week
timeframe in February 1998. An online dating agency dataset is available [30]
and contains a dump of explicit ratings of users’ profiles from 2006. Many
datasets are proprietary and carefully guarded as they present competitive
advantage of respective owners and contain sensitive information about users.

Collaborative filtering algorithms

One of most successful approaches for building recommender systems is col-
laborative filtering. A pure collaborative filtering algorithm has been built
by a simple memory-based approach [27] or more sophisticated model-based
methods including k-nearest neighbors methods [190, 59], dimensionality re-
duction [191, 192, 185, 57, 101, 100], probabilistic methods [27, 172, 221],
data mining [7, 58] and other machine learning methods [141].

The oldest collaborative filtering algorithm is the User-user algorithm [96].
This algorithm makes the assumption that users who agreed on their taste
in the past will probably like similar items in the future. It finds the k most
similar users to the target user and makes recommendations based on what
these similar user liked. Currently the most often used algorithm is the item-
item algorithm [190] which is in a way dual to the User-user algorithm. It
looks at the items target user liked in the past and recommends items sim-
ilar to these items. The similarity between two items is computed based on
the number of times they have been bought by the same user. Deshpande
and Karypis [59] compared several item-item algorithms with cosine simi-
larity and probability based similarity, and experimented with two optional
steps: similarity normalization and row normalization. They also evaluated
higher order models that build similarities between larger itemsets than just
single items and showed that this leads to higher quality recommendations.
Another fast yet reasonably accurate algorithm called Slope [135] has been
proposed by Lemire and Maclachlan. Recently Wang et al. [221] proposed
a unified probabilistic fusion algorithm in which they merged user-user and
item-item algorithms.

Dimensionality reduction methods attempt to approximate the presum-
ably noisy data matrix by a smaller matrix. The benefits of this approach
are smaller memory footprint, faster computation and a possibly better gen-
eralization. There are several factorization methods available for this task.
Sarwar et al. [191] used the Singular Value Decomposition (SVD) to cap-
ture latent relationships between customers and products. They used the
SVD to produce a low-dimensional representation of the original customer-
product space and then computed neighborhood in the reduced space. The
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SVD algorithm performed poorly on extremely sparse datasets but in some
cases outperformed traditional algorithms on Movielens dataset. The decom-
position may be computed offline and in that way speed-up the algorithm’s
online performance. Still it has to be updated periodically. Sarwar et al. pro-
posed an improved incremental version of the algorithm in [192]. Goldberg et
al. [80] implemented a fast collaborative filtering method for performing rec-
ommendations based on Principal Component Analysis (PCA). In the offline
phase they reduced dimensionality and then used the matrix eigenvectors
in the online phase to produce recommendations. The computation is in-
dependent of number of users and very fast. They implemented a constant
time joke recommender system using this algorithm. In [185] Rennie and
Srebro presented a fast algorithm for maximum margin matrix factorization
(MMMF). The idea of margin maximization is the same as the one behind
Support Vector Machines [219]. They show that MMMF is better than any
of the eight algorithms surveyed by Marlin [141]. The good performance
of MMMF is attributed to the fact that ratings are not missing at random
which is the situation where margin maximization is useful. DeCoste [57]
speeded up the implementation of MMMF 15-20 times as compared to [185]
and used ensembles of partially trained MMMF models to further reduce the
training time and achieve higher quality predictions.

There are different probabilistic approaches to collaborative filtering. Shani
et al. [199] modeled a recommender system as a Markov decision process.
They propose a method for online update and management of the large state-
space. Their system has been deployed at an online bookstore11. Pennock
et al. [172] introduced a method called Personality diagnosis. They assumed
that users belong to a certain personality class and enter their ratings with
Gaussian error distribution. Cheng [46] implemented a recommender for
Berkeley Digital Library 12 using a Bayes network.

Data mining approaches to collaborative filtering aim to infer rules from
the historical data that could be used for recommendations. Agrawal and
Srikant [7] presented a fast algorithm for mining association rules from com-
mercial transaction databases. Their algorithm finds all rules with a specified
minimum support and minimum confidence. This problem is related to the
problem of similarity computation between itemsets in collaborative filtering.
Their algorithm does not address the step of recommendation generation us-
ing such rules. Demiriz [58] presented an algorithm called e-VZpro based
on mining associations from historical data and shows an improvement over
other association mining algorithms and dependency networks. However,

11http://www.mitos.co.il
12http://elib.cs.berkely.edu/docs
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item-item algorithm performed even better. The evaluation has been done
on MSWEB and two internal Verizon customer datasets.

Many comparisons of collaborative filtering algorithms in terms o pre-
diction precision have been performed. Each proposal of a new algorithm
generally contains a comparison with the previous algorithms but there have
been as well several papers focused on independent benchmarks methodol-
ogy. Herlocker [97] surveys performance metrics used in collaborative filter-
ing research evaluation and possible experiment designs. Breese et al. [27]
compared several algorithms including techniques based on correlation coeffi-
cients, vector-based similarity calculations, and statistical Bayesian methods.
They compared the predictive accuracy of the various methods on real world
datasets (EachMovie, MS web, Nielsen TV network data). Brozovsky and
Petricek [30] compared user-user algorithm, item-item algorithm and base-
line global popularity. They reported that on the real dataset from an online
dating agency the user-user algorithm performed best. Cosley et al. [54]
described a testbed for development of recommender systems for CiteSeer
digital library. A daemon provided events generated by users of CiteSeer
and solicited recommendations for the active user. Pennock et al. used met-
rics based on click-throughs and downloads of documents to evaluate their
prototype recommenders. Sarwar et al. [193] performed offline benchmark of
recommenders (association rules, SVD, different types of neighborhoods) on
Movielens dataset and Fingerhut Inc. transaction history. Karypis [112] com-
pares item-item algorithm variants with user-user algorithm on five datasets
(e-commerce, order catalog, credit card transactions, personal skills from
CVs, movie ratings). He tests several possibilities how to tune these algo-
rithms and reports improvement of 27% in recommendation quality and 28%
speed up as compared to traditional user-user. Sarwar et al. [190] compared
several variants of item-item algorithms in terms of prediction error. They
experimented with different similarity metrics for item-item similarity com-
putation (cosine, adjusted cosine, correlation) and also with different ways
of obtaining the recommendations (weighted sum, regression model). Re-
gression performed worse than weighted sum and adjusted cosine performed
better than pure cosine and correlation. They compared these variants to
user-user and argued that item-item is superior to user-user variants in terms
of performance and recommendation quality. Marlin et al. [141] provided a
machine learning perspective on collaborative filtering. He proposed several
new machine learning based algorithms and performed an evaluation of to-
tal eight algorithms on the Movielens dataset. Currently MMMF holds the
record on the Movielens dataset in terms of prediction precision. Still simple
item-item algorithm remains the most popular as it is easier to implement
and train and provides good quality recommendations.
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Scalability

The size of the rating matrix grows significantly with new users and items.
In some situations mostly just new users arrive and number of items remains
stable (Jester joke recommender of a static set of jokes), in others there is
a relatively stable number of users who contribute vast amount of content
(photo sharing community) but often there are both many new users and
many new items. Even if the matrix remains sparse the amount of data
presents a challenge to recommenders. Scalability has been a focus of the
recommender research and several ways of scaling algorithms has been ex-
plored – i) matrix decomposition ii) subsampling and iii) clustering.

The matrix factorization methods [191, 185] discussed earlier achieve re-
duced memory requirements and increased speed by approximating the data
matrix by a smaller matrix. The different factorization methods differ in
their assumptions about missing data and MMMF has been shown to per-
form best in terms of accuracy [185]. Additional tricks such as bagging several
sub-optimal instances have been used to further speed up the algorithm. Ma-
trix factorization methods may generalize better if projections into a lower
dimensional space select important dimensions and reduce noise.

Subsampling can reduce the size of the dataset and reduce noise if good
representants are selected. Yu et al. [229] analyzed four sub-sampling meth-
ods for speeding up collaborative filtering and reported results of experiments
on EachMovie dataset. In traditional item-item algorithm [59] the model size
is controlled by the parameter k which effectively prunes the similarity matrix
to keep only k most similar items for each item.

Svensson et al. [208] suggested manual labeling of user groups by an
editor to help recommendations, while Ungar and Foster [213] described au-
tomated optimal user clustering for user-item matrix reduction. Ungar and
Foster tested their system on synthetic data and real purchase data from CD-
Now and iReactor. Connor and Herlocker [148] proposed algorithm ROCK
that performed item clustering and then made predictions within these clus-
ters. They reported improved speed but mixed results on prediction quality.
Kalgren [111] also implemented a news group filtering system based on user
clustering.

Cold-start problem

A pure collaborative filtering algorithm often suffers from the cold-start prob-
lem when the rating matrix is sparse. This happens especially at the start of
the deployment of a recommender system (new-system cold-start) and then
again each time a new user joins the recommender (new-user cold-start).
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Several approaches, including sub-sampling methods [229], clustering meth-
ods [213, 148] and matrix decomposition methods [191, 192, 185, 57], address
scalability of collaborative filtering.

Wang et al. [221] presented a probabilistic algorithm that combines the
idea of user-user algorithm with that of item-item. Makes prediction based
on i) items similar to items the target user liked, ii) items that users similar
to target user liked and iii) items similar to items of target user that were
liked by users similar to the target user. Papagelis [166] used transitive
similarity/trust to improve prediction quality of collaborative filtering in the
cold start situation. Weng et al. [225] used recursive trust propagation model
as a transitive similarity to provide recommendations which helped with
cold start and improved quality of recommendations. Soliciting preferences
is obtrusive and the users are willing to make only limited effort during
the rating process. It is important to judge well for which items to solicit
ratings as this may influence the performance of the recommender. Boutilier
et al. [25] introduce a method for determining items for which to solicit
ratings based on maximizing the EVOI (Expected Value Of Information).
They propose an offline precomputation that will speed up the expensive
online EVOI computation. Some systems try to avoid cold start problem
and the problem of overall data sparsity by use of implicit preferences such
as downloads, clicks or time spent reading a piece of news. Even though there
are ways to partially reduce the cold-start problem, it remains an issue. For
this reason, hybrid methods have been proposed, which combine collaborative
filtering with some other way of making recommendations. We discuss these
next.

Hybrid algorithms

Hybrid algorithms combine some other source of information with collabo-
rative filtering. This work is related to our use of social network for item
recommendations. In the past the following algorithms have been published.

Good et al [81] was the first to explore the idea of filterbots. Park et
al. [169] implemented several filter-bots and demonstrated how they improve
item recommendations even if the filter-bots are very simple – rating for ex-
ample by genre only. Popescul et al. [179] exploited item content to improve
the recommender performance and overcome the sparse dataset problem us-
ing a three-way aspect model of users, items and content. Burke et al. [33]
implemented a content based hybrid collaborative filter for an online newspa-
per. They used knowledge-based technique to bootstrap the system while its
data pool was small and they used the collaborative filter as a postfilter for
the knowledge-based recommender. Burke and Robin [34] surveyed the land-
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scape of existing and other possible hybrid recommenders, and introduced a
new hybrid system, EntreeC, that combines knowledge-based recommenda-
tion and collaborative filtering to recommend restaurants. They show that
semantic ratings obtained from the knowledge-based part of the system en-
hance the effectiveness of collaborative filtering. Claypool et al. [49] also im-
plemented a different hybrid content based collaborative filtering approach
for an online newspaper. Burke et al. used their knowledge-based algo-
rithm to provide recommendations and item space navigation in [35, 32, 33].
Brunato and Battiti [31] implemented a location aware recommender system
deployed in Trento, Italy. Pazzani [170] described a unified framework for hy-
brid algorithms combining item content, user demographic information and
collaborative filtering. Middleton [147] described a web-based research paper
recommender system using an ontology containing information automatically
extracted from departmental databases available on the web. The ontology,
containing information about users such as research interests, was used to
address the recommender systems cold-start problem. Torres et al. [211]
evaluated their hybrid algorithms through offline experiments on a database
of 102,000 research papers, and through an online experiment with 110 users.
For both experiments they used a dataset created from the CiteSeer repos-
itory of computer science research papers and they recruited American and
Brazilian users to test for cross-cultural effects. They observed that differ-
ent algorithms are more suitable for recommending different kinds of papers,
and that users with different levels of experience perceive recommendations
differently.

User related issues of recommender systems

In addition to the algorithmic issues there are several user related issues
concerning i) privacy, ii) system robustness to attacks, iii) user perceptions
of recommendations and iv) human computer interaction (interfaces).

By revealing their preferences users give up some of their privacy. This
is an issue especially for items that have few ratings as the users are easier
to identify. Unfortunately, these are the items for which the recommenders
need additional ratings the most. Canny [39] proposed a collaborative filter-
ing algorithm called Sparse Factor Analysis that protects user privacy and
compares favorably to SVD. The same author explored the use of Homomor-
phic Encryption to protect privacy of users [38].

The behavior of users and their buying decisions are significantly influ-
enced by the recommendations which they receive. This provides incen-
tives for unscrupulous marketers to shill recommenders by providing false
preferences and reviews. O’Mahony et al. [160, 161] pointed out the risk
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of attacks to recommender systems by inserting malicious users. Lam and
Riedl [127, 128] describe several ways to attack a recommender system using
fake users who rate items in such a way that they appear similar to as many
users as possible and then manipulate the rating of the target item. They
present a classification of attacks into nuke, and push attacks. Nuke attacks
aim to decrease rating of a competing product while push attacks aim to
boost the rating of item which the attacker wants to promote. Lam and
Riedl conclude that administrators of recommenders have to watch out but
that traditional metrics do not reveal much about the presence of attackers.

Offline benchmarks capture just a part of the reality. User studies are nec-
essary to fully evaluate recommender systems. Several user studies have been
performed in addition to previously discussed offline benchmarks. Kirsten
et al. [183] performed a usability study of over 20 recommender systems.
Rashmi had users try out different recommendation systems, from Amazon
to MediaUnbound and gathered qualitative and quantitative data. The re-
port doesn’t describe the tests, the questions, how the data was analyzed, etc.
Ziegler et al. [231] showed how topic diversification in the recommended set
increases recommendation quality as perceived by users. Also, the reliability
of recommendations, as perceived by users, can be improved by explaining
the reasons for the recommendation [54, 203, 23]. This work is somewhat
orthogonal to our own. Brozovsky and Petricek [30] performed a user study
with 111 participants who compared anonymous recommendations of user
profiles in the setting of online dating agency. Recommendations were pro-
vided by collaborative filtering algorithms and baseline popularity algorithm
and random profiles. Collaborative filtering outperformed all baseline al-
gorithms. Geyer-Schulz and Hahsler [74] performed a study in which they
compared recommendations generated by association rules to recommenda-
tions by human experts. They have shown that the best algorithms reach
70% accuracy and 60-90% precision if human experts are taken as a ground
truth. Hayes et al. [94] argued that user satisfaction with a recommenda-
tion strategy can only be measured in an on-line context. They proposed
an evaluation framework which involves a paired test of two recommender
systems which simultaneously compete to give the best recommendations
to the same user at the same time. The user interface and the interac-
tion model for each system is the same. Sinha and Swearingen [203] evalu-
ated the quality of recommendations and usability of six online recommender
systems – three book recommender systems (Amazon.com, RatingZone and
Sleeper) and three movie recommender systems (Amazon.com, MovieCritic,
Reel.com). Quality of recommendations was explored by comparing recom-
mendations made by recommender systems to recommendations made by the
users friends. Results showed that the users friends consistently provided bet-
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ter recommendations than RS. However, users did find items recommended
by online recommender systems useful: recommended items were often new
and unexpected, while the items recommended by friends mostly served as
reminders of previously identified interests. Bonhard et al. [23] analyzed how
does familiarity, profile similarity and rating overlap affect users’ trust. Bon-
hard and Sasse [24] executed a qualitative study with 44 participants the
relationship between the advice seeker and recommender proved important.
They argued that recommender systems must establish a connection between
the advice seeker and recommenders through explanation interfaces.

Interface design greatly influences user experience as well as the perfor-
mance of recommender systems. Ginty and Smyth [78] advocated the use of
comparison-based feedback solicitation in online recommender systems and
iterative item recommendation. They compared their approach to casual
conversation and argue that it is less expensive for the user to provide feed-
back this way. Cosley et al. [53] studied two aspects of recommender system
interfaces that may affect users opinions: the rating scale and the display of
predictions at the time users rate items. They found that users rate fairly
consistently across rating scales. Users can be manipulated, though, tending
to rate toward the prediction the system shows, whether the prediction is
accurate or not. However, users can detect systems that manipulate predic-
tions. Chen and Singh [45] computed reputation from ratings to help users
evaluate the reliability of recommendations. Guha [85] presented a computa-
tional model of trust and showed how it can be used to identify high quality
content in an Open Rating System, i.e., a system in which any user can rate
content. He presented a case study – Epinions.com – of a system based on
this model and describe a new platform called PeopleNet for harnessing this
phenomenon in an open distributed fashion.

4.3 Network analysis and recommender sys-

tems

Methods of social network analysis have been applied to recommender sys-
tems [203, 113]. In these studies, the social network often serves as a means
of establishing reliability of recommendations or as a defense against attacks
in distributed systems. Referral Web [113] was the first system that com-
bined social networks and collaborative filtering. It used a social network,
mined from co-occurrences of names on web pages, to rank matching experts
by their distance from the active user. The main purpose was to help users
find experts on a topic in their social neighborhood. McDonald [144] imple-
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mented recommender of colleagues with expertise for potential collaboration
– he concluded that social networks in groupware applications often do not
match the social network as perceived by users. Weng et al [224] and Pa-
pagelis et al [166] constructed an artificial social network based on user-user
similarity. They employed a recursive trust propagation model to compute
trust between users that have no common items rated. The dense trust ma-
trix then served to provide predictions using pairs of users that do not have
any co-rated items. This alleviated the cold start problem and improved pre-
diction accuracy as measured by the mean absolute error. Rashid et al. [182]
proposed an algorithm-independent definition of influence that can be applied
to any ratings-based recommender system. They showed experimentally that
influence is expensive to compute exactly but may be effectively estimated
using simple, inexpensive metrics. On the border with social network anal-
ysis – Adamic et al. [5] performed an analysis of the Nexus social network
and observed varying homophily. Distributed recommender system where
different recommenders act as agents. Uses trust. [118] Authors advocate
the need of trust in a distributed recommender system. [149]

Early collaborative filtering systems, such as Ringo music recommender [200],
made references to social collaborative filtering. This did not necessarily
mean that the algorithms took explicitly advantage of the social network.
Generally this means that the whole community collaborated by sharing rat-
ings. This differs from our notion of social recommender which uses real
social network to provide recommendations.

4.4 Summary

To recapitulate – contributions of this thesis are in 1. website structure
analysis, 2. citation analysis and 3. use of social network for item recom-
mendations.

1. Our website structure analysis is novel in that it focuses on previously
neglected class of websites - the e-government websites, foreign offices
in particular. There have been very few user based studies where users
could be observed in a controlled environment.

2. Our citation analysis compares for the first time two citation databases
with focus on the different acquisition methods and the resulting biases.
It is also one of rare computer science centered studies so far.

3. The use of social network for item recommendations and especially
the combination of social network information with traditional collab-
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orative filtering recommenders is following a previously unexplored di-
rection. This research has been made possible thanks to the recent
availability of large datasets of network and preference data. Unlike
hybrid previous recommender systems this approach does not use item
content or user demographic data. Instead a qualitatively new type of
data associated with users is exploited – real social network.

45



Chapter 5

Citation analysis

In this chapter we investigate citation networks and attribute data in two
computer science citation databases. We compare the citations networks to
those analyzed in Physics community. We show that even networks in similar
context exhibit different network properties. We also describe and model a
type of bias introduced by different paper acquisition methods. Results in this
chapter have been published in [175] and [176].

Several public1 databases of research papers became available due to the
advent of the Web [10, 132, 56, 52, 50, 55, 197]. These databases collect
papers in different scientific disciplines, index them and annotate them with
additional metadata. As such, they provide an important resource for (i)
finding publications, (ii) identifying important, i.e. highly cited, papers, and
(iii) locating related papers. In addition, author and document citation rates
are increasingly being used to quantify the scientific impact of scientists, pub-
lications, journals and funding agencies. Grant applications as well as job
applicants are both evaluated based on their publication record as compared
to that of competitors. Distribution of resources is often driven by publica-
tion success measured using databases such as those studied in this chapter.

Within the computer science community, there are two popular public
citation databases. These are DBLP [56] and CiteSeer [132]. The two
databases are constructed in very different ways. In DBLP, each entry is
manually inserted by a group of volunteers and occasionally hired students,
who manually obtain entries from conference proceeding and journals. In
contrast, each entry in CiteSeer is automatically entered from an analysis
of documents found on the Web. There are advantages and disadvantages
to both methods and to our knowledge the effect of the different acquisition

1 By public, we mean that access to the database is free of charge. Commercial
databases are also available, the most well-known being the science-citation index [196]
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methods has not been analyzed before.
In this chapter we analyze and compare the data from CiteSeer and DBLP

citation databases. We study both the attribute data such as publication year
and number of authors as well as the citation network data. We show signif-
icant differences between the two Computer Science citation databases. We
introduce three simple probabilistic models, that aim to explain the bias in-
troduced by the fundamental differences in acquisition methods between the
two databases. We also replicate some of the previous citation distribution
studies and show that citation distributions from both DBLP and CiteSeer
differ considerably from those reported other research communities. It is im-
portant to understand the differences and limitations of citation databases
as they are more and more used to make critical decisions regarding the
direction of future research.

This chapter is organized into four parts. First we review the related
work that used similar datasets in Section 5.1. In Section 5.2 we describe
the DBLP and CiteSeer datasets. We then compare the two databases in
Section 5.3. We analyze the differences introduced by different acquisition
methods (Subsection 5.3.1) and we reveal that there are very pronounced dif-
ferences in the citation distribution (Subsection 5.3.2). Finally we summarize
results of this chapter in 5.4.

5.1 Previous citation DBLP and CiteSeer work

The number of citations is the most widely used measure of academic perfor-
mance and as such it influences decisions about distribution of financial sub-
sidies. The study of citation distributions helps us understand the mechanics
behind citations and objectively compare scientific performance. There has
been considerable work in the area of citation analysis and a review of this
work has been presented in section 4.1.2. Here we review in more detail
previous studies of CiteSeer and DBLP - the two dataset that we use.

Giles et al. introduced CiteSeer in [77] as their autonomous citation in-
dexing system which indexes academic literature in electronic format (e.g.
PDF and Postscript files on the Web). CiteSeer understands how to parse
citations, identify citations to the same paper in different formats, and iden-
tify the context of citations in the body of articles. More details on the inner
workings of CiteSeer have been revealed in [132] and the free availability of
the software behind the library was announced in [207]. Bollacker et al. [22]
posed CiteSeer system in the framework of autonomous agents.

DBLP has been founded and operated by Michael Ley [137]. Ley and his
coauthors presented history of DBLP and its inner workings in [140]. Ley
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and Reuther compared the data quality of DBLP to that of CiteSeer and
Google Scholar and discussed the massive human effort behind the effort to
preserve this data quality [136].

Our work is not the first study of the CiteSeer or DBLP – it has been pre-
ceded by publications in information retrieval, machine learning and computer–
human interaction as discussed below.

Researchers in the information retrieval community have experimented
mainly with DBLP. Neves and Adrian [152] studied the problem of answering
queries that require query splitting and queries that cover several related
topics on DBLP corpus. In [71] Ganti et al. used DBLP for clustering
experiments.

DBLP has been popular with XML research community as all the data
from DBLP has been available in the form of compressed XML files. Lee
et al. [133] used DBLP to study the functional XML dependencies. DBLP
has been extensively used in XML benchmarks. An XPath engine described
in [171] by Peng et al. was benchmarked on several datasets including DBLP
XML data. Yao et al. [228] used DBLP in their benchmark of XML database
management systems. Kim and Fox [116, 84, 115] have described a dis-
tributed hybrid search engine, SphereSearch, that searches both metadata
as well as unstructured text. They also performed a benchmark of the sys-
tem on datasets including the DBLP. Filtering system for XML streaming is
benchmarked by Uchiyama et al. [212] on several datasets including DBLP
XML data.

In citation databases there are several sources of possible ambiguity.
There are some very common names that may be used by multiple authors
leading to their citation records being merged. On the other hand authors
may change their names, vary the use of diacritics, use pseudonyms, alternate
the use of initials, etc. This results in publications of a single author being
split into artificial groups. Similar ambiguities are introduced in virtually
any metadata field in digital libraries by human error, OCR misclassification
or software bugs. Both DBLP and CiteSeer have been frequently used in
disambiguation experiments. DBLP was generally used as a ground truth
due to its extremely low error rate, while CiteSeer has been usually used as
data that need disambiguation. Han et al. [88] described and compared two
supervised learning techniques for author name disambiguation i) a naive
Bayes probabilistic model and ii) Support Vector Machines. As features Han
et al. used author names, paper and venue titles from DBLP and CiteSeer.
In [89] Han et al. presented an unsupervised learning approach using K-way
spectral clustering that disambiguates authors in citations. Their approach
utilized three types of citation attributes: co-author names, paper titles and
publication venue titles. They measured the performance of the algorithm
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on 16 different name datasets, author home pages and citations collected
from the DBLP database. Bhattacharya and Getoor [19] described a general
method of identifying records with the same information in the presence of
noise. They used an iterative algorithm that takes into account the context
of record tuples for similarity computation. Their algorithm showed better
accuracy at the cost of longer computation time. B. W. On et al. [162] test a
two-step method for author disambiguation on data from DBLP. In the first
step author names are divided into blocks and then a pairwise disambiguation
is performed inside each block only. Hong et al. [103] describe another sys-
tem called OpenDBLP that performs disambiguation. They present a proof
of concept implementation that uses the DBLP data. Tan et al. [209] pro-
posed a name disambiguation method using hostnames returned by search
engine when searching for a citation. They performed a k-means cluster-
ing based on the top 10 hostnames returned for each citation. Hassell et
al. [93] used DBLP to construct an ontology for disambiguation of DBWorld
message archives. On CiteSeer, Bhattacharya and Getoor [20] evaluated a
generative unsupervised author disambiguation algorithm, Jiang et al. [110]
used a clustering approach to citation disambiguation and implemented a
wrapper clustering results from CiteSeer. Machine learning techniques for
citation disambiguation have been employed by Lawrence et al. [129], who
compared two distance metrics based on i) word and phrase matching and
ii) string edits for citation disambiguation in CiteSeer.

There have been some studies of the link structure of the citation graph.
Lawrence et al. [130] performed identification of hubs and authorities, similar
documents, overlapping documents in CiteSeer and they also discuss error
correction. Hopcroft et al. [104] describe an agglomerative link based clus-
tering algorithm and applied it to the citation graph of CiteSeer database.
They identified the stable communities under this clustering to correspond
to natural communities. Authors investigated various link based similarity
measures and compare them to similarity judged by two of the authors. The
experiment was performed on CiteSeer citation graph [139].

Both CiteSeer and DBLP faced interface design challenges. Klink et
al. [121] present DBLP interface for browsing publications by authors, coau-
thors, dates, and other metadata. CiteSeer interface is also constantly evolv-
ing. Cosley et al. [54] compared several recommender systems in a user study
executed on a live CiteSeer system and some of the recommenders were in-
cluded in the interface since. Bollacker et al. [21] implemented a system
based on interest-profiles for tracking new publications that match the re-
search interests of users. Recently Petinot et al. [173, 174] enabled CiteSeer
as part of the semantic web through introduction of their application inter-
face. CiteSeer-API is SOAP/WSDL based and allows for easy programatical
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access to all the specific functionalities offered by CiteSeer services, includ-
ing full text search of documents and citations and citation-based document
discovery.

Two other studies fairly unrelated to the other studies have been pub-
lished. Haase et al. [87] used DBLP data to simulate peer to peer semantic
network and effectiveness of routing queries in such a network. Krottmaier
proposed in [124] an automatic system using information from DBLP and
CiteSeer to distill the current research interests of potential referees.

Surprisingly, there have been few studies of the citation networks as re-
lated to citation distributions. Some of the previously mentioned studies
used the citation link structure but usually to perform clustering or similar
tasks and ignored the network properties. The most closely related work to
ours have been [131] and [201]. Lawrenece et al. [131] compared papers in
CiteSeer and DBLP and argued that papers available online are more cited
than papers published in printed form only. Sidiropoulos and Manolopoulos
propose new ways to automatically rank journals and conferences by their
impact, which they demonstrated on DBLP data [201]. Still, none of the
studies that used both CiteSeer and DBLP databases focused on issues of
the bias introduced by acquisition methods and the resulting differences be-
tween these two datasets. In addition, to our knowledge, there have been no
study comparing citation distributions between CiteSeer, DBLP and other
datasets. Before we move on to the analysis of CiteSeer and DBLP, we de-
scribe the two databases and the particular snapshots we used in more detail
in the next section.

5.2 Datasets

There are a number of public, on-line computer science databases [10, 132,
56, 52, 50, 55]. The CS BiBTeX database [55] contains a collection of over
1.4 million references. However, only 19,000 entries currently contain cross-
references to citing or cited publications. The Compuscience database [50]
contains approximately 400,000 entries. The Computing Research Repos-
itory CoRR [52] contains papers from 36 areas of computer science and is
now part of ArXiV [10] that covers Physics, Mathematics, Nonlinear Sciences,
Computer Science and Quantitative Biology. Networked Computer Science
Technical Reference Library is a repository of Computer Science Technical
Reports located at Old Dominion University. The sizes of the databases
together with their coverage are summarized in Table 5.1.

In addition to databases reviewed in Table 5.1, many publishers begin
to make their content electronically available, although generally for a fee.
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citation database approximate size disciplines
references (r)

documents (d)
CSBibTex 1,400,000 (r) Computer Science
DBLP 550,000 (r) DB, LP, IR, . . .
CiteSeer 716,797 (d) Computer Science
CompuScience 400,000 (r) Computer Science
Arxiv 411,000 (d) Physics, Math, CS, . . .
CoRR 75,000 (d) Part of Arxiv

Table 5.1: Size of several citation databases and scientific disciplines they
cover. References (r) correspond to bibliographic records that may describe
publications not available electronically or hidden in a proprietary database.
Documents (d) refer to full texts of publications. Generally citation databases
contain many more references than full documents.

We chose to examine DBLP and CiteSeer due to the availability of detailed
citation information and their popularity. In our analysis we focus on the
difference in data acquisition and the biases that this difference introduces.

5.2.1 DBLP

DBLP was created by Michael Ley in 1998 [56]. As of 2005 DBLP contained
over 550,000 computer science references from around 368,000 authors. Pa-
pers in DBLP originally covered database systems and logic programming.
Currently DBLP also includes theory of information, automata, complexity,
bioinformatics and other areas. Database entries are obtained by a limited
circle of volunteers who manually enter tables of contents of journals and
conference proceedings. The volunteers also manually entered citation data
as part of compiling the ACM anthology CD/DVDs. Corrections that are
submitted to the maintainer are also manually checked before they are com-
mitted to the live database. Though the breadth of coverage may be more
narrow than CiteSeer, DBLP tries to ensure comprehensive and complete
coverage within its scope. The coverage of ACM, IEEE and LNCS is around
80– 90%. The narrower focus of DBLP is partially enforced by the cost as-
sociated with manual entry. Although there is the possibility of human error
in the manual process of DBLP, its metadata is generally of higher quality
than automatically extracted metadata2.

2 This remains true, despite the recent improvement of automatic extraction algorithms
by use of support vector machines [90].

51



CHAPTER 5. CITATION ANALYSIS

DBLP contains both types of data – i) attribute data such as publication
year or paper authors and ii) network data in the form of citations between
papers. We denote the DBLP dataset by D in the upper left index. The
citation graph of DBLP is then denoted by DG(DV , DE). Attribute data is
of different types which we distinguish by the upper right index. Capital Y
in the upper right index means publication year data and upper right index
of A represents authorship information. We therefore have the publication
year data DAY (DV , DIY , DFY ) and the authorship data DAA(DV , DIA, DFA).
DFA denotes the matrix assigning to each paper in DBLP its authors. DfA

v,a

is one if and only if a is author of paper v. The citation graph GD(VD, DE)
consists of scientific papers DV contained in DBLP connected by citations
captured by matrix DE where Deuv is one if and only if paper u cites paper
v. Note that in the case of citations the relation E is purely asymmetric for
scholarly articles as the papers do not cite themselves and also cannot cite
each other mutually. If a paper cites other paper it has to be newer and
therefore cannot be cited by the original paper.

Citation linking in DBLP was a one-time project performed as a part
of the ‘ACM SIGMOD Anthology’ - a CD/DVD publication. The citations
were entered manually by students paid by ACM SIGMOD. Because this was
a one-off effort, DBLP now contains a significant number of new papers that
have not been included in this effort. To mitigate against this distortion, we
limit our citation analysis in both datasets to papers that have been cited at
least once (CiteSeer 100,059 papers, DBLP: 10,340 papers).

In our analysis of the attribute data we used a DBLP dataset consisting
of 496,125 entries. From this we extracted a dataset of 352,024 papers that
specified the year of publication and the number of authors. Only papers
published between 1990 and 2002 were included, due to the low number of
papers available outside of this range. Table 5.2 provides a summary of the
dataset size and comparison with CiteSeer dataset.

5.2.2 CiteSeer

CiteSeer was created by Steve Lawrence and C. Lee Giles in 1997 [132]. As
of 2005 it contained over 716,797 documents. Automatic crawlers have the
potential of achieving higher coverage as the cost of automatic indexing is
lower than for manual entry. However, differences in typographic conventions
make it hard to automatically extract metadata such as author names, date
of publication, etc.

CiteSeer acquires entries in two ways. First, the publication may be
encountered during a crawl. CiteSeer is not performing a brute force crawl
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of the web but crawling a set of starting pages to the depth of 4-73. In this
case, the document will be parsed, and title, author and other information
will be entered into the database. Second, during this parsing operation,
a document’s bibliography is also analyzed and previously unknown cited
documents are also entered into the database.

CiteSeer is continuously updated with user submissions. As of 2005 up-
dates were performed every two weeks. However, CiteSeer was not updated
at all during the period from about March 2003 to April 2004. Prior to
March 2003 crawls were made with declining regularity. As of July 2004
CiteSeer has been continuously crawling the web to find new content using
user submissions, conference, and journal URLs as entry points.

In our analysis, we used a dump of CiteSeer dataset consisting of 575,068
entries. From this dump we extracted a dataset of 325,046 papers that spec-
ified the year of publication and the number of authors. Once again, similar
to DBLP, only papers published between 1990 and 2002 were considered. It
is also important to note that this dataset only contained entries that Cite-
Seer acquired by parsing the actual document downloaded from the Web, i.e.
documents that were only cited but not actually parsed, were not included.
We assume that CiteSeer parsing errors are independent of the number of
authors and do not introduce any new bias.

CiteSeer contains data of both types – i) attribute data such as pub-
lication year, authorship, etc. and ii) network data consisting of citations
between papers. We denote the CiteSeer dataset by capital blackboard
bold letter C in the upper left index. The citation graph is then denoted
CG(CV , CE). We distinguish attribute data of different types by an upper
right index – the index Y for publication year data and A for authorship in-
formation. We therefore have CAY (CV , CIY , CFY ) the publication year data
and CAA(CV , CIA, CFA) the authorship data. Table 5.2 provides a summary
of the dataset size and a comparison with the DBLP dataset.

CiteSeer may be considered a form of self-selected on-line survey - authors
may choose to upload the URL where their publications are available for
subsequent crawling by CiteSeer. This self-selection introduces a bias in
the CiteSeer database that we discuss later. A fully automatic scientometric
system is also potentially susceptible to “shilling” attacks, i.e. authors trying
to alter their citation ranking by, for example, submitting fake papers citing
their work. This later issue is not discussed further in this thesis, but appears
related to similar problems encountered by recommender systems [127].

3Personal communication with Isaac G. Councill, CiteSeer administrator.
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Dataset denoted by documents years

CiteSeer C |CV| =325,046 1990–2002

DBLP D |DV| =352,024 1990–2002

Table 5.2: CiteSeer and DBLP datasets used in this study. This data has
been obtained from the respective dumps by processing described in Subsec-
tions 5.2.1 and 5.2.2.

5.3 CiteSeer and DBLP comparison

While both the DBLP and CiteSeer databases contain computer science bib-
liography and citation data, their acquisition methods greatly vary. In this
section we first discuss these differences in acquisition methods. We first
analyze the attribute data and then compare the citation networks present
in the datasets. For attribute data we analyze the distribution of papers
over time in each dataset, and the distribution of the number of authors per
paper.

5.3.1 Attribute data analysis

We analyze the attribute data (metadata) available in the two datasets, par-
ticularly the publication year of papers AY and authorship information AA.

Accumulation of papers per year

We start off with the publication year data AY . In order to compare the two
databases, we first examined the number of publications in the two datasets
for the years 1990 through 2002. These years were chosen to ensure that a
sufficient number of papers per year is available in both datasets.

Figure 5.1 shows a considerable difference in the number of papers present
in the two databases on an annual basis.

The increase in the papers per year exhibited by DBLP is explained by a
combination of (i) the increasing number of publications each year [181, 140]
and (ii) an increase in the coverage of DBLP thanks to additional funding
and improvement in processing efficiency4.

The decrease in the number of papers per year exhibited by CiteSeer
since 1997 is mainly due to (i) declining maintenance; although (ii) declin-
ing coverage, (iii) intellectual property concerns, (iv) dark matter effect –
when papers are hidden inside proprietary databases which are not normally

4 Personal communication with Michael Ley
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Figure 5.1: Number of papers published in the years from 1990 to 2002
present in the DBLP (light) and CiteSeer (dark) databases.

crawled and indexed [11] (v) end of web fever and (vi) specifics of submis-
sion process which may also have contributed. This comparison shows that
although autonomous crawling has the potential to achieve higher coverage,
it still requires regular maintenance.

Team size

We now proceed with the analysis of the authorship information AA.
We observe that the CiteSeer database contains a higher number of multi-

author papers. We examined the average number of authors for papers pub-
lished between 1990 and 2002, see Figure 5.2. In both datasets, the average
is seen to be rising. We can see from the confidence intervals that each year
observed the rise has been statistically significant with the only exception
of 1996 when the average number of authors in DBLP dropped. This is
probably due to inclusion of a large number of new venues with low average
number of authors, which temporarily affected the overall mean. This rise
in multi-authorship can be explained by (i) funding agencies preference to
fund collaborative research and/or (ii) the fact that collaboration has become
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Figure 5.2: Average number of authors per paper for the years 1990 to 2002
in the CiteSeer and DBLP datasets.

easier with the increasing use of email and the Web.

Bias in number of authors

We look at the distribution of number of authors in more detail. Figure 5.3
examines the relative frequency of na-authored papers in the two datasets.
Note that the data is on a log-log scale. We see that CiteSeer has far fewer
single and two authored papers (y-axis is logarithmic and so the absolute
difference is compressed in the plot). In fact, CiteSeer has relatively fewer
papers published by one to three authors. This is emphasized in Figure 5.7
in which we plot the ratio of the frequency of na-authored papers in DBLP
and CiteSeer for one to fifty authors. Here we see the frequency of single-
authored papers in CiteSeer is only 77% of that ocurring in DBLP. As the
number of authors increases, the ratio decreases since CiteSeer has a higher
frequency of na-authored papers for na > 3. For high number of authors,
especially na > 30, there is not enough papers available and the ratio is
dominated by noise. We therefore limit our analysis to numbers of authors
where there we have at least 100 papers in each dataset. This restricts the
number of authors to less than 17.

There is an obvious cut-off from the power law for papers with low number
of authors in Figure 5.3. For CiteSeer, we hypothesize that (i) papers with
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Figure 5.3: Probability histogram of number of authors (double logarithmic
scale). The number of authors approximately follows a power law corre-
sponding to a line with slope −0.23 for DBLP and −0.24 for CiteSeer.

more authors are more likely to be submitted to CiteSeer and (ii) papers
with more authors appear on more homepages and are therefore more likely
to be found by the crawler. These ideas are modeled in the next section.
However none of these factors is relevant to DBLP, which also exhibits a
similar drop off in single-authored papers. Other explanations may be that (i)
single author papers are less likely to be finished and published, (ii) funding
agencies encourage collaborative and therefore multi-authored research and
(iii) it is an effect of finite size of the scientific community [126].

DBLP and CiteSeer data acquisition models

To explain the apparent bias of CiteSeer towards papers with larger numbers
of authors, we develop two possible models for the acquisition of papers
within CiteSeer. We also provide a simple acquisition model for DBLP. The
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CπS
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CπS

Figure 5.4: CiteSeer submission acquisition model. Each author submits a
copy of the paper directly into CiteSeer with equal probability.

first CiteSeer model is based on authors submitting their papers directly
to the database. The second CiteSeer model assumes that the papers are
obtained by a crawl of the Web. We show that in fact, both models are
equivalent.

To begin, let Cn(i) be the number of papers in CiteSeer dataset that have
i authors, Dn(i) the number of papers in DBLP dataset that have i authors
and let all(i) be the number of papers that have i authors published in all
Computer Science. We remind the reader that C represents CiteSeer and D
represents DBLP.

For DBLP, we assume a simple paper acquisition model illustrated in
Figure 5.6. In the DBLP model we assume that there is a probability Dπ
that a paper is included in DBLP and that this probability is equal for all
papers and therefore independent of the number of authors (Equation (5.1)).

For CiteSeer we assume that the acquisition method introduces a bias
such that the probability, Cπ(i) that a paper is included in CiteSeer is a
function of the number of authors of that paper (Equation (5.2)).

Dn(i) = Dπ · all(i) (5.1)

Cn(i) = Cπ(i) · all(i) = Cπ(i) ·
Dn(i)

Dπ
(5.2)

CiteSeer submission model

We model the acquisition of papers in CiteSeer. We assume a simple direct
submission of the document into CiteSeer database through a web form5.

5http://citeseer.ist.psu.edu/submitDocument.html
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Paper

Authors

CiteSeer

CπF

CπF

CπF
CπP

CπP

CπP

online copies

Figure 5.5: CiteSeer crawler acquisition model. Each author publishes a
copy of the paper online with equal probability. Each copy has then the
same chance of being found by the crawler.

DBLP

Dπ PaperPaperPaperPaper
PaperPaperPaper

Papers

Figure 5.6: DBLP acquisition model. Each paper has the same probability
of being included in DBLP.
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For simplicity we assume that authors make the decision to submit or not
independently and with equal probability. This CiteSeer submission model
model is illustrated in Figure 5.4. Let CπS ∈ (0, 1) be the probability that
an author submits a paper directly to CiteSeer. Then Cπ(i) = 1− (1− CπS)i

where (1 − CπS)i is the probability that none of the i authors submit their
paper to CiteSeer.

Substituting to (5.2) and re-arranging, we have

r(i) =
Dn(i)
Cn(i)

=
Dπ

(1− (1− CπS)i)
(5.3)

where r(i) is the ratio of number of papers that have i authors in DBLP
versus the number of papers with i authors in CiteSeer. It is clear from
Equation 5.3 that as the number of authors, i, increases, the ratio, r(i), tends
to Dπ, i.e. we expect that the number of i-authored papers in CiteSeer will
approach all(i) and thus from Equation 5.1 the ratio tends to Dπ. For single

authored papers, i.e. i = 1, we have that r(1) =
Dπ

CπS and since we know that
DBLP has more single-authored papers, it must be the case that CπS < Dπ.
More generally, we expect the ratio, r(i), to monotonically decrease with
the number of authors, i, reaching an asymptote of Dπ for large i. This is
approximately observed in Figure 5.7, ignoring points for i > 30 for which
there is not enough papers available. (There are few papers with such a high
number of authors.)

In Figure 5.8 we plot the proportion r(i) for numbers of authors i where
we have at least 100 papers available. We also display a fit of Equation (5.3)
to the data in Figure 5.8. Note that Figure 5.8 contains the same data as
Figure 5.7 but restricted to i < 17. We see the fit may partially explain the
bias observed.

The value to which the data points are converging for high numbers of
authors is Dπ ≈ 0.3. We have to take into account that we only used 71% of
DBLP papers in the dataset (out of total DN papers in DBLP dataset) and
57% of CiteSeer papers (out of total CN papers in CiteSeer dataset) in our
analysis – the papers that have both year and number of authors specified.
Substituting Dπ ≈ 0.3 into (5.4) we get the value of Dπ′ ≈ 0.24. If our model
is correct, this would suggest that the DBLP database covers approximately
24% of the entire Computer Science literature.

Dπ′ =
DN(i)
CN(i)

=
0.57

0.71
·

Dn(i)
Cn(i)

= 0.8 · Dπ (5.4)
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CiteSeer Crawler Model

CiteSeer not only acquires papers based on direct submission by authors, but
also by a crawl of the Web. We model this process in a CiteSeer crawler model
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illustrated in Figure 5.5. We assume the probability of an author publishing
a copy of the paper online (on her homepage for example) is independent
and equal for all authors.

To begin, let CπP ∈ (0, 1) be the probability that an author publishes a
paper on a website. Then the average number of copies of an na-authored
paper on the Web is na · CπP . Papers with multiple copies online are more
likely to be found by the crawler. Let us further assume that the crawler finds
each available on-line copy with a probability CπF . If CπP (na, nc) denotes the
probability that there will be nc copies of an an na-authored paper published
on-line, then we can derive:

number of authors probability of
1 CπP (1, 1) = CπP 1 copy online

CπP (1, 0) = 1− CπP 0 copies online

2 CπP (2, 2) = (CπP )2 2 copies online
CπP (2, 1) = 2 · CπP · (1− CπP ) 1 copy online
CπP (2, 0) = (1− CπP )2 0 copies online

...
na

CπP (na, nc) =
(

na

nc

)
(CπP )nc · (1− CπP )na−nc nc copies online

of an
na-authored
paper

The total probability, CπF (nc), of finding a document with nc copies on-
line, is

CπF (nc) = 1− (1− CπF )nc (5.5)

thus the probability that CiteSeer will crawl an na-authored document, Cπ(na)
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is

Cπ(na) =
na∑

nc=0

CπP (na, nc) · CπF (nc)

=
n∑

nc=0

CπP (na, nc) · (1− (1− CπF )nc)

=
na∑

nc=0

((
na

nc

)
(CπP )nc(1− CπP )na−nc

)
(1− (1− CπF )nc)

= 1−
na∑

nc=0

((
na

nc

)
(CπP )nc(1− CπP )na−nc

)
(1− CπF )nc

(sum of probabilities equals 1)

= 1−
na∑

nc=0

((
na

nc

)
((1− CπF )CπP )nc(1− CπP )na−nc

)
= 1− (CπP (1− CπF ) + (1− CπP ))na (from binomial theorem)

= 1− (CπP − CπF · CπP + 1− CπP )na

= 1− (1− CπF · CπP )na (5.6)

where (1−CπF ·CπP )na is the probability that no copy of an na-author paper
is found by CiteSeer.

Once again, if we substitute Equation (5.6) in (5.2), we have

r(i) =
Dn(i)
Cn(i)

=
Dπ

(1− (1− CπF · CπP )i)
(5.7)

which is equivalent to the “submission” model of Equation 5.3. That is, we
have shown that both models lead to the same type of bias.

5.3.2 Citation network data analysis

After having inspected the attribute data AA and AY , we proceed with the
analysis of the network data contained in CiteSeer and DBLP datasets. Ci-
tation distributions are one way of summarizing the citation data. Figure
5.9 compares citation distributions in CiteSeer versus DBLP. We see that
DBLP contains more low cited papers than CiteSeer. This may be related to
Lawrence’s observation that articles freely available online are more highly
cited [131]. CiteSeer contains by definition only papers available online com-
pared to DBLP that has information on papers published in venues, some of
which restrict free online publication of the full texts.
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Figure 5.9: Atomic probability histograms on double logarithmic scales for
number of citations in CiteSeer and DBLP. The y-axis represents the number
of papers that receive a particular number of citations (x-axis).

The data is very noisy for high number of citations as highly cited papers
are relatively rare. We use exponential binning (Figure 5.10) to estimate the
parameters of the citation distribution in CiteSeer and DBLP. Exponential
binning is a technique where the data are aggregated in exponentially in-
creasing ‘bins’. In this manner we obtain a higher number of samples in each
bin, which leads to reduction of the noise in the data. If data is unevenly dis-
tributed variable sized bins can capture sets of data with comparable number
of datapoints. The resulting average in each bin is therefore less noisy. As
papers with higher number of citations are more rare, bins of exponentially
increasing size work well.

We estimated the power-law parameters for CiteSeer and DBLP. The
papers in each dataset have been first divided into two groups – papers with
more than and less than 50 citations. We then performed a linear fit in each
group separately. The slopes in Table 5.3 correspond to linear interpolation
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Figure 5.10: Exponentially binned probability histograms on double loga-
rithmic scales for number of citations in CiteSeer and DBLP datasets.

of the exponentially binned data as displayed in Figure 5.10. Higher slopes
in our datasets compared to those of Lehmann [134] indicate a more uneven
distribution of citations.

For both datasets we obtain parameters bigger in absolute value than
Lehmann [134] derived for Physics. This means that highly cited papers
acquire a larger share of citations in Computer Science than in Physics.

5.4 Summary

This chapter presented an analysis of two popular online science citation
databases, DBLP and CiteSeer. These two citation databases have very dif-
ferent methods of data acquisition. We showed that autonomous acquisition
by web crawling, CiteSeer, introduces a significant bias against papers with
low number of authors (less than 4). Single author papers appear to be dis-
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number slope
of citations Lehmann CiteSeer DBLP

< 50 -1.29 -1.504 -1.876
> 50 -2.32 -3.074 -3.509

Table 5.3: Citation distribution parameters for CiteSeer and DBLP. Slopes
from Figure 5.10 representing the parameters of the corresponding power-
laws.

advantaged with regard to the CiteSeer acquisition method. As such, single
authors, who care, will need more actively submit their papers to CiteSeer if
this bias is to be reduced.

We attempted to model this bias by constructing two probabilistic models
for paper acquisition in CiteSeer. The first model assumes the probability
that a paper will be submitted is proportional to the number of authors of
the paper. The second model assumes that the probability of crawling a
paper is proportional to the number of online copies of the paper and that
the number of online copies is again proportional to the number of authors.
Both models are, as we demonstrated, equivalent and permit us to estimate
that the coverage of DBLP is approximately 24% of the entire Computer
Science literature.

We then examined the citation distributions for both CiteSeer and DBLP
and observed that CiteSeer has a small number of low-cited papers. The ci-
tation distributions were compared with prior work by Lehmann [134], who
examined datasets from the Physics community. While the CiteSeer and
DBLP distributions are different, both datasets exhibit steeper slopes than
SPIRES HEP dataset, indicating that highly cited papers in Computer Sci-
ence receive a larger citation share than in Physics.

We have seen that citation network properties vary across scientific disci-
plines and that acquisition methods may introduce significant bias in the way
we perceive these networks. In the next chapter we study a different type of
networks - the social networks as defined by friendship between users.
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Chapter 6

Website navigation analysis

In this chapter we describe a user study we performed to evaluate three e-
government websites in terms of navigability and information accessibility.
We also discuss the structural properties of these websites and their relation-
ship to user performance in simple tasks of locating relevant information.
Some results presented in this chapter have been published in [177] and [66].

Most advanced industrial nations have put considerable political support
and financial resources behind the development of e-government. By 2005,
the UK for example has a ‘.gov’ domain of around 8 to 23 million pages
(depending on which search engine estimates one tends to believe, MSN or
Google respectively) and was spending £ 14.5 billion a year on information
technology in the pursuit of the Prime Minister’s commitment to have all
government services electronically available by the end of 2005. In spite of
these resources (more than 1 per cent of GDP in most industrialized na-
tions is spent on government information technology), e-government tends
to lag behind e-commerce. In the UK, recent survey evidence [63] suggests
that while 85 percent of Internet users claim to have looked for or bought
goods and services online, and 50 percent of users to shop online at least
once a month, only 39 percent have had any sort of interaction with gov-
ernment online in the last year. While figures for e-government usage are
much higher in some countries, particularly Scandinavian, the generalization
that government has been far less touched than commerce by widespread
use of the World Wide Web holds true internationally. Governments are un-
der pressure to demonstrate that the massive investments they are making
are worthwhile. There have been extensive efforts to assess the quality of
e-government throughout the world. An overview of this work is provided in
Section 6.1. Similarly, there have been numerous studies within the computer
science community to assess and characterize the structure of hyperlinked en-
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vironments, as we have discussed in Section 4.1. Despite the amount of work
in webmetrics and e-government evaluation, these two have rarely been com-
bined. We compare three different e-government websites in a user based
experiment and contrast the results with metrics computed for the structure
of their link graphs. Metrics informative about the quality of user experience
may be used to assess websites, possible improvements to their structure and
evaluate the investments made during their development.

6.1 Previous e-government studies

There have been numerous attempts to assess e-government internationally.
These generally have the form of rankings of countries carried out or com-
missioned by international organizations (such as UNPAN [214], European
Commission [73]), private sector consultancies (particularly by Accenture [4],
Taylor Nelson Sofres [205] and Graafland-Essers and Ettedgui [83]), and
academic commentators [63, 226, 180, 41]). While some are widely cited
and eagerly awaited by governments which score well, many are of method-
ological questionability and rely, ultimately, on subjective judgments. Most
make some form of assessment of government websites according to content
(eg. [226]) and availability of services (eg. [73]). Accenture’s widely known
annual study is largely a qualitative analysis. It is based on researchers’ as-
sessments of websites, e-services available on them and a limited number of
short visits of researchers to the 22 countries covered. All these studies fail to
collect either user-based or structural metrics. None have been able to collect
user data (access log files for example) for significant numbers of websites,
especially due to the cooperation problems with individual website adminis-
trators. Some studies use survey evidence to estimate the extent to which a
population as a whole have interacted with their government online (Taylor
Nelson Sofres [205] in particular, while Accenture included a user opinion
survey for the first time in 2005 [4]). West [226] gathered content-related
data from approximately 2,000 websites in nearly 200 countries and LaPorte
and Demchak developed measures of ‘interactivity’ and ‘transparency’ for
tracking the diffusion and use of the Web in nearly 200 governments around
the world (now discontinued). However, none of these studies have consid-
ered navigation and the structure of links between pages on e-government
websites. Methodological variations across these studies are evidenced by
the different rankings that the countries achieve.

Usually, the study of hyperlink structure has focused on academic net-
works [37, 210]. Outside academia there have been many efforts concerned
with website usability from a user perspective [156]. Many books offer recom-
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mendations on good design, accessibility for disabled users, etc, for example
Nielsen [156].

Content and presentation also may have a big effect on users judgment of
the website. Ivory et al. [109] compared a set of content based metrics such
as length of pages, graphics to text ratio, fonts etc to the manual evaluation
of websites by human experts. They showed that the content based metrics
have a reasonable predictive capability for the quality of the website, as
judged by human experts, and also that the same feature may have positive
impact in one class of websites while it may be a negative sign for a different
class of websites.

The application of computer science methods to the study of politics on
the web and e-government in particular is not yet very common, although
there are some notable exceptions. For example, Hindman et al [99] studied
the communities surrounding political websites and showed that i) the num-
ber of incoming links is highly correlated with the number of actual users
and ii) that online communities are usually dominated by a few websites –
winners who take all the attention. Overall, applications of structural met-
rics and lab experiments to the quantitative evaluation of e-government have
not been reported. Same holds for user studies in controlled environment.

6.2 Website datasets

We have selected the foreign office (FO) websites of Australia (AU), the
United Kingdom (UK) and the United States (US) for this study. These
departments were chosen because they are all targeted at an English-speaking
audience and have roughly comparable roles across the countries.

Defining the borders of a website is not straightforward. The foreign
offices distribute their services across a number of domains, most notably
providing separate domains for visa and passport services and travel advice.
We performed the identification of pages belonging to each website manually.
To decide which pages to include we asked the following two questions:

1. Is the service offered supposed to be an FO responsibility?

2. Is the website operated by the FO?

We included pages for which the answer to both of the question was
yes. Table 6.1 gives an overview of the departments and the corresponding
domains that we used in our study. We excluded embassy websites as they
are usually operated rather independently from the foreign office website and
generally indicated by another domain. Only some US embassies are hosted
directly under the state.gov domain.
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Department name Domains
AU Department for Foreign Affairs

and Trade
http://www.dfat.gov.au
http://www.smartraveller.gov.au
http://www.passports.gov.au
http://www.trademinister.gov.au
http://www.foreignminister.gov.au

UK Foreign and Commonwealth
Office

http://www.fco.gov.uk
http://www.ukvisas.gov.uk

US State Department http://www.state.gov
http://www.unitedstatesvisas.gov

Table 6.1: Departments and corresponding websites included in our sample.

During December 2006 we collected the link structure of the three foreign
office websites by performing an exhaustive breadth-first crawl. Each crawl
was started from the homepage of the respective website and was restricted
to the domains specified in Table 6.1. An exhaustive crawl was performed
with a security limit on the depth of 18. In addition we manually identi-
fied and blacklisted spider traps including a mailing list archive and a diary
application on the US website. The crawler extracted links from HTML
documents but did not parse other content (*.pdf, *.doc, etc). This should
not introduce any significant bias as links in the content not parsed form a
negligible fraction of links that are actually followed by users. As we crawled
a small number of large websites we had to limit the rate of our queries in
order not to turn our crawling into a denial-of-service attack. The crawler
was configured to run a single thread with 5s delay between requests and to
store all links between pages including the links internal to the websites.1 We
used the opensource crawler Nutch version 0.6, which we modified to use the
HTTP/1.1 protocol2. We ran the crawls on a PC with Intel Pentium 4 pro-
cessor at 2.80GHz, 1G RAM and over 1TB networked disk storage. Neither
hardware nor software were a bottleneck. Once collected, we dumped the
data in Pajek format [15] for further analysis. At the end the data contained
32K pages and 895K links for AU, 24K pages and 430K links for UK and
129K pages and 2.5M links for US (Table 6.2).

1A link is called internal when both the origin and the destination page are part of the
same website – share a domain name. Such links are often ignored by crawlers as they are
not used for PageRank computation.

2The Lotus Domino servers, very popular with government websites, incorrectly handle
zero content-length HTTP/1.0 requests and return HTTP Error 400 “Bad Request”. This
prevents Nutch v0.6 from crawling the website completely. By patching Nutch to use
HTTP/1.1 we were able to perform an exhaustive crawl.
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number of pages number of links
whole website HTML doc/pdf/etc.

AU 32,765 30,690 1,667 895K
UK 23,570 20,867 2,439 430K
US 129,246 115,888 13,091 2.5M

Table 6.2: Foreign office websites. The number of pages and links crawled.

6.3 User experiment design

The goal of the experiment was to compare the three foreign office websites of
Australia, United Kingdom and United States and to observe the browsing
behavior of subjects in a controlled environment of a computer lab. We
are particularly interested in whether subjects would find information easier
by using external search engines, internal search capabilities or by direct
navigation of the e-government websites.

To evaluate the websites we asked participants to locate information that
we knew was present there and pay them by performance. Every subject
received a flat rate of £5 for taking part in the study and a further £0.50 for
each correctly answered question. This motivated the subjects to answer as
many questions as possible.

Having motivated the users by sufficient financial compensation, we con-
sidered several metrics for user performance: number of questions answered,
number of questions correctly answered, number of correctly answered ques-
tions per time unit etc. We decided to use success-rate which is defined
as the number of correctly answered questions per minute (considering the
time taken to answer all correctly and incorrectly answered questions). The
success-rate measure rewards websites on which the answers are easy and
quick to find. We believe this metric reflects well the utility of users in real
situations. Unlike to other types of websites, users come to the foreign office
websites to find answers to their questions, not to kill time or be entertained.

We used a 3x3 design where we tested the three websites AU, UK, US
in three treatments 1, 2 and 3 which resulted in nine distinct groups of
subjects. The three treatments reflected three different scenarios – 1) unre-
stricted surfing of the Web, 2) searching the foreign office website directly
and 3) navigating the foreign office website with internal search disabled.

Treatment 1 – users were presented with a blank page in a browser and
were allowed to use the whole Web to locate the information. This
treatment is the one that is the most close to real situation where users
are allowed to use tools of their choice. We were curious if the subjects
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will use government websites at all and what competing information
providers they would find.

Treatment 2 – users started on the home page of the corresponding foreign
office and their browsing was restricted to the foreign office website only.
We were curious what will be the usage of websites internal search box
and the success rate of answering questions when we knew the answers
were present within the website.

Treatment 3 – users were further restricted compared to Treatment 2 by
the fact that the internal search facility on the foreign office websites
was disabled. Again users could use only the foreign office website
but this time they had to navigate to the final page by clicking on
hyperlinks only. We were curious to see how long subjects would take
to find answers to our questions and what represents a more efficient
strategy on these websites - searching or navigation?

In order to test how easy or difficult it is for people to find information
from foreign office websites, we prepared a number of questions that asked
for particular information provided by the three websites. The questions
covered information generally accepted as responsibility of foreign offices in
the three countries. Users were asked to find, for example, travel advice or
information about obtaining a visa. In reality, each of these questions is
of different importance and the answer is sought with different frequency.
Still we believe that a good foreign office website would provide the informa-
tion we requested faster than a poorly designed website and our approach
provides a good substitute for usage data which is not available. We asked
participant 16 questions which comprised of 10 questions that that have been
confirmed by two political scientists and also by our subjects to cover the
information that citizens seek and expect to find on a foreign office website.
The remaining 6 questions were targeted at information that is incidentally
found on the foreign office websites but which is not essential to the foreign
office mission, such as the birth day of an ambassador for example. In the
analysis presented in this chapter we used only the 10 questions covering
the essential information that a foreign office has to provide as this is what
matters. For the full list of the ten questions used please see Appendix A.1.

The participants of our experiment consisted of a self-selected sample of
134 person from various backgrounds but most of them were students. The
requirements for participation in this experiment were basic computer skills.
The majority of our participants were aged between 20 and 25 years and
regular users of the Internet. Recruitment took place through the subject
database of the ESRC Centre for Economic Learning and Social Evolution.
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The database consists of volunteers that have indicated that they would be
available for experiments. Potential subjects were contacted via email and
were randomly allocated to one of the sessions on positive reply.

Because of the scale of the experiment, testing in the laboratory happened
during three days in January 2006 in 4 sessions per day. For each session,
participants were randomly distributed across groups while preserving ap-
proximately equal numbers in each group. We did this to control for the
time-of-day effects (for example: users are more sleepy early in the morn-
ing, immediately after meals and late in the evening than at other times
during the day). If this even distribution was not observed, differences in
performance could be dominated by the time of day effect as opposed to
experimental setting.

During the experiments, subjects were seated so that they could not col-
laborate and were constantly monitored. For the experiment, each subject
was assigned a unique anonymous identifier. This identifier determined the
group (country and treatment) and subjects used it to log into the online
experiment interface.

Each session followed identical plan depicted in Figure 6.1. At the begin-
ning of each session participants received an oral introduction covering the
purpose and organization of the experiment and the amount of compensation
they could expect. Users then read written instructions, and proceeded to
answer the questions paid by performance. The participants had 45 minutes
to answer all questions. The interface would inform them about the time
they have taken so far, the total as well as the remaining number of ques-
tions (see screenshot in Figure 6.2). At the end of the time limit or after
all 16 questions had been answered, the participants were asked to fill in a
post-questionnaire and provide feedback on the experiment.

The interface used Firefox web browser and provided two windows: one
holding the questions to be answered and one to be used for surfing the web in
order to locate the information for each question. Subjects could not return
to a question once it was answered or skipped. Participants were asked to
select the correct answer and to provide the URL of the page on which the
information was found.

Figure 6.3 shows the technical setup of the lab during user experiment,
which ensured that subjects were able to access only the pages allowed in
their group. Access of users was controlled centrally from the proxy server.
All browsers had identical setup with no bookmarks and a slogger3 plugin
installed. Slogger was used to keep track of users’ browsing history including
the use of back button to browse cached copies of a web page – this data would

3https://addons.mozilla.org/en-US/firefox/addon/143
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Payment

~10 min

Post-
questionaire

~5 min

Timed
Questions

max 45 min

Intro

~5 min

Figure 6.1: Flowchart of the user experiment time plan.

Figure 6.2: Screenshot of experiment interface, displaying one window with
the question and another (resizable) window that could be used to surf the
Internet to find the relevant information for answering the question.

not be available on the proxy server as the browser does not communicate
with the proxy server if the data requested is already in its cache.

During the study we recorded the answers to the multiple choice ques-
tions, the URL of the page containing the answer, timestamps of events
during the whole experiment including each answer, the content of the ques-
tionnaire, and also the complete surfing history of subjects. We analyze this
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Figure 6.3: Technical setup of the user experiment.

data in the next section.

6.4 Results

In this section we first present results of the user experiment, then we describe
properties of the website link structure and finally discuss the relationships
between the structural properties and user performance in our experiment.

6.4.1 User experiment results

Treatment 1 Treatment 2 Treatment 3
unrestricted website website

navigation sums
AU 15 18 12 44
UK 15 19 11 45
US 15 18 12 45

sums 45 55 34 134

Table 6.3: Number of users in each group for the user experiment.
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AU UK US
Treatment 1 0.401 (0.12) 0.438 (0.13) 0.445 (0.09)
Treatment 2 0.418 (0.14) 0.411 (0.09) 0.294 (0.06)
Treatment 3 0.301 (0.08) 0.458 (0.11) 0.260 (0.09)

Table 6.4: Success rate of user groups. Value reported in parentheses is
standard deviation.

We had in total 134 participants. Table 6.3 gives an overview of the actual
number of subjects in the nine groups. The 134 users were divided between
countries AU, UK and US with each country having 44, 45 and 45 users
respectively. In each treatment we then had 45, 55 and 34 users respectively.
We measured their performance using success-rate metric defined earlier. Ta-
ble 6.4 shows the performance of the different groups with standard deviation
within these groups and Figure 6.4 displays this performance together with
95% confidence intervals. As we are going to compare countries within treat-
ments and then each country across treatments we are going to test relatively
high number of hypotheses. To avoid false identification problem, we adjust
the confidence level of individual tests by Bonferroni correction [3]. In total
we will test 18 hypotheses – three pairwise comparisons between countries
within each treatment and three pairwise comparisons between treatments
for each individual country. To achieve overall 95% confidence the Bonferroni
adjustment gives us individual confidence levels of (1 − (1−0.95)

18
) ≈ 0.9972.

All 18 pairwise tests on difference in mean success-rate have been performed
at the 99.72% confidence level. We use Welch’s t test which does not assume
equal variance of the two samples. In addition, we also used an alternative
approach to multiple hypothesis testing, the Tukey honest significant dif-
ferences procedure (HSD) [67]. HSD also confirmed the significance of the
tests discussed below and we present the full output of this procedure in Ap-
pendix A.2. The differences between groups remained significant even after
taking into account the self-reported Internet skills of subjects as elicited in
the experiment questionnaire. Below we first discuss the individual treat-
ments separately, and then the differences between the treatments.

Treatment 1

In treatment 1, we simulated the usual situation of citizens. We were inter-
ested in three aspects of their information seeking i) what means the subjects
will use to find information (global search, website internal search, naviga-
tion), ii) where will they find the information (government or independent
websites) and iii) for which country the information is more accessible.
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Figure 6.4: Success-rate (Average number of correctly answered questions
per minute) by treatment and country with confidence intervals (p = 0.56) –
this level has been chosen so that two confidence intervals are disjoint if and
only if the two random variables have different mean with 95% confidence.

There are two types of search engines that differ in coverage and often
performance. Global search engines (GSE) such as Google, Yahoo, MSN and
others index substantial parts of the Web. Many websites provide internal
search engine (ISE) that is indexing the content of the website only. The
advantage of an ISE is that it may be tailored to suit specific needs, type
of content and may be able to index documents not accessible to GSEs –
documents in a database for example.

In Table 6.5 we can see that virtually all users used a GSE at least once
and that the majority of the questions was answered using a GSE. Users
often resorted to using the ISE if they did not find the information on the
page. Despite the proliferation of searching, users still navigated extensively
on the websites where they landed. Over 80% of questions were answered
without the use of ISE.
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AU UK US
users who used GSE at least once 87% 100% 100%
questions answered using GSE 61% 75% 80%
users who used ISE at least once 80% 60% 53%
questions answered using ISE 16% 13% 19%

Table 6.5: The means by which subjects in Treatment 1 found answers.

AU UK US
questions answered using the foreign office website 70%

(0.1)
53%
(0.2)

58%
(0.1)

questions answered using government website of the
country

83%
(0.1)

73%
(0.1)

80%
(0.1)

questions answered using any government website 93%
(0.1)

84%
(0.1)

90%
(0.1)

questions answered using non-government website 7%
(0.1)

16%
(0.1)

10%
(0.1)

Table 6.6: The sources where subjects in Treatment 1 found answers.

Government websites formed a large proportion, around 90%, of the pages
where subjects found the information (see Table 6.6), although some of the
websites (approximately 10% for all three websites) were of government from
a different country than the primary source. Between 7 and 16% of questions
have been answered using information provided on websites out of the control
of any government such as commercial travel websites or Wikipedia. Only
in 60% of the cases the information was found on the foreign office website
which is supposed to be the authoritative source for this type of information.

There is less competition from private information providers than from
governments itself. This duplicit sources of information on other government
websites are an double edged sword – they make it easier to find the infor-
mation, but, on the other hand, may lead to maintenance issues when the
information changes and needs to be updated.

There are differences between countries in terms of the fraction of ques-
tions answered using the foreign office website. Significantly more people
used the AU foreign office website to answer the questions, indicating that
there is less competition of information providers for AU than for the other
two countries, or, in other words, that AU has a better relative visibility on
search engines compared to competing websites.

Although the US outperformed UK which in turn outperformed AU in
terms of success-rate in treatment 1, the absolute values are very close and
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AU UK US
internal search used at
least once

72%
(0.1)

95%
(0.1)

94%
(0.1)

average use of internal
search (as %age of ques-
tions for which it was used)

30%
(0.3)

39%
(0.3)

35%
(0.2)

Table 6.7: Search usage versus navigation in treatment 2. Value reported in
parentheses is standard deviation where 0.1 corresponds to 10%.

the differences between them are not statistically significant. All three groups
performed similar when when users are free to choose how and where to find
the information.

Treatment 2

In treatment 2, users were starting their search from the home page of the
respective foreign office website and were limited to this website only. They
were allowed to use whatever facilities on the website there are to locate the
information.

As we see in Table 6.7, between 72% and 94% of users tried at least once
to use the internal search engine but overall subjects used internal search on
less than 40% of questions and over 60% of questions have been answered
using navigation only. Interestingly, the use the internal search is negatively
correlated with the speed at which users found answers. While this might
seem to suggest that ISE actually slows users down, it is more likely that
subjects in trouble (subjects with less experience or those simply stuck) resort
to search while subjects with more experience, or ideas where to look, would
navigate. The assumption that users resorted to ISE when they did not know
where to look only and otherwise followed links directly is supported by the
comparison between treatment 2 and treatment 3 later on.

On the AU website, subjects used the internal search engine significantly
less (72% in Table 6.7) than on US and UK where nearly all users tried
it. The number of questions answered using internal search engine is very
similar for all websites. In Table 6.4 and Figure 6.4 we see that subjects
on US website performed worse than those on AU and UK. The pairwise
Welch’s t test confirms statistical significance of this difference. There is no
statistically significant difference between the AU and UK. Subjects on the
US website needed close to a minute more per question. Subjects using AU
and UK websites would correctly answer 10 percent more questions than the
subjects using the US website.
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Treatment 3

Treatment 3 is the scenario forcing subjects to navigate by following links.
In this treatment we blocked access to the internal search facility. We were
curious if users will be able to find the information or if the search engines
are indispensable.

The observed order of countries according to decreasing success-rate is
UK, AU, US. Performance of the subjects on the UK website were not affected
by the restrictions at all. We even recorded the highest absolute success-
rate of all treatments, and groups (0.445 q/min). In this treatment there
is no significant difference between AU and US which both perform poorly
compared to UK – the advantage of UK is statistically significant at the
99.72% confidence level. Subjects on the UK websites performed on average
twice as well as those on the other two websites. The websites themselves
account for about 44% of the variation in user success-rate.

Differences between treatments

This discussion again refers to Figure 6.4 which also shows how success-
rate is affected by treatment. We performed nine pairwise tests - three for
each country to assess if the differences between treatments are statistically
significant. Four of these pairwise tests are statistically significant at 95%
overall significance level.

AU subjects performed as well when they used GSE (Treatment 1) as
when they started directly on the website itself (Treatment 2). Once the
internal search of the website was prohibited in Treatment 3, the success-
rate significantly dropped. This suggests that some of the answers are very
hard to find on the AU website using navigation only. For this website GSE
or ISE is necessary to find all answers efficiently.

UK website performed as well in all treatments and the small absolute
differences in success-rate are not statistically significant. This website was
the top performer in all treatments and was surprisingly unaffected by the
various restrictions.

US website performed as well as other countries in unrestricted treatment
1 but the performance degrades significantly when subjects cannot benefit
from the GSE. This website is too big to be navigated efficiently and the
internal search engine does not help much.

There is a general trend according to which the performance decreases
with increasing restrictions – overall success-rate dropped from treatment 1
through treatment 2 to treatment 3.
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Directed Distance
Country pages average median maximum∗ average degree

AU 32,765 8.1 6 38 54.6
UK 23,570 4.9 5 10 36.5
US 129,246 6.2 6 17 38.8

Table 6.8: Structural properties of the three foreign office websites. (∗ diam-
eter)

6.4.2 Link structure properties

In this section we analyze the structure of the three foreign office websites
and report several structural metrics that may be related to the websites’
navigability. The users follow links to get closer to the target page and to
find pages related to the one they are currently viewing. The probability of
a user following a particular link is influenced by the presentation of the link
on the web page such as its position, color, font size, anchor text and context.
In this work we abstract from the content of web pages and its presentation
and focus solely on the link structure. Such abstraction has been common in
web analysis [28, 165, 120].

In Table 6.8 we see that the three foreign office websites have very different
structural characteristics. Directed distance characterizes the interconnect-
edness of the link structures. Lower average directed distance corresponds
to the expected distance between two random pages. Intuitively it is benefi-
cial to users to reach other pages inside the same website in a small number
of clicks. We see that although the size of the websites is big, the average
distance between random pages is relatively small. Still, a user viewing a
page on the Australia website may need to perform up to 38 clicks to get to
another page within the same website. It is reasonable to assume that most
of the users would in such a case resort to other means than navigation and
perhaps leave the website without seeing the other page.

Table 6.8 also demonstrates that bigger websites do not necessarily have
a bigger average distance or diameter (compare AU and US for example).
Diameter of the website may be reduced by addition of links and increasing
the average degree of a page. This needs to be done with caution as an over-
load of links on one single page will only confuse users, increase probability
of a mistake and decrease their navigational performance.

We also report the size of the bow-tie components of the link graphs in
Table 6.9. These components give an idea of how restricted users may be
in their navigation if they land in different parts of the website. Due to the
nature of the crawl, which was started from the single website top page which
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is part of the LSCC, the OUT component, DISCONNECTED components
and TENDRILs are all empty. Interestingly, the size of the OUT component
is equal to the percentage of unreachable pairs of pages in the network. This
is because there are almost no links between pages in the OUT component
resulting in these pages to be unreachable from each other. We can then
show the following: Let us denote |FO| the number of pages on the website,
RP the set of reachable pairs of pages, UP the set of unreachable pairs of
pages and AP the set of all pairs of pages. Then we have:

|AP | = |RP |+ |UP | = |FO|2 = (|LSCC|+ |OUT|)2 (6.1)

as all other components are empty. Reachable pairs are then such where
both pages are from LSCC or the starting page is in LSCC and the other
page in OUT component. The count of reachable pairs is then:

|RP | ≈ |LSCC|2 + |LSCC| · |OUT| (6.2)

On the other hand, the number of unreachable pairs may be computed as the
number of all possible pairs between pages in OUT, as virtually all of these
are unreachable and the number of pairs between a starting page in OUT
and target page in LSCC – there is no path between such pages otherwise
the page in OUT would have to be part of the LSCC.

|UP | ≈ |OUT|2 + (|OUT| · |LSCC|) (6.3)

The fraction of unreachable pairs is then

|UP |
|AP |

≈ |OUT|2 + |OUT| · |LSCC|
|FO|

(6.4)

≈ |OUT|2 + |OUT| · |LSCC|
|OUT|2 + |OUT| · |LSCC|+ |LSCC|2 + |LSCC| · |OUT|

(6.5)

≈ |OUT|2 + |OUT| · |LSCC|
|OUT|2 + |OUT| · |LSCC|+ |LSCC|2 + |LSCC| · |OUT|

(6.6)

≈ |OUT|2 + |OUT| · |LSCC|
(|OUT|+ |LSCC|)2

(6.7)

≈ |OUT|
|FO|

(6.8)

And so we have the fraction of unreachable pairs equal to the fraction of
pages in OUT component and consequently the fraction of reachable pairs
equal to the number of pages in the LSCC component:

|RP |
|AP |

≈ |LSCC|
|FO|

(6.9)
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Country LSCC OUT reachable
pairs

unreachable
pairs

AU 89% 11% 89% 11%
UK 65% 35% 65% 35%
US 75% 25% 75% 25%

Table 6.9: Bow-tie structure of the foreign office websites. IN, TUBE, DIS-
CONNECTED and TENDRIL components are all empty

The definition of the bow-tie structure is based on the existence of paths
between pages. The actual distance between pages is also important. While
a large LSCC is intuitively a good thing, it may be important how many
clicks a user needs to reach a particular page in the LSCC. There may be a
path but if it is too long, users may not find it, or give up before reaching the
target page. Similar to Huberman et al. [106] we observe that users navigate
over paths with limited length and we have seen in the experiment that on
average, if users find the target page, it is generally in less than six clicks.
Given the long tail distribution of path lengths, most of the paths are shorter
than average.

To compare the structure of the website with respect to accessibility of
pages as a function of depth of navigation we plot the reachability of the link
graph in Figure 6.5 and the reachability from the home page of the website in
Figure 6.6. These figures display the cumulative distribution of the fraction
of pages that are accessible from a random page and from the home page
respectively.

Figure 6.5 corresponds to the situation when a user lands within the web-
site from search engine, or maybe just finished looking for some unrelated
information on this website and now needs to navigate to a different page.
The plot was constructed in the following way. We computed the distance
for all possible pairs of pages and then displayed the percentage of the path-
lengths that are shorter than x. Not all pairs of pages have a path between
them and so the cumulative percentage converges to the fraction of reachable
pairs which is less than 100% for the three websites (89% for AU, 65% for
UK and 75% for US). Interestingly, the LSCC of AU is impressive 89%, but
users still need many clicks to actually get from one page to another. While
UK has the smallest LSCC it is the only website out of the three where more
than half of the content is accessible within six clicks.

Figure 6.6 corresponds to the situation where the user starts from home
page and tries to navigate to a random page within the website. For the UK,
almost all pages are within a distance of six clicks from the homepage and
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Figure 6.5: Reachability of the link graph (Γ(FO, τd)). Cumulative percent-
age of pairs of pages (y-axis) that have a path between them of less than
pathlength (x -axis). The value of six clicks is highlighted in the figure.

Figure 6.6: Reachability from website home page. Cumulative percentage
of pages (y-axis) that are less than pathlength (x -axis) from the homepage.
The value of six clicks is highlighted in the figure.

only about half of the content is accessible within six clicks on the other two
websites.

As our crawl was started from the homepage, all pages in our sample are
accessible and the lines in Figure 6.6 converge to 100%. However, different
number of clicks is needed for each website to reach this 100%. Such number
of clicks is related to, although smaller than the diameter of the website. The
reachability plot gives a fuller picture of the website interconnectedness than
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diameter as it shows the distribution of path lengths and can reveal if the
large diameter is due to exceptional few pages or if a substantial part of the
website is inaccessible.

Homepage reachability yields the following ranking: 1. UK: 68.17%, 2.
US: 51.41%, and 3. AU: 49.9% (Figure 6.6). If we assume that a good foreign
office website should make its content accessible within less than 6 clicks to
users arriving at the homepage of the website, than the UK would be a much
better website than both AU and the US. However this metric treats each
page within the website equally and it needs to be verified if such metrics
correlate with real user performance.

The structural properties that have an intuitive interpretation in terms of
navigability provide an alternative view of the websites. In the next section
we summarize the results of the user experiment and rankings by metrics
and discuss how these two correspond.

6.4.3 Link structure of websites and user performance

In this section we compare the results of user experiment as measured by
success-rate with the structural properties of the websites. We are in partic-
ular interested in possible correlations between the two different approaches
to evaluate websites.

In treatment 1 there was no evidence for any difference in performance
of users on the three websites. It is also likely that the performance of the
websites will be influenced by their link structure to a smaller extent in this
treatment given the machine learning approaches based on page features that
are employed by search engines. The content of the pages may also override
the effect of the link structure of the website as most search engines routinely
discard the internal links for pagerank computation.

In treatments 2 and 3, most of the users navigated extensively and in
treatment 3 they could not take any shortcuts. We further discuss the two
treatments 2 and 3. Table 6.10 compares results of treatments 2 and 3 of
the user experiment with the website metrics we reported in Section 6.4.
Not all differences between countries are statistically significant. While we
can say for sure that the UK is performing better than the US, Australia’s
performance is related to whether internal search is allowed or not.

Treatment 2 ranking matches the ordering by size. Treatment 3 ranking
also matches the ordering by size, and in addition by diameter, reverse LSCC
and Γ(FO, home, 5) reachability.

In the table we see that the smaller the LSCC (in %), the better subjects
perform in treatment 2. Possibly, too many connected pages confuse subjects,
present a larger space of choices and make it hard to navigate. In such a case
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user experiment link structure metrics
Rank success-rate size LSCC

size
(%)

average
dis-
tance

Γ(home, 5)
(reachabil-
ity)

decr incr decr incr decr
T2 T3

1 UK,
AU

UK UK AU UK UK

2 AU,
US

AU US US US

3 US US UK AU AU

Table 6.10: A summary of results of the user experiment and website link
structure metrics. Each column is ordered according to the rank of the respec-
tive country on that measure. The sorting order (decreasing/increasing)is
specified above each column. This order has been chosen so that the web-
sites with intuitively better characteristics are generally on the top and the
ones with less advantageous properties on the bottom. Multiple countries in
the same cell mean that there is no statistically significant difference between
the two countries according to the respective measure.

it would be better to have a small part of the website strongly connected with
the rest just leading out of it. However such a setup has the disadvantage
for users to be stuck in the OUT component.

Ranking of websites by Γ(FO, home, 5) reachability corresponds to results
of treatment 3. For the UK about 70% of its content is accessible within that
distance, while for both AU and US it is only about 50%. Intuitively, larger
proportion of UK website is accessible to users with exploration depth of five.
This could have an effect on user performance.

However, such match in rankings is not a proof of causal relationship and
represents a connection in ranks only. In other words, the correlation does not
reflect linear or higher order dependencies and is therefore of limited utility
in constructing explanatory models. US for example is six times bigger than
UK but does not perform six times worse.

Even though our study had over 100 participants, for the comparison of
structural metrics and user performance on each website we effectively have
a sample the size of three only. This limits our ability to extrapolate these
results to other similar websites.
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6.5 Summary

The main results of our, multi-faceted study can be divided in five parts:
i) differences between the websites ii) differences between the treatments,
iii) general observations, iv) structural properties of websites and v) the
correlations between website structure and user performance.

Differences between the websites The three websites differ significantly
in their performance. According to our experiment, UK website provides the
information in the most accessible manner so that it can be much better
reached when relying on navigation only than for any of the other two web-
sites. Australia’s website, however, is doing equally well to the UK when
users are free to use the internal or external search engine, despite its poor
performance in treatment 3 where users had to navigate. The US foreign
office’s suboptimal design is saved only by the external search engines, even
the internal search engine does not seem to cope with the sheer size of the
data presented on this website. These results indicate that the navigational
structure of AU and US is suboptimal and that these two websites rely heav-
ily on the search facilities – and in the case of US the essential search is,
worryingly, provided by external third party.

Differences between the treatments We have seen that the user perfor-
mance decreases with increasing restrictions from treatment 1 to treatment
3. Still some of the websites were affected more than other. While UK was
hardly affected at all, US suffered in both treatments 2 and 3 when users
could not take advantage of global search engines.

The use of the internal search facility is positively correlated with poor
performance of users. Still, its availability actually increases users’ perfor-
mance. While this may seem paradoxical, it is due to users resorting to
internal search when they are lost. The availability of internal search is
beneficial for users and may help to compensate for other design problems.

The observation that users find the information easier when using global
search engines than when navigating the website directly has interesting im-
plications – campaigns for users to bookmark the website may be counter-
productive and actually decrease user’s ability to find information quickly
and efficiently.

General observations Unrestricted treatment 1 provided us with an op-
portunity to make some general observations about general information seek-
ing habits of users. We have seen high proliferation of Internet search use
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with virtually all users using a global search engine at least once. Still sub-
jects needed to navigate towards the final page with an average user clicking
six times. The governments of the respective countries attracted between
73–83% of queries with the remaining 17–27% queries answered by websites
out of their control.

Structural properties Although the three websites have equivalent tasks
and mission, the website structure differs significantly. US is the largest web-
site with 129K pages while UK and AU are roughly comparable at 24K and
33K pages respectively. The website diameters differ too and surprisingly
do not correspond to the website size as the largest US(17) has smaller di-
ameter than AU (38). The degenerate bow-tie structure of the websites are
also very different, with AU having a largest strongly connected component
of 89% compared to UK’ 65%. Although it is small, our sample represents
diverse ways of organization and presentation of equivalent content. The
differences are likely to affect the user experience.

Structural properties and user performance Our study with 134 par-
ticipants enabled us to draw statistically significant conclusions about the
three representants of foreign office websites. We also compared the struc-
tural properties of the websites with their performance. However informative,
these conclusions are not statistically significant as in these comparisons we
need to treat the data as a sample of size three and any extrapolation to
other FO websites is problematic. Still we observed that the bigger websites
in our sample performed generally worse than leaner websites. It is surprising
how big the foreign office websites are given the limited information they are
expected to provide. Out of the structural metrics that have intuitive justifi-
cation we cannot rule out the effects of diameter, reachability and the size of
LSCC on the performance of navigating subjects who do not use search facil-
ities. More studies are needed on a larger sample of websites to establish the
statistical significance of website structural effects on the user performance.
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Chapter 7

Exploiting homophily for
better item recommendations

In this chapter we describe a way to exploit homophily to improve item rec-
ommendation. Results presented in this chapter have been reported in [178].

It is widely recognized that consumers suffer from information overload
when using the Web. Recommender systems can help consumers by suggest-
ing possible items of interest, based on an analysis of other users’ preferences.
Recommender systems utilize history of users’ past preferences, e.g. items
they purchased, movies they watched, ratings they provided, etc. When
recommender systems work well, they can simultaneously benefit both the
consumer and the retailer – a user’s experience is improved, resulting in
improved consumer loyalty and trust, and ultimately in increased revenues.

Recently, there has been very strong growth in social network applica-
tions. Social networking is at the core of sites such as MySpace, LinkedIn,
Facebook, Yahoo!360, Friendster and many others1. Social networking fea-
tures are increasingly being adopted by other sites for which social network-
ing was not the primary focus, e.g. MyWeb, Flickr and Delicious. Data
from social networks provides insight into the structure of communities, the
spread of information, and may identify thought leaders, innovators, hubs
and authorities and other influential participants.

While social network data is interesting in itself, there exists an opportu-
nity to leverage this information by combining it with preference information
to provide better recommendations.

In Section 4.2 we present an overview of related work. Despite the amount
of work on recommender systems, which we have reviewed in Section 4.3,

1For an extensive list of social networking sites see http://en.wikipedia.org/wiki/
List_of_social_networking_websites
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there has been little published on combining recommender systems and so-
cial networks to improve recommendations. Using social networks for recom-
mendations has been previously suggested [231, 23]. However, the benefits
have not been quantified or demonstrated, nor have any algorithms been
evaluated.

In this chapter we look at several ways of using social network knowl-
edge to improve recommendations. We describe new social recommenders
(SOC) and combined, socially-informed collaborative filtering (SCF) algo-
rithms. SCF algorithms combine knowledge of a user’s social network with
traditional collaborative filtering to improve recommendations. We perform
empirical comparison of these new algorithms with pure collaborative fil-
tering algorithms on real world datasets from the social photo sharing site
Flickr and from the social networking site Yahoo!360. We use weak and
strong generalization test procedures to compare the performance of com-
bined algorithms to pure collaborative filtering recommenders. We also use
a new-user test to show that the benefit of using social information increases
with increasing sparsity of the user preference information.

Section 7.1 first describes the new algorithms. Many of the algorithms
compared have free parameters that must be chosen. Section 7.2 describes
the two dataset used for the algorithm evaluation. Section 7.3 describes how
these parameters were assigned and describes the weak, strong and new-
user generalization tests that were used to compare the various algorithms.
The experimental results are discussed in Section 7.4 and a summary and
discussion are provided in Section 7.5.

The algorithms we evaluate in this study can be categorized into four
classes; (1) non-personalized (baseline), (2) pure collaborative filtering, (3)
pure social-based and (4) socially-informed collaborative filtering that com-
bines the social knowledge of (3) with the collaborative filtering of (2). We
already introduced classes (1) and (2) in Chapter 3. We are going to discuss
each of the classes (3) and (4) next.

7.1 Socially informed algorithms

The network of social contacts is in fact an implicit declaration of similarity
between the users connected. This information is complementary to the
information mined from preference history. We describe algorithms that take
advantage of this social information. First we describe an algorithm based
purely on the social information and then we describe a fusion of this social
recommender with collaborative filtering based recommenders.

The reader is reminded that a recommender consists of two parts score
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calculation and recommendation generation (Chapter 3), the latter being the
same for all recommenders.

7.1.1 Social-based algorithm (SOC)

Social algorithm SOC is based on homophily of the social network. Users
connected by social ties are more likely to be similar than a random pair of
users. It seems therefore promising to recommend items based on popularity
between social contacts rather than global popularity as algorithm POP does.
We implemented a purely social-based algorithm, denoted SOC, which makes
recommendations based on the social popularity of items. For each user, u,
we identify their k nearest neighbors, Kk

u , according to distance in the social
network, d(u, v) (Section 2.2). The distance corresponds to the number of
hops from user u to user v in the directed social network graph. Directly
connected users have distance 1. The ranking of nodes with the same distance
is randomly determined.

The SOC algorithm effectively performs a breadth-first crawl, starting
from the active user and aggregating the preferences of users encountered. We
considered two different weighting methods, denoted ‘const’ and ‘distance’,
for the aggregation of neighbor preferences. For a method, t, the scores for
individual items are determined by:

wt
ui =

∑
v∈Kk

u

fvi · θt
uv (7.1)

where

θt
uv =

{
1 if t = ‘const′
1

d(u,v)
if t = ‘distance′

(7.2)

The first method, t =‘const’, corresponds to the case where the score of
an item, i, is only based on the number of neighbors of u who have this item
in their favorite set.

The second method, t =‘distance’, is similar, but is inversely weighted by
each neighbor’s distance from u, i.e. closer neighbors are given more weight.
This reflects the assumption that users closer to each other are more similar.

The two social-based algorithms are denoted for example SOC(200,‘const’),
which corresponds to a nearest neighborhood of k = 200 and constant weight-
ing.

Algorithm 5 presents pseudocode of the score computation step of SOC
recommender. FIFO represents a first-in-first-out queue. The operation
FIFO.append(a) places user v at the end of the queue and operation FIFO.get()
removes and returns the user who is at the front of the queue.
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Algorithm 5 SOC(a, k, t)

1: c← 0
2: FIFO.append(a)
3: while u← FIFO.get() do
4: for all v : euv = 1 do
5: FIFO.append(v)
6: end for
7: for all i : Fu do
8: case t
9: ‘const’:

10: wai← wai + fui

11: ‘distance’:
12: wai← wai + fui

d(a,u)

13: end case
14: c + +
15: if c > k then
16: return wa

17: end if
18: end for
19: end while

SOC algorithm combines preferences of other users – in that it is similar
to UU algorithm. It has an advantage over UU in that it only needs to inspect
k social contacts of the active user compared to computation of similarities
between active user and all other users in the system. SOC is therefore more
scalable than UU.

7.1.2 Social collaborative filtering (SCF)

Pure collaborative filtering and pure social-based algorithms provide recom-
mendations based on complementary information. It therefore seems natural
to combine both in a single algorithm to further improve recommendations.
We propose the following algorithm to integrate both sets of information.

For a given collaborative filtering algorithm, CF, and a given social algo-
rithm, SOC, we first calculate the corresponding item scores for each user,
wcf

ui and wsoc
ui , as described earlier. Then, for each user, these two score

vectors are normalized such that
∑

i w
cf
ui = 1 and

∑
i w

soc
ui = 1. The two nor-

malized score vectors are then combined using one of the following methods
to calculate the final item scores:

• Probability-like: wui = 1− (1− wcf
ui ) · (1− wsoc

ui )
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• Weighted sum: wui = αwcf
ui + (1− α)wsoc

ui

• Mean: wui = 1
2
(wcf

ui + wsoc
ui )

• Maximum: wui = max(wcf
ui , w

soc
ui )

• Minimum: wui = min(wcf
ui , w

soc
ui )

Finally, once again, items are sorted in decreasing order of score, excluding
items in the user u’s favorites, and the top-N items are recommended. Al-
gorithm 6 presents pseudocode of score calculation step for SCF algorithm.
Note the normalization on lines 4 and 5 preceding the application of combi-
nation rule.

Algorithm 6 SCF(a, cf, soc, v, α)

1: for each neighbor u do
2: wCF

a ← cf(a)
3: wSOC

a ← soc(a)

4: wCF
a ← wCF

a

‖wCF
a ‖1

5: wSOC
a ← wSOC

a

‖wSOC
a ‖1

6: case v
7: ’prob’:
8: w ← 1−

(
(1− wCF

a ) · (1− wSOC
a )

)
9: ’wsum’:

10: w ← αwCF
a + (1− α)wSOC

a

11: ’min’:
12: w ← min(wCF

a , wSOC
a )

13: ’max’:
14: w ← max(wCF

a , wSOC
a )

15: end case
16: end for
17: return w

SCF algorithm is naturally slower than each of the algorithms it is com-
posed of. The combination step is very quick though, thanks to the simplicity
of combination rules used.

93



CHAPTER 7. EXPLOITING HOMOPHILY FOR BETTER ITEM
RECOMMENDATIONS

7.2 Datasets

In our study, we used two datasets: Yahoo! 3602 dataset and Flickr3 dataset.
Both sites provide social networking functionality and also let users express
their preferences. However, they differ substantially in their main purpose:
Yahoo!360 is primarily a networking site while Flickr is a photo-sharing site.
We now describe these datasets in detail.

Table 7.1 provides a summary of the Yahoo!360 and Flickr data. We
report the two thresholds τc and τi that were used to preprocess the datasets,
corresponding to the minimum number of contacts and minimum number of
favorites respectively. Note the difference in acquisition methods; Yahoo!360
has been crawled by a focused crawl of the contact graph. while Flickr has
been obtained from the complete dump of the Flickr database.

Dataset Yahoo!360 Flickr
τc 20 100
τi 20 100
users |V| 2191 820
items |I| 32,922 355,389
favorites ‖F‖1 85,111 583,932
ratings density 1.2× 10−3 2.0× 10−3

social connections ‖E‖1 38,870 85,042
social network density 8.1× 10−3 1.2× 10−1

Table 7.1: Yahoo!360 and Flickr datasets

7.2.1 Yahoo!360 dataset

Yahoo! 360 is a social networking site where users can create their own profile,
link to other users, and publish their hobbies, interests, photos, blog and
other information. Users interact on the site by sending messages, leaving
comments and testimonials for their friends and joining discussion groups.
Users are encouraged to create a list of their favorite music, movies, books,
TV shows and their interests. This list of favorite items is used by us to
create a user-item matrix. This list contains items in no particular order
that have been entered as comma separated text. There is a separate text
box for each item category.

2http://360.yahoo.com
3http://flickr.com

94

http://360.yahoo.com


CHAPTER 7. EXPLOITING HOMOPHILY FOR BETTER ITEM
RECOMMENDATIONS

Data was collected between November 21 2006 and January 10 2007. We
started from an arbitrary user and recursively performed a focused crawl of
all their contacts. We followed the Algorithm 1 described in Section 2.6. At
each step we downloaded a new contact with the highest indegree4. This
permitted an efficient crawl of a dense subset of the social network.

We collected data in the form of network G(V , E) and attribute data
A(V , I,F) where V is the set of users, E are edges or social contacts between
users, I is a set of all items and F stores user-item co-occurrences signifying
which user has listed an item between his favorites.

For each user, we parsed their list of favorites and cleaned item names by
converting them to lowercase and removing all whitespace and punctuation.
In total we collected 789,523 user–item pairs (favorites) from 97,606 unique
users. There were 235,762 unique items. We treat favorite books, movies and
TV shows equally and refer to all of them as items. Then, we removed items
with extremely long descriptions5 and selected a subset of active users – first
we selected users who had at least 20 favorite items and then retained those
users with at least 20 contacts. After this filtering we obtained a dataset with
2191 users, 32,922 items, 85,111 favorites and 38,870 social connections. The
resulting user-item matrix density was 0.1% and contact matrix density 0.8%.
Note that not all users have more than 20 contacts in the resulting dataset
as some of their contacts were originally to users who had less than 20 items
or 20 contacts themselves and were therefore removed. This filtering results
in a more dense social network than random sampling. We also refer to this
dataset as Y!360.

7.2.2 Flickr dataset

Flickr is a photo sharing site that allows users to publish photos, tag them,
comment on them, mark favorites and keep a list of their friends and contacts.
The Flickr dataset we used was a subset of a snapshot of the Flickr database
from June 2005. The full snapshot contained 2,618,702 social network con-
nections with 434,812 users having at least one contact and 420,497 users
being a contact of at least one other person. These connections were catego-
rized as friend, family and other. For simplicity we did not distinguish be-
tween different connection types. The Flickr snapshot also contained explicit
user preference information such as favorite pictures a user has identified or
“bookmarked”. The dataset contains 2,282,529 user–favorite picture pairs

4The indegree (number of inlinks) is dynamically computed based on the crawl so far.
5Some users enter things like “I would really have to think about this a little bit more”

when asked for their favorite movies
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(favorites) with 60,904 unique users that have at least one favorite picture
each and 1,077,782 unique pictures that are favorite of at least one user.

Again the data is represented, in a form consistent with Section 2.2, as
network G(V , E) and attribute data A(V , I,F). V is the set of users, E are
edges or social contacts between users, I is a set of all pictures (items) and
F stores user-picture co-occurences signifying which user has listed a picture
between his favorites.

From the complete Flickr snapshot, we selected active users with at least
100 contacts and 100 favorites. The filtered dataset contains 1,357,143 fa-
vorites from 4,142 users on 680,857 items and 377,185 social connections. We
refer to this dataset as Flickr.

7.2.3 Social network homophily

For social recommendation to work, users connected by social ties need to
be on average more similar than two random users.

The homophily coefficient, χ(i), reflects the degree to which users who
like item i tend to associate with other users who also like item i. We
demonstrate the use of this coefficient on dataset Yahoo!360. We show in
Table 7.2 the most and least homophilous items in the dataset. We can see
that more rare items tend to induce higher homophily. This observation is
in agreement with results published by Adamic [5]. Only coefficients based
on 100 and more i-homophilous links are included. All χ(i) coefficients are
bigger than 1 which means that all the property induce positive homophily.

The generally high homophily in our dataset suggests that item popularity
in the social neighborhood may be a better predictor for recommendations
than global popularity, provided there is enough social data for the active
user.

7.3 Test procedure

We use weak and strong generalization tests [141] as well as a new-user test
to compare the algorithms described previously. We first introduce the three
individual tests separately and then we describe the way we have split the
datasets to be able to perform all of them.

7.3.1 Weak generalization test

Weak generalization tests performance of algorithm in terms of prediction of
active user’s favorite items not seen during training. For this, the dataset
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χ(i) item i i-homophilous edges
149.67 bleach 120
99.22 naruto 975
95.60 fullmetalalchemist 158
86.70 inuyasha 553
73.17 manga 135
54.94 meditation 146
35.87 godsmack 104
34.84 neosoul 134
34.00 cricket 150

. . .
4.54 photography 1547
4.44 friends 1378
4.31 travel 1454
4.24 cooking 1231
3.80 csi 1867
3.46 movies 1709
3.05 reading 3744
2.90 music 3529

Table 7.2: Associativeness coefficient χ(i) that quantifies how much peo-
ple with interest i in Yahoo!360 dataset tend to flock together. The most
homophilous tend to be the more rare hobbies while the popular interests
exhibit lower homophily.

is split in two parts. One part is used for training the algorithm and the
other consists of withheld items and is used for testing. Algorithm is asked
to provide recommendations for each user encountered during training and
the items recommended are compared to items withheld for the user. The
division of the dataset is indicated in Figure 7.1.

7.3.2 Strong generalization test

Strong generalization tests the performance of algorithm for previously un-
seen users. First the users are split into two groups – “weak users” and strong
users”. For each strong user items are divided into revealed items and items
withheld for testing. Algorithm is trained on data from weak users first and
then asked to provide recommendations for each “strong user” based on the
items revealed for her. The recommendation is then compared to items that
have been withheld previously. The division of the dataset is indicated in
Figure 7.2.

97



CHAPTER 7. EXPLOITING HOMOPHILY FOR BETTER ITEM
RECOMMENDATIONS

Train Testus
er
s

items

Figure 7.1: Weak generalization test.
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Figure 7.2: Strong generalization test.
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Figure 7.3: New-user generalization test.

7.3.3 New-user test

For new-user testing, we wish to test the predictive capabilities of the various
algorithms when we have little or no history of the user. The reader is
reminded that it is our hypothesis that the use of complementary social
information may strongly improve performance for this class of users. New-
user test simulates new users arriving in the system and providing their
preferences gradually. For this purpose the users are first divided, similarly to
strong generalization test, into “weak users” and “strong users”. The division
of the dataset for new-user test is indicated in Figure 7.3. To simulate new
users, the items in the known set of the strong user group are partitioned into
10 subsets, known1, through known10, where known1 is a subset of known2,
known2 is a subset of known3, etc. Thus, known1 contains the fewest items
for each user, and known10 the most. As with the strong generalization test,
data in the knowni subset represents the history of the user, and is used to
make recommendations. Recommendations are as usually compared to the
strong test set withheld from data of strong users.

7.3.4 Datasets split

We now describe the partitioning of the dataset for training and test pur-
poses. To perform the weak generalization, strong generalization and new-
user tests we split the dataset as indicated in Figure 7.4. For a given dataset,
Yahoo!360 or Flickr, we randomly partition the users into two equal sized
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Figure 7.4: Dataset split for generalization tests.

groups – “weak users” and “strong users”.
For the weak generalization test we further partition the data of weak

users into a test set and a training set. The test set contains nwtest items
from each user, i.e. a subset of the items that each user is known to have
consumed. The remaining items for each user form the training set. From
the training set, we further withhold another subset of items from each user,
this set being used for validation. After training, we test each algorithm’s
predictive capability based on the test set derived from the weak users. That
is, the same users are used for training and testing, although, of course, the
training and tests sets are disjoint.

For strong generalization, testing is performed using the strong user
group, no part of which has been seen during training. For the strong user
group, we randomly select nstest items from each user, which we withhold to
test the predictions of each algorithm. The remaining items for each user
form a known or “observed” set, that is used to compute the recommen-
dation. The items in the known set simply represent the items that each
user has consumed so far and which are used by algorithms item-item and
user-user to make recommendations.

For weak generalization, we train on a set of users for which we have
withheld items that they have previously consumed. After training, we test
whether the algorithm predicts these withheld items. For strong general-
ization, we use the same training set as for weak generalization. However,
after training, we test whether the algorithm predicts items for unseen users,
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i.e. these users were not part of the training set. Finally, the new-user test,
takes users from the strong generalization test set, but only reveals a subset
knowni of their consumed items, in order to model the case where we have
little prior knowledge of a user. All training, whether for weak, strong or
new-user generalization, is performed on the same training data.

7.3.5 Parameter selection

Before training each algorithm on the training set, we perform parameter
selection using a validation set of nval items per user which we extract from
the training set to reduce overfitting. For UU and II algorithms we need
to learn the number of nearest neighbors, k, and minimum overlap, τ . For
SOC algorithm we need to learn the number of neighbors k, and choose
a weighting type of ‘const’ or ‘distance’. Finally, we need to learn the α
parameter for the SCF algorithm using the ‘wsum’ combination rule. During
training UU(70,1), II(100,2) and SOC(200,‘distance’) performed best on the
Yahoo!360 validation dataset. On the Flickr dataset UU(70,1), II(100,2) and
SOC(60,‘distance’) performed best. For the combined algorithm, SCF, the
optimal values of parameter α were αUU = 0.3 and αII = 0.05 on Yahoo!360
and αUU = 0.01 αII = 0.2 on Flickr. Parameter selection for algorithms
SOC, and SCF is detailed in Appendix B.1 and we use the same naming
convention for them as for the collaborative filtering recommenders. These
parameter values were used in the experimental results presented shortly.

7.3.6 Metric

Several metrics can be used to measure the performance of recommender
systems. We chose the F1 metric which combines traditional precision and
recall into a single metric. Other measure include hitrate, reciprocal hitrate,
precision, and recall. Although not reported here, we considered all these
measures, each of which produced similar results. For precision and recall,
we assume that the set of withheld items is relevant. Thus,

precN =
1

n

∑
u

h

N
(7.3)

(7.4)

where n is the number of users tested, h is number of recommended items
matching one of the items withheld, test(u) set of withheld items for user,
u, and N is the number of recommended items.
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The metric F1N gives the same weight to precN and recallN and combines
them in a single metric, defined as

F1N =
1

n

∑
u

2 · precN · recallN
precN + recallN

(7.5)

F1 metric has been introduced in information retrieval research in the
context of labeled datasets, where each document is labeled as relevant or
not relevant to a particular query. The set of documents labeled relevant
represents all documents that are relevant. Important difference in the way
F1 metric (and precision and recall) are defined using just a subset of all
possibly relevant documents. The preference data contains only a relatively
small number of items for each user in the form of their purchase history
or list of favorite items. There are many other items that the user would
like but which the user did not see or did not mark as favorite. This is
particularly obvious in the case of user generated content such as pictures on
photo sharing websites.

The calculation of F1 values over a limited set of relevant items results
in lower absolute value of this metric because not all relevant items are rec-
ognized as such. Past evaluations of recommender systems reported lower
values of F1 metric than classic information retrieval experiments. The ab-
solute F1 values get smaller with the increasing size of the datasets and the
increasing number of items in the datasets. This is demonstrated on the
example of a simple random recommender in Appendix B.2.

7.4 Results

In this section we compare the performance of the various algorithms for
weak generalization, strong generalization and new-user cold start, using the
datasets Yahoo!360 and Flickr. All experiments were performed with the
number of recommended items N = 100. This corresponds to a 10x10 grid
of thumbnails for Flickr or a textual list of 100 favorite items for Yahoo!360.

The number of items withheld per user for weak generalization, strong
generalization and validation were nY !360

stest = nY !360
wtest = nY !360

val = 2 and nFlickr
stest =

nFlickr
wtest = nFlickr

val = 10. The Yahoo!360 validation, weak test and strong test
set contained 2192, 2192 and 2190 withheld user-item pairs. For Flickr, there
are 4100 withheld user-item pairs.
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Yahoo!360
weak strong

alg F1 alg F1
SCF(prob,II) 0.00889 SCF(prob,II) 0.00885
SCF(max,UU) 0.00869 SCF(prob,UU) 0.00874
SCF(prob,UU) 0.00861 SCF(max,II) 0.00856
UU 0.00843 SCF(wsum,II) 0.00849
SCF(wsum,UU) 0.00841 II 0.00849
SCF(max,II) 0.00827 SCF(max,UU) 0.00827
SCF(wsum,II) 0.00827 SCF(mean,II) 0.00827
SCF(mean,UU) 0.00823 SCF(mean,UU) 0.00825
II 0.00821 SCF(wsum,UU) 0.00825
SCF(mean,II) 0.00798 UU 0.00802
SOC 0.00755 SOC 0.00722
SCF(min,UU) 0.00689 SCF(min,UU) 0.00704
SCF(min,II) 0.00619 SCF(min,II) 0.00627
POP 0.00567 POP 0.00550

Table 7.3: Weak and strong generalization test on Yahoo!360 using the F1
metric. Algorithms are ranked in order of performance.

Algorithms comparison

The algorithms compared include POP, UU, II, SOC, and SCF. We compare
several variants of SCF based on either II or UU and using one of voting
rules ‘min’, ‘max’, ‘prob’, or ‘wsum’.

A number of observations can be drawn from Tables 7.3 and 7.4. First,
for both datasets, we observe that performance in the strong generaliza-
tion test is, as expected, generally slightly worse than in weak generalization
test. All tested algorithms outperformed the global POP algorithm (except
SCF(min,II) on Flickr). Interestingly, the superior performance of the SOC
algorithm over POP is indicative of the strong similarity between users con-
nected in a social network. Nevertheless, the SOC algorithm lags behind
traditional collaborative filtering algorithms, UU and II.

We looked at a number of combined social-collaborative filtering recom-
menders (SCF), that differed only in the manner in which the information
from the two sources, CF and SOC, were combined6. Combining item-item

6 We note that for the case of combining information from different classifiers, Duin
and Tax [61] have observed that different combination rules result in different performance
and that these differences are data dependent. Kittler et al. [119] discussed classifier
fusion using a variety of combination rules in two scenarios i) classifiers with distinct
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Flickr
weak strong

alg F1 alg F1
SCF(wsum,UU) 0.00381 SCF(prob,UU) 0.00386
UU 0.00381 SCF(mean,UU) 0.00377
SCF(mean,UU) 0.00368 SCF(wsum,UU) 0.00373
SCF(prob,UU) 0.00368 UU 0.00373
SCF(max,UU) 0.00364 SCF(max,UU) 0.00373
SCF(prob,II) 0.00341 SCF(min,UU) 0.00328
SCF(max,II) 0.00341 SOC 0.00293
II 0.00337 SCF(prob,II) 0.00266
SCF(wsum,II) 0.00328 SCF(wsum,II) 0.00262
SCF(min,UU) 0.00297 II 0.00262
SCF(mean,II) 0.00297 SCF(max,II) 0.00262
SOC 0.00275 SCF(mean,II) 0.00239
POP 0.00160 POP 0.00182
SCF(min,II) 0.00142 SCF(min,II) 0.00151

Table 7.4: Weak and strong generalization test on Flickr using the F1 metric.
Algorithms are ranked in order of performance.

collaborative filtering with SOC using “probability-like” fusion, results in
the best performing algorithm for both weak and strong generalization. For
the Yahoo!360 dataset and weak generalization, the SCF(prob,II) algorithm
improves performance by over 8% compared with the item-item (II) algo-
rithm alone. User-user (UU) collaborative filtering outperforms II, but the
SCF(prob,II) algorithm still performs 5% better that the user-user algorithm.
For the Yahoo!360 dataset and strong generalization, item-item CF outper-
form user-user CF, and our SCF(prob,II) is 4% better than II alone and 10%
better than UU.

For the Flickr dataset, the improvements are smaller. For weak gen-
eralization, we do not observe any improvement over user-user CF alone.
However, for strong generalization, we observe that the SCF(prob,UU) out-
performs UU collaborative filtering by 3%. We hypothesize that the reduced
improvement is due to the fact that the number of known favorites for each
user is much greater in the Flickr dataset (90) compared to the Yahoo!360
dataset (18). Thus, the additional information provided by the social network

representations – different features and ii) classifiers with the same representation/features.
Shows that fusion is in fact a multistage classification where the probabilities from the two
independent classifiers serve as features for the combining classifier.
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Figure 7.5: New-user cold start for Yahoo!360 dataset. The horizontal axis
denotes the number of favorite items observed.

is less useful in this case.
The new-user test simulates a cold start situation by varying the number

of known favorites (items), n, provided by active users. Experimental results
are provided for the Yahoo!360 dataset The POP algorithm serves as a base-
line and is seen to perform worse, except for very limited information, i.e.
for n = 0, 2, 4.

The item-item (II) and user-user (UU) recommenders have extremely
poor performance for n < 12. In contrast, the combined social-collaborative
filtering recommenders perform well even for very limited user information,
i.e. n = 2. In the extreme case of n = 0, the pure social algorithm SOC
and both SCF(prob,II) and SCF(prob,UU) (combining SOC with CF using
“probabilistic-like” fusion) still manage to provide reasonable quality rec-
ommendations while CF algorithms fail. For the case of n = 2, the SCF
algorithms provide an improvement of over 100% compared with item-item
alone and over 50% compared with user-user CF. As expected, the perfor-
mance gain of SCF over II and UU diminishes as users provide more ratings,
i.e. the number of know favorites increases. However, in the range observed,
the performance of the SCF algorithm exceeds that of II or UU alone.

Finally, for very limited user rating information, e.g. n < 4, the use of a
purely social-based algorithm (SOC) may be preferred.
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7.5 Summary

We demonstrated how knowledge of social network can be used to improve
recommendations to users. This additional information is most useful for the
new-user cold start situation, where, on the Yahoo!360 dataset, we demon-
strated performance improvements of over 100% over traditional item-item
and 50% over user-user collaborative filtering. Even when there was more rat-
ing available for users, the combined algorithm outperformed the traditional
methods. For the Yahoo!360 dataset and weak generalization, improvements
of 5% and 8% were observed for SCF over user-user and item-item algo-
rithm, and 10% and 4% for strong generalization. For the Flickr dataset, no
improvement was observed for weak generalization, but for strong general-
ization, we observed a 3% improvement over user-user algorithm alone. This
variation across datasets may be due to the fact that the Flickr dataset pro-
vides substantially more known favorites (items) for each user (90) compared
to that available in the Yahoo!360 dataset (18). Thus, the additional infor-
mation provided by the social network is relatively smaller for the Flickr case.
Nevertheless, for strong generalization, the incorporation of social network
information always improved performance.

Even pure social recommenders performed surprisingly well – much better
than global popularity (POP) and outperform CF algorithms when little data
from the active user is available. Experiments on the Yahoo!360 dataset
showed performance improvements of 100% and 50% over item-item and
user-user collaborative filtering when the number of known favorites for a
user was very small, i.e. only two. As expected, as more information about
a user becomes available, the relative improvement becomes smaller, but
performance of the combined algorithm was always better. We also note that
in the case of a completely new user for which no item (favorites) information
is available, traditional collaborative filtering fails. However, if social network
information is available, good quality predictions are still possible.

Improving recommendations has real benefits as it leads to higher user
loyalty, improved value of online services to users, and, consequently, often
leads to improved revenue. However, the performance observed by new-users
may be much worse than for regular users due to the sparsity of information
initially available about new-users. There is therefore a risk that new-users
will not remain with the service. However, if complementary social network-
ing data is available, then we demonstrated that significant improvements in
performance can be achieved.

We expect social network data to be increasingly available in the future
as networking features are integrated into more sites and become easier to
use. Sites that combine the social data with traditional CF data may well
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have a commercial advantage.
The SOC algorithm also has a computational advantage over the tradi-

tional user-user collaborative filter, which needs to compute similarity be-
tween the active user and all other users. This usually cannot be precom-
puted. In contrast, the SOC algorithm inspects only social contacts and does
not need to dynamically compute the similarity. Moreover, the number of
social contacts needed to be inspected is of the order of hundreds, which is
much less than the number of users that must be inspected for user-user CF
algorithm.
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Chapter 8

Discussion

In this chapter we restate the contributions of the work presented in this thesis
and discuss possible future research directions.

8.1 Contributions

The goal was to analyze different networked environments and to study ways
to improve performance of systems using the knowledge of these environ-
ments. We report contributions in three areas:

1. Citation network analysis

2. Website link structure analysis

3. Recommender systems and social networks

We compared two popular computer science citation databases CiteSeer
and DBLP in terms of citation distribution and acquisition methods. For
the citation distribution we showed how they differ and that Computer Sci-
ence citation distribution is significantly steeper than citation distribution
reported for Physics community, resulting in higher proportion of citation
being accumulated by highly cited computer science papers. We also showed
that the difference in acquisition methods between citation databases results
in a bias against single author papers and presented probabilistic models of
the acquisition which result in a similar bias. The differences observed serve
as a warning when these databases are used to compare scientific output and
make decisions about funding.

We analyzed the internal link structure of three foreign office websites.
We performed a navigational user study with 134 participants in a controlled
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environment of computer lab. Our study showed significant differences be-
tween the websites in terms of navigability. We also point out possible effects
of website size and structure on the performance of users when looking for
information on these sites. Our experiment resulted, among others, in some
common-sense recommendations to, especially e-government, website design-
ers. Given the limited amount of information that users seek on a foreign
office website and which the foreign offices are supposed to provide, optimal
websites should be as lean as possible and the presentation of information
should be supported by link structure that allows users to reach other rele-
vant pages with the least effort.

We described novel algorithms, using the social network of users, that
provide higher quality recommendations especially in the new-user cold-start
situation. We performed an empirical quantitative evaluation of these algo-
rithms on two real datasets from Flickr photo sharing website and Yahoo!360
social networking website. The benchmarks showed that our algorithms com-
pare favorably with the state-of-the-art collaborative filtering methods and
are significantly superior in a new-user cold start situation. These new al-
gorithms may improve user experience, increase loyalty and also improve
revenues of service providers.

We have shown in three different areas how network structures differ and
how they influence the performance of systems. We also demonstrated how
the knowledge of network structures may be used to improve the performance
of these systems. More needs to be done and this work presents only a start
of our future research.

8.2 Future work

We are working on a study of geographical citation networks using metadata
automatically extracted from the CiteSeer dataset. We plan to investigate
the questions “Which types of collaborations are more successful?” and
“What are the geographical citation patterns?”. Even though citation anal-
ysis is not a new area, citation patterns are changing in time and depending
on geographical location.

In the website navigation area more studies are needed on other for-
eign office websites to establish statistically significant links between website
structural properties and website usability. Also studies on other types of
websites can bring useful insight into which of our observations are general
and which are specific to foreign offices.

Our recommender systems algorithms present a first foray into the area
of using social information to improve recommender systems. More sophisti-
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cated algorithms based on support vector machines [48] for example may be
more robust and be bale to exploit the full potential of social information.
We also plan to apply our algorithms and new variants to other datasets such
as the tag datasets of MyWeb1 or ZoneTag2.

1http://myweb.yahoo.com
2http://zonetag.research.yahoo.com
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Appendix A

Website navigation analysis

A.1 Questions

The questions were the same for every treatment and for all countries. They
had to be answered by selecting the correct option from a provided set of
answers. In order to limit misunderstanding the questions were always ex-
plicitly referring to the country in question. The following is a list of our
10 questions we used in this analysis (here for the subjects in the Australian
group). Questions for other countries differ only in the name of country used.

1. You want to travel to Vietnam as a tourist for two weeks. As an
Australian citizen, do you require a visa to do so?

2. What is the address of the Australian embassy in Berlin/Germany?
Please state the house number!

3. Official Australian documents that are going to be used abroad often
need to be authenticated by an official Australian institution, to indi-
cate that the document is not a fake. Does the Australian Department
of Foreign Affairs and Trade authenticate documents?

4. You want to go to China for three weeks. Recently there have been re-
ports on cases of avian flu / bird flu. Does the government of Australia
advise its citizens against travel to China because of avian flu?

5. What is the opinion of the Australian government concerning: Is it safe
for its citizens to travel to Ivory Coast/Cote d’Ivoire?

6. What is the Internet address of the French embassy in Australia?
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7. As an Australian citizen: what should you do if your passport got stolen
whilst you are abroad?

8. As an Australian citizen: In case you are arrested and imprisoned in a
foreign country - will an Australian official (i.e. consul) visit you if you
wish so?

9. What is the annual salary for Graduate Trainees starting to work for
the Australian Department for Trade and Foreign Affairs?

10. What is the first name of the Australian ambassador in Israel?

A.2 Group differences

TukeyHSD(aov(SUCCESS~COUNTRY:TREATMEN),data=jointexp)

Tukey multiple comparisons of means

95% family-wise confidence level

Fit: aov(formula = SUCCESS ~ COUNTRY:TREATMEN)

$‘COUNTRY:TREATMEN‘

diff lwr upr p adj

UK:1-AU:1 0.037253528 -0.08473416 0.159241211 0.9883705

US:1-AU:1 0.044410350 -0.07757733 0.166398033 0.9651767

AU:2-AU:1 0.017423675 -0.09937064 0.134217989 0.9999323

UK:2-AU:1 0.010022559 -0.10536624 0.125411356 0.9999990

US:2-AU:1 -0.107375262 -0.22416958 0.009419053 0.0980736

AU:3-AU:1 -0.099637410 -0.23225200 0.032977184 0.3087223

UK:3-AU:1 0.056657799 -0.07595679 0.189272392 0.9142545

US:3-AU:1 -0.141226966 -0.27061444 -0.011839489 0.0213800

US:1-UK:1 0.007156822 -0.11483086 0.129144505 1.0000000

AU:2-UK:1 -0.019829854 -0.13662417 0.096964461 0.9998198

UK:2-UK:1 -0.027230969 -0.14261977 0.088157828 0.9979933

US:2-UK:1 -0.144628790 -0.26142310 -0.027834475 0.0046262

AU:3-UK:1 -0.136890938 -0.26950553 -0.004276345 0.0374318

UK:3-UK:1 0.019404271 -0.11321032 0.152018864 0.9999416

US:3-UK:1 -0.178480494 -0.30786797 -0.049093017 0.0008971

AU:2-US:1 -0.026986676 -0.14378099 0.089807639 0.9982727

UK:2-US:1 -0.034387791 -0.14977659 0.081001006 0.9900883

US:2-US:1 -0.151785612 -0.26857993 -0.034991297 0.0023123

AU:3-US:1 -0.144047760 -0.27666235 -0.011433167 0.0225084
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UK:3-US:1 0.012247449 -0.12036714 0.144862042 0.9999984

US:3-US:1 -0.185637316 -0.31502479 -0.056249839 0.0004531

UK:2-AU:2 -0.007401115 -0.11728511 0.102482875 0.9999999

US:2-AU:2 -0.124798936 -0.23615795 -0.013439927 0.0160203

AU:3-AU:2 -0.117061084 -0.24491470 0.010792533 0.1010228

UK:3-AU:2 0.039234125 -0.08861949 0.167087742 0.9879992

US:3-AU:2 -0.158650640 -0.28315380 -0.034147483 0.0030911

US:2-UK:2 -0.117397821 -0.22728181 -0.007513830 0.0267150

AU:3-UK:2 -0.109659969 -0.23623094 0.016910999 0.1464187

UK:3-UK:2 0.046635240 -0.07993573 0.173206208 0.9626101

US:3-UK:2 -0.151249525 -0.27443515 -0.028063898 0.0051941

AU:3-US:2 0.007737852 -0.12011576 0.135591469 0.9999999

UK:3-US:2 0.164033061 0.03617944 0.291886678 0.0027992

US:3-US:2 -0.033851704 -0.15835486 0.090651454 0.9946340

UK:3-AU:3 0.156295209 0.01384429 0.298746133 0.0202249

US:3-AU:3 -0.041589556 -0.18104118 0.097862065 0.9900401

US:3-UK:3 -0.197884765 -0.33733639 -0.058433144 0.0005514
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Exploiting homophily for
better item recommendations

B.1 CF parameter selection

Selection of optimal parameters for the collaborative filtering, SOC and SCF
algorithms was needed. We performed the parameter selection for each
dataset separately.

CF based algorithms

We first optimized the two parameters for the UU and II algorithms – the
number of neighbors and the minimum overlap. The optimization was per-
formed by brute force exploration of the parameter space and measuring the
F1 performance on the validation set. The number of items withheld per
weak user for validation was nY !360

val = 2 and nFlickr
val = 10. The best per-

forming algorithms in terms of F1 metric were UU(70,1) and II(100,2) for
Yahoo!360 and UU(70,1), II(100,3) for Flickr.

SOC algorithm

For the social popularity algorithm, SOC, we need to optimize two different
parameters: the neighborhood size, k and choose the weighting method,
t =’constant’ or ‘distance’. Table B.1 shows the effect of parameter variations
on F1 performance. Type ‘distance’ clearly outperforms ‘const’. Based on
the results on validation set we selected SOC(200,‘distance’) for Yahoo!360
and SOC(60,‘distance’) for Flickr.
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Yahoo!360 Flickr
‘distance’ ‘const’ ‘distance’ ‘const’
n F1 n F1 n F1 n F1

200 0.00764 110 0.00717 60 0.00279 40 0.00248
300 0.00753 200 0.00707 70 0.00279 50 0.00235
110 0.00748 100 0.00707 40 0.00271 70 0.00226
100 0.00744 80 0.00707 50 0.00271 60 0.00226
90 0.00741 90 0.00705 90 0.00262 80 0.00222
80 0.00737 300 0.00703 100 0.00253 110 0.00217

400 0.00734 70 0.00694 80 0.00248 200 0.00217
70 0.00721 60 0.00691 110 0.00235 90 0.00217

500 0.00721 50 0.00676 200 0.00217 100 0.00213
60 0.00700 400 0.00671 300 0.00208 300 0.00177
50 0.00685 40 0.00658 500 0.00195 400 0.00169
40 0.00660 500 0.00658 400 0.00195 500 0.00169

Table B.1: F1 metric results of the SOC algorithm on the validation dataset
as a function of number of neighbors n and weighting type t.

Yahoo!360 Flickr
αII F1 αUU F1 αII F1 αUU F1
0.05 0.00893 0.3 0.00864 0.2 0.00324 0.01 0.00421
0.1 0.00891 0.1 0.00864 0.05 0.00324 0.1 0.00412
0.01 0.00891 0.05 0.00861 0.1 0.00324 0.05 0.00412
0.3 0.00886 0.2 0.00861 0.01 0.00319 0.3 0.00412
0.2 0.00882 0.4 0.00859 0.3 0.00315 0.4 0.00408
0.4 0.00880 0.01 0.00859 0.4 0.00302 0.2 0.00399
0.5 0.00866 0.5 0.00857 0.5 0.00297 0.6 0.00395
0.6 0.00834 0.6 0.00848 0.6 0.00266 0.5 0.00386
0.7 0.00801 0.7 0.00832 0.7 0.00262 0.7 0.00368
0.8 0.00767 0.8 0.00805 0.8 0.00217 0.8 0.00359
0.9 0.00703 0.9 0.00789 0.9 0.00204 0.9 0.00324
0.95 0.00658 0.95 0.00776 0.99 0.00204 0.95 0.00297
0.99 0.00626 0.99 0.00766 0.95 0.00195 0.99 0.00284

Table B.2: SCF performance comparison for weighted sum voting (‘wsum’)
and different values of α on Yahoo!360 and Flickr validation datasets.
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SCF algorithm

We used the optimum collaborative filtering and social networking parame-
ters as described above. We combined each collaborative filtering algorithm
with the social algorithm using weighted sum, ‘wsum’, combination rule with
different values of α. This parameter determines the relative weights that
the CF component and social component of the algorithm get. We selected
the value for each dataset for which F1 performance was best. Performance
for various values of α is shown in Table B.2. We selected αUU = 0.3 and
αII = 0.05 for Yahoo!360 and αUU = 0.01, αII = 0.2 for Flickr.

B.2 Random recommender and dataset size

Let I be the number of all items in dataset, N the number of recommended
items (size of the top-N list), and w the number of withheld items. Then we
have the following probabilities for a random item i:

p(i is relevant) =
w

I
(B.1)

p(i ∈ top-N) =
N

I
(B.2)

For a random recommender the precision equals the probability that a rec-
ommended item is relevant and recall equals the probability that a (relevant)
item is recommended:

Precision and recall are then given as

prec = p(i is relevant) =
w

I
(B.3)

recall = p(i ∈ top-N) =
N

I
(B.4)

Substituting precision and recall into the F1 formula we get:

F1 =
2 · prec · recall

prec + recall
(B.5)

F1 =
2Nw

I(N + w)
(B.6)

In Equation B.6 we see that absolute value of the F1 metric for random
recommender decreases with increasing number of items (I). This effect can
be partially compensated by increasing the number of withheld items w and
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number of recommended items N . However, the number of withheld items
is limited by number of items in each user’s purchase history.

In our experiments we use N = 100 and w = 10. If we compare the
parameters of our experiments on the Flickr dataset (N = 100, w = 10,
I = 200K) to those of Deshpande [59] performed on MovieLens dataset
(N=10, w=1, and I=1682), we would expect the F1 values of a random
recommender to be approximately twenty times lower on the larger Flickr
dataset than on MovieLens.

These effects of dataset size mean that results on different datasets are not
directly comparable. However, the metrics based on partial lists of relevant
items are still valuable for comparison of relative performance of individual
algorithms.
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Index

L1 norm, 12

active user, 20
attribute data, 19
Average degree, 16

Bow-tie structure, 15

CiteSeer crawler model, 61
CiteSeer submission model, 60
cosine distance, 21

DBLP model, 58
Degree, 13
Degree distribution, 16
Diameter, 16
Directed average distance, 16
DISCONNECTED, 15
Distance, 13

edges, 12

F1, 101
Flickr, 95

graph, 12

Homophily, 17

II, 22
IN, 15
In-degree, 13
Item-item algorithm, 22

known favorites, 19
known items, 19

LSCC, 15

OUT, 15
Out-degree, 13

Path, 13
Percentage of unreachable pairs, 16
POP, 20
prediction problem, 20

rating, 19
Reachability of network, 16
Reachability of vertex, 13
recommendation generation, 20

SCF, 92
score calculation, 20
SOC, 91
Strong generalization, 97
Strongly connected component, 13

TENDRILs, 15
TUBE, 15

User-user algorithm, 21
UU, 21

vertex, 12

Weak generalization, 96

Yahoo 360, 94
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