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Chapter 1

Introduction

Diffraction of light in periodically arranged inhomogeneous media, traditionally referred

to as gratings, has been the subject of considerable scientific interest for more than one

century. The general problem of their response to impinging electromagnetic waves is of

great importance from both fundamental and application points of view.

Extensive investigations of advanced optical properties of gratings, which cannot be

explained by Fraunhofer’s grating equation, has been initiated by Wood’s experimental

discovery of grating diffraction anomalies in 1902 [1]. Since then many scientists were

developing various theories of diffraction by gratings, accounting for many particular

optical features and leading to remarkable advances in electromagnetic science from a more

general point of view, e. g., wave propagation in uniform media, reflection and refraction

on interfaces, optics of thin films and multilayers [2, 3], slab dielectric waveguides [4, 5, 6],

crystal optics [7], ellipsometry [8], acousto-, electro-, and magneto-optics [9, 10], etc.

The development of theoretical approaches describing the diffraction response of var-

ious grating systems has been presently continuing with respect to the enhancement of

numerical efficiency, complexity of geometrical and material properties of grating pat-

terns, as well as new points of view such as creating metamaterials based on photonic

band-gap structures. In this thesis we focus our attention to the coupled-wave theory,

which is a very general and perhaps the most used approach treating optical diffraction

by gratings and band structures in photonic cystals. We describe this approach in a very

general way, capable of simulating one- or two-dimensional, multilayered, and anisotropic

gratings.

Recent developments in various fundamental and applied fields concerned with peri-

odically inhomogeneous media have revealed that the formalism treating coupled electro-

magnetic waves is more universal than originally proposed. In particular, there are no

practical limitations on the periodicity of the permittivity tensor, and even no limitations

how the periodic inhomogeneities and/or anisotropies are induced, including lithographic

patterning, special crystal growth, externally applied fields, acoustical vibrations, or just

the native, energetically favored ordering of geometrically confined crystalline configura-
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Figure 1.1 Examples of AFM (a, b) and SEM (c, d, e) pictures of various gratings whose optical
response is analyzed in Chapters 7 and 8.

tions (e. g., vortex spin structures in laterally confined ferromagnetic elements), etc.

One of the most important applications of diffraction analysis is optical scatterometry,

i. e., a technique of characterizing the geometrical and/or material properties of patterned

structures by solving the inverse problem to the optical diffraction response. The appli-

cation of our diffraction approach to scatterometry is the subject of this thesis. A brief

review of characterization techniques with respect to recent developments in lithographic

production, including optical scatterometry and its advantages over the conventional ones,

is provided in Chap. 2. Then we demonstrate the theoretical basis (Chap. 4), methodology

(Chaps. 5 and 6) and results of analyses using both purely optical specular spectroscopic

scatterometry (Chap. 7) and magneto-optic spectroscopic scatterometry (Chaps. 8 and 9).

Examples of atomic force micrographs and scanning electron micrographs of selected stud-

ied samples are displayed in Fig. 1.1.

In Chap. 4 we present the principles of coupled wave theory together with our original

(Airy-like series) implementation. In Chap. 5 we introduce measurement techniques ap-

plied in the thesis. The data obtained by these experimental arrangements are analyzed

by the implementation of novel processing whose details are specified in Chap. 6.

In Chap. 7, spectroscopic ellipsometry is applied to gratings prepared from various
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CHAPTER 1. INTRODUCTION

materials and with various profiles. A new technical solution for gratings located on

transparent plates is presented in Sec. 7.1. Then the analyses of special grating profiles are

demonstrated including imperfectly shaped lamellar-like, sine-like, and binary gratings.

In Fig. 1.1 (a), an AFM picture of a sine-like grating is shown, whose relief is textured

on the top of an optically thick epoxy-polymer film by means of interference lithography.

Figs. 1.1 (c, d) display SEM cross sections of lamellar relief gratings made on the top of

quartz and silicon substrates, respectively. Fig. 1.1 (e) shows a cross section of imperfectly

shaped periodic tantalum wires.

In Chap. 8, the evaluation of the quality of shallow magnetically anisotropic gratings

with respect to native oxides and sharpness of patterning is performed using magneto-

optic Kerr effect spectroscopy. Fig. 1.1 (b) presents an AFM picture of shallow periodic

Permalloy wires covered by ultrathin chromium capping, the sample chosen for the anal-

yses.

In Chap. 9, we provide a demonstration of further magneto-optic analyses. In Secs. 9.1

and 9.2, we show numerical analyses of the spectroscopic response of one- and two-

dimensional magnetic gratings, respectively. In Sec. 9.3, we present experimental MO

spectroscopic analyses of two special kinds of gratings.

Finally, Chapter 10 summarizes the main conclusions of the thesis and suggests future

areas of research.

3



Chapter 2

Techniques of characterizing laterally

structured periodic systems—topical

review

Many kinds of laterally patterned periodic nanostructures (conventionally called diffrac-

tion gratings) are realized for various application purposes in optics, electronics, spin-

tronics, magnetic and magneto-optical recording, biophysics, lithography, etc. For the

sake of their preparation, a lot of techniques have been developed based on electron-beam

[11, 12, 13, 14, 15, 16], x-ray [17], nanoimprint [18, 19], or laser-interference [20, 21] lithog-

raphy combined with electroplating [17, 22], wet [22, 23] or dry [18, 19, 20] etching, lift-off

[13, 14], direct writing [15, 16], etc. Recent advances in micro- and nano-scaled lithogra-

phy yielded periodic lateral patterning with features of shapes with unlimited complexity,

ultrahigh lateral resolution of elements with the size of a few nanometers, high aspect

ratios (in-depth to lateral dimension relationships), and various materials compositions

including dielectrics, semiconductors, metals, polymers, etc.

The conventional surface-monitoring techniques such as atomic force microscopy (AFM),

scanning electron microscopy (SEM), scanning tunneling microscopy (STM), or (in the

case of the presence of magnetically ordered materials) magnetic force microscopy (MFM),

provide the shape of the surface directly, but each of them has its limitations.

The scanning probe methods, STM and AFM, measure the surface topography by

detecting interactions between the tip (the part of the probe that approaches the sample’s

surface) and the sample. Samples measured by means of STM must either have conductive

surface or be further coated by an ultrathin metallic layer, which is a destructive operation

disabling the sample’s later application [24]. Moreover, some fine details of the patterning

can be lost. On the other hand, AFM [25] is a non-destructive versatile probe method

usable to any kind of solid materials forming the surface. Nevertheless, the accuracy and

reliability of this technique are reduced due to the limitations of the tip–sample scanning

operation.
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CHAPTER 2. TECHNIQUES OF CHARACTERIZING—TOPICAL REVIEW

Unlike the probe methods, SEM is a non-contact method based on detecting secondary

electrons emitted via interaction between a fine focused electron beam and the atoms

forming the sample’s surface. Although the spot size of the beam can presently become

1 nm, the technique also has limitations. Linewidths detected by SEM can be changed

due to contamination; moreover, measurements on dielectric surfaces are unstable due to

charging. In addition, to detect the in-depth profile of the patterning with appropriate

precision, the sample must be cut for the cross-sectional measurement.

All the mentioned conventional surface measurement techniques are presently being

developed to achieve higher capabilities, mainly with respect to monitoring critical dimen-

sions and subtle features of patterning with high resolution and complexity. New kinds

of materials for tips are searched for such as carbon nanotube tips for STM probes [26].

To use AFM for measuring the surface topography of complex structures with curved

edges of lines of pattern trenches, advanced wear-resistant designs and complex probe tip

shapes are utilized [27, 28]. After receiving the sub-100-nm resolution, not only the criti-

cal dimensions receive attention in AFM and SEM measurements, but also the line-edge

roughness (LER, deviations from the linearity of the edges of patterned lines) and the

linewidth roughness (LWR, deviations from the uniformity of linewidths). To evaluate

those characteristics, the resolution of the both techniques had to be improved and an

appropriate postprocessing analysis of the obtained images had to be performed [29, 30].

Despite the advances in the discussed techniques, the fundamental physics barriers

(conductive surface for STM, tip–sample contacts in the case of AFM, linewidth modula-

tion by contamination for SEM, etc.) limit the application of the mentioned approaches.

For these reasons, optical-diagnostic techniques have been developed to study the quality

of patterning as well as lateral non-uniformity of surfaces and thin films. Besides the

near-filed optical topographic techniques based on scanning optical microscopic imaging

(which can also be considered as a type of scanning probe method), most of attention

has been devoted to the “optical scatterometry”—a method of inspecting the periodic

structures by optical diffraction.

Broadly speaking, the optical scatterometry is a set of measurement techniques origi-

nally developed for the nondestructive optics-based quality control of the integrated circuit

production. Every instance of scatterometry comprises an experimental technique, a the-

oretical model, and a method of processing the experimental and theoretical diffraction-

response data. Accordingly, various scatterometric techniques can be classified and recent

advances of those can be more easily reviewed.

Before applying sensitively arranged specular-mode optics to gratings, scatterometry

mostly referred to analyses of off-specular intensity distribution of light reflected from non-

planar structures. From that distribution the characteristics such as surface roughness

or microstructure could be determined [31]. After that McNeil and co-workers developed

the angular scatterometry (alternatively called “2-Θ scatterometry”)—a technique involv-

ing single wavelength measurement of diffraction on laterally periodic structures carried
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out at many incidence angles. It enables to deduce the geometric parameters of grat-

ings [32, 33, 34]. During establishing the 2-Θ scatterometry, numerous other optical criti-

cal dimension (OCD) measurement techniques appeared based on intensity measurements,

phase-difference experimental approaches, polarization-conversion arrangements, and el-

lipsometry. For the purpose of real-time etching-process monitoring, single-wavelength (or

several-wavelength) incidence-angle-fixed measurements of the time dependence (usually)

of a single geometrical parameter (e. g., the etch depth) was performed [35, 36, 37, 38].

On the other hand, for the objective of detailed ex situ evaluation of patterns identified by

many parameters including OCDs, subtle features, LER, and LWR, the single-wavelength

measurement becomes insufficient, even if it is carried out at many angles of incidence.

Therefore recently, since advanced spectroscopic apparatuses such as spectroscopic

ellipsometers and spectrophotometers have widely spread among industrial and research

areas, rather dependence on the wavelength of light is analyzed at one or several fixed

angles of incidence, mostly in the 0th diffraction order of reflection. This method is more

specifically called specular spectroscopic scatterometry [39, 40, 41, 42], frequently based

on spectroscopic ellipsometry (SE) and/or reflectometry.

For various purposes of metrology, inspection, testing, and process control for lithogra-

phy, remarkable advances of the scatterometric techniques have been achieved regarding

all the three aspects mentioned above: experimental configurations, modeling approaches,

and data processing. Special experimental arrangements were implemented. For instance,

transverse electric and transverse magnetic spectra were simultaneously detected, combin-

ing the speed of photometric measurement and the SE precision [40]. Higher diffraction

orders were also sometimes sensed for rapid real-time evaluation of the lithographic pro-

cess to determine its optimal conditions, but usually for a single wavelength [43].

According to Moore’s law, the patterning resolution capabilities systematically im-

prove every year [44]. To keep the acceptable sensitivity and precision of scatterometry,

measurements in new photon-energy ranges were performed such as ultraviolet (UV) [45],

extreme ultraviolet (EUV) [46], and X-ray band [47]. However, such improvement is

obviously coupled with higher cost and new difficulties; therefore, new ideas have been

employed to enhance the optical measurement while keeping the visible/near-UV spec-

tral range. For instance, the “interfero-scatterometry” combines the amplitudes of the

primary specular beam with a higher-order retro-reflected beam (light reflected by a mir-

ror, again diffracted, and interfering with the primary specular beam) [48]. Similarly,

Mueller polarimetry was applied to gratings in conical-diffraction mountings [49] and to

two-dimensional gratings [50], proven to be sensitive to additional features nondetectable

by the standard SE arrangement. The immersion scatterometry, another method to detect

shorter periods of gratings sensitively, is based on exchanging the usual ambient medium

(air or vacuum) by a medium with a higher refractive index [51]. In this case, all the

optical-spectroscopic characteristics containing the essential information on the grating

geometries are simply shifted to larger wavelengths. Analogously, a similar effect can be

6



CHAPTER 2. TECHNIQUES OF CHARACTERIZING—TOPICAL REVIEW

achieved by approaching a prism to the grating surface, the technique called the total

internal reflection scatterometry [52].

There are many papers on detailed error analyses and evaluation of limitations of the

most widely used scatterometric technique—the specular-mode SE (alternatively com-

bined with reflectometry) in the visible/near-UV spectral range. As the fundamental

conclusion we can state that this technique has been proven to be highly sensitive not

only to standard OCDs, but also to subtle phenomena such as line and line-edge rounding,

T-topping, or groove footing with the degree of correlation mostly depending on the range

of wavelengths. The method has also been successfully used to extract parameters of very

deep trench etches [53] as well as three-dimensional-geometry parameters of hole matrices

patterned in thin films [54]. On the other hand, there still remain parameters whose

appropriate specification requires further research in the frame of scatterometry, such

as LER and LWR detection; it is not possible without special optical Fourier transform

arrangement. As another examples, the optical-spectroscopic response of gratings with

shallow trenches or with subwavelengh periodicity does not contain sufficient interference-

resonation effects to observe the real periodicity. Finally, there are still aspects in scat-

terometry which essentially need improvement such as the techniques of optical simulation.

Although time-effective library analyses [39] have been successfully employed in in situ

metrology (based on comparing measurement with a set of pre-calculated spectra), the

method was only usable to a set of standard structures corresponding to the generated

library. Such a standard library must obviously be updated with new types of stud-

ied structures or if some of the parameters exceeds the range of the library. Therefore,

general modeling approaches based on the rigorous coupled wave analysis or analytical

approximations of sufficient precision are worth developing.

According to the demanding tasks of the above paragraph, in this thesis we fo-

cus our effort to the development of some fundamental physical background of scat-

terometry and to the solution of selected scatterometric problems which have rarely

been handled in literature but are of high importance with respect to modern trends

of analyses. Briefly summarizing our results, we have successfully applied scatterom-

etry to the precise and sensitive specification of geometric and material properties of

one-dimensional, two-dimensional, and more-complex-pattern structures made of various

materials [55, 56, 57, 58, 59, 60, 61]. We report our original results acquired for dielectric,

semiconductor, metallic, and polymer structures transformed to the perfect lamellar-relief

gratings, imperfectly shaped lamellar-like and sinusoidal-like relief ones, two-dimensional

periodical structures, and shallow trench gratings. We studied both high-resolution pat-

terns and longer-period gratings. We focus our report to the detailed analysis of the

diffraction response with particular stress on spectroscopic features related to the optoge-

ometric parameters of interest, including utilization of diffraction anomalies to increase the

sensitivity and accuracy of the technique, as well as detailed description of the convergence

properties of the extracted OCDs. Among our important fundamental-physics results, the
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solution to the scatterometric problem for gratings fabricated on thick transparent plates

suggests advantageous utilization to measure both the reflection and transmission modes,

each of which is sensitive to different parameters. While the reflection mode of metallic

structures is highly affected by the surface properties of the metals (surface roughness or

top native oxides), the transmission mode spectrum is mostly sensitive to the bulk-like

extinction coefficient. Correspondingly, a three-parameter line-edge fit of the specular-

mode SE was performed on a metallic wire-grid polarizer (WGP) with a native oxide layer

on the top of each wire, while the transmission-mode SE was analyzed to determine the

attenuation ratio and phase-difference of the WGP—the two main characteristics of its

practical application. The edges of the lines were approximated by a parabolic function.

The reliability of that fit as well as the reliability and accuracy of the method in general

was evidenced by comparing the fitted result with both top-view and cross-sectional SEM

sample pictures.

As mentioned in the above discussion, the 0th diffraction order measured on particular

structures, e. g., shallow gratings patterned from ultrathin films or shallow relief gratings,

is not sufficiently sensitive to all the geometric features of patterning. Such an obstacle

can naturally be overcome by including an analysis of higher diffraction orders or with a

complementary technique. If the sample is prepared of a material with a slight anisotropy,

e. g., a magnetically ordered material, then generalized ellipsometry can be chosen as such

a complementary approach, utilizing a configuration sensitive to the material anisotropy.

To detect the anisotropy of ordered magnetic structures, magneto-optic (MO) effect mea-

surement has been realized as the preferred technique, being generally more sensitive to

ultrathin features than the purely optical spectroscopy.

The MO diffraction techniques applied to arrays of submicron magnetic elements have

provided valuable information on their fundamental micromagnetic properties [62, 63].

It has been the main application of MO diffraction measurements, almost entirely re-

stricted to single-wavelength measurements with coherent wave sources. Nevertheless,

those techniques are also promising for contactless, nondestructive, and low-cost metrol-

ogy of magnetic nanostructures such as magnetic and MO recording disks and magnetic

random access memory (MRAM) chips. Arrays of magnetic wires [64, 65, 66], dots [67],

and antidots [68] have been investigated in the reflection mode by measuring the magneto-

optical Kerr effect (MOKE) at polar, longitudinal, and transverse magnetization achieved

by properly oriented external magnetic filed. Further data were acquired by the extension

of experiments to multiple incidence angles and to changing the orientation of the magne-

tization vector. It was found that lateral magnetization distribution can be deduced from

the diffracted MOKE, which makes it an important technique complementary to MFM,

Brillouin light scattering [69], etc. The extension of the single-wavelength MOKE to the

multiple-wavelength version, i. e., “diffracted MOKE spectroscopy,” should in principle

deliver larger volume of information on the optical and MO characteristics of magnetic

gratings, which is the aim of our original technique, the magneto-optic spectroscopic scat-
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CHAPTER 2. TECHNIQUES OF CHARACTERIZING—TOPICAL REVIEW

Figure 2.1 Classical (a) and scatterometric (b) analysis of a laterally patterned structure. In the
scanning electron micrograph (SEM), the white-drawn dimensions are directly measured on the
picture, corresponding to SEM’s critical dimensions, whereas the red-drawn dimensions are obtained
from the ellipsometric spectrum by fitting the Ψ and ∆ parameters (by minimizing the difference
between the red-plotted simulation and black-dotted measurement).

terometry [70, 71, 72, 73, 74]. We demonstrate that the MO scatterometric analysis

combining the specular and a higher-order diffracted beam is capable to extract features

of shallow gratings with a very low degree of correlation. Moreover, the technique success-

fully provides a highly sensitive quantitative characteristic of LER without any special

optical Fourier transform component.

Theoretical and experimental results of the thesis declare new quality of nondestructive

diagnostics which cannot be achieved by SEM, AFM, STM, etc. The main advantages

and disadvantages are summarized and the comparison with the conventional approaches

is depicted in Fig. 2.1.
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Chapter 3

Description of light states and

optical systems

Before an appropriate formulation of the theory of optical diffraction by gratings, it is

necessary to introduce quantities describing the light optically interacting with the stud-

ied structures, as well as quantities describing the diffraction response. This chapter is

devoted to the definition of these quantities and to the explanation of how they refer to

the light interaction with linear media described by Maxwell’s equations.

Section 3.1 states Maxwell’s electromagnetic wave equations from which the ideas of

light behavior in space and of the optical response follow, including elementary examples of

optical systems. In Sec. 3.2 the idea of light behavior is formulated in the form of abstract

light states, which are mathematically identified with elements of a linear space of all the

possible states. In this manner states of polarization and states of space modulation are

described. Then in Sec. 3.3 the transformation of the light states via propagation through

linear optical systems is formulated by means of linear operators and their appropriate

representations. These linear transforms are applied to define the optical response of

planar structures in Sec. 3.4 and diffraction gratings in Sec. 3.5.

3.1 Electromagnetic waves and their interaction with

a linear medium

The idea of studying the optical response is depicted in Fig. 3.1. The studied system,

consisting of inhomogeneous, linear, and generally anisotropic media, responses to waves

emitted from a distant light source. For simplicity it is assumed that the whole space

surrounding both the light source and the structure is entirely filled with a linear, ho-

mogenous, and isotropic ambient medium; in reality it is usually air or vacuum. For

practical purposes, since the optical response must be theoretically determined by solving

differential equations governing propagation of waves, instead of studying the response to

the light source, we usually study the transformation of electromagnetic fields from one

10
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structure

optical 

structure

light 

source
incident 

waves

scattered 

waves

scattered 

waves

surrounding 

surface

Figure 3.1 Cartoon depicting the scattering of light waves by an optical structure. The waves are
emitted from a distant light source, then they are optically interacting with the structure consisting
of linear media, which results in secondary light waves scattered by the structure. The full process,
referred to as the optical response, can be determined via the transformation of electromagnetic
fields from one surface surrounding the light source into another one surrounding the studied optical
structure.

surface surrounding the light source into another one surrounding the optical structure.

3.1.1 Electromagnetic field equations and elementary assumptions

The propagation of light in a linear anisotropic nonmagnetic medium is governed by

Maxwell’s partial differential equations (with the constitutive material equations inhered)

∇×E = −µ0
∂H

∂t
, (3.1)

∇×H = ε0 ε(r) ·
∂E

∂t
, (3.2)

∇ · [ε(r) ·E] = 0, (3.3)

∇ ·H = 0, (3.4)

in which E(r, t), H(r, t) are vectors of complex electric and magnetic fields, respectively,

ε0, µ0 denote the electric permittivity and magnetic permeability in vacuum, and ε(r)

the relative electric permittivity (generally tensorial) function of the medium, also called

the dielectric function.

What we usually mean when talking about states of light are solutions of Eqs. (3.1–3.4)

in a given space-time area with appropriate initial and/or boundary conditions. What

we usually mean by an optical system is a transformation from one state of light into

another. Thus, for instance, if we know the electric and magnetic fields at an initial

11
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planar 

structure

E(r), H(r)

E(r), H(r)

z

y

E(x, y, z0)

H(x, y, z0)

E(x, y, z1)

H(x, y, z1)

z0 z10

Figure 3.2 Transfer of electromagnetic fields through a planar optical structure. If we know the
spatial dependence of the electric and magnetic field vectors in one chosen plane, say z = z0, than
we can determine the fields E(r), H(r) in the whole space. This determination can be realized via
the linear transform describing the transfer from the plane z = z0 into another plane, say z = z1.

point in the whole space, i. e., E(r, t0) = E0(r) and H(r, t0) = H0(r), we should also be

capable to use Maxwell’s equations to evaluate the field functions with respect to the time

variable—also in the whole space. In other words, to solve Maxwell’s equations means

to describe the optical system of transformation from the time t = t0 to the time t = t1.

In this thesis, however, we will only consider stationary monochromatic (or sometimes

quasi-monochromatic) light sources and hence such a transformation becomes trivial; all

the fields take on the time-harmonic dependence

E(r, t) = E(r, 0) eiωt ∼= E(r) eiωt, (3.5)

H(r, t) = H(r, 0) eiωt ∼= H(r) eiωt, (3.6)

where ω is the angular frequency of the fields. Consequently, all the time derivatives can

simply be replaced by the iω factor, which leads to the time-harmonic version of Maxwell’s

equations

∇×E = −iωµ0H , (3.7)

∇×H = iωε0 ε(r) ·E, (3.8)

∇ · [ε(r) ·E] = 0, (3.9)

∇ ·H = 0. (3.10)

Now, instead of looking for time-dependent solutions of Maxwell’s equations, we en-

counter a different problem—to find values of the field in space according to values given

on an appropriately chosen surface. In the case of a homogenous isotropic medium, for

instance, such a solution is given by Kirchhoff’s integral theorem, which provides values

12
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incident 
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Figure 3.3 Simplified notion of scattering of electromagnetic waves by a planar optical structure.
The scattered waves are conventionally called reflected and transmitted waves.

of fields in or outside a volume surrounded by a closed surface on which the field is known.

In this thesis, however, we will restrict our analyses to planar and planar-like structures,

so instead of closed surfaces we will work with planes, as depicted in Fig. 3.2. Hereafter, a

state of light will be defined within a single plane, e. g., in the plane z = z0, and its deter-

mination will be identified with the determination of the functions E(x, y, z0),H(x, y, z0).

The optical system will then be identified with an operator M̂, mapping this state of light

into a state in another plane, e. g., the plane z = z1, which can be symbolically written

~F (z1) = M̂ ~F (z0), (3.11)

where

~F (zj) =

[

E(x, y, zj)

H(x, y, zj)

]

, (3.12)

is an element of a linear space of all the possible states of light regarded with the plane

z = zj . We refer to M̂ as the transfer operator.

After determining the direction of propagation, i. e., after splitting

E(x, y, zj) = E(+)(x, y, zj) +E(−)(x, y, zj), (3.13)

where E(+) is the electric field propagating in the +z direction and E(−) in the −z
direction, we can define the second kind of light states corresponding to waves propagating

in a single direction. The optical system is then defined by another operator Ŝ, mapping

generally two input states of light incident from both sides of the structure into two output

states which are said to be scattered, i. e.,
[

E(−)(x, y, z0)

E(+)(x, y, z1)

]

= Ŝ

[

E(+)(x, y, z0)

E(−)(x, y, z1)

]

, (3.14)

13
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where the structure is located between the two planes z = z0 and z = z1, provided z0 < z1.

We refer to Ŝ as the scattering operator. The simplified notion of the scattering process

by a planat structure is described in Fig. 3.3.

Usually the light source is only present on one side of the structure, say, E(−)(x, y, z1) =

0; therefore, we define an incident wave E(i)(r) = E(+)(r) (z ≤ z0) and accordingly

evaluate the simplified system

E(r)(x, y, z0) = R̂E(i)(x, y, z0), (3.15)

E(t)(x, y, z1) = T̂E(i)(x, y, z0), (3.16)

where E(r)(r) = E(−)(r) (z ≤ z0) and E(t)(r) = E(+)(r) (z ≥ z1) denote the reflected

and transmitted waves, respectively, and where R̂ = Ŝ11 is the operator of reflection by

the structure and T̂ = Ŝ21 the operator of transmission through it, both determined as

subblock operators of the operator Ŝ. The detailed derivation of the transmission and

reflection operators will be performed in Chap. 4.

According to the nature of the media assumed in this thesis, all the optical systems

will be considered linear, described by linear operators.

3.1.2 Light propagation in a homogenous isotropic medium

The interaction of light with inhomogeneous (generally anisotropic) media are governed

by quite complicated ways and are the subject of many large-scale numerical models such

as the coupled wave theory which will be demonstrated in Chap. 4. Generally it is even

not easy to split the field into the directions of propagation such as in Eq. (3.13). On

the other hand, the propagation through a homogenous medium as the simplest example

of an optical system is perfectly known and its rules can provide a detailed notion of the

properties of light states and optical systems. Moreover, the simplified light behavior in

such a medium is of great importance since the incident and scattered waves and the

corresponding optical-response quantities are determined in ambient media, which are—

according to the above assumption—both isotropic and homogenous.

In the case of a medium with homogenous isotropic permittivity described by a scalar

constant ε, we can simplify Maxwell’s equations by eliminating the magnetic field H .

Applying “∇×” to Eq. (3.7), using Eq. (3.9), and substituting Eq. (3.8) into it yields

Helmholtz’s equation
[

ω2

c2
ε+ ∇2

]

E = 0, (3.17)

where c = 1/
√
ε0µ0 denotes the velocity of light in vacuum.

The basic solution of Eq. (3.17) in the Cartesian coordinates is a plane wave

E(r) = Aê exp(−ik · r), (3.18)

where A is the homogenous complex amplitude of the wave, k its wave vector, and ê a

unit vector perpendicular to k, denoting its polarization state. Moreover, Eq. (3.17) also

14
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determines the square power of the wave vector

k2 = k · k =
ω2

c2
ε =

(

2π

λ

)2

ε, (3.19)

where λ is the wavelength of the wave in vacuum.

Owing to Eq. (3.19) and the transversal behavior of electromagnetic waves, the field

propagating in a single direction is uniquely determined in the whole space if its two

components are known in one chosen plane, e. g., in the plane z = 0. Suppose that the x

and y components of the electric field in this plane are

Ex(x, y, 0) = Ax exp[−i(kxx+ kyy)], (3.20)

Ey(x, y, 0) = Ay exp[−i(kxx+ kyy)], (3.21)

where Ax, Ay are components of the amplitude vectorA = Aê, the components tangential

with respect to the plane z = 0. Then we can determine the remaining properties of the

plane wave, i. e., the normal component of its wave vector and the normal component of

its amplitude vector, respectively,

kz = ±
√

εk2
0 − k2

x − k2
y, (3.22)

Az = − 1

kz

(Axkx + Ayky), (3.23)

where the latter follows from the transversality condition A · k = 0 and where k0 = 2π/λ

is the wave number in vacuum. The plus and minus sign in Eq. (3.22) corresponds to a

wave propagating in the +z and in the −z direction, respectively.

More generally, suppose that the tangential components of the electric field in the

plane z = 0 are arbitrary elements from the space of integrable functions L2(R2). Then

they can be expanded into two-dimensional Fourier transforms

Ex(x, y, 0) =

+∞
∫

−∞

+∞
∫

−∞

fx(p, q)e
−ik0(px+qy)dp dq, (3.24)

Ey(x, y, 0) =

+∞
∫

−∞

+∞
∫

−∞

fy(p, q)e
−ik0(px+qy)dp dq (3.25)

with the solution of propagation based on plane-wave solutions (3.22, 3.23),

E(x, y, z) =

+∞
∫

−∞

+∞
∫

−∞

f (p, q)e−ik0[px+qy+s(p,q)z]dp dq, (3.26)

s(p, q) =
√

ε− p2 − q2, (3.27)

fz(p, q) = − 1

s(p, q)
[fx(p, q)p+ fy(p, q)q] (3.28)
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assuming propagation in the +z direction.

We can conclude this subsection by the statement that the propagation in a uniform

isotropic medium is governed by a linear transform which does not change the polarization

state and is “diagonal” in the basis of Fourier modes.

3.1.3 Reflection and transmission by a boundary

As a second simple example of a linear optical system we can examine the interaction of

electromagnetic waves with the simplest inhomogeneity—a plain boundary between two

different homogenous isotropic media described by permittivity constants ε(0) and ε(1).

Suppose that a general wave E(i)(r) defined by Eq. (3.26) impinges onto a boundary

located at z = 0. As the result we assume the formation of a reflected wave E(r)(r)

defined within the half-space z < 0 and a transmitted wave E(t)(r) defined within z > 0.

We can summarize the general dependences of all the three waves as

E(i)(x, y, z) =

+∞
∫

−∞

+∞
∫

−∞

f (i)(p, q)e−ik0[px+qy+s(i)(p,q)z]dp dq, (3.29)

E(r)(x, y, z) =

+∞
∫

−∞

+∞
∫

−∞

f (r)(p, q)e−ik0[px+qy+s(r)(p,q)z]dp dq, (3.30)

E(t)(x, y, z) =

+∞
∫

−∞

+∞
∫

−∞

f (t)(p, q)e−ik0[px+qy+s(t)(p,q)z]dp dq, (3.31)

with

s(i)(p, q) = s(0)(p, q) =
√

ε(0) − p2 − q2, (3.32)

s(r)(p, q) = −s(0)(p, q) = −
√

ε(0) − p2 − q2, (3.33)

s(t)(p, q) = s(1)(p, q) =
√

ε(1) − p2 − q2, (3.34)

where s(J) denotes the propagation numbers in the Jth medium, analogous to Eq. (3.27).

Our aim is to calculate the reflected and transmitted mode amplitudes, f (r)(p, q), f (t)(p, q)

as the response to the incident ones, f (i)(p, q). For this purpose we must also evaluate the

magnetic field, because the response of the boundary is determined via the requirement

for the continuity of the tangential components of the electric and magnetic fields. Thus,

Eq. (3.7) applied to the incident wave yields

ωµ0H
(i)(r) = k0

+∞
∫

−∞

+∞
∫

−∞

h(i)(p, q)e−ik0[px+qy+s(i)(p,q)z]dp dq, (3.35)

where h(i) = N (i) ×f (i) with N (i)(p, q) = [p, q, s(i)]T. Since the requirement for the conti-

nuity employs only the tangential components, we can reduce the dimension of the above
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vectorial equations by dropping their normal components and by substituting Eq. (3.28)

into the normal field components where they appear in the tangential equations. We

obtain the formula

ωµ0

[

H
(i)
x

H
(i)
y

]

= k0

+∞
∫

−∞

+∞
∫

−∞

D(i)

[

f
(i)
x

f
(i)
y

]

e−ik0[px+qy+s(i)(p,q)z]dp dq, (3.36)

where

D(i)(p, q) =
1

s

[

−pq −(s2 + q2)

s2 + p2 pq

]

(3.37)

is the derived matrix transform from tangential electric to tangential magnetic field com-

ponents, and where s = s(i)(p, q) is the corresponding propagation number. Similarly, we

can determine analogous equations for reflected and transmitted waves, which we use in

the desired continuity requirements

f
(i)

t̂
+ f

(r)

t̂
= f

(t)

t̂
, (3.38)

D(i)f
(i)

t̂
+ D(r)f

(r)

t̂
= D(t)f

(t)

t̂
, (3.39)

corresponding to electric and magnetic fields, respectively, for each pair of p, q mode

numbers, because the total continuity can only be satisfied if it is valid for each harmonic

mode e−ik0(px+qy) independently. In the above equations we used the subscript t̂ to denote

the tangential (two-dimensional) parts of the vectorial amplitudes. After realizing that

D(r) = −D(i), following from Eq. (3.33), the reflected and transmitted mode amplitudes

easily follow,

f
(r)

t̂
= Rf

(i)

t̂
, (3.40)

f
(t)

t̂
= Tf

(i)

t̂
, (3.41)

with the reflection and transmission matrix transforms defined as

R = −
(

1 + D(t)−1
D(i)

)−1 (

1 −D(t)−1
D(i)

)

, (3.42)

T = 1 −
(

1 + D(t)−1
D(i)

)−1 (

1 − D(t)−1
D(i)

)

. (3.43)

Clearly, if we choose the Cartesian coordinates so that either p or q of a particular [p, q]-

mode vanishes, then two elements of the matrix (3.37) become zero and the reflection and

transmission matrices (3.42, 3.43) become diagonal. Let us choose the coordinates with

p = 0; then the diagonal elements of the reflection and transmission matrices

R =

[

rx 0

0 ry

]

, T =

[

tx 0

0 ty

]

, (3.44)
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easily follow:

rx =
s(0) − s(1)

s(0) + s(1)
, (3.45)

ry =
ε(0)s(1) − ε(1)s(0)

ε(0)s(1) + ε(1)s(0)
, (3.46)

tx =
2s(0)

s(0) + s(1)
, (3.47)

ty =
2ε(0)s(1)

ε(0)s(1) − ε(1)s(0)
. (3.48)

We can conclude this section by the statement, that like in the case of the propagation

through a homogenous medium, the reflection and transmission by a boundary between

two uniform media is governed by a linear transform which is “diagonal” in the basis of

Fourier modes. However, contrary to the propagation, the boundary changes the polariza-

tion state unless the wave is polarized in one of the Cartesian directions just determined

above. In the following section we will refer to these states as the s and p polarizations, the

former of which denotes the electric field perpendicular to the plane of incidence (s from

German senkrecht) and the latter the electric field parallel. Thus, the above derived modal

reflection and transmission eigenvalues denote Fresnel’s amplitude reflection coefficients

rs = rx, rp = ry ts = tx, and tp = ty.

3.2 Description of light states

3.2.1 Polarization of light

We will distinguish between two Cartesian coordinate systems, one linked with a wave

and one linked with the optical system the wave interacts with. The z coordinate of the

former system will always be coincident with the direction of the wave vector. Thus the

plane wave propagation can be written

E(r) =







Ax

Ay

0






exp(−ikzz) (3.49)

and hence the z component of the wave can be omitted. The complex two-dimensional

vector

J =

[

jx

jy

]

=

[

Ax

Ay

]

(3.50)

is called Jones’es vector of the polarization of the electromagnetic wave. We can demon-

strate how the polarization behaves by restoring the time dependence in Eq. (3.49) at a

chosen point, e. g., at z = 0,

E(t) =

[

Ax

Ay

]

eiωt =

[

axe
iδx

aye
iδy

]

eiωt (3.51)
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Figure 3.4 Polarization ellipse defined as the time trajectory of the real electric filed. The parameters
describing the ellipse are its azimuth θ and ellipticity angle ǫ = arctan(b/a), where a and b are the
semimajor and semiminor axes of the ellipse, respectively.

where ax, ay are the real amplitudes and δx, δy the real phases of the Cartesian components

of the field. Only the real part of the field

Re[E(t)] = ax cos δx

[

ax cos(ωt)

ay cos(ωt+ δ)

]

(3.52)

has physical meaning, with δ = δy − δx denoting the phase difference between the two

components. Now we see that the real electric field harmonically varies in time, describing

a line, a circle, or an ellipse according to the values of ax, ay, and δ. Correspondingly we

distinguish three kinds of polarization: linear, circular, and elliptic. In Fig. 3.4 an elliptical

trajectory of the real electric field is displayed; the linear and circular polarizations can

be regarded as limits of the elliptic one.

The Jones vector of the linear polarization can generally be written as J = a[cos θ, sin θ]T

where a is an arbitrary complex number and θ is the azimuthal angle of the polar-

ization line. The Jones vector of the left-hand and right-hand circular polarization is

J = a[1,∓i]T where a is again a complex number. All the other cases correspond to ellip-

tic polarizations. We can define unit basis vectors x̂ = [1, 0]T and ŷ = [0, 1]T correspond-

ing to the Cartesian coordinates, or other bases, e. g., the basis of circular polarizations

ĉl = [1,−i]T/
√

2 and ĉr = [1, i]T/
√

2. A general polarization state is a linear combination

J = j1ĵ1 + j2ĵ2 (3.53)

of two basis vectors ĵ1, ĵ2. Bases are usually chosen obeying the orthonormality condition

〈

ĵj , ĵk

〉

= ĵ
†
j ĵk = δjk. (3.54)

The simplest examples of linear and circular polarization bases are displayed in Fig. 3.5.
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Figure 3.5 Two elementary examples of polarization bases, the basis of linear polarizations (a, b)
and the basis of circular polarizations (c, d). The figures are completed by the corresponding Jones
vectors evaluated in the representation of linear polarizations.

Although the Jones vector consists of two complex numbers, the polarization state can

be represented by fewer parameters because two different vectors a[jx, jy]
T and b[jx, jy]

T

with a and b being different complex numbers correspond to the same state. A way of

expressing the polarization by the minimum number of parameters is the representation

by a complex number

χ =
jy
jx
, (3.55)

where jx and jy are the Cartesian components of the Jones vector. Similarly, we can

define the complex number χc = jr/jl where jl, jr are the elements of the Jones vector in

the circular-polarization basis, or we can use some other basis of two orthogonal elliptic

states.

The third way of expressing polarization states which provides a vivid imagination is

the representation by ellipsometric parameters, the azimuth θ and the ellipticity angle ǫ

of the polarization ellipse. The ellipticity angle ǫ = arctan(b/a), where a, b denote

the ellipse’s semimajor and semiminor axes, is zero for a linear polarization, π/2 for a

circular polarization, and has values between the two limits for elliptic polarizations. By

reasoning similar to that leading to Eq. (3.52), we obtain the Jones vector dependence on

the ellipsometric parameters

J = R(−θ)
[

cos ǫ

±i sin ǫ

]

=

[

cos θ cos ǫ∓ i sin θ sin ǫ

sin θ cos ǫ± i cos θ sin ǫ

]

, (3.56)
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where R(−θ) denotes the rotation by the angle −θ. The corresponding dependence of

the χ-number on the ellipsometric parameters is

χ =
tan θ ± i tan ǫ

1 ∓ i tan θ tan ǫ
. (3.57)

To avoid the ambiguity in choosing the plus or minus sign in the above expressions, we

also define the negative ellipticity for the case of counter clockwise polarization. The

bottom minus sign is then inhered within the ellipticity angle, which leads to the general

formulae

J =

[

cos θ cos ǫ− i sin θ sin ǫ

sin θ cos ǫ+ i cos θ sin ǫ

]

, (3.58)

χ =
tan θ + i tan ǫ

1 − i tan θ tan ǫ
. (3.59)

Similarly, we can derive different dependences of the Jones vector and χ-number on the

ellipsometric parameters in other polarization bases.

3.2.2 Space modulation and scalar modes

As we have seen in Eqs. (3.24–3.25), the complete information on a field consists of the

information on its polarization and information on its space modulation. Thus the general

field can be decomposed into two polarization modes and into modes of different space

modulations. Since the propagation in uniform isotropic medium does not change the

state of polarization, only the space modulation modes are sometimes studied, referred

to as scalar modes.

The decomposition into polarization and scalar modes in a chosen plane z = 0 can be

written

E(x, y, 0) =
2
∑

j=1

∑

µ

fj,µ ĵj ψµ(x, y) (3.60)

where ĵj denotes the jth basis Jones vector, ψµ(x, y) represents the µth scalar mode of

propagation, and fj,µ is the amplitude of the mode characterized by the j and µ mode

numbers. According to the type of decomposition, µ can represent either a discrete or a

continuous set of values. In the latter case, an integral “
∫

dµ” would be used instead of

summation.

The simplest basis of scalar modes is the basis of Fourier modes as already seen in

Eqs. (3.24–3.25), where the mode identification µ was represented by two real values p, q.

Since the propagation of one mode is independent on each other, i. e., the [p, q]-mode

ψp,q(x, y) = e−ik0(px+qy) (3.61)

propagates as

Ep,q(x, y, z) = ψp,q(x, y)e
−ik0

√
ε−p2−q2 z, (3.62)
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the modes are called eigenmodes of propagation.

When we look for a solution of the Helmholtz equation in the cylindrical coordinates

[ρ, φ, z], we find other eigenmodes of propagation

ψn,κ(ρ, φ) = Bn(k0κρ)e
−inφ, (3.63)

where Bn(k0κρ) denotes any of the Bessel, Neumann, or Hankel functions. The propaga-

tion is then governed by the e−ik0

√
ε−κ2 z factor, and the scalar modes are represented by

a set of one discrete (n) and one continuous (κ) mode numbers.

3.2.3 Symbolic notation of general states of light

So far we were only describing scalar modes using the coordinate and Fourier repre-

sentations, analogous to the “R ” and “P ” representations in quantum physics. For the

purpose of later application of linear-algebraic expressions with operators, it will be useful

to rewrite the mode decomposition and the requirements of the orthogonality and com-

pleteness of modes into a symbolic vectorial form. For the scalar electric field E(x, y, 0)

in the chosen plane z = 0, we define a vector ~E which can be decomposed

~E =
∑

µ

fµψ̂µ, (3.64)

with the space propagation symbolically written ~E(z) =
∑

µ fµψ̂µe
−ik0sµz in the case

that ψ̂µ denote eigenmodes of propagation. The requirements for the orthogonality and

completeness of the modes, respectively, can be symbolically written
〈

ψ̂µ, ψ̂ν

〉

= δµν , (3.65)
∑

µ

ψ̂µψ̂
†
µ = 1, (3.66)

where on the left-hand side of the former “〈·, ·〉” denotes the scalar product defined within

the elements of the Hilbert space L2(R2) of all the possible modes. In the latter, 1 denotes

the identity on the space L2(R2).

Finally, we can combine both the polarization and space-modulation modes to define

general modes ψ̂j,µ = ĵjψ̂µ with the polarization ĵj ∈ C2 and with the space modulation

ψ̂µ ∈ L2(R2). The Hilbert space of general modes is the direct product of the two-

dimensional space of Jones vectors and multidimensional space of scalar modes, i. e.,

H = C2 ⊗ L2(R2). Now the requirements for the orthogonality and completeness of the

general modes can be written, respectively,
〈

ψ̂j,µ, ψ̂k,ν

〉

= δjkδµν , (3.67)
∑

j

∑

µ

ψ̂j,µψ̂
†
j,µ = 1H = 1C2 ⊗ 1L2(R2), (3.68)

where on the right-hand side of the latter the identity on the space H is the tensor product

of identities on the C2 and L2(R2) spaces.
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3.3 Propagation through linear optical systems

3.3.1 Definition and symbolic notation of linear optical systems

In Sec. 3.1.2 we demonstrate propagation in a homogenous medium which can be regarded

as a linear optical system of transform from one chosen plane z = z0 to another plane

z = z1. With the symbolic notation of general states of light, we can define a general

linear optical system as a linear operator P̂ operating on the Hilbert space H of general

modes, i. e.,

P̂ =
∑

A,B

PA ⊗ P̂B, (3.69)

P̂ : H → H,
PA : C

2 → C
2,

P̂B : L2(R2) → L2(R2),

where PA are operators of change of polarization and P̂B denote operators of linear trans-

form from one space-modulation mode to another one.

As an illustrative example, suppose a simple dyadic form P̂ = P⊗ P̂. Thus, if we have

a state of an incident wave given by an expansion

~E
(i)

=
2
∑

j=1

∑

µ

f
(i)
j,µĵjψ̂µ (3.70)

then the output state is determined as

~E
(o)

= P̂~E
(i)

=
2
∑

j=1

∑

µ

f
(i)
j,µ(Pĵj)(P̂ψ̂µ) (3.71)

or, after expansion of the output state

~E
(o)

=
2
∑

j=1

∑

µ

f
(o)
j,µ ĵjψ̂µ, (3.72)

we can write the transformation between the components of the both states, i. e.,

f
(o)
j,µ =

2
∑

k=1

∑

ν

pjkPµνf
(i)
k,ν, (3.73)

where pjk = 〈ĵj,Pĵk〉 and Pµν = 〈ψ̂µ, P̂ψ̂ν〉 are matrix elements of the operators P and P̂.

More symbolically, the above formula can be written

f (o)
α =

∑

β

P̂αβf
(i)
β , (3.74)

where α represents the pair of indices j, µ and β represents the pair k, ν.

More specially, if the incident state can be resolved into a dyadic product ~E
(i)

=

J (i) ~E(i), then the transformation can be symbolically written without expansion, i. e.,
~E

(o)
= (PJ (i))(P̂ ~E(i)) = J (o) ~E(o), which means that both the polarization and the space-

modulation modes are treated independently.
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3.3.2 Transformation of polarization—Jones matrices and ellip-

sometry

In a chosen basis of two orthogonal states of polarization, the operator P becomes a Jones

matrix. For instance, the Jones matrix in the Cartesian coordinates is

P =

[

pxx pxy

pyx pyy

]

, (3.75)

where pij are the amplitude coefficients of the linear transform from one state of polar-

ization into another.

Clearly, the Jones matrix does not only describe the transformation of the polarization

ellipse, but also the change of the amplitude of the wave propagating through the optical

system. Sometimes it is useful to determine only the former, i. e., the transformation

between the complex number χ(i) of the input polarization and the complex number χ(o)

of the output polarization. Straightforwardly this transform is

χ(o) =
j
(o)
y

j
(o)
x

=
pyxj

(i)
x + pyyj

(i)
y

pxxj
(i)
x + pxyj

(i)
y

=
pyyχ

(i) + pyx

pxyχ(i) + pxx
, (3.76)

where j
(i)
k , j

(o)
k (k = x, y) are the Cartesian components of the input and output Jones

vectors, respectively. It is very important to notice that the change of the polarization

ellipse is governed by a bilinear transformation of the χ-number and that the output

polarization does not depend on the amplitude of the incident light.

Suppose that both the input and the output χ-numbers are evaluated in the basis of

the eigenmodes of the matrix P̂. In this basis

P̂ =

[

p1 0

0 p2

]

, (3.77)

χ(o) =
p2

p1

χ(i). (3.78)

and hence the transformation of the polarization ellipse is governed by a linear transform

between the χ-numbers. We define a complex quantity

̺ =
p2

p1
= tan Ψ exp i∆, (3.79)

where the real angles Ψ, ∆ are called the ellipsometric parameters of the linear optical

system. The parameter Ψ describes the difference in the amplitude changes between the

two eigenmodes, whereas ∆ the difference in the phase changes.

In more general cases, e. g., when using anisotropic media, the eigenmodes are generally

elliptic. Then it is useful to describe the transformation of polarization from an input

linear state into an output, generally elliptic state. First, suppose that an x-polarized wave

is incident onto the optical system, i. e., J (i) = x̂ (j
(i)
x = 1, j

(i)
y = 0). Then, according to
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Eq. (3.76), χ(o) = pyx/pxx describes the output polarization state. On the other hand, if

a y-polarized wave is incident, it is better to imagine the whole optical system as rotated

by 90◦ and hence to adopt the coordinates x′ = y, y′ = −x. In the rotated coordinates

we can apply the same formula, leading to the expression χ(o) = −pxy/pyy assuming the

former coordinates.

Summarizing the above results, we define two complex effects of the polarization-

changing system P (described by the Jones matrix P) as

Φ(P )
x =

pyx

pxx
=

tan θ
(P )
x + i tan ǫ

(P )
x

1 − i tan θ
(P )
x tan ǫ

(P )
x

, (3.80)

Φ(P )
y = −pxy

pyy
=

tan θ
(P )
y + i tan ǫ

(P )
y

1 − i tan θ
(P )
y tan ǫ

(P )
y

, (3.81)

where the second equalities describe the output polarization states in terms of the azimuth

and ellipticity angles, using Eq. (3.59). We refer to θ
(P )
x(y) and ǫ

(P )
x(y) as the azimuth rotation

and ellipticity of the optical system P for incident x(y)-polarization.

Besides the trivial example of propagation through a homogenous isotropic medium,

we can also write the two Jones matrices describing the reflection and transmission of

a plane wave by a boundary between two uniform isotropic media with permittivities

ε(0) and ε(1), as treated in Sec. 3.1.3. Suppose that a generally polarized plane wave is

incident from medium 0 with its angle of incidence (i. e., the angle between the direction

of propagation and the normal to the boundary) ϑ(i). After decomposing the Jones vector

into the eigenmodes of reflection and transmission, i. e.,

J (i) = j(i)
s ŝ+ j(i)

p p̂, (3.82)

we again obtain

R =

[

rs 0

0 rp

]

, (3.83)

T =

[

ts 0

0 tp

]

, (3.84)

where the quantities of the diagonals, defined by Eqs. (3.45–3.48), denote the Fresnel

reflection and transmission amplitude coefficients of an s- or p-polarized plane wave,

respectively. In Eqs. (3.45–3.48)

s(J) =
k

(J)
z

k0
= N (J) cosϑ(J) (3.85)

denotes the normal component of the normalized wave vector k(J)/k0 in the Jth medium

with its complex refractive index N (J) = n(J) − ik(J) =
√
ε(J).
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3.3.3 Transformation of scalar modes

Analogous to the s- and p-eigenmodes of the polarization transforms, the eigenmodes of

the reflection and transmission of scalar waves are Fourier modes, owing to the require-

ment for the continuity of the tangential fields on the boundary. To evaluate the matrix

components of the reflection and transmission operators R̂ and T̂, however, each of the s-

and p-polarizations must be treated separately, i. e.,

~E(r)
s = R̂s

~E(i)
s , (3.86)

~E(r)
p = R̂p

~E(i)
p , (3.87)

~E(t)
s = T̂s

~E(i)
s , (3.88)

~E(t)
p = T̂p

~E(i)
p , (3.89)

which, after expansion into Fourier modes

~E
(i)
s(p) =

+∞
∫

−∞

+∞
∫

−∞

f
(i)
s(p)ψ̂(p, q) dp dq, (3.90)

~E
(r)
s(p) =

+∞
∫

−∞

+∞
∫

−∞

f
(r)
s(p)ψ̂(p, q) dp dq, (3.91)

~E
(t)
s(p) =

+∞
∫

−∞

+∞
∫

−∞

f
(t)
s(p)ψ̂(p, q) dp dq, (3.92)

with the basis vectors in the Cartesian coordinates being ψ̂(p, q) = e−ik0(px+qy), become

f (r)
s = rs(p, q)f

(i)
s (p, q), (3.93)

f (r)
p = rp(p, q)f

(i)
p (p, q), (3.94)

f (t)
s = ts(p, q)f

(i)
s (p, q), (3.95)

f (t)
p = tp(p, q)f

(i)
p (p, q), (3.96)

where rs(p)(p, q), ts(p)(p, q) are the Fresnel reflection and transmission amplitude coeffi-

cients of s(p)-modes taking the same values as in Eq. (3.45–3.48) but with

s(J)(p, q) =
√

ε(J) − p2 − q2, (3.97)

like in Eq. (3.27).

3.4 Optical response of planar structures

So far we have shown two types of linear optical systems, a homogenous medium between

two plan-parallel planes and an interface between two homogenous media with different
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permittivities. In general, we will refer to a planar structure as a set of one or more plan-

parallel interfaces between homogenous media indexed by integers J ∈ {0, 1, 2, . . . , N+1}
with permittivities ε(J). The top medium, a half-space indexed J = 0, is called superstrate,

the bottom medium, a half-space indexed J = N + 1, is called substrate, and the media

sandwiched between the two ambient half-spaces are called thin films or layers when

their thicknesses are smaller than the coherence length of light or thick layers when their

thicknesses are higher. In the former case the interference effects in the optical response

appear, whereas in the latter case only the intensities are superposed.

3.4.1 Fraunhofer approximation

A traditional notion of the optical response of planar structures is that light is generated by

a point source located in a sufficient distance from the structure, a distance much higher

than the structure’s dimensions. Thus, instead of a spherical wave whose interaction

with a planar structure is governed by quite a complicated way, Fraunhofer’s plane-wave

approximation of the spherical wave can be used. As we have seen in Sec. 3.3, this method

is very advantageous since the plane waves are eigenmodes of reflection and transmission

on plane boundaries.

To avoid enormous waste of energy in directions beyond the structure, particular ar-

rangements are used in practice to achieve high intensity of illumination. In spectroscopic

ellipsometers, usually the light generated by a lamp is reflected by a spherical mirror to

obtain a beam of parallel rays from which the main part is selected by a pinhole and

then collimated, so that the pinhole’s image is focused on the top surface of the structure.

Thus, only a small area of interest is measured on the sample, but still this area is bigger

by several orders than the wavelength of light, so that the Fraunhofer approximation by a

single plane wave can be applied if the position of the detector is adjusted to the maximum

intensity to choose the major plane-wave mode from the beam reflected or transmitted

by the structure.

3.4.2 Fresnel formulae for an interface

Applying the Fraunhofer approximation, we only work with one chosen [p, q]-mode. For

simplicity we choose the Cartesian coordinates [x(i), y(i), z(i)] linked with the incident plane

wave so that the x(i)-coordinate is coincident with the s-eigenmode of polarization, the

y(i)-coordinate with the p-eigenmode of polarization, and the z(i)-coordinate with the

direction of propagation. On the other hand, the coordinates [x, y, z] linked with the

planar structure are chosen so that the x-coordinate is equal to the x(i)-coordinate, the

z-coordinate is normal to the interfaces and points to the direction of the increasing index

of media J , and the y-coordinate uniquely completes the clockwise coordinate system.

With the above definition of the coordinates, the x-component of the wave vector of the

incident plane wave is reduced, so that only a planar problem is to be solved, characterized
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by two coordinates [y, z]. Now the propagation (3.62) of the space-modulation mode

characterized by the q-number is in medium J governed by the relation

E(J)(y, z) = E(J)(y, zJ−1) exp
[

−ik0

√

ε(J) − q2(z − zJ−1)
]

, (3.98)

where z = zJ−1 is the plane of interface between media J −1 and J (except medium 0 for

which z = z0 is chosen) while the reflection and transmission (3.93)–(3.96) of the mode

on the interface between medium J and medium J + 1 can be written as

f (r)
s = rJ,J+1

s f (i)
s , (3.99)

f (r)
p = rJ,J+1

p f (i)
p , (3.100)

f (t)
s = tJ,J+1

s f (i)
s , (3.101)

f (t)
p = tJ,J+1

p f (i)
p , (3.102)

where

rJ,J+1
s =

s(J) − s(J+1)

s(J) + s(J+1)
, (3.103)

tJ,J+1
s =

2s(J)

s(J) + s(J+1)
, (3.104)

rJ,J+1
p =

ε(J)s(J+1) − ε(J+1)s(J)

ε(J)s(J+1) + ε(J+1)s(J)
, (3.105)

tJ,J+1
p =

2ε(J)s(J+1)

ε(J)s(J+1) − ε(J+1)s(J)
, (3.106)

with

s(J) =
√

ε(J) − q2. (3.107)

3.4.3 Airy formulae for a thin film

As a little more complicated example, we will evaluate the amplitude reflection and trans-

mission coefficients of a plane wave incident to a single thin film with permittivity ε(1)

sandwiched between a superstrate with permittivity ε(0) and substrate with permittiv-

ity ε(2) under the angle of incidence ϑ(i).

Besides the Fresnel coefficients r01
s(p), t

01
s(p), r

10
s(p), r

10
s(p), r

12
s(p), t

12
s(p), governing the in-

teraction of light with the two boundaries, we apply Eq. (3.98) to define an amplitude

coefficient governing the propagation of the mode between the two interfaces of the thin

film with the ambient media. The propagation coefficient is simply

p =
E(y, z1)

E(y, z0)
= e−ik0s(1)(z1−z0) (3.108)

for both s- and p-polarizations, with s(1) = +
√

ε(1) − q2 and q =
√
ε(0) sinϑ(i). Analo-

gously we can calculate the propagation coefficient for the corresponding upward mode

p′ =
E ′(y, z0)

E ′(y, z1)
= e−ik0s′(1)(z0−z1) (3.109)
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with s′(1) = −
√

ε(1) − q2, and hence p′ = p.

The optical response of the thin film for one chosen polarization can be evaluated as

the superposition of wave contributions resulting from multiple internal reflections

r02 = r01 + t10p r12p t01 + t10p r12
(

p r10p r12
)

p t01 + . . .

= r01 + t10p r12
(

1 +Q+Q2 + . . .
)

p t01

= r01 +
t10p r12p t01

1 −Q
, (3.110)

t02 = t12p t01 + t12
(

p r10p r12
)

p t01 + . . .

= t12
(

1 +Q+Q2 + . . .
)

p t01

=
t12p t01

1 −Q
, (3.111)

where Q = p r10p r12 is the coefficient of the geometric series. The resulting formulae

r02 =
r01 + r12p2

1 + r01r12p2
, (3.112)

t02 =
t01t12p

1 + r01r12p2
, (3.113)

are Airy’s formulae for the amplitude reflection and transmission coefficients of a thin

film.

3.4.4 Recursive formulae for multilayers

The optical response of a system of more than one thin film, called a multilayer, can easily

be calculated by the recursive relations

r0,J+1 = r0J +
tJ0p(J) rJ,J+1p(J)t0J

1 −Q(J)
, (3.114)

t0,J+1 =
tJ,J+1p(J)t0J

1 −Q(J)
, (3.115)

obtained directly from Eqs. (3.110–3.111) recursively for J = 1, 2, . . . , N , where the

quantities p(J) and Q(J) belong to the Jth layer and where the quantities with the “ 0J ”

and “J0 ” superscripts are regarded as quantities belonging to a pseudointerface consisting

of the first J − 1 layers.

3.4.5 Optical response of planar anisotropic structures

Propagation through a uniform anisotropic medium, defined by a tensorial permittivity

constant

ε =







εxx εxy εxz

εyx εyy εyz

εzx εzy εzz






, (3.116)
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and reflection/transmission on interfaces between such media are governed by more gen-

eral relations than derived above, where we assumed for simplicity the optical isotropy.

Analytical solution corresponding to either general or particular cases (such as uniaxial

anisotropy) are beyond the scope of this thesis. However, the numerical solution is inhered

within the general case of optical theory for anisotropic inhomogeneous media treated in

Chap 4. The formally written optical response of planar anisotropic structures in the

form of Jones matrices is of high importance since in this thesis we work with anisotropic

media.

We assume a multilayer structure consisting ofN thin films, where at least one of those

is anisotropic and described by the permittivity tensor (3.116). The the reflection and

transmission by such a structure is described by generally nondiagnonal Jones matrices

R0,N+1 =

[

r0,N+1
ss r0,N+1

sp

r0,N+1
ps r0,N+1

pp

]

, (3.117)

T0,N+1 =

[

t0,N+1
ss t0,N+1

sp

t0,N+1
ps t0,N+1

pp

]

, (3.118)

where the matrix elements are proper generalized versions of the reflection and transmis-

sion coefficients (3.114, 3.115), respectively.

Because in this thesis we will focus on uniaxial anisotropies induced by external mag-

netic fields, i. e., magneto-optic anisotropies, particularly studied in the reflection mode,

we will here briefly describe how a uniaxial anisotropy determines the Jones reflection

matrix. Suppose that the the above defined structure is optically isotropic but one of

the layers is ferromagnetic and that its magnetization, described by a constant vector

M = [mx, my, mz], is saturated everywhere within the ferromagnetic medium by an ex-

ternal magnetic field of sufficient magnitude. Then the Jones reflection matrix of the

whole structure can be written as

R0,N+1 =

[

r
(0)
ss P (mz) − L(my)

P (mz) + L(my) r
(0)
pp + T (mx)

]

, (3.119)

where r
(0)
ss and r

(0)
pp are reflection coefficients with the absence of magnetization (corre-

sponding to an entirely isotropic structure) and where P (mz), L(my), and T (mx) de-

scribe the polar, longitudinal, and transverse magneto-optic effects, referred to as Kerr’s

magneto-optic effects in the particular geometries. In other words, the dependence of the

reflection coefficients is only via these three quantities, each of which only depends on a

single component of the magnetization vector. In most materials (and in all the materials

used in this thesis) the Kerr magneto-optic effects are small so that they can be described

as linear effects, i. e.,

P (mz) ≈ P0mz, (3.120)

L(my) ≈ L0my, (3.121)

T (mx) ≈ T0mx. (3.122)
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Similarly, we can describe the transmission through an anisotropic structure by analogous

reasoning. We refer to the transmission effect of a change of polarization as Faraday’s

(magneto-optic) effect.

3.4.6 Quantities characterizing planar structures—photometric

and ellipsometric parameters

A simple and straightforward characterization which provides the complete information

on a planar structure is using the Jones reflection and transmission matrices. In practice,

however, such complete information is not usually measurable. Instead, the transforma-

tion of only the intensity or only the polarization ellipse are measured. For this purpose,

assuming an isotropic structure, we define photometric parameters

Rs(p) =
∣

∣rs(p)
∣

∣

2
, (3.123)

Ts(p) =
∣

∣ts(p)
∣

∣

2
, (3.124)

called the energy reflectance and transmittance of an s(p)-polarized wave, and ellipso-

metric parameters by the formulae

̺(r) =
rp
rs

= tan Ψ(r) exp i∆(r), (3.125)

̺(t) =
tp
ts

= tan Ψ(t) exp i∆(t), (3.126)

for the reflected and transmitted waves, respectively.

Then, assuming an anisotropic structure we formulate the above mentioned Kerr (K)

and Faraday (F ) effects as

Φ(K)
s = −rps

rss
=

tan θ
(K)
s + i tan ǫ

(K)
s

1 − i tan θ
(K)
s tan ǫ

(K)
s

, (3.127)

Φ(K)
p =

rsp
rpp

=
tan θ

(K)
p + i tan ǫ

(K)
p

1 − i tan θ
(K)
p tan ǫ

(K)
p

, (3.128)

Φ(F )
s =

tps
tss

=
tan θ

(F )
s + i tan ǫ

(F )
s

1 − i tan θ
(F )
s tan ǫ

(F )
s

, (3.129)

Φ(F )
p = −tsp

tpp
=

tan θ
(F )
p + i tan ǫ

(F )
p

1 − i tan θ
(F )
p tan ǫ

(F )
p

, (3.130)

for the both cases of an incident s- and p-polarized wave, respectively. The angular

parameters θ
(K,F )
s(p) , ǫ

(K,F )
s(p) are called the Kerr and Faraday azimuth rotation and ellipticity

angle for the incident s(p)-polarization.

3.5 Optical response of diffraction gratings

Unlike the planar structures, the eigenmodes of a structure with periodic lateral pattern-

ing, called a grating, are more complicated modes, generally composed of many Fourier
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modes which are themselves said to be coupled by the grating’s periodicity. Therefore, if

the illumination in the Fraunhofer approximation is described by an incident plane wave

E(i)(r) = A(i)j(i) exp
[

−ik0(p
(i)x+ q(i)y + s(i)z)

]

, (3.131)

with an amplitude A(i), polarization j(i), and wave vector k(i) = k0[p
(i), q(i), s(i)]T, the

reflected and transmitted waves will generally be consisting of many [p, q]-modes. We

refer to this phenomenon as diffraction by non-planar structures.

3.5.1 Rayleigh expansion

The translational symmetry induced by the periodicity of the grating implies a highly

appreciable reduction of the dimension of the diffraction problem. In the case of a general

two-dimensional grating with periodicities Λx, and Λy in the directions of the x- and

y-axes, respectively, the symmetry can be mathematically stated as

E(i)(x+mΛx, y + nΛy, 0) = E(i)(x, y, 0) e−ik0(p(i)mΛx+q(i)nΛy), (3.132)

E(r)(x+mΛx, y + nΛy, 0) = E(r)(x, y, 0) e−ik0(p(i)mΛx+q(i)nΛy), (3.133)

E(t)(x+mΛx, y + nΛy, d) = E(t)(x, y, d) e−ik0(p(i)mΛx+q(i)nΛy), (3.134)

where d is the thickness of the grating and m, n denote arbitrary integers. Then the

reflected and transmitted waves can be written as a periodic vectorial function f (r,t)(x, y)

factorized by the e−ik0(p(i)x+q(i)y) factor, i. e.,

E(r)(x, y, 0) = f (r)(x, y) e−ik0(p(i)x+q(i)y) =
+∞
∑

m,n=−∞
f (r)

mn e
−ik0(pmx+qny), (3.135)

E(t)(x, y, d) = f (t)(x, y) e−ik0(p(i)x+q(i)y) =

+∞
∑

m,n=−∞
f (t)

mn e
−ik0(pmx+qny), (3.136)

where f (r,t)
mn denote the components of the Fourier series of the function f (r,t)(x, y) and

where

pm = p(i) +m
λ

Λx
, (3.137)

qn = q(i) + n
λ

Λy
. (3.138)

Hence, only a discrete set of plane waves in both the reflection and transmission modes

appears, referred to as diffraction orders, each of which is identified by the m, n numbers.

The resulting propagation of diffracted waves is governed by the formulae

E(r)(r) =

+∞
∑

m,n=−∞
f (r)

mn exp
[

−ik0(pmx+ qny + s(r)
mnz)

]

, (3.139)

E(t)(r) =
+∞
∑

m,n=−∞
f (t)

mn exp
{

−ik0

[

pmx+ qny + s(t)
mn(z − d)

]}

, (3.140)
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where the normal components of the wave vectors are

s(r)
mn = −

√

ε(0) − p2
m − q2

n, (3.141)

s(t)
mn =

√

ε(2) − p2
m − q2

n, (3.142)

(3.143)

with ε(0) and ε(2) denoting the permittivities of the superstrate and substrate media, re-

spectively, sandwiching a generally unspecified grating medium 1. The series in Eqs. (3.139–

3.140) are called Rayleigh’s expansion of reflected and transmitted waves.

3.5.2 Planar diffraction mounting

Let [x(i), y(i), z(i)] and [x, y, z] be two Cartesian coordinate systems linked with an inci-

dent plane wave and with a one-dimensional grating, respectively, defined so that the

x ≡ x(i)-axis coincides with the s-polarization, y(i)-axis with the p-polarization, z(i)-axis

with the incident wave’s propagation, and z-axis with a vector normal to the grating’s

interfaces; the +z direction points to the substrate. Essentially this arrangement is iden-

tical with the case of a planar structure described in Sec. 3.4.2; this time, however, the

structure exhibits different optical responses when it is rotated around the z-axis.

The most simple configuration is such that the grating’s periodicity coincides with the

y-axis, because then both the permittivity function ε(y, z) defined in the whole space and

the electric and magnetic fields E(y, z), H(y, z) including the fields in the superstrate,

in the substrate, and inside the grating are functions of only two Cartesian coordinates,

and hence the entire problem of diffraction can be described in the y—z plane. This is

the reason for referring this arrangement as the planar diffraction mounting.

3.5.3 Planar diffraction on one-dimensional isotropic gratings

Assuming a one-dimensional grating mounted for planar diffraction, the time-harmonic

Maxwell equations

∇×E = −iωµ0H , (3.144)

∇×H = iωε0ε(y, z)E, (3.145)

∇ · [ε(y, z)E] = 0, (3.146)

∇ ·H = 0, (3.147)
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can be separated into two independent sets of equations, one for the transverse electric

field ETE = [Ex, 0, 0]T,

∂zEx = −iωµ0Hy, (3.148)

−∂yEx = −iωµ0Hz, (3.149)

∂yHz − ∂zHy = iωε0ε(y, z)Ex (3.150)

∂yHy + ∂zHz = 0, (3.151)

and one for the transverse magnetic field HTM = [Hx, 0, 0]T,

∂zHx = iωµ0Ey, (3.152)

−∂yHx = iωµ0Ez, (3.153)

∂yEz − ∂zEy = −iωµ0Hx (3.154)

∂y [ε(y, z)Ey] + ∂z [ε(y, z)Ez] = 0, (3.155)

and, of course, the trivial equations ∂xEj = 0 and ∂xHj = 0, j = x, y, z.

As a result we can write a statement that the s- and p-polarization modes are preserved

in the planar diffraction mounting, which reduces the problem into scalar diffraction, i. e.,

diffraction of scalar waves. The incident, reflected, and transmitted waves are then

E(i)(r) = A(i)x̂ exp
[

−ik0(q
(i)y + s(i)z)

]

, (3.156)

E(r)(r) = x̂

+∞
∑

n=−∞
f (r)

n exp
[

−ik0(qny + s(r)
n z)

]

, (3.157)

E(t)(r) = x̂

+∞
∑

n=−∞
f (t)

n exp
{

−ik0

[

qny + s(t)
n (z − d)

]}

(3.158)

for the case of s-polarization and

H(i)(r) = B(i)x̂ exp
[

−ik0(q
(i)y + s(i)z)

]

, (3.159)

H(r)(r) = x̂

+∞
∑

n=−∞
h(r)

n exp
[

−ik0(qny + s(r)
n z)

]

, (3.160)

H(t)(r) = x̂

+∞
∑

n=−∞
h(t)

n exp
{

−ik0

[

qny + s(t)
n (z − d)

]}

(3.161)

for the case of p-polarization. The optical response can be divided into the diffraction

orders by defining generalized amplitude reflection and transmission coefficients

r(n)
s =

f
(r)
n

A(i)
, (3.162)

t(n)
s =

f
(t)
n

A(i)
, (3.163)

r(n)
p =

f
(r)
n

B(i)
, (3.164)

t(n)
p =

h
(t)
n

B(i)
(3.165)
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for both polarizations, respectively, from which we obtain the Jones reflection and trans-

mission matrices

R(n) =

[

r
(n)
s 0

0 r
(n)
p

]

, (3.166)

T(n) =

[

t
(n)
s 0

0 t
(n)
p

]

(3.167)

and the corresponding photometric and ellipsometric parameters

R
(n)
s(p) =

∣

∣

∣
r
(n)
s(p)

∣

∣

∣

2

, (3.168)

T
(n)
s(p) =

∣

∣

∣
t
(n)
s(p)

∣

∣

∣

2

, (3.169)

̺(n)
r =

r
(n)
p

r
(n)
s

= tan Ψ(n)
r exp i∆(n)

r , (3.170)

̺
(n)
t =

t
(n)
p

t
(n)
s

= tanΨ
(n)
t exp i∆

(n)
t . (3.171)

3.5.4 Planar diffraction on one-dimensional magnetic gratings

In a more general case of a magneto-optically anisotropic grating, which partially mixes

s- and p-polarizations due to magnetic ordering described above, we write the incident,

reflected, and transmitted electric fields as

E(i)(r) = A(i)ŝ exp
[

−ik0(q
(i)y + s(i)z)

]

, (3.172)

E(r)(r) =

+∞
∑

n=−∞
(f (r)

s,nŝ + f (r)
p,np̂

(r)
n ) exp

[

−ik0(qny + s(r)
n z)

]

, (3.173)

E(t)(r) =
+∞
∑

n=−∞
(f (t)

s,nŝ+ f (t)
p,np̂

(t)
n ) exp

[

−ik0(qny + s(r)
n (z − d))

]

, (3.174)

(where ŝ, p̂(r,t)
n are unit polarization vectors for each diffraction order) provided that an

s-polarized wave is incident upon the grating. The generalized amplitude reflection and

transmission coefficients then become

r(n)
ss =

f
(r)
s,n

A(i)
, (3.175)

r(n)
ps =

f
(r)
p,n

A(i)
, (3.176)

t(n)
ss =

f
(t)
s,n

A(i)
, (3.177)

t(n)
ps =

f
(t)
p,n

A(i)
, (3.178)

respectively, where the offdiagonal coefficients can be separated into the polar and longi-

tudinal Kerr or Faraday effects, like in the above case of a planar magnetic structure.
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Analogously we can assume a p-polarized incident wave

E(i)(r) = B(i)p̂(i) exp
[

−ik0(q
(i)y + s(i)z)

]

, (3.179)

and keep the diffracted fields in the forms (3.173, 3.174). Then we obtain

r(n)
sp =

f
(r)
s,n

B(i)
, (3.180)

r(n)
pp =

f
(r)
p,n

B(i)
, (3.181)

t(n)
sp =

f
(t)
s,n

B(i)
, (3.182)

t(n)
pp =

f
(t)
p,n

B(i)
, (3.183)

determining the amplitude reflection and transmission coefficients.

Finally we will write the Jones reflection and transmission matrices

R(n) =

[

r
(n)
ss r

(n)
sp

r
(n)
ps r

(n)
pp

]

, (3.184)

T(n) =

[

t
(n)
ss t

(n)
sp

t
(n)
ps t

(n)
pp

]

(3.185)

and the corresponding generalized complex Kerr and Faraday effects

Φ
(n)
Ks = −r

(n)
ps

r
(n)
ss

=
tan θ

(n)
Ks + i tan ǫ

(n)
Ks

1 − i tan θ
(n)
Ks tan ǫ

(n)
Ks

, (3.186)

Φ
(n)
Kp =

r
(n)
sp

r
(n)
pp

=
tan θ

(n)
Kp + i tan ǫ

(n)
Kp

1 − i tan θ
(n)
Kp tan ǫ

(n)
Kp

, (3.187)

Φ
(n)
Fs =

t
(n)
ps

t
(n)
ss

=
tan θ

(n)
Fs + i tan ǫ

(n)
Fs

1 − i tan θ
(n)
Fs tan ǫ

(n)
Fs

, (3.188)

Φ
(n)
Fp = −t

(n)
sp

t
(n)
pp

=
tan θ

(n)
Fp + i tan ǫ

(n)
Fp

1 − i tan θ
(n)
Fp tan ǫ

(n)
Fp

, (3.189)

describing the change of polarization for each nth diffraction order.

3.5.5 General optical response in conical mountings and re-

sponse of two-dimensional gratings

The general case of a one-dimensional anisotropic grating in a non-planar diffraction

mounting (referred to as conical mounting) comprises the purely optical cross-polarization

effect and the magneto-optical mixing effect. The same statement can be written for the

case of a two-dimensional anisotropic grating. Therefore, if we discuss the Kerr or Faraday
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effect, we mean only the magneto-optical effect, which is the perturbation from the state

without magnetization. However, in this thesis we only apply the planar diffraction

mounting in the case of one-dimensional gratings, and a mounting of two-dimensional

ones where purely optical cross-polarization does not occur (the case when the plane of

incidence is parallel to one direction of periodicity).
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Chapter 4

Coupled wave theory of diffraction

by gratings

After defining the quantities describing the optical response of planar and planar-like pe-

riodic structures we are free to derive the algorithm of their calculation. Unlike the planar

structures whose response can be easily formulated by means of analytical equations, the

diffraction response of nonplanar structures is governed by complicated diffraction laws.

The particular problem of diffraction by periodic structures is therefore transformed from

the partial differential equations describing light propagation through inhomogeneous me-

dia into linear-algebraic equations treating coupled plane waves. After formulating general

linear operation equations describing the response of general anisotropic gratings, we refor-

mulate a particular problem of a one-dimensional isotropic grating in the planar diffraction

mounting into matrix equations in the Fourier representation. The Fourier-basis equations

can also be straightforwardly formulated for any type of general structures.

4.1 Description of the modeled structure

x

y

z

top ambient medium (superstrate)

bottom ambient medium (substrate)

layers

lateral periodicity

Figure 4.1 Geometrical configuration of the modeled structure.
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We will provide a detailed description of the coupled wave theory of the optical re-

sponse of a structure with periodic lateral texturing, generally located on the top of a

multilayer system sandwiched between top and bottom ambient media (superstrate and

substrate). The general structure is displayed in Fig. 4.1, including the configuration of

the Cartesian coordinates.

4.2 Transfer of electromagnetic waves in symbolic

notation

Defining new Cartesian coordinates scaled by the wave number in vacuum k0 = 2π/λ,

i. e.,

r̄ = k0r, (4.1)

∇̄ =
1

k0
∇, (4.2)

and a scaled magnetic field

H̃ = µ0cH (4.3)

yields the time-harmonic Maxwell equations in a brief form

∇̄ ×E = −iH̃ , (4.4)

∇̄ × H̃ = iε(r̄) ·E, (4.5)

∇̄ · [ε(r̄) ·E] = 0, (4.6)

∇̄ · H̃ = 0, (4.7)

where

ε(r̄) =







εxx εxy εxz

εyx εyy εyz

εzx εzy εzz






(4.8)

is the permittivity tensorial function of an inhomogeneous anisotropic medium. Hereafter

throughout this chapter, we will assume the scaled coordinates and scaled magnetic field

but omit the top bars and tildes for simplicity.

Expressing the normal (∂z) derivatives of the fields, we obtain a set of partial differ-
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ential equations for their tangential components

∂zEx = −∂x
εzx

εzz
Ex − ∂x

εzy

εzz
Ey + ∂x

i

εzz
∂yHx − i

(

1 + ∂x
1

εzz
∂x

)

Hy, (4.9)

∂zEy = −∂y
εzx

εzz
Ex − ∂y

εzy

εzz
Ey + i

(

1 + ∂y
1

εzz
∂y

)

Hx − ∂y
i

εzz
∂xHy, (4.10)

∂zHx = i

(

εyx −
εyzεzx

εzz

− ∂x∂y

)

Ex + i

(

εyy −
εyzεzx

εzz

+ ∂2
x

)

Ey −
εyz

εzz

∂yHx +
εyz

εzz

∂xHy,

(4.11)

∂zHy = −i
(

εxx −
εxzεzx

εzz

− ∂2
y

)

Ex − i

(

εxy −
εxzεzy

εzz

− ∂y∂x

)

Ey +
εxz

εzz

∂yHx −
εxz

εzz

∂xHy,

(4.12)

and a set for the normal components

Ez = −εzx

εzz
Ex −

εzy

εzz
Ey +

i

εzz
∂yHx −

i

εzz
∂xHy, (4.13)

Hz = −i∂yEx + i∂xEy. (4.14)

We regard the field components Ej(x, y, z0), Hj(x, y, z0) (j = x, y, z) in a chosen plane

z = z0 as elements of the Hilbert space ~Ej(z0), ~Hj(z0) ∈ L2(R2) describing altogether

the state of light in that plane, like in the case of a homogenous medium. Thus the

partial differential equations can be regarded as linear operator equations describing an

infinitesimal change of the light state in the normal direction [Eqs. (4.9–4.12)] and that

the tangential components are sufficient to describe the state uniquely [Eqs. (4.13–4.14)].

The operator equations are expressed in the Cartesian-coordinate representation; in this

case, two types of operators are present: the operator of a partial derivative ∂̂j and the

operator of multiplication by a function ε̂jk = εjk or ε̂−1
jk = 1/εjk.

Applying the above reasoning, we may express the both sets of operator equations as

matrix formulae

∂z
~F t̂ = −iΩ̂~F t̂ (4.15)

~F n̂ = N̂~F t̂ (4.16)

where the tangential and normal fields are now vector fields

~F t̂(z) =











~Ex(z)
~Ey(z)
~Hx(z)
~Hy(z)











, (4.17)

~F n̂(z) =

[

~Ez(z)
~Hz(z)

]

, (4.18)
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respectively, and where the tangential and normal operators are defined as

Ω̂ =











−i∂x
εzx

εzz
−i∂x

εzy

εzz
−∂x

1
εzz
∂y 1 + ∂x

1
εzz
∂x

−i∂y
εzx

εzz
−i∂y

εzy

εzz
−(1 + ∂y

1
εzz
∂y) ∂y

1
εzz
∂x

−(εyx − εyzεzx

εzz
− ∂x∂y) −(εyy − εyzεzy

εzz
+ ∂2

x) −iεyz

εzz
∂y iεyz

εzz
∂x

εxx − εxzεzx

εzz
+ ∂2

y εxy − εxzεzy

εzz
− ∂y∂x iεxz

εzz
∂y −iεxz

εzz
∂x











,

(4.19)

N̂ =

[

−εzx

εzz
−εzy

εzz

i
εzz
∂y − i

εzz
∂x

−i∂y i∂x 0 0

]

. (4.20)

Now we can easily formulate a boundary value problem and solve it in the symbolic

vectorial notation as follows. Suppose that the tangential components of the fields are

known in one chosen plane, e. g.,
~F t̂(0) = ~A. (4.21)

To evaluate the fields ~F t̂(z), ~F n̂(z) in the space, we first look for eigenmodes, i. e., modes

with the z-dependence
~F

(µ)

t̂ (z) = ~ψµ e
−isµz, (4.22)

with µ formally distinguishing between different eigenmodes, which, after substituting

into Eq. (4.15), yields

Ω̂~ψµ = sµ
~ψµ, (4.23)

which is an equation for eigenvalues sµ and eigenvectors ~ψµ of the operator Ω̂.

Next, suppose that the medium is uniform in the direction of the z-coordinate. Then

the solution of Eq. (4.23) does not depend on z and hence the same basis of eigenmodes

can be chosen everywhere. In this representation, the operator describing transferring

from the plane z = z0 to the plane z = z1 takes on a diagonal form with values on the

diagonal being e−isµ(z1−z0). Therefore, the transfer operator can be written

M̂(z1 − z0) = G e−iS(z1−z0) G−1, (4.24)

where S is a diagonal matrix composed of values sµ and G is a “diagonalizer,” i. e., the

matrix of transformation between the initial basis of the stated problem and the basis in

which

Ω̂ = GSG−1 (4.25)

becomes diagonal. The state of light in any plane can then be determined by the linear

transformation
~F t̂(z) = M̂(z)~F t̂(0) = G e−iSz G−1 ~A, (4.26)

where M̂(z) only depends on the distance of propagation z but does not depend on the

initial and final points. Note that we can symbolically write M̂(z) = e−iΩ̂z without solving

the eigenvalue problem explicitly (which would now become inhered in the numerical

evaluation of the matrix exponential function).
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F(0)=[E(0),H(0)]

(J = 0)

(J = 1)

…

(J=N–1)

(J = N)

…

(J = N + 1)

(superstrate)

(substrate)

F(1)=[E(1),H(1)]

F(N–1)=[E(N–1),H(N–1)]

F(N)=[E(N),H(N)]

F(N+1)=[E(N+1),H(N+1)]

…
… d1

d2

dN–1

dN

…

z

Figure 4.2 The geometry of the transferring problem. The structure including the top periodic relief
is sliced into N layers, each of which is treated by the transfer operator.

More generally, suppose that the problem is not uniform in the normal direction. We

have defined an initial state by the same condition (4.21) and want to determine the state

in another plane z = d. We can approximately solve this problem by dividing the interval

〈0, d〉 into N slices, i. e., by defining numbers 0 = z0 < z1 < z2 < . . . < zN = d, so that all

the distances dJ = zJ − zJ−1 are small enough to assume the uniformity of the operator

describing transferring from zJ−1 to zJ , i. e., M̂zJ−1,zJ
≈ M̂J(zJ − zJ−1) = M̂J(dJ).

The geometry of the transferring problem is displayed in Fig. 4.2. Since the tangential

components of the fields in a boundary z = zJ are continuous, i. e.,

~F t̂(zJ − 0) = ~F t̂(zJ + 0), (4.27)

the total transfer operator can simply be calculated as

M̂0, d = M̂N(dN) M̂N−1(dN−1) . . . M̂2(d2) M̂1(d1). (4.28)

In practice, however, we usually state a different boundary condition corresponding

to a wave incident from one chosen direction, cf. Eqs. (3.15–3.16). For this purpose, we

have interest to split the state ~F t̂(z0) into the directions of propagation and to solve the

problem by means of scattering.

4.3 Formulation of the scattering problem

Before formulation the scattering problem, it is important to make an assumption that

the both top and bottom ambient media are isotropic. While the superstrate is usually air
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or vacuum, the substrate can be made of a more general material. The only requirement

important for the later derivation is the substrate’s isotropy or polar symmetry which

simplifies the form of Eq. (4.15). This simplification enables us to reformulate the coupled

wave equations as follows.

In the both superstrate and substrate we will treat the tangential electric and magnetic

fields separately by defining

~f(z) =

[

~Ex(z)
~Ey(z)

]

, (4.29)

~h(z) =

[

~Hx(z)
~Hy(z)

]

. (4.30)

The above assumption of isotropy permits us to rewrite Eq. (4.15) as

∂z
~f = −iΩ̂12

~h, (4.31)

∂z
~h = −iΩ̂21

~f , (4.32)

where Ω̂12, Ω̂21 denote the nonzero subblocks of Ω̂, and correspondingly

Ω̂12Ω̂21
~f = −∂2

z
~f . (4.33)

Looking again for eigenmodes ~f
(µ)

(z) = ψ̂µe
−isµz formally distinguished by µ, we obtain

an equation for eigenvalues µ,

Ĉψ̂µ = µψ̂µ, (4.34)

Ĉ = Ω̂12Ω̂21,

each of which corresponds to two different propagation numbers

s(+)
µ = +

√
µ, (4.35)

s(−)
µ = −√

µ, (4.36)

the first of which corresponds to propagation in the +z direction and the second in the

−z direction. This means that the vector ~f itself does not contain information on the

direction of propagation; therefore, the complete state of light in a chosen plane can be

determined by the pair ~f
(+)

, ~f
(−)

of vectors corresponding to the either directions or, as

before, by the pair ~f , ~h.

We can determine the magnetic field from the electric field in each separate direction

of propagation

~h
(+)

= D̂
(+) ~f

(+)
, (4.37)

~h
(−)

= D̂
(−) ~f

(−)
, (4.38)
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[E0
(+)(0),E0

(–)(0)]

(J = 0)

(J = 1)
…

(J=N–1)

(J = N)

…

(J = N + 1)

(superstrate)

(substrate)

[E1
(+)(d1),E1

(–) (d1)]

…

d1

d2

dN–1

dN

…

E(+)(z) E(–)(z)

z

z0 = 0
z1 = d1

zN–1

zN

[EN
(+)(zN–1),EN

(–)(zN–1)]

[EN+1
(+)(zN),EN+1

(–) (zN)]
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Figure 4.3 The geometry of the scattering problem. The structure is illuminated from the top and/or
bottom half-space, and the scattered (reflected and transmitted) waves are searched for.

where D̂
(±)

can be determined from Eq. (4.32) after solving Eq. (4.34) as

D̂
(+)

= GS−1G−1Ω̂21, (4.39)

D̂
(−)

= −D̂
(+)
, (4.40)

where S is a diagonal matrix composed of the eigenvalues s
(+)
µ and G is a diagonalizer

corresponding to Eq. (4.34). We refer to D̂ = D̂
(+)

= −D̂
(−)

as the dynamical operator.

Note that Eq. (4.39) can be symbolically written D̂ = (
√

Ĉ)−1 Ω̂21.

The splitting ~F = ~F
(+)

+ ~F
(−)

can now be written

[

~f
~h

]

=

[

~f
(+)

D̂~f
(+)

]

+

[

~f
(−)

−D̂~f
(−)

]

=

[

1 1

D̂ −D̂

][

~f
(+)

~f
(−)

]

(4.41)

and hence

[

~f
(+)

~f
(−)

]

=

[

1 1

D̂ −D̂

]−1 [
~f
~h

]

=
1

2

[

1 D̂
−1

1 −D̂
−1

][

~f
~h

]

. (4.42)

Finally, all the derived quantities can be applied to solve the scattering problem, which

is depicted in Fig. 4.3. Suppose that a general structure is contained between the planes

z = 0 and z = d and that its optics is solved by means of the transfer operator M̂

[Eq. (4.28)]. Next, suppose that the structure is illuminated by a wave incident from the
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half-space z < 0, i. e., ~f
(+)

(0) = ~f
(i)

, ~f
(−)

(d) = 0. Then combining Eqs. (4.26, 4.41–4.42)

yields

~f
(r)

= R̂~f
(i)
, (4.43)

~f
(t)

= T̂~f
(i)
, (4.44)

where ~f
(r)

= ~f
(−)

(0) and ~f
(t)

= ~f
(+)

(d) are waves reflected and transmitted by the

structure, respectively, and where the reflection and transmission operators are

R̂ = −
[

M̂11 − M̂12D̂0 − D̂
−1

N+1

(

M̂21 − M̂22D̂0

)]−1

×
[

M̂11 + M̂12D̂0 − D̂
−1

N+1

(

M̂21 + M̂22D̂0

)]

, (4.45)

T̂ =
1

2

[

M̂11 + M̂12D̂0 + D̂
−1

N+1

(

M̂21 + M̂22D̂0

)]

+
1

2

[

M̂11 − M̂12D̂0 + D̂
−1

N+1

(

M̂21 − M̂22D̂0

)]

R̂, (4.46)

where M̂jk (j, k = 1, 2) are the subblocks of the transfer operator M̂ with respect to the

symbolic basis [~f , ~h] and where D̂0, D̂N+1 are the dynamical operators of the superstrate

and substrate, respectively.

4.4 Basic propagation algorithms

Above we have demonstrated a symbolic solution of the scattering problem by means

of the transfer operator. In this section we will repeat it in detail for the case of a

multilayered grating with polar anisotropy, which not only simplifies the determination

of the transfer operator, but also enables us to apply improved propagation algorithms.

The polar anisotropy, which assumes εxz = εzy = εyz = εzy = 0, is the only case studied

in this thesis.

4.4.1 Transfer-matrix approach

Suppose that a grating is located between the planes z = 0 and z = d, with d denoting

its thickness. The incident wave ~f
(i)

propagates from the superstrate z < 0 and is

scattered by the grating into the reflection mode, ~f
(r)

= R̂~f
(i)

, and the transmission

mode, ~f
(t)

= T̂~f
(i)

. Our aim is to determine the reflection and transmission matrices

R̂, T̂ in the Fourier representation.

First we will determine the transfer operator M̂0, d of the structure, i. e., the operator

describing the transfer of electromagnetic field between the two planes sandwiching the

structure. For this purpose, we slice the structure into N layers that are or can be

considered uniform in the normal direction. Thus the total transfer
[

~f(d)
~h(d)

]

= M̂0, d

[

~f (0)
~h(0)

]

(4.47)
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can be divided into transfers within sub-layers
[

~f(zJ )
~h(zJ)

]

= M̂zJ−1,zJ

[

~f (zJ−1)
~h(zJ−1)

]

, (4.48)

with

M̂zJ−1,zJ
= M̂J(dJ) = e−i Ω̂J dJ , (4.49)

where dJ = zJ − zJ−1 denotes the thickness of the Jth layer and where

Ω̂J =













0 0 −∂x
1

ε
(J)
zz

∂y 1 + ∂x
1

ε
(J)
zz

∂x

0 0 −(1 + ∂y
1

ε
(J)
zz

∂y) ∂y
1

ε
(J)
zz

∂x

−(ε
(J)
yx − ∂x∂y) −(ε

(J)
yy + ∂2

x) 0 0

ε
(J)
xx + ∂2

y ε
(J)
xy − ∂y∂x 0 0













(4.50)

where ε
(J)
jk denote the elements of the permittivity tensorial function of the Jth layer. The

resulting transfer matrix is then

M̂0, d = e−i Ω̂N dN e−i Ω̂N−1 dN−1 . . . e−i Ω̂2 d2e−i Ω̂1 d1 , (4.51)

where the exponents do not generally commute and therefore cannot be summed as a

single exponent.

Instead of determining the reflection and transmission of a wave incident from a single

direction, we will evaluate the scattering matrix

Ŝ =

[

R̂
0, N+1

T̂
N+1, 0

T̂
0, N+1

R̂
N+1, 0

]

(4.52)

describing a more general scattering problem
[

~f
(−)

0

~f
(+)

N+1

]

= Ŝ

[

~f
(+)

0

~f
(−)

N+1

]

, (4.53)

where ~f
(+)

0 denotes a wave incident from the superstrate medium 0, ~f
(−)

N+1 a wave incident

from the substrate medium N + 1, ~f
(−)

0 a wave scattered to the superstrate, and ~f
(+)

N+1

a wave scattered to the substrate. Accordingly, the subblock matrices R̂
0, N+1

, T̂
0, N+1

de-

note the reflection and transmission of a wave incident from the superstrate, while R̂
N+1, 0

,

T̂
N+1, 0

denote the reflection and transmission of a wave incident from the substrate.

Rewriting Eq. (4.47) into the symbolic basis [~f
(+)
, ~f

(−)
], i. e.,

ÛN+1

[

~f
(+)

N+1

~f
(−)

N+1

]

= M̂0, dÛ0

[

~f
(+)

0

~f
(−)

0

]

, (4.54)

where, according to Eq. (4.41),

ÛJ =

[

1 1

D̂J −D̂J

]

(4.55)
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is the transformation between the two symbolic bases in the Jth medium provided that

D̂J =

(
√

Ω̂12Ω̂21

)−1

Ω̂21, (4.56)

we can define a modified transfer matrix

Ŵ
0, N+1

= Û
−1

N+1M̂0, dÛ0, (4.57)

whose subblocks Ŵjk can be calculated from the subblocks M̂jk (j, k = 1, 2) of the original

transfer matrix M̂0, d, i. e.,

Ŵ11 = 1
2

[

M̂11 + M̂12D̂0 + D̂
−1

N+1

(

M̂21 + M̂22D̂0

)]

,

Ŵ12 = 1
2

[

M̂11 − M̂12D̂0 + D̂
−1

N+1

(

M̂21 − M̂22D̂0

)]

,

Ŵ21 = 1
2

[

M̂11 + M̂12D̂0 − D̂
−1

N+1

(

M̂21 + M̂22D̂0

)]

,

Ŵ22 = 1
2

[

M̂11 − M̂12D̂0 − D̂
−1

N+1

(

M̂21 − M̂22D̂0

)]

. (4.58)

After rearranging the elements in Eq. (4.54), we obtain the resulting formula for the

scattering matrix

Ŝ =

[

−Ŵ
−1

22 Ŵ21, Ŵ
−1

22

Ŵ11 − Ŵ12Ŵ
−1

22 Ŵ21, Ŵ12Ŵ
−1

22

]

, (4.59)

whose subblocks are the reflection and transmission matrices being searched for.

We refer to the method of obtaining Ŝ from the subblocks of M̂0, d as the transfer-

matrix (T-matrix) approach, since the diffraction problem is solved via the general transfer

from the superstrate to the substrate. Unfortunately, this method becomes numerically

unstable when the thickness becomes higher so that one of the transmitted modes tends

to zero. From the mathematical point of view, the subblock matrix Ŝ12 = T̂
N+1, 0

= Ŵ
−1

22

describing transmission from the substrate to the superstrate becomes singular and hence

Ŵ22 is not possible to evaluate [this singularity arises from D̂
−1

N+1 in Eq. (4.58)]. For

this reason, various improved propagation algorithms has been derived, the most used of

which is the scattering-matrix (S-matrix) approach.

4.4.2 Scattering-matrix approach

The improvement is based on evaluating the scattering matrix only from quantities cor-

responding to individual layers whose thicknesses are assumed sufficiently small to avoid

the instability. Thus, instead of deriving the matrix Ŝ
0, N+1

from the total transfer ma-

trix M̂0, d, we first evaluate the matrix Ŝ
0, 1

describing the scattering by the first interface,

and then we recursively evaluate matrices Ŝ
0, J

(J = 2, 3, . . . , N + 1) of the sub-systems

consisting of the first J layers.
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According to Eqs. (4.58, 4.59), the scattering matrix of the first interface (the interface

between the superstrate and the first layer) becomes

Ŝ
0, 1

=

[

−ŵ−1
1 ŵ2, ŵ−1

1

ŵ1 − ŵ2ŵ
−1
1 ŵ2, ŵ2ŵ

−1
1

]

, (4.60)

with

ŵ1, 2 = 1
2

(

1 ± D̂
−1

1 D̂0

)

. (4.61)

Then we assume we have evaluated the scattering matrix Ŝ
0, J

corresponding to the sub-

system of the first J layers and want to evaluate Ŝ
0, J+1

. For this purpose we evaluate the

transfer from the J + 1st layer to the Jth layer

L̂J = Ŵ
−1

J = Û
−1

J M̂
−1

J ÛJ+1 = Û
−1

J ei Ω̂J dJ ÛJ+1, (4.62)

and then, from the two conditions

[

~f
(−)

0

~f
(+)

J

]

= Ŝ
0, J

[

~f
(+)

0

~f
(−)

J

]

, (4.63)

[

~f
(+)

J

~f
(−)

J

]

= L̂J

[

~f
(+)

J+1

~f
(−)

J+1

]

, (4.64)

we obtain
[

~f
(−)

0

~f
(+)

J+1

]

= Ŝ
0, J+1

[

~f
(+)

0

~f
(−)

J+1

]

, (4.65)

where the subblocks of

Ŝ
0, J+1

=

[

R̂
0, J+1

T̂
J+1, 0

T̂
0, J+1

R̂
J+1, 0

]

(4.66)

become

R̂
0, J+1

= R̂
0, J

+ T̂
J, 0

L̂21

(

L̂11 − R̂
J, 0

L̂21

)−1

T̂
0, J
, (4.67)

T̂
0, J+1

=
(

L̂11 − R̂
J, 0

L̂21

)−1

T̂
0, J
, (4.68)

T̂
J+1, 0

= T̂
J, 0

L̂22 + T̂
J, 0

L̂21

(

L̂11 − R̂
J, 0

L̂21

)−1 (

R̂
J, 0

L̂22 − L̂12

)

, (4.69)

R̂
J+1, 0

=
(

L̂11 − R̂
J, 0

L̂21

)−1 (

R̂
J, 0

L̂22 − L̂12

)

, (4.70)

where L̂jk (j, k = 1, 2) are the subblocks of L̂J .

4.4.3 Airy-like series

The above iteration method is simple, straightforward, and numerically stable. However,

a similar result can be obtained by physically more transparent reasoning, analogous to

the method of calculating the Airy reflection and transmission coefficients in Sec. 3.4.3.
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Instead of the matrix L̂J , we will evaluate matrices governing the propagation in the

single directions

~f
(+)

J (zJ+1) = P̂
(+)

J
~f

(+)

J (zJ ), (4.71)

~f
(−)

J (zJ+1) = P̂
(−)

J
~f

(−)

J (zJ ), (4.72)

related to propagation through the Jth layer. Here it is assumed that the modes (+) and

(−) are not coupled within a layer homogenous in the direction of the z-coordinate, which

will become clear in the following.

Looking for eigenmodes in the Jth layer (with “J ” omitted for brevity) ~f
(j)

= ϕ̂j e
−isjz

distinguished by the mode number j, we obtain, like in the case of Eq. (4.34),

ĈJϕ̂j = µjϕ̂j, (4.73)

ĈJ = Ω̂12Ω̂21, (4.74)

with

s
(+)
j = +

√
µj, (4.75)

s
(−)
j = −√

µj (4.76)

being the propagation numbers in the +z and −z directions, respectively. Accordingly

we can simply evaluate the matrix describing propagation through the Jth layer corre-

sponding to the ~f
(+)

mode, i. e.,

P̂
(+)

J = ĜJ e
−i ŝJ dJ Ĝ

−1

J (4.77)

where ĜJ is the diagonalizer of ĈJ corresponding to the Jth medium, whose columns are

the eigenvectors ϕ̂j, and

ŝJ =













s
(+)
1 0 0 · · ·
0 s

(+)
2 0 · · ·

0 0 s
(+)
3 · · ·

...
...

...
. . .













, (4.78)

is a diagonal matrix with the (+) propagation numbers [Eq. (4.75)] on the diagonal.

Similarly we obtain

P̂
(−)

J = ĜJ e
+i ŝJ dJ Ĝ

−1

J =
[

P̂
(+)

J

]−1

, (4.79)

and therefore we define the matrix

P̂J = P̂
(+)

J =
[

P̂
(−)

J

]−1

, (4.80)

which governs propagation in both (+) and (−) directions, the latter of which is described

by the inverted version of Eq. (4.72).
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Finally, suppose that we have calculated the reflection and transmission matrices R̂
0, J

,

T̂
0, J

, R̂
J, 0

, and T̂
J, 0

corresponding to the sub-system (alternatively called a pseudointer-

face) of the first J layers. For the case of J = 1 (the first interface) these matrices are

mathematically equal to the subblocks of Eq. (4.60). Like in the case of the S-matrix ap-

proach, the matrices indexed by J+1 are calculated recursively from the matrices indexed

by J . This time, instead of evaluating the transfer matrix and stating the boundary condi-

tions, the propagation matrix P̂J of the Jth layer enters into the calculation together with

the reflection and transmission matrices R̂
J, J+1

, T̂
J, J+1

, R̂
J+1, J

, and T̂
J+1, J

correspond-

ing to the next interface. Thus, analogously to deriving the Airy formulae (3.110, 3.111)

for a thin film, we superpose the contributions from multiple internal reflections and

propagations inside the Jth layer, i. e.,

R̂
0, J+1

= R̂
0J

+ T̂
J 0

P̂J R̂
J, J+1

P̂J T̂
0J

+ T̂
J 0

P̂J R̂
J, J+1

(

P̂J R̂
J 0

P̂J R̂
J, J+1

)

P̂J T̂
0J

+ . . .

= R̂
0J

+ T̂
J 0

P̂J R̂
J, J+1

(

1 + Q̂J + Q̂
2

J + . . .
)

P̂J T̂
0J

= R̂
0J

+ T̂
J 0

P̂J R̂
J, J+1

(

1 − Q̂J

)−1

P̂J T̂
0J
, (4.81)

T̂
0, J+1

= T̂
J, J+1

P̂J T̂
0J

+ T̂
J, J+1

(

P̂J R̂
J 0

P̂J R̂
J, J+1

)

P̂J T̂
0J

+ . . .

= T̂
J, J+1

(

1 + Q̂J + Q̂
2

J + . . .
)

P̂J T̂
0J

= T̂
J, J+1

(

1 − Q̂J

)−1

P̂J T̂
0J
, (4.82)

with the matrix coefficient of the generalized geometric series being

Q̂J = P̂J R̂
J 0

P̂J R̂
J, J+1

, (4.83)

and similarly for R̂
J+1, 0

and T̂
J+1, 0

.

We refer to the method just described as the Airy-like series. At first glance it seems

that the difference between the S-matrix approach and the Airy-like series is just the

physical point of view. In fact, however, the latter method is numerically more efficient.

For this reason we use it universally in later chapters.

4.5 Periodicity and the Floquet theorem

In Sec. 3.5.1 we demonstrated reduction of the diffraction problem induced by the trans-

lational symmetry coupled with the periodicity of a grating without an explicit treatment

of the field inside the periodic medium the grating consists of. However, for solving

the diffraction problem we need to evaluate this field, at least as a middle step before

evaluating the scattered fields.

In the Cartesian-coordinate representation, the tangential electric field (4.29) in a

chosen plane z = z0 of a periodic medium is a function of two variables, i. e., ~f =
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f (x, y). Like in the case of deriving the Rayleigh expansion, we suppose illumination in

the Fraunhofer approximation described by an incident plane wave

E(i)(r) = A(i)j(i) exp
[

−i(p(i)x+ q(i)y + s(i)z)
]

, (4.84)

with an amplitude A(i), polarization j(i), and wave vector k(i) = [p(i), q(i), s(i)]T (recall

that we work with the coordinates scaled by the vacuum wave number). Then the field

in the periodic medium has the following translation properties:

f (x+mΛx, y + nΛy, z0) = f (x, y, z0) e
−i(p(i)mΛx+q(i)nΛy), (4.85)

where Λx, Λy are periods of the permittivity function ε(x, y) in the directions of the cor-

responding coordinates. According to Floquet’s theorem, the field can then be evaluated

as

f (x, y, z0) = u(x, y, z0) e
−i(p(i)x+q(i)y), (4.86)

where u(x, y, z0) is a periodic function with the same periods Λx, Λy as the permittivity

function. The equal statement, of course, can be written about all the other fields such

as magnetic fields, normal components of the fields, or fields split into the directions of

propagation.

4.6 Coordinate representation

In the Cartesian-coordinate representation, the operator equations contain partial deriva-

tives ∂̂j (j = x, y) and multiplication by a function ε̂ = ε(x, y). These two kinds of

operators do not commute; indeed

[∂̂j, ε̂] = ε̂j + ε̂∂̂j (4.87)

where ε̂j = ∂jε(x, y) is the operator of multiplication by the function’s derivative ∂jε(x, y).

Applying this rule, we can evaluate the operators (4.19, 4.20) and all the other opera-

tors (including the infinitesimal version of M̂) in normal ordering, i. e., as matrices of

the type α̂ + β̂∂̂j + γ̂∂̂k∂̂l, where α̂, β̂, and γ̂ are operators of multiplication by some

functions α(x, y), β(x, y), and γ(x, y).

For shallow gratings, i. e., for gratings with horizontal features much larger than ver-

tical ones, the problem can be solved just locally—by applying the approximation of

constant values α, β, and γ; then the partial derivatives only apply to the incident wave.

Without such an approximation, however, the problem of solving a set of partial dif-

ferential equations remains. Therefore, for a rigorous analysis of a deeper grating it is

more convenient to use the Fourier representation which utilizes both the Fraunhofer ap-

proximation and the periodicity of the grating. However, before proceeding to the Fourier

representation we will simplify the diffraction problem to the case mostly used in practice.
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Figure 4.4 The geometry of the planar diffraction mounting.

4.7 Field formulae for a one-dimensional isotropic

grating in planar-diffraction mounting

The problem will be significantly simplified when we study a one-dimensional isotropic

grating in the planar diffraction mounting, which is displayed in Fig. 4.4. In this case, all

the fields do not depend on the x-coordinate, and hence ∂̂x
∼= 0. Therefore, Eq. (4.19)

becomes

Ω̂ =











0 0 0 1

0 0 −(1 + ∂y
1
ε
∂y) 0

0 −ε 0 0

ε+ ∂2
y 0 0 0











. (4.88)

and the problem of Eq. (4.31) is reduced into scalar-field equations

∂z
~f (s, p) = −i Ω̂(s, p)

12
~h(s, p), (4.89)

∂z
~h(s, p) = −i Ω̂(s, p)

21
~f (s, p), (4.90)

where we have defined, independently for the case of s-polarization,

~f (s)(z0) = Ex(y, z0), (4.91)

~h(s)(z0) = Hy(y, z0), (4.92)

Ω̂
(s)

12 = 1, (4.93)

Ω̂
(s)

21 = ε̂+ ∂̂
2

y, (4.94)

(4.95)
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and independently for the case of p-polarization,

~f (p)(z0) = Hx(y, z0), (4.96)

~h(p)(z0) = Ey(y, z0), (4.97)

Ω̂
(p)

12 = −ε̂, (4.98)

Ω̂
(p)

21 = −
(

1 + ∂̂y ε̂
−1∂̂y

)

, (4.99)

respectively. Notice that although we have identified ~f with the electric field in the case

of s-polarization, we are now changing its meaning in the case of p-polarization. In the

latter we choose ~f to be the magnetic field because now, independently on polarization,
~f will always be the transverse (x) component of the electromagnetic field while ~h will

always be the tangential part of the in-plane field (the field lying within the y—z plane).

Since Eqs. (4.89, 4.90) are formally equal for the both polarizations, we will mostly

omit the s(p) index for simplicity, treating only a single polarization in the same time. It is

worth pointing out that L2(R) is now the Hilbert space of states of light in a plane z = z0

corresponding to a single polarization, because the x-coordinate looses its importance in

the planar-diffraction mounting.

4.8 Fourier representation

For the numerical solution of diffraction by general periodic structures the Cartesian-

coordinate representation becomes inappropriate. The periodicity suggests obvious ad-

vantages of using the representation of Fourier series. The general operator equations

then become matrix equations based on the Fourier components of the electromagnetic

fields and their corresponding linear transforms.

Each jth Cartesian component of the periodic vectorial function from Eq. (4.86) can

be expanded into Fourier series

uj(x, y, z) =

+∞
∑

m, n=−∞
fj, mn(z) e−i(mpx+nqy), (4.100)

p =
λ

Λx
,

q =
λ

Λy

,

where the Fourier components fj, mn are functions of only the normal coordinate. Accord-
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ingly, the expansion of ~f(z) can be symbolically written as a pseudo-Fourier series

~f (z) =
+∞
∑

m, n=−∞
fj, mn(z) ψ̂j, mn, (4.101)

ψ̂j, mn = ĵj e
−i(pmx+qny), j = x, y,

pm = p(i) +mp,

qn = q(i) + nq.

Hereafter, we will omit the qualifier “pseudo” for simplicity.

4.8.1 Matrix notation applied to one-dimensional isotropic grat-

ing

Applying the results obtained for one-dimensional isotropic gratings with the planar-

diffraction mounting, we can rewrite Eq. (4.101) to the scalar-field form

~f(z) =

+∞
∑

n=−∞
fn(z) ψ̂n, (4.102)

ψ̂n = e−iqny,

which corresponds to any of the s- or p-polarization.

As the next step, we will evaluate the matrix elements of the operators in the Fourier

representation. The symbolic vector (4.102) gets a column-vector form

~f =





























...

f−2

f−1

f0

f1

f2

...





























, (4.103)

where fn denote the Fourier components of the function u(y, z0) = f(y, z0)e
iq(i)y in a fixed

plane z = z0, which is a scalar and planar version of u(x, y, z0) from Eq. (4.86).

The matrix elements of a general operator P̂ in the Fourier representation are simply

defined as

pmn =
〈

ψ̂m, P̂ψ̂n

〉

, (4.104)

where “〈·, ·〉” denotes the scalar product defined within the Hilbert space L2(R). Accord-

54



CHAPTER 4. COUPLED WAVE THEORY OF DIFFRACTION BY GRATINGS

ingly, we can identify P̂ with a matrix

P̂ =





























. . .
. . .

p−2,−2 p−2,−1 p−2, 0 p−2, 1 p−2, 2

p−1,−2 p−1,−1 p−1, 0 p−1, 1 p−1, 2

p0,−2 p0,−1 p0, 0 p0, 1 p0, 2

p1,−2 p1,−1 p1, 0 p1, 1 p1, 2

p2,−2 p2,−1 p2, 0 p2, 1 p2, 2

. . .
. . .





























, (4.105)

owing to the following discussion. Suppose that a general operator P̂ acting on ~f produces

another vector ~g = P̂~f which has its column vector [. . . , g−2, g−1, g0, g1, g2, . . .]
T defined

analogously as ~f , i. e., ~g =
∑

n gnψ̂n. Then

gm =
〈

ψ̂m, ~g
〉

=
〈

ψ̂m, P̂~f
〉

=
∑

n

〈

ψ̂m, P̂fnψ̂n

〉

=
∑

n

pmnfn.

As the first example, we will find matrix elements of the operator which was defined

in the Cartesian coordinate representation as the partial derivative ∂̂y = ∂y. Applying to

Eq. (4.102), we obtain

∂̂y
~f =

+∞
∑

n=−∞
fn(z) ∂̂yψ̂n =

+∞
∑

n=−∞
fn ∂y

(

e−iqny
)

= −i
+∞
∑

n=−∞
qnfn e

−iqny = −i
+∞
∑

n=−∞
qnfn ψ̂n, (4.106)

and hence

∂̂y = −i q̂, (4.107)

with

q̂ =





























. . .

q−2

q−1

q0

q1

q2
. . .





























(4.108)

being a diagonal matrix composed of the wave numbers of the Fourier series.

Analogously, we will evaluate the matrix elements of the operator which was in the

Cartesian coordinates represented as multiplication by a function such as the permittiv-

ity ε(y), whose periodicity is depicted in Fig. 4.5.
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(0)ε

(2)ε

(1)( )yε = (1)
wε (1)

bε

y

z

d

W

Λ

Figure 4.5 The lateral periodicity of the permittivity function ε(1)(y) which takes on only two

values, the permittivity of the medium of “wires,” ε
(1)
w , and the permittivity of the medium “between

wires,” ε
(1)
b .

Let α̂ be the operator of multiplication by a function α(y) with the periodicity Λ same

as the periodicity of the permittivity function ε(y) and let αk be its Fourier components.

Applying to Eq. (4.102), we obtain

α̂ ~f = α(y)f(y) =

(

+∞
∑

k=−∞
αke

−ikqy

)(

+∞
∑

n=−∞
fne

−iqny

)

,

=
+∞
∑

k, n=−∞
αkfn e

−iqn+ky, (4.109)

where we have utilized qn+k = qn + kq. Defining another summation index m = n+ k, we

obtain

α̂ ~f =

+∞
∑

m, n=−∞
αm−nfn e

−iqmy =

+∞
∑

m, n=−∞
αm−nfn ψ̂m (4.110)

or, if we define ~g = α̂ ~f ,

gm = αm−nfn, (4.111)

which is referred to as Laurent’s rule. Clearly, the matrix elements of the operator α̂ are

the components of the Fourier series of α(y), each of which fills up one negative-sloping

diagonal, and hence α̂ is represented by a Toeplitz matrix

α̂ = [[α]] =





























. . .
. . .

α0 α−1 α−2 α−3 α−4

α1 α0 α−1 α−2 α−3

α2 α1 α0 α−1 α−2

α3 α2 α1 α0 α−1

α4 α3 α2 α1 α0

. . .
. . .





























, (4.112)
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where the brackets “[[·]]” symbolically denote the Toeplitz matrix composed by the Fourier

components.

Now the operators in Eqs. (4.89, 4.90) can be written as

Ω̂
(s)

12 = 1, (4.113)

Ω̂
(s)

21 = [[ε]] − q̂2, (4.114)

Ω̂
(p)

12 = −[[ε]], (4.115)

Ω̂
(p)

21 = −
(

1 − q̂[[ε]]−1
q̂
)

, (4.116)

the last of which can be alternatively rewritten as

Ω̂′(p)
21 = −

(

1 − q̂

[[

1

ε

]]

q̂

)

. (4.117)

The operator equations thus become simple matrix equations which, after appropriate

truncation of high-order Fourier-series elements, can be easily solved with linear-algebraic

techniques.

4.8.2 Fourier factorization

In Sec. (4.8) we have shown how the operator of multiplication by a function is repre-

sented by a Toeplitz matrix, referred to as the Laurent rule. For the purpose of numer-

ical evaluation, the Fourier series and corresponding matrices must be truncated, which

causes trouble with mathematical correctness of the Laurent rule when applied to periodic

functions with discontinuities. Therefore, three theorems of the so-called Fourier factor-

ization were derived by Li [75], which will be briefly described here and then applied to

our diffraction problem.

For all the three theorems, let f(y), g(y), and α(y) be piecewise-continuous functions

with the same periodicity related

g(y) = α(y)f(y), (4.118)

and let fn, gn, and αn denote the coefficients of their Fourier series.

Theorem 1. If α(y) and f(y) have no concurrent discontinuities, then the Laurent rule

applied to Eq. (4.118) converges correctly, i. e.,

gm = lim
nmax→∞

nmax
∑

n=−nmax

αm−nfn, (4.119)

and hence

~g = [[α]]~f (4.120)

can be applied.

57



4.8. FOURIER REPRESENTATION

Theorem 2. If α(y) and f(y) have one or more concurrent discontinuities but g(y) is

continuous, then Eq. (4.118) can be transformed into the case of Theorem 1,

f(y) =
1

α(y)
g(y), (4.121)

and hence

fm = lim
nmax→∞

nmax
∑

n=−nmax

βm−ngn, (4.122)

where βn are the Fourier coefficients of the function β(y) = 1/α(y). Accordingly, we can

state

~g =

[[

1

α

]]−1

~f (4.123)

referred as the inverse rule. We say that the functions α(y) and f(y) have complementary

discontinuities.

Theorem 3. If none of the requirements of the first two theorems are satisfied, then

none of the rules can be applied correctly because Eqs. (4.119, 4.122) are not valid.

Therefore, we must carefully analyze the continuity of the functions and transform all the

partial differential formulae to the first two cases.

To apply the Fourier factorization rules in our case of a one-dimensional grating with

the planar diffraction mounting, we will analyze Eqs. (4.89, 4.90). First, for the case of

s-polarization, the only partial differential equation containing ε(y) is

∂zHy = −i
[

ε(y) + ∂2
y

]

Ex. (4.124)

Here the Laurent rule can be applied because Ex(y, z) is tangential to all the normal and

lateral interfaces and hence continuous everywhere.

Second, for the case of p-polarization, we have two tangential equations contain-

ing ε(y):

∂zHx = iε(y)Ey, (4.125)

∂zEy = i

[

1 + ∂y
1

ε(y)
∂y

]

Hx. (4.126)

In the former equation, Hx is tangential to all the interfaces and hence continuous every-

where. Since we analyze the equations in media with uniformity in the normal direction,

also ∂zHx is continuous, and hence we apply the inverse rule. To analyze the latter of the

above equations, the simplified version of Eq. (4.13) will help us, i. e.,

Ez =
i

ε
∂yHx, (4.127)

from which the continuity of (1/ε)∂yHx is obvious, and hence the inverse rule

1

ε
∂yHx = [[ε]]−1(−iq̂) ~Hx
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can be applied.

As a summary, we will write the matrices Ω̂12 and Ω̂21 in the Fourier representation

as follows:

Ω̂
(s)

12 = 1, (4.128)

Ω̂
(s)

21 = [[ε]] − q̂2, (4.129)

Ω̂
(p)

12 = −
[[

1
ε

]]−1
, (4.130)

Ω̂
(p)

21 = −
(

1 − q̂[[ε]]−1
q̂
)

, (4.131)

from which all the other matrices are derived.

4.8.3 General binary and/or anisotropic gratings

Binary gratings, alternatively called two-dimensional, biperiodic, or crossed gratings, are

structures with two-dimensional lateral patterning. The algorithm of rewriting their op-

erator equations into the form of Fourier representation is formally almost identical with

the approach described for the case of one-dimensional gratings, except that the vectors

and matrices are derived on the basis of two-dimensional Fourier transform. Similarly,

when we are treating generally anisotropic media, we must expand each element of the

periodic permittivity tensorial function into the Fourier series and use it in the general

coupled wave equations.
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Chapter 5

Description of experimental

techniques

There are many methods of measuring the optical response of planar and planar-like struc-

tures according to the type of light sources, detectors and other tools used, according to

the quantities measured, and according to the type of the parameters the response is

resolved into. For the purpose of scatterometry, the most powerful are spectroscopic tech-

niques, i. e., techniques providing optical measurements in a broad range of wavelengths

for which proper light sources, detectors, and polarizing tools operate. In our work we

use spectroscopic techniques operating in the visible/near-UV spectral range which is

provided by thermal sources of light such as a xenon or mercury-xenon lamp. Techniques

other than spectroscopic mostly use coherent single-wavelength sources and provide, for

instance, dependences on the angle of incidence or, in the presence of magnetic materials,

dependences on the intensity and/or direction of an external magnetic field (hysteresis

loops).

General arrangement of a spectroscopic measurement on a thin-film or grating sample

is depicted in Fig. 5.1. Light flux is generated by a lamp, then undergoes input optics

to become (in the Fraunhofer approximation) a plane wave with an amplitude A(i) and

a polarization ellipse χ(i) incident onto the sample. In the case of a planar structure, the

flux is scattered into two independent modes, referred to as reflection and transmission,

one of which only is usually measured the same time. The mode of interest subsequently

undergoes output optics and finally its intensity is detected by a detector.

In the case of a grating, the flux is scattered into more modes, referred to as diffraction

orders within both the reflection and the transmission modes. The most often mode

analyzed is the specular mode, i. e., the 0th diffraction order of reflection. Sometimes

the transmitted 0th diffraction order is also measured to obtain additional spectroscopic

data which can help in scatterometric analyses. However, higher orders of diffraction are

analyzed by spectroscopy very rarely, probably due to the spectral dependence of the

directions of their wave vectors.
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INPUT OPTICS

LIGHT SOURCE 
(LAMP)

OUTPUT OPTICS

DETECTOR

SAMPLE

( ) ( ),i iA χ

( ) ( )
0 0,r rA χ ( ) ( )

1 1,r rA χ− −

( ) ( )
1 1,r rA χ

( ) ( )
0 0,t tA χ

( ) ( )
1 1,t tA χ− −

( ) ( )
1 1,t tA χ

Figure 5.1 General arrangement of an experimental technique of measuring the optical response of
a grating in a single diffraction order.

According to quantities measured, the spectroscopic techniques can generally be clas-

sified into two different groups. First, photometric techniques measure the amount of

energy reflected or transmitted into the nth diffraction order, and hence provide the ratio

(A
(r, t)
n /A(i))2 of output to incident intensities (Sec. 5.1). Second, ellipsometric techniques

measure the change of the polarization of the incident light, and hence provide the ratio

χ
(r, t)
n /χ(i) of the complex χ-numbers (Sec. 5.2). A technique combining both photom-

etry and ellipsometry is sometimes referred to as polarimetry. We will also distinguish

between purely optical techniques and magneto-optics, the latter of which corresponds

to measurement on a structure with magnetic ordering which induces slight anisotropy

in the magnetic material. The magnetic ordering is frequently induced by an external

magnetic field (Sec. 5.3).

5.1 Spectrophotometry

Spectrophotometry refers to energy reflectance and/or transmittance measurement in

spectral resolution. Light flux generated by a lamp is driven to the sample through input

optics which usually consists of a set of mirrors, a monochromator, an entrance slit, and

(optionally) a polarizer. The reflected or transmitted light flux is then driven directly to

a detector (usually through a set of mirrors again) which detects the intensity I
(r, t)
n of the

diffracted flux via voltage. To obtain the reflectance Rn or transmittance Tn of the nth

diffraction order in percentage, we first measure the reflected intensity I
(r)
ref or transmitted

intensity I
(t)
ref of a well-known reference sample, and then we apply the both values in the
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LIGHT 
SOURCE 
(LAMP)

DETECTOR

SAMPLE

LIGHT 
SOURCE 
(LAMP)

DETECTOR

SAMPLE

POLARIZER POLARIZER

( ) 5iϑ ≈ °

( ) 0iϑ ≈ °

(a) (b)

( )iA( )
0

rA

( )iA

( )
0

tA

Figure 5.2 Usual arrangements for normal-incidence reflectance (a) and transmittance (b) measure-
ments.

formulae

Rn =
I

(r)
n

I
(r)
ref

Rref , (5.1)

Tn =
I

(t)
n

I
(t)
ref

Tref , (5.2)

where Rref and Tref denote simulated reflectance and transmittance of the reference sam-

ple assumed perfectly known. In the case of measuring reflectance we often use a silicon

wafer whose native SiO2 overlayer is detected by another method. In the case of mea-

suring transmittance, on the other hand, the reference sample is represented just by air

with Tref = 1.

The most often configuration for measuring photometric quantities is with normal or

nearly normal incidence, as shown in Fig. 5.2. In the case of reflectance, the incidence

angle cannot be exactly zero; manufacturers usually choose approximately ϑ(i) ≈ 5◦.

In the case of transmittance, the incidence angle is adjusted to zero. The purpose of

choosing the normal incidence is independence of the optical response of planar structures

on polarization; therefore, many apparatuses are constructed without polarizers. Normal-

incidence response from gratings, however, strongly depends on the incident polarization

except the response of very shallow gratings without internal-diffraction edge effects.

Therefore, during measuring deeper gratings, a polarizer must be included within the

input optics for both the sample and the reference to avoid an influence of the polarizer’s

transmittance.

The main disadvantage of spectrophotometric techniques is time instability of the

intensity of the light flux generated by thermal sources. A time delay during achieving

the whole spectrum is usually too large to keep the intensity constant, which causes a

high inaccuracy of Eqs. (5.1, 5.2). Therefore, special configurations with double beams

are arranged, one beam for the sample and second for the reference, which are produced
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BEAM 
SPLITTER

LIGHT 
SOURCE 
(LAMP)

MIRRORS

DETECTOR 1

DETECTOR 2

SAMPLE

REFERENCE

Figure 5.3 Arrangement for double-beam reflectance measurement. The same configuration is used
for double-beam transmittance measurement when the mirrors are removed.

by a beam splitter from a single light flux, as schematically depicted in Fig. 5.3. Since

the both beams are not perfectly equal, the measurement is carried twice; first time with

the sample and the reference as shown on the scheme, second time with two (usually

identical) references. The modified formulae for the photometric quantities are

Rn =
I

(r)
n /I

(r)
ref1

Ĩ
(r)
ref2/Ĩ

(r)
ref1

Rref1, (5.3)

Tn =
I

(t)
n /I

(t)
ref1

Ĩ
(t)
ref2/Ĩ

(t)
ref1

Tref2, (5.4)

where the non-tilded intensities I
(r, t)
n , I

(r, t)
ref1 correspond to the first-time measurement

on the sample and the reference, respectively, as precisely shown in Fig. 5.3, whereas

the tilded intensities Ĩ
(r, t)
ref1 , Ĩ

(r, t)
ref2 correspond to the second-time measurement on the two

references. The subscript “ref1” corresponds to the reference which is always put to the

reference position (the bottom part of Fig. 5.3), while the subscript “ref2” corresponds

to the reference which is during the second-time measurement put instead of the sample

(the top part of Fig. 5.3). If we want to measure polarized reflectance or transmittance,

we have to put two identical polarizers into the spectrophotometer to polarize the light

flux at both the sample and the reference positions, and keep them there during both the

sample-reference and the double-reference measurements.

5.2 Spectroscopic ellipsometry

Unlike the photometric methods, ellipsometry is a way of measuring the change of the

polarization ellipse without being concerned with light intensities. However, the detection
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LIGHT SOURCE 
(LAMP)

DETECTOR

SAMPLE

POLARIZER

( )iϑ

ANALYZER

COMPENSATOR

COLLIMATOR

( )iχ( )
0

rχ

Figure 5.4 Usual arrangement of a spectroscopic ellipsometer with the polarizer-sample-
compensator-analyzer configuration.

of the properties of the light flux scattered by the sample is achieved via the same detecting

tools as in the case of photometry, and hence special configurations of the input and output

optics must be arranged.

In Fig. 5.4, a standard arrangement of an ellipsometer is displayed with the polarizer-

sample-compensator-analyzer (PSCA) configuration, in which the analyzer is another po-

larizer located within the output optics while the compensator is a phase-retarding tool,

usually a quarter-wave retarder or a photoelastic modulator (PEM). There are also con-

figurations with the compensator put before the sample (PCSA), configurations without

compensator (PSA), etc.

Before demonstrating particular ellipsometric techniques, we will first derive general

equations governing the propagation of polarized light through the PSCA system. For

this purpose we make use of the Jones formalism.

Suppose that a light beam propagates through the set of optical components displayed

in Fig. 5.4. For simplicity we only assume specular reflection described by the amplitude

reflection coefficients rs, rp, though the same procedure can be applied to any diffracted

order. The beam is polarized by the polarizer, then is reflected by the structure, undergoes

phase retardation by the compensator, is re-polarized by the analyzer, and finally its

intensity is detected by the detector. The propagation through each of the components

is described by a Jones matrix. In the linear-polarization [x, y] representation, the Jones

matrix of a polarizer takes the form

P =

[

1 0

0 0

]

, (5.5)

provided that the polarizer is oriented so that its transmission and extinction axes coincide

with the x- and y-axes, respectively. The Jones matrix of a compensator in the same

representation is

C(δ) =

[

ei δ
2 0

0 e−i δ
2

]

, (5.6)
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provided that the fast and slow axes coincide with the x- and y-axes. Finally, the Jones

matrix of the sample in the basis of its specular-reflection eigenmodes is

S =

[

rs 0

0 rp

]

. (5.7)

We choose the s- and p-axes corresponding to the sample as the absolute coordinates of

all the components, which will themselves be rotated relatively to the sample. We denote

α, β, and γ the rotation angles of the polarizer, compensator, and analyzer, respectively.

Accordingly, the Jones vector of the beam outgoing from the analyzer in the basis of the

analyzer’s eigenmodes can be written

J (o) = PR(β − γ)C(δ)R(γ)SR(−α)J (i), (5.8)

where

R(ω) =

[

cosω sinω

− sinω cosω

]

, (5.9)

denotes the matrix of rotation by an angle ω and where J (i) = [1, 0]T denotes the Jones

vector of the polarized beam incident to the sample in the basis of the polarizer’s eigen-

modes. The intensity of the output beam detected by the detector is

I(o) = I(i)
(

J (o)
)†
J (o) = I(i)|L|, (5.10)

where I(i) denotes the intensity of the polarized beam incident to the sample, and with

the complex quantity defined

L = rs cosα
[

eiδ cos γ cos(β − γ) − sin γ sin(β − γ)
]

+ rp sinα
[

cos γ sin(β − γ) + eiδ sin γ cos(β − γ)
]

. (5.11)

Usually it is more convenient to work with translated angles ᾱ = α − π
2

and β̄ = β − π
2
,

according to which Eq. (5.11) takes the form

L = rs sin ᾱ
[

eiδ cos γ sin(β̄ − γ) + sin γ cos(β − γ)
]

+ rp cos ᾱ
[

cos γ cos(β̄ − γ) − eiδ sin γ sin(β − γ)
]

, (5.12)

from which we will derive equations corresponding to special ellipsometric techniques

which are mostly used in the scatterometric analyses presented in this thesis.

5.2.1 Four-zone null ellipsometry

Null ellipsometry is a measurement technique which provides the ellipsometric ratio ̺ =

rp/rs by searching null-intensity positions of the polarizer and analyzer according to fixed
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Zone Ψ ∆

1 ᾱ 2β̄ + π
2

2 −ᾱ 2β̄ − π
2

3 ᾱ −2β̄ − π
2

4 −ᾱ −2β̄ + π
2

Table 5.1 Four zones of the null intensity in an ellipsometer with the PSCA configuration. Param-
eters ᾱ and β̄ denote the angles of the polarizer and analyzer, respectively, rotated relatively to the
p axis of the sample.

positions of the compensator. Stating the null condition for L in Eq. (5.12), i. e., L = 0,

yields

̺ = − tan ᾱ
tan γ + eiδ tan(β̄ − γ)

1 − eiδ tan γ tan(β̄ − γ)
. (5.13)

In our ellipsometric system, the compensator is a quarter-wave retarder, i. e., δ = π
2
, which

operates at two different positions γ(±) = ±π
4
. Accordingly we rewrite Eq. (5.13) as

̺ = − tan ᾱ
±1 + i tan(β̄ ∓ π

4
)

1 ∓ i tan(β̄ ∓ π
4
)

(5.14)

or, after substituting ̺ = tanΨ ei∆ and using the mathematical formula e2iω = (1 +

i tanω)/(1 − i tanω),

tan Ψ ei∆ = − tan ᾱ e2i(β̄−π
4
), (5.15)

tan Ψ ei∆ = tan ᾱ e−2i(β̄+ π
4
), (5.16)

the former of which corresponds to γ(+) while the latter to γ(−), respectively. Obviously,

each of Eqs. (5.15, 5.16) has two solutions; therefore, we have four so-called null zones as

written in Tab. 5.1. Each of the zones can provide the intended Ψ and ∆ parameters. For

the purpose of eliminating slight misalignment in the setup of the polarizing components,

all the four zones are measured and the ellipsometric parameters are calculated as the

averages

Ψ = 1
4
(ᾱ1 − ᾱ2 + ᾱ3 − ᾱ4) , (5.17)

∆ = 1
2

(

β̄1 + β̄2 − β̄3 − β̄4

)

, (5.18)

where ᾱj , β̄j are the null positions of the polarizer and analyzer corresponding to the jth

zone. It is worth noting that in the absence of the compensator the null positions of the

polarizers and analyzer [α, β] are the trivial positions [0,±π
2
] and [±π

2
, 0] from which the

ellipsometric parameters are not detectable.

The most of the experimental data analyzed in this thesis were obtained on a four-zone

null ellipsometer whose detailed arrangement is displayed in Fig. 5.5.
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CHAPTER 5. DESCRIPTION OF EXPERIMENTAL TECHNIQUES

Figure 5.5 The computer-controlled four-zone null spectroscopic ellipsometer with the PSCA con-
figuration which was used to measure most of the samples analyzed in this thesis.

5.2.2 Rotating analyzer ellipsometry

Besides null ellipsometric techniques, there are so-called photometric techniques which are

based on analyzing the dependence of the detected intensity on one or more components

of the ellipsometric system. The most simple of those is a technique at which one of the

polarizers is fixed and the other one rotates while the intensity is recorded. The resulting

record is then Fourier analyzed to determine the ellipsometric parameters. Since this

technique does not need null positions, the compensator is not necessary to be included in

the system. (However, it is frequently included to increase the sensitivity of measurement.)

Therefore, for simplicity we will derive the formulae of ellipsometric system with the

simple PSA configuration, i. e., with δ = 0 and γ = 0 in Eq. (5.12)., according to which

the intensity (5.10) becomes

I(o) = I(i)|rs|2
(

sin ᾱ sin β̄ + ̺∗ cos ᾱ cos β̄
) (

sin ᾱ sin β̄ + ̺ cos ᾱ cos β̄
)

, (5.19)

where ̺ = tan Ψ ei∆ again denotes the ellipsometric ratio rp/rs.

Obviously, Eq. (5.19) remains equal when ᾱ, β̄ are changed; therefore, it is sufficient

just to derive formulae corresponding to rotation analyzer ellipsometry (RAE) at which

the analyzer is rotated while the polarizer is fixed.

Using sin2 β̄ = 1
2
(1 − cos 2β̄), cos2 β̄ = 1

2
(1 + cos 2β̄), and sin β̄ cos β̄ = 1

2
sin 2β̄ yields

I(o) =
1

2
I(i)|rs|2

(

1 + a cos 2β̄ + b cos 2β̄
)

, (5.20)

where

a =
|̺|2 − tan2 ᾱ

|̺|2 + tan2 ᾱ
, (5.21)

b =
2 Re(̺) tan ᾱ

|̺|2 + tan2 ᾱ
(5.22)
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5.3. MAGNETO-OPTIC SPECTROSCOPY

Figure 5.6 Magneto-optic spectrometer applied for measuring the polar magneto-optic Kerr effect.

are coefficients which can easily be determined by the Fourier analysis of the recorded

intensity I
(o)
ᾱ (β̄), which is a function of the angle β̄ of the rotated analyzer for a single

fixed angle ᾱ of the polarizer. Solving Eqs. (5.21, 5.22) for |̺| and Re(̺) yields

tan Ψ =

√

1 + a

1 − a
|tan ᾱ| (5.23)

tanΨ cos ∆ =
b

1 − a
tan ᾱ. (5.24)

Unfortunately, the RAE technique in the absence of a compensator does not directly

provide the ∆ parameter, but only its cosine. Therefore, authors presenting results ob-

tained on such ellipsometers only demonstrate spectral dependences of tanΨ and cos ∆,

though the the unknown sign of sin ∆ = ±
√

1 − cos2 ∆ could be determined by comparing

with simulation.

5.3 Magneto-optic spectroscopy

Fig. 5.6 shows the arrangement of the magneto-optic spectrometer applied here for mea-

suring polar magneto-optical Kerr effect in the visible and near-UV spectral range. The

details of the techniques are described in Ref. [76].
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Chapter 6

Data processing in optical

scatterometry

Optical scatterometry is a measurement technique based on analyzing the experimental

optical response of laterally patterned structures in order to determine their material

and/or geometrical properties, particularly the dielectric functions and optical critical

dimensions. In this chapter, a brief technical description of the least-square method ap-

plied in scatterometry based on specular-mode spectroscopic ellipsometry will be provided

together with examples of parameterization of the dielectric function and topographic

profiles of gratings. Hereafter in this chapter we assume that the experimental optical

response consists of a measurement of specular-mode spectroscopic ellipsometry at one or

more angles of incidence, optionally completed by energy reflectance and/or transmittance

measurements.

6.1 Application of the least-square method in scat-

terometry

The principle of determining unknown parameters of an analyzed structure, known as the

fitting, is minimizing the difference between simulated and measured values. This error

is here evaluated as the angular distance between the measured and simulated points

plotted on Poincaré’s sphere, which is specified by the azimuthal angle 2Ψ and the polar

angle ∆, i. e.,

cos Ej = Se, j · Sm, j , (6.1)
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6.2. DETERMINATION OF MATERIAL PROPERTIES

where Ej represents the error of the jth value, while

Se, j =







sin 2Ψe, j cos ∆e, j

sin 2Ψe, j sin ∆e, j

cos 2Ψe, j






, (6.2)

Sm, j =







sin 2Ψm, j cos ∆m, j

sin 2Ψm, j sin ∆m, j

cos 2Ψm, j






(6.3)

denote the three-dimensional normalized Stokes vectors of the jth experimental [Eq. (6.2)]

and modeled [Eq. (6.3)] ellipsometric value, respectively, in an ideal nondepolarizing sys-

tem. For the sake of fitting in this thesis, the sum of squares of differences

E2
LS =

∑

j

E2
j (6.4)

will be minimized (LS = least squares). In tables, however, the averaged error over

M experimental values

E =
1

M

M
∑

j=1

Ej (6.5)

will be listed. To evaluate errors of values measured by RAE, which only provides

Re(ei∆e, j ) = cos ∆e, j instead of the complete phase information ∆e, j, we will simply

complete that information by defining

sin ∆e, j = sin [arccos (cos ∆e, j)] , (6.6)

sin ∆m, j = sin [arccos (cos ∆m, j)] (6.7)

to substitute in Eqs. (6.2, 6.3).

6.2 Determination of material properties

Usually two different methods are used to perform the determination of unknown spectral

dependences of materials present in the sample, a “point-by-point” analysis and using the

model dielectric function (MDF).

Fitting the measured optical spectrum point-by-point is convenient when just two real

parameters are to be determined while all the others are known, because the ellipsometric

ratio ̺ = rp(λ)/rs(λ) also consists of two real values Ψ(λ), ∆(λ) for each wavelength λ.

In a special case of a bulk sample, i. e., an interface between two semi-infinite half-spaces,

the point-by-point analysis is reduced to a simple bulk formula

N (1) = N (0) tanϑ(i)

√

1 − 4̺

(1 + ̺)2
sin2 ϑ(i), (6.8)
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No. Name Formula ε(E) = εr − iεi Parameters

1 vacuum 1 0 —

2 nondispersive εr∞ 1 εr∞

3 Sellmeier Aλ2

λ2−B2 2 A, B

4 Cauchy n(λ) = A+ B
λ2 + C

λ4 3 A, B, C

5 Tauc-Lorentz
εi = AE0C(E−Eg)2

[(E2−E2
0)2+C2E2]E

εr = εr∞ + KKa) integr. of εi

5
εr∞, Eg,

A, E0, C

6 DHO b) AE2
0

E2
0−E2+iΓEE0

3 A, E0, Γ

7 Drude − E2
1

E2−iE2E
3 E1, E2

a)KK = Krammers-Kroenig

b)DHO = damped harmonic oscillator

Table 6.1 Model dielectric functions of various materials. Some of them are defined as functions of
the wavelength λ, and some as functions of the photon energy E.

where ϑ(i) is the angle of incidence, N (0) = n(0)−ik(0) is the complex refractive index of the

incidence medium (usually air or vacuum), and N (1) = n(1)−ik(1) is the complex refractive

index of the bulk medium to be determined. For more complicated structures such as

thin films and especially gratings, however, the analysis must be performed numerically

by using the least-square method described in Sec. 6.1.

Sometimes more than two real parameters can be determined point-by-point, although

the material parameters at a single wavelength are correlated with the third (usually

geometrical) parameter. In such a case, usually a function of 2M + 1 real variables

E2
LS(n1, k1, n2, k2, . . . , nM , kM , d) =

M
∑

j=1

E2
j (nj , kj, d) (6.9)

is minimized, in which nj and kj are unknown real optical parameters at the jth wave-

length and d is the unknown geometrical parameter whose value, of course, is independent

on the wavelength. Strictly speaking, this method is not exactly point-by-point, but is

close to it since it provides a set of the optical parameters whose individual values are not

related by any formula. The initial values for fitting are usually chosen point-by-point

one from another provided that the spectral points are close to each other.

Much more powerful method is the application of an MDF provided that the spectral

properties of the permittivity are known analytically. Examples of MDFs of different types

of materials are summarized in Tab. 6.1. Generally, a realistic MDF is a superposition

of several simple elements from Tab. 6.1. For instance, the dielectric function of a usual

dielectric consists of the nondispersive term (No. 2) and the Sellmeier term (No. 3).

Analogously, the dielectric function of a usual metal consists of the Drude term and

(optionally) the nondispersive term. In the case of using an MDF, a function of MDF’s
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parameters

E2
LS(p1, p2, . . . , d1, d2, . . .) =

M
∑

j=1

E2
j [εj(p1, p2, . . .), d1, d2, . . .], (6.10)

is minimized, in which pj are fitted parameters from the last column of Tab. 6.1 and dj

are fitted geometrical parameters.

6.3 Parameterization of relief profiles and slicing

In order to perform a topographic analysis of an analyzed grating, we parameterize the ge-

ometric profile of its relief. In this thesis we will mostly analyze lamellar (one-dimensional

rectangular-relief) profiles, but we will also demonstrate scatterometry on two examples of

non-lamellar gratings—periodic wires with paraboloid edges and a sine-like relief grating.

As the first example of a non-lamellar grating, we expand the z-dependence of the

filling factor, defined in each plane z = const as the linewidth-to-period ratio w(z) =

W (z)/Λ, into a Taylor series up to the 2nd order, i. e.,

w(z) = w1 + w2

(

2z

d
− 1

)

− w3

(

2z

d
− 1

)2

, (6.11)

where d is the depth of the relief structure and wj represent the parameters of the relief

profile. The function w(z) depends on the normal coordinate z and has its domain of

definition between 0 and d. For lamellar gratings with a constant linewidth W , only

w1 = W/Λ is nonzero. Trapezoidal-wire gratings are characterized by w1 and w2 that are

related to the top linewidth by W (0) = w1−w2 and to the average linewidth W
(

d
2

)

= w1.

In a special case of wires with paraboloid edges, the grating is characterized by w1 and w3

that are related to the top linewidth by W (0) = w1 − w3 and to the maximum linewidth

W
(

d
2

)

= w1. Finally, a general profile is characterized by all the three wj parameters in

Eq. (6.11), or more if we assume a polynomial approximation of a higher order. We will

refer to this type of profiles as lamellar-like gratings, contrary to sine-like gratings.

For the purpose of the application of the Airy-like series algorithm, we slice the relief

profile into N sub-layers, and correspondingly evaluate N discrete values of Eq. (6.11) as

w(J) = w1 + w2

(

2(J − 1
2
)

N
− 1

)

− w3

(

2(J − 1
2
)

N
− 1

)2

, (6.12)

for each Jth sub-layer.

Analogously, the z-dependence of the filling factor of a sinusoidal-relief profile defined

z(y) =
d

2

(

1 − cos
2πy

Λ

)

(6.13)

can be written as

w(z) =
1

z
arccos

(

1 − 2z

d

)

, (6.14)
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so that an ideal sinusoidal relief profile is identified only by the depth d. More generally, we

can assume sine-like profiles as a perturbed sinusoidal function, e. g., a linear combination

of the sinusoidal and linear functions

z(y) =

{

(1 − σ)d
2

(

1 − cos 2πy
Λ

)

+ σ 2d
Λ
y, y ∈ 〈0, Λ

2
〉,

(1 − σ)d
2

(

1 − cos 2πy
Λ

)

− σ 2d
Λ
y, y ∈ 〈−Λ

2
, 0〉,

(6.15)

where σ is the weight parameter, referred to as sharpness. The function (6.15) corresponds

to an ideal sinusoidal grating when σ = 0, whereas to a sharp triangular grating when

σ = 1. The z-dependence can be determined by invertin Eq. (6.15) to obtain y(z) and

stating w(z) = 2y(z)/Λ. However, this problem contains solution of a transcendent

equation which must be treated numerically. Finally, by slicing the relief profile into

N sub-layers we would obtain a formula analogous to Eq. (6.12).
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Chapter 7

Characterization of grating profiles

by spectroscopic ellipsometry

This chapter is devoted to the demonstration of our original results of optical scatterometry

based on spectroscopic ellipsometry. Each section provides a particular analysis con-

sisting of the introduction, sample and experimental details, description of results, and

conclusions. Section 7.1 specifies a special theoretical and experimental solution of the

ellipsometric problem of gratings fabricated on thick transparent plates. Sec. 7.2 shows

spectroscopic properties of lamellar gratings with respect to extracting the critical di-

mensions. In Sec. 7.3 the convergence of geometrical dimensions fitted from experimental

data (optical critical dimensions) is analyzed in detail. The analysis consists of three

kinds of gratings made of quartz, silicon, and tantalum. In the case of the quartz and

silicon gratings, the lamellar profile fits the measurement perfectly. For the tantalum

gratings which are fabricated on a quartz substrate, another profile with paraboloidally

curved edges of Ta wires must be chosen to reflect the measurement correctly, as shown

by various numerical simulations. Section 7.4 presents the ellipsometric analysis on trans-

parent sinusoidal gratings prepared on a polymer/glass structure. Here imperfections of

the sinusoidal profile, as well as the quality of the optical matching of the polymer to the

glass are studied. Section 7.5 comprises a scatterometric analysis of binary arrays of holes

in a silicon wafer. Finally, in Sec. 7.6 the results of the fitted geometrical dimensions are

successfully compared with dimensions specified by SEM.

7.1 Spectroscopic ellipsometry on gratings fabricated

on thick transparent plates

Introduction

Various kinds of periodic nanostructures are considered for the transmission mode, e.g.,

“moth eye” antireflection surfaces, wire grid polarizers, or photonic and magnetopho-
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tonic crystals; therefore, many kinds of standard samples are fabricated on transparent

substrates. Including the transmission configuration among the optical and/or magneto-

optical techniques even enhances the sensitivity of the optical monitoring (e. g., determin-

ing the extinction coefficient of materials forming a grating or pseudodielectric constants of

metamaterials) or is necessary to measure particular transmission-mode effects (e. g., the

Faraday rotation of magnetic gratings or magnetophotonic crystals). The optical response

of structures located on a thick transparent plate is affected by incoherent backreflections

that complicate the optical characterization.

In simulations, the backreflections may sometimes be neglected; in particular arrange-

ments, however, those contributions are of high importance. The optical and magneto-

optical responses affected by the backreflections were therefore studied theoretically and

experimentally, e. g., in specular-mode spectroscopic ellipsometry [77, 78, 79, 80, 81, 82]

or in the configuration for measuring the Faraday effect [83, 84]. If a system is composed

of so-called thin and thick layers only, the former of which is sufficiently thinner than the

coherence length of the incident light and the latter sufficiently thicker, then a simple ap-

proach can be applied, dividing the optical interactions into two individual problems of the

coherent and incoherent systems. If a system contains a dimension comparable with the

coherence length or if the depolarization effects become significant, then a more general

approach has to be applied such as the coherence-matrix or Mueller-matrix formalism.

The thicknesses of transparent plates are usually comparable with the light-beam di-

ameters; therefore, the axes of backreflected beams are deflected from the primary specular

beam axis in the usual oblique incidences of an ellipsometric system. This reduces the

efficiencies of secondary contributions and thus complicates the optical characterization

of such systems. Moreover, if the deflection of a backreflection reaches a sufficient value,

then its influence can be eliminated. Gratings containing thick layers are affected by the

“diminution effect” more generally, because different diffraction orders propagating in the

transparent plate are deflected to different distances. The diminution effects of such waves

therefore differ too.

Researchers usually avoid the backreflections by grinding the back surface or by cover-

ing it with a strongly absorbing paint, e. g., colloidal graphite. Grinding the back surface

is a destructive operation, which disables using the sample later in the transmission mode;

hence, other ways are worth searching for. In this section we report on two solutions in

specular-mode ellipsometry. Instead of the colloidal graphite that does not banish the

reflection perfectly, a liquid solution is applied made of its refractive index almost identi-

cal to the index of the plate. The liquid solution procedure (LSP) simulates the effect of

grinding, with the samples remaining preserved.

Sometimes it is not easy to prepare a proper liquid according to the optical properties of

a plate made of a special material, and LSP is evidently inapplicable for in situ. Moreover,

there are systems with non-separable backreflections, e.g., polymer gratings situated on

a glass plate [58]. For this purpose we developed the incoherent backreflection method for
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Figure 7.1 Definition of the geometrical parameters of a lamellar grating located on a transparent
quartz plate (a) (BLW = bottom linewidth) and the liquid solution procedure using glycerin (b).

gratings (IBMG), similar to previous theoretical models of Chateau et al. [85] or Li. [86]

Here the diminution effect is considered using a special “diminution function” obtained

by direct measuring.

Samples and experiments

For our purposes, five rectangular relief gratings were chosen made by x-ray lithography

on a 0.525 mm thick fused-quartz plate, as shown in Fig. 7.1 (a). The gratings were

patterned with the period Λ = 260 nm same for all the samples. The valley depth d was

in the range of 400–500 nm and the bottom linewidths (BLW) ranged between 80 and

180 nm. The area of each pattern on the plate on which lithography was applied was 5×
5 mm2. The ellipsometric measurements were performed on a four-zone null spectroscopic

ellipsometer in the polarizer-sample-compensator-analyzer (PSCA) configuration covering

the wavelength range of approx. 240–840 nm in the planar diffraction arrangement for

both LSP and IBMG.

The arrangement for LSP is depicted in Fig. 7.1 (b). A liquid solution optically

matched to quartz was prepared by mixing glycerin with a small amount of pure, deion-

ized water. The optical matching between the quartz and the liquid was achieved with a

standard quartz plate immersed into the solution by changing the concentration until the

plate was not visible. A small amount of wadding paper was infused by the final solution

and put on the back surface. All the transmitted diffraction orders were thus scattered

and depolarized by the rough paper; hence no backreflections affected the specular ellip-

sometric response. The reliability of this method was verified on the non-patterned area

of the plate with the known optical response. The method was applied at several angles

of incidence (32, 45, 56, 70, 75, 80◦) in order to optimize the reliability of the deduced

grating parameters.

Applying IBMG, we mounted the sample with its back surface clean and untouched

by the holder in the illumination area. The light beam was collimated to the middle
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Figure 7.2 Experimental arrangement of the incoherent backreflection method for gratings. In-
coherent contributions from backreflections (a) are deflected by the distances ξj (b) which cases
a diminution effect in the detected voltage (c) (The circles mark the direct measurement of the in-
tensity in the detector while manually deflecting a beam. The curve is an analytical approximation.).

of the patterned squares to receive the maximum number of backreflections, as shown in

Fig. 7.2 (a). The axis of the first specular beam was adjusted to make maximal intensity in

the detector while applying LSP. Evidently, the axis of the jth backreflection is deflected

from the primary beam by a value of ξj, as depicted in Fig. 7.2 (b). The values of the

backreflections are thus affected by the diminution effect. To evaluate it for the subsequent

modeling, the dependence of the relative intensity on the parameter was measured using

a standard silicon wafer, moved by ξ while recording the detected voltage readout, as

displayed by marks in Fig. 7.2(c). The deviations from linearity in the photomultiplier

response and its spectral dependence were not considered. The important advantage of

this technique consists in eliminating the diffraction effects in the light traveling from

the sample to the detector. The diminution effect depends on a particular ellipsometer

configuration; this can be accounted for in other ellipsometers in a similar way, provided

an appropriate adjustment of the procedure described here.

Modeling and fitting

We suppose the transparent substrate much thicker than the coherence length of the light

source; therefore, the intensities of electromagnetic waves are treated without assuming

interference. We use the reflection and transmission matrices evaluated in Chap. 4 in

solving the general structure composed of the coherent and the incoherent system, i. e.,

the relief grating located on the thick plate. The reflection and transmission intensities of
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the relief grating for the either s or p polarization with respect to the propagation angles

can be determined by the formulae

RJK
s(p),mn =

∣

∣rJK
s(p),mn

∣

∣

2 cosϑ
(J)
m

cosϑ
(J)
n

, (7.1)

T JK
s(p),mn =

∣

∣tJK
s(p),mn

∣

∣

2 n(K) cosϑ
(K)
m

n(J) cosϑ
(J)
n

, (7.2)

where rJK
s(p),mn and tJK

s(p),mn denote the [m,n]th element of the amplitude reflection and

transmission matrices corresponding to the s (p)-polarization, respectively, with J and K

denoting the indices of the incidence and transmission media with the refractive indices

n(J) and n(J) (cf. Fig. 7.1). The propagation angle of the nth diffraction order in the Jth

medium, ϑ
(J)
n , is determined by the standard grating formula

nj sin ϑ(J)
n = sin ϑ(i) + n

λ

Λ
, (7.3)

in which ϑ(i) denotes the incidence angle. In the case of high n for which Eq. (7.3) has

no real solution in our spectral range, the left hand sides of Eqs. (7.1, 7.2) are assumed

zero since no energy is transferred along the normal direction. Introducing the phase

compensator in the ellipsometric measurement system enables us to define the intensity-

based quantities [77, 78]

RJK
ps,mn = rJK

p,mn

(

rJK
s,mn

)∗ cos ϑ
(J)
m

cos ϑ
(J)
n

, (7.4)

T JK
ps,mn = tJK

p,mn

(

tJK
s,mn

)∗ n(K) cosϑ
(K)
m

n(J) cosϑ
(J)
n

, (7.5)

with the full meaning of the energy reflectance/transmittance coefficients. These quanti-

ties help to complete the evaluation of the ellipsometric ∆-parameter.

In the case of highly transparent structures, only the contribution of the first backre-

flection is necessary to include, which can be written for both polarization states and for

the “ps” pseudo-polarization as

R03
s,00 = R02

s,00 +
∑

n

κ(ξn)T 20
s,0nR

23
s,nnT

02
s,n0, (7.6)

R03
p,00 = R02

p,00 +
∑

n

κ(ξn)T 20
p,0nR

23
p,nnT

02
p,n0, (7.7)

R03
ps,00 = R02

ps,00 +
∑

n

κ(ξn)T
20
ps,0nR

23
ps,nnT

02
ps,n0, (7.8)

where the first term on the right hand sides corresponds to the first specular reflection

determined by Eqs. (7.1, 7.4). The term with the summation over n represents the contri-

bution of the first backreflection, with κ(ξn) denoting the diminution of the nth-diffracted

and backreflected order, caused by its deflection from the primary beam axis, as depicted
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in Fig. 7.2(a, b). Eqs. (7.6–7.8) can easily be generalized by including other backreflec-

tions branched out by the relief grating; our modeling experiences, however, manifest the

first backreflection sufficient. The diminution function κ(ξ) could be theoretically derived

by considering the diffraction effects in the light traveling through the ellipsometric com-

ponents. Here this function is determined empirically, i. e., by measuring on the standard

sample as described above. The analytical function representing κ(ξ) in treating our

experimental data was found

κ(ξ) = exp

[

−
(

ξ

σ

)ν]

, (7.9)

with two parameters fitted, ν = 3.9 and σ = 0.38 mm. This function is plotted in

Fig. 7.2(c). The amplitude of the detected voltage and the relative position of zero were

fitted altogether, but are not important in analyzing. In Eq. (7.9) the maximum value is

unit in the case of ξn = 0, i. e., if the nth contribution is not deflected from the primary

beam axis. All the deflection parameters are determined by the formula [cf. Fig. 7.2 (a)]

ξn = 2dsub
qn
sn

cos ϑ(i), (7.10)

in which dsub denotes the substrate’s finite thickness while qn = sinϑ(i) + n λ
Λ

and sn =
√

n2
sub − q2

n represent the components of the wave vector of the nth diffraction order

normalized to the substrate’s refractive index nsub.

Using the intensity-based quantities, we can easily calculate the specular ellipsometric

parameters by the formulae [77, 78]

Ψ = arctan

√

R03
p,00

R03
s,00

, (7.11)

∆ = argR03
ps,00, (7.12)

in which we have not taken into account the depolarization effects caused by the incoherent

superpositions [79].

Results and discussion

The results of fitting are summarized in Tab. 7.1; the details about the ellipsometric

response of the lamellar gratings are described in Sec. 7.2. The comparison of both

methods is shown for Sample A at two different angles of incidence and for Sample D at

a single angle of incidence. The comparison of the errors corresponding to both methods

in the chosen configurations is summarized in Tab. 7.2, where the errors are averaged over

the spectrum of a single angle of incidence. The simulations are based on the parameters

listed in Tab. 7.1.

The ellipsometric response of Sample D at the angle of incidence of 70◦ is displayed in

Fig. 7.3. The left hand part of the figure corresponds to LSP, which exhibits deep spectral
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Figure 7.3 Comparison of both methods on sample D at 70◦ of incidence. The circles mark mea-
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Sample Period Depth BLW Error

[nm] [nm] [nm] [deg]

A 257.3 364.2 87.8 4.0

B 257.1 396.6 105.7 3.4

C 257.3 401.7 117.0 3.8

D 258.2 512.7 160.2 5.9

E 259.4 501.4 173.5 7.4

F 199.5 126.4 177.3 7.2

Table 7.1 Fitted grating parameters.

oscillations due to interference effects in the periodic medium, a sharp Wood anomaly at

the spectral point of the −1st diffraction order passing off (the Rayleigh wavelength of

504 nm), and a monotonous dependence at large wavelengths. The spectral properties of

the Wood anomalies will be in detail shown in Sec. 7.2. The effect of backreflections can

be observed in the right hand part of Fig. 7.3. The amplitudes of the deep interference

effects are reduced—especially in the small wavelength part of the spectrum. The Wood

anomaly at 504 nm is preserved; its line width is increased and its peak amplitude reduced.

No remarkable effects are observed in the large wavelength range, since all the higher

backreflected diffraction orders are already too far from the axis of the primary specular

beam.

The response of Sample A with a small BLW or, in other words, with a high filling

factor is displayed in Fig. 7.4. The explanation of the ellipsometric results follows that

given above except a difference in the manifestation of the Wood anomalies. The sharp

beat expected at 504 nm is almost invisible; several more intricate anomalies appear in

the short wavelength range instead, non-dissipated by the backreflections.

At the angle of incidence of 32◦, the propagation directions of the diffracted waves are

markedly different, which makes the optical response to vary in a large scale, as visible

Sample Incidence Error 1a) Error 2b)

[deg] [deg] [deg]

D 70 3.9 7.4

A 70 3.7 4.1

A 32 4.9 9

a)Error 1 stands for the liquid solution method.

b)Error 2 stands for the incoherent backreflection

method for gratings.

Table 7.2 Comparison of the errors of both methods.
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Figure 7.5 Comparison of both methods on sample A at 32◦ of incidence. The circles mark mea-
surement, while the curves correspond to modeling.

in Fig. 7.5 for Sample A. Here the 0th diffraction order backreflected has almost the

normal direction, while the higher orders in both directions rapidly become leaky. Except

the short wavelength range, the backreflection effects are observed exclusively due to the

0th diffraction order with its direction spectrally independent. The strong interference

minimum in the Ψ-parameter together with the rapid change in ∆, observed above the

wavelength of 517 nm where no higher propagating diffraction orders contribute (left hand

part of Fig. 7.5), almost vanishes due to the effect of the backreflected 0th order (right

hand part of Fig. 7.5).

The agreement between the modeled and measured spectral dependences is achieved

with remarkable precision. Minor discrepancies are visible at interference extremes and in

the range of Wood anomalies; these effects represent the main sources for the errors listed

in Tab. 7.2. It is not easy to distinguish between the influence of an imperfect optical

matching (of the glycerin solution to the quartz) and the influence of imperfections in

the rectangular shape of the gratings. Further improvement of the preparation of a liquid

solution with enhanced or better-defined optical properties can help to perform more

reliable extraction of the grating profile identified by more topographic parameters. All the

modeling discrepancies in LSP naturally occur in the simulations including backreflections.

Moreover, the backreflections themselves cause other discrepancies coupled with small

errors in the parameters describing the overall situation. These include the effect of the
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finite thickness of the substrate medium, an error in the aperture in the lamp housing,

and, in particular, the finite size of the grating patterns limited to 5 × 5 mm2 in the

present study. The critical spectral range occurs if a higher transmitted diffraction order

is backreflected out of the patterning, which is observed near the most visible Wood

anomaly, which is at 504 nm for 70◦ of incidence and at 398 nm for 32◦ of incidence.

Around these wavelengths, the −1st backreflected wave is partially incident upon the

nonpatterned area which causes the main deviations in the measured ellipsometric values.

Nevertheless, with the correctly determined diminution function, the theoretical model

employing backreflections evidently yields valuable information on the gratings.

Conclusions

We can close this section with the following conclusion. Using a glycerin solution to

remove backreflections helps to perform a reliable three-parameter fit of the grating’s

optical critical dimensions. The comparison between the simulated and experimental el-

lipsometric curves in the three chosen configurations suggests the high usability of the

optical-monitoring techniques also for gratings located on a thick transparent plate. Con-

sidering a more accurate and more complex system of parameters identifying gratings

and ellipsometric arrangements may enhance the accuracy of this method to be applied

as a tool for the commercial lithography.

7.2 Analysis of spectral properties of lamellar grat-

ings

Introduction

Various authors have successfully demonstrated high-accuracy extraction of linewidths,

feature heights, sidewall angles, or cross-sectional curvatures from ellipsometric measure-

ments [39, 41, 42]. The cross-sectional function (CSF) is usually determined by a few

parameters, and a small change of any of them affects the spectro-ellipsometric func-

tion (SEF) by a rather strong, non-linear variation. This leads to the unique solution

important for scatterometry. If the number of the CSF parameters to be extracted be-

comes comparable with the dimension of the linear space of the SEFs measured, then

the mutual correlation of the parameters raises uncertainty on their validity. This risk

may be avoided by a detailed measurement of many spectral points, by measuring more

angles of incidence, or by including complementary techniques such as measuring energy

reflectance/transmittance spectra.

Another way to ensure the uniqueness of topographic extraction is performing a de-

tailed study of the optical spectral dependences according to the geometrical properties of

gratings. Especially, the resonation effects close to the spectral points of Rayleigh wave-
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lengths (Wood anomalies) are very sensitive on all the CSF parameters. The spectral

dependences of the energy reflectance in the range of the Wood anomalies have been in-

vestigated extensively [87, 88]. Since those anomalies strongly depend on polarization, the

SEF contains breaks at the points of the Rayleigh wavelengths, or even more complicated

oscillations if a diffracted order becoming evanescent causes a significant resonance.

The aim of this section is studying the influence of the CSF parameters over the SEF in

the case of the simplest, rectangular profile, in order to demonstrate their uniqueness, and

to suggest an improvement of a multi-parameter fitting by emphasizing the importance

of the Wood anomalies.

Samples, experiment, and modeling

For the purposes of this section, the same experimental and simulation data obtained on

the same samples as in Sec. 7.1 were analyzed, with the extracted geometrical parameters

summarized in Tab. 7.1.

Results and discussion

From the theory of interference in thin films, the spectral dependences of the ellipsometric

parameters are well known. Analytical formulae directly show a trace of a circle on the

Poincaré sphere, or the sine-like curves of Ψ(E) and ∆(E), E being the photon energy.

Increasing the layer thickness raises the number of oscillations in the SEF while the

amplitude stays same. On the other hand, increasing the refractive index also enlarges

the optical thickness of the layer, but additionally it changes the amplitudes calculated

by the Fresnel formulae on the boundaries. The amplitude of the SEF curve is thus

affected independently on the geometrical thickness. Moreover, the material dispersion

eliminates the correlation between the geometrical thickness and refractive index in the

optical thickness, and thus increases the uniqueness of the inverse problem in which the

material and geometrical parameters are determined from an optical measurement.

The idea described above can also be applied to gratings, although the optical inter-

actions in a periodic medium are more complicated. Instead of one propagation mode,

there are many harmonic waves, and hence the SEF is not formed by a sine-like curve.

Nevertheless, as shown in Fig. 7.6, increasing the thickness of the periodic medium raises

the number of oscillations in the SEF.

Figure 7.7 displays what happens when the depth remains same and BLW increases

or, in other words, the grating’s filling factor decreases. The shape of the SEF with its

number of oscillations remains same, whereas the amplitude is raised. The analogy with

varying the refractive index of a homogenous layer is obvious since the filling factor may

be used to determine effective refractive indices using the effective medium theory for

subwavelength gratings [89].

The spectral dependences of the Wood anomalies, which have no analogy in stratified
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Figure 7.6 Optical responses corresponding to two samples with different depths in incidence of 70◦.
The periodic layer of Sample C is three times higher than the layer of Sample F. The circles and
squares mark measurement while the solid and dotted curves correspond to simulations, respectively.

homogenous media, are displayed in Fig. 7.8 for two examples of incidence angles. The

sharp breaks of the curves correspond to the spectral points of Rayleigh wavelengths

in which the number of permitted reflected (up) or transmitted (down) Rayleigh waves

is decreasing by one passing off. The position of the Rayleigh wavelength for the kth

diffraction order to pass off is determined by the simple formulae

λup
k =

Λ

|k|
(

1 ∓ sinϑ(i)
)

, (7.13)

λdown
k =

Λ

|k|
[

n
(

λdown
k

)

∓ sinϑ(i)
]

, (7.14)

where ϑ(i) is the incidence angle. The upper (−) and lower (+) signs correspond to

positive and negative k, respectively. The possibility to determine accurately the period

Λ from the values of λup
k is obvious. The values of λdown

k are coupled with the values of the

refractive-index dispersion function n(λdown
k ), which helps to look for the correct values of

ndown
k = n(λdown

k ). It is important to point out that the effective medium theory becomes

accurate after the last higher diffraction order has passed off, i. e., in the region λ > λdown
−1 .

The optical response then becomes independent on the grating’s period, which is another

instrumental effect to increase the uniqueness of the inverse problem.

Sometimes a strong resonation effect appears in the spectral range of a Wood anomaly

introduced by a Rayleigh wavelength, as depicted in the details of Fig. 7.8 in the case of
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the −2nd reflected diffraction order passing off (−2u). The shape of the Wood anomaly is

then very sensitive on all the parameters describing the CSF. This may be effectively used

to increase the dimension of the space of SEFs by the detailed measurement of the spectral

dependences of Wood anomalies, which dissolves the uncertainty on the uniqueness of the

multi-parameter fitting.

Conclusions

In summary, the three-parameter fit summarized in Sec. 7.1 is evidenced to be performed

with high precision and reliability. Independent influences of the period, linewidth, and

depth of the gratings on their optical response are demonstrated by using numerical

analysis together with measurement. The Wood anomalies are shown highly sensitive

on all the imperfections and inclinations of a rectangular profile, which may be used to

increase the number of parameters extracted from ellipsometric measurements and to

improve understanding the optical interactions in gratings.

7.3 Convergence analysis on lamellar-like gratings

Introduction

In recent years scatterometry of diffraction gratings based on spectroscopic ellipsometry

has widely spread owing to considerable progress in computation scopes that are neces-

sary for the effective analysis of experimental diffraction-response data, particularly for

the real-time process monitoring [40]. Moreover, progress in theoretical algorithms with

increasing convergence properties enabled researchers to improve the correspondence be-

tween surface-relief profiles monitored optically and profiles visible by SEM or AFM.

Especially, the introduction of Li’s Fourier factorization rules for electromagnetic fields

propagating inside media with periodic discontinuous permittivity remarkably enhanced

the convergence of the algorithms [75, 90].

Among many diffraction theories in the literature, the coupled-wave theory is the

mostly used method for the purpose of scatterometry, widely referred to as the rigor-

ous coupled-wave analysis (RCWA) [91]. Authors presenting various implementations

of RCWA usually focus their numerical analyses to single-wavelength numerical experi-

ments on hypothetical gratings that are considered perfectly known, and present conver-

gence properties according to the number of Fourier harmonics assumed inside a periodic

medium [92]. On the other hand, authors of scatterometric analyses on real samples

do not provide details of algorithms they use, thereby not clarifying the effectiveness of

their methods. For this reason, we devote this section to an analysis of the convergence

properties with respect to extracting critical-dimension and topographic data and to a

comparison of results obtained on gratings made of transparent quartz, semiconductive

silicon, and metallic tantalum.
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Sample Structure Depth Linewidth Period

[lamella/substrate] [nm] [nm] [nm]

A SiO2/SiO2 500 110 260

B Si/Si 110 55 130

C Ta/SiO2 200 100 200

Table 7.3 Nominal grating parameters of the samples under measurement.

Samples and experiments

Three sets of samples were analyzed, made as (A) rectangular-relief quartz gratings stud-

ied in Sec. 7.1, (B) rectangular-relief gratings patterned on an Si substrate, and (C)

rectangular-relief gratings patterned in a Ta thin film deposited on a fused-quartz sub-

strate. For our purposes we have chosen one sample from each set, with their fabrication

parameters summarized in Tab. 7.3. The Ta film of Sample C was deposited by means of

RF sputtering. The patterning was made by means of x-ray lithography.

The ellipsometric measurements on Samples A and C were performed on a four-zone

null spectroscopic ellipsometer in the polarizer-sample-compensator-analyzer (PSCA) con-

figuration, covering the wavelength range of 230–840 nm and with the adjustable angle of

incidence ϑ(i). Here we report on measurements at ϑ(i) = 70◦. To avoid the influence of

incoherent backreflections in the case of the Samples A and C we have utilized the liquid

solution procedure whose details are described in Sec. 7.1.

The ellipsometric measurements on Sample B were performed on a rotating-analyzer

ellipsometer (RAE) in the polarizer-sample-analyzer (PSA) configuration with a measure-

ment spot size down to 30 µm, covering the wavelength range of 300–800 nm, and with

a fixed angle of incidence ϑ(i) = 65.45◦. Since the measurement on RAE in the PSA

configuration does not provide the imaginary component of tanΨ ei∆, we present, in this

case, the values of Ψ and cos ∆.

Modeling and fitting

The convergence properties are in this paper presented either according to the increasing

number of slices N or according to the maximum diffraction order nmax assumed in the

Rayleigh, Floquet, and Fourier expansions in Eqs. (3.157, 3.158, 4.102, 4.109), where

each infinite sum is replaced with
∑nmax

n=−nmax
. This means that the field in the periodic

medium as well as in the sandwiching media is being described by the so-called 2nmax +1-

wave approximation, the value of which corresponds to the dimension of the column

vectors and to the order of the matrices of the linear-algebraic equations in Chap. 4. The

dependences of the optical critical dimensions on N and nmax are obtained by applying

the fitting procedure described in Chap. 6 for each pair of N and nmax that are fixed

during fitting.
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Figure 7.9 Refractive index n and extinction coefficient k yielded by an analysis of ellipsometric and
energy transmittance measurements carried out on a nonpatterned reference Ta/quartz sample.

Sample A Sample B Sample C

nmax d W Λ error d W Λ error d W Λ error

[nm] [nm] [nm] [deg] [nm] [nm] [nm] [deg] [nm] [nm] [nm] [deg]

1 498.18 102.82 257.84 3.34 108.29 51.56 130.71 6.7 252.76 89.57 174.48 7.99

2 500.44 102.77 257.51 3.21 116 49.16 137.09 2.54 248.87 75.63 182.78 9.02

3 502.36 101.4 257.72 3.33 113.01 45.94 126.84 3.6 249.92 73.78 190.49 9.23

5 503.68 100.73 257.89 3.41 116.39 47.27 133.77 2.68 250.11 78.83 190.15 9.93

10 503.86 100.64 257.91 3.42 116.71 47.07 134.11 2.7 249.6 82.64 189.84 10.35

20 503.9 100.61 257.91 3.43 116.64 47.1 134.01 2.71 249.35 83.49 189.77 10.37

50 503.9 100.61 257.91 3.43 116.69 47.08 134.05 2.71 249.34 83.42 189.78 10.39

Table 7.4 Fitted critical dimensions (depth d, linewidth W , and period Λ) and errors of the fits of
lamellar gratings according to increasing nmax.

In the calculations we used the optical constants of SiO2, Si, and Ta2O5 from liter-

ature [93, 94, 95]. To obtain the constants of Ta, however, we analyzed optical experi-

ments carried out on a nonpatterned reference sample prepared with the same conditions

as Sample C but with shorter deposition time to facilitate measurement in the transmis-

sion mode. A joint analysis of the ellipsometric and energy transmittance measurements

yielded the refractive index and extinction coefficient of Ta (Fig. 7.9) as well as the thick-

ness tTa2O5 = 4.5 nm of a native oxide overlayer assumed present on the top of the Ta

film.

Results and discussion

In the case of Samples A and B, the simulation corresponding to lamellar gratings, that

assume N = 1, adequately interprets the experimental ellipsometric data. The depen-

dences of the extracted critical dimensions on increasing nmax are summarized in Table 7.4,

together with the dimensions obtained with assuming an ideal lamellar-grating profile of

Sample C as well. The corresponding fitted ellipsometric parameters Ψ(λ) and ∆(λ) are

displayed for a few demonstrative examples of nmax in Fig. 7.10 (a) for Sample A, in

Fig. 7.10 (b) for Sample B, and in Fig. 7.11 (a) for Sample C.
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Figure 7.10 (a) Experimental (marks) and fitted 4-zone null ellipsometric parameters Ψ and ∆ on a
lamellar quartz grating (Sample A) in incidence of 70◦ for two examples of maximum Fourier harmon-
ics, nmax = 1 (solid curves) and nmax = 10 (dotted curves). Obviously, the 3-wave approximation
(corresponding to nmax = 1) is sufficient to fit almost perfectly the measurement. (b) Experimental
(marks) and fitted RAE parameters Ψ and cos ∆, on a lamellar Si grating (Sample B) in incidence
of 65.45◦ for two examples of maximum Fourier harmonics, nmax = 2 (solid curves) and nmax = 10
(dotted curves). In this case the 5-wave approximation (corresponding to nmax = 2) is sufficient to
fit the measurement.

As clearly visible from Fig. 7.10 (a), the ellipsometric response of the transparent

sample in the spectral range of interest is perfectly described by the 3-wave approxima-

tion since the curves corresponding to nmax = 1 are almost overlapped with those of the

21-wave approximation (corresponding to nmax = 10). It is nearly surprising that the

3-wave approximation is capable to simulate with high accuracy not only the two inter-

ference oscillations below 500 nm of wavelength but also Wood’s anomaly appearing near

Rayleigh’s wavelength 504 nm at which the −1st diffraction order of reflection passes off.

What has been stated about Sample A can analogously be repeated for the case

of Sample B except that instead of three waves we need the 5-wave approximation to

interpret the ellipsometric measurement correctly, as visible from Fig. 7.10 (b) where we

compare two fits with nmax equal to 2 and 10. Especially, the 3-wave approximation

would be insufficient in the near-UV spectral range where Si is more absorbing. Slight

discrepancies between the measured and fitted ellipsometric values in the peripheral parts

of the spectral range can be explained by the presence of a TECH SPECTM Heat Absorbing
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Figure 7.11 (a) Experimental (marks) and fitted 4-zone null ellipsometric parameters Ψ and ∆ on
a lamellar-assumed Ta grating (Sample C) in incidence of 70◦ for three examples of maximum Fourier
harmonics, nmax = 2 (dashed curves), nmax = 4 (solid curves), and nmax = 10 (dotted curves).
Since the artificially assumed lamellar profile does not correspond to the reality, none of the approx-
imations fits the measurement correctly. Nevertheless, the 9-wave approximation (corresponding to
nmax = 4) can obviously be considered sufficient to simulate a lamellar metallic grating with the
same dimensions. (b) Experimental (marks) and fitted 4-zone null ellipsometric parameters Ψ and
∆ on a paraboloidal-wire Ta grating (Sample C) in incidence of 70◦ for three examples of maximum
Fourier harmonics, nmax = 4 (dashed curves), nmax = 8 (solid curves), and nmax = 20 (dotted
curves), sliced into N = 20 sublayers. In this case, higher-order approximations fit the measurement
reasonably, especially in the longer-wavelength spectral range.

Glass filter within the RAE apparatus, which cuts off the intensity of light out of the

range 300–800 nm and hence increases the noise and systematic errors of ellipsometric

measurement near the limit points.

Contrary to Samples A and B, the ellipsometric response of Sample C in Fig. 7.11 (a)

cannot be correctly interpreted as a response measured on an ideal rectangular-relief

grating, as is obvious from the discrepancy between the experimental data and the fits

using any value of nmax. However, carrying out the same procedure is useful to find out

that the 9-wave approximation (corresponding to nmax = 4) is necessary in the case of a

lamellar metallic grating.

Rather than a lamellar grating, we identify the geometrical profile of Sample C with

a profile whose filling factor depends on the z-coordinate as described by Eq. (6.11). Ac-
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nmax d Wtop Wmax Λ error

[nm] [nm] [nm] [nm] [deg]

2 235.84 71.45 101.46 190.63 6.72

4 226.75 52.12 100.44 198.65 4.8

6 226.88 59.87 102.94 198.12 4.7

8 224.73 53.3 103.37 198.69 4.72

10 224.64 56.16 103.14 198.68 4.39

20 219.27 49.41 103.79 199.2 4.01

50 219.01 50.46 103.42 199.29 3.87

Table 7.5 Fitted critical dimensions (depth d, top linewidth Wtop, maximum linewidth Wmax, and
period Λ) and errors of the fits of Ta-paraboloidal-wire gratings according to increasing nmax with a
fixed number of slices N = 20 (dimensions are in nanometers, errors in degrees).

N d Wtop Wmax Λ error

[nm] [nm] [nm] [nm] [deg]

3 231.6 60.85 96.48 194.63 8.33

5 226.29 55.81 99.06 197.63 5.19

7 225.03 55.98 99.49 197.93 4.52

10 222.37 53.2 101.37 198.41 4.07

20 219.27 49.41 103.79 199.2 4.01

50 219.63 53.97 104.17 199.58 4.2

Table 7.6 Fitted critical dimensions (depth d, top linewidth Wtop, maximum linewidth Wmax, and
period Λ) and errors of the fits of Ta-paraboloidal-wire gratings according to increasing number of
slices N with fixed nmax (dimensions are in nanometers, errors in degrees).

cording to various numerical experiments performed, we consider the profile as symmetric

wires with paraboloidal edges, i. e., with the linear element in Eq. (6.11) omitted. Thus

four critical dimensions are used to identify the profile, i. e., the depth, top linewidth,

maximum linewidth (at the half of the depth), and period. Two kinds of analyses on the

convergence properties of the dimensions were carried out, according to increasing nmax

while N was fixed to 20 (Tab. 7.5) and according to increasing N while nmax was fixed

to 20 (Tab. 7.6).

The fitted ellipsometric parameters corresponding to the former case for three demon-

strative examples of nmax are displayed in Fig. 7.11 (b). In most of the spectral range,

the 17-wave approximation (corresponding to nmax = 8) is sufficient to perform a reliable

fit. A higher value of nmax can slightly improve the accuracy of simulation in the short

wavelength range and at the extreme points near Rayleigh’s wavelengths, one at 388 nm

where the −1st diffraction order in reflection passes off and another one at 480 nm where

92



CHAPTER 7. CHARACTERIZATION OF GRATING PROFILES BY SPECTROSCOPIC ELLIPSOMETRY

10

15

20

25

Ψ
 [d

eg
]

-40

-30

-20

-10

0

10

20

30

40

300 400 500 600 700

measured
N = 3
N = 5
N = 10
N = 20

∆ 
[d

eg
]

Wavelength [nm]

Figure 7.12 Experimental (marks) and fitted 4-zone null ellipsometric parameters Ψ and ∆ on
a paraboloidal-wire Ta grating (Sample C) in incidence of 70◦ for four examples of the number of
slices, N = 4 (dashed curves), N = 5 (dash-dotted curves), N = 10 (solid curves), and N = 20
(dotted curves), in each case with the maximum Fourier harmonics nmax = 20. Here the quality of
the fit is monotonously improving by increasing N .

the −1st diffraction order in transmission passes off.

The fitted ellipsometric parameters with nmax fixed to 20 for four demonstrative ex-

amples of N are displayed in Fig. 7.12. Here the agreement between experiment and

fitting is improved gradually while N is increasing. Again, the short spectral ranges near

Rayleigh’s wavelengths are most sensitive to insufficient slicing. We can conclude that

the fit with N = 10 is satisfactory according to the error of the ellipsometric parameters.

Finally, in Fig. 7.13 we present the convergence dependences of relative critical di-

mensions, i. e., parameters defined as p(nmax)p(n
′
max) where p(nmax) denotes a dimension

whose convergence properties according to increasing nmax are studied, while p(n′
max) rep-

resents a reference value obtained from a fit that assumes sufficiently high n′
max, chosen 50

for both the lamellar grating profiles and Ta paraboloidal-wire profiles. Thus, the sub-

figures depict how the critical dimensions are approaching their approximate-limit values

with high nmax.

In Fig. 7.13 (a, b, c), the convergences of the relative depth, linewidth, and period

are displayed obtained on Samples A, B, C, respectively. The errors of all the critical

dimensions of the transparent grating are less than 1 % for nmax ≥ 2 and are rapidly
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Figure 7.13 Convergence properties of the relative critical dimensions according to increasing
nmax (a–e) and according to increasing N (f), obtained on the Samples A and B (a, b), on
the lamellar-assumed (c) Sample C, and on the paraboloidal-wire-assumed Sample C with fixed
N = 3 (d), with fixed N = 20 (e), and with fixed nmax = 20 (f).

decreasing for higher nmax [Fig. 7.13 (a)]. Note that the period converges fastest while

the linewidth does slowest. Similarly, the errors of all the dimensions of the Si grating

are less than 1 % for nmax ≥ 4 [Fig. 7.13 (b)]. In the case of the Ta grating with its

wires assumed lamellar, the errors of the depth and the period are less than 1 % for

nmax ≥ 3, whereas the linewidth converges much slower. This can be explained by the

inhomogeneity of the linewidth within depth or, in other words, by the incorrectness of

the model applied for fitting which does not take into account all the aspects of the reality.

In Fig. 7.13 (d, e), the convergences of the relative depth, top linewidth, maximum

linewidth, and period are displayed obtained on Sample C with the number of slices N

assumed 3 and 20, respectively. Here the convergences of all the dimensions are slower

than in the case assuming the lamellar profile. The most probable explanation follows

from a partial inadequacy of the Fourier factorization rules applied here to wires with

slightly curved edges, though the rules have been derived for rectangular-relief gratings.

Nevertheless, the slopes of the wires of Sample C are so small that the factorization rules

should still be approximately valid.

In Fig. 7.13 (f), the convergences of the relative depth, top linewidth, maximum

linewidth, and period according to increasing N are displayed obtained on Sample C

with nmax fixed to 20. The relative parameters can now be written as p(N)/p(N ′) where

p(N) is a parameter whose convergence properties according to increasing N are studied,

while p(N ′) represents an approximate-limit value obtained by assuming N ′ = 50. Just as
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the ellipsometric parameters do in Fig. 7.12, the relative dimensions gradually converge

while the number of slices is increasing. We can conclude from Fig. 7.13 (d, e, f) that the

period converges most rapidly whereas the maximum linewidth most slowly in the case

of a sliced nonrectangular profile.

Conclusions

In summary, it was demonstrated that applying Li’s Fourier factorization rules incredibly

enhanced the convergence properties of both the simulated ellipsometric parameters and

the extracted critical dimensions, though an improvement based on generalizing the fac-

torization rules would provide better results for wires with curved edges. In the case of the

gratings made of transparent quartz and semiconducting Si, the agreement between the

experimental data and the fitted parameters was nearly perfect, obviously indicating high

relevance of the model assuming a rectangular-relief structure of Samples A and B. In the

case of the Ta grating, however, slight discrepancies were observed in the short-wavelength

part of the range of interest, even though a top native Ta2O5 overlayer and a non-ideal

shape of wires with curved edges were considered. The method could be improved by

generalizing the model assuming more aspects of the reality, the most important of which

are the optical constants of Ta to be monitored more precisely in a broader spectral range

with an energy reflectance measurement included, the surface roughness of Ta for which

spectroscopic ellipsometry is sensitive, and/or a more general shape of the Ta wires with

higher-order parameters of the Taylor series.

7.4 Sine-like relief gratings

Introduction

Periodically modulated sinusoidal surfaces have widely been studied in terms of energy

reflectance measurements. Many applications employ transparent or metallic sinusoidal

gratings; therefore, many scientific reports on their optical response have been pub-

lished [96, 87, 88, 97]. Especially, the resonant nature of surface-relief gratings has become

the reason for large interest. Various resonation effects appear in the region of Wood

anomalies and surface-plasmons observed on sinusoidal metallic gratings [96, 87, 88]. In

the case of dielectric relief surfaces, the multi-reflection effects also cause great modulation

of the reflectivity vs. wavelength [97].

Those resonance effects are highly sensitive on each parameter of the structure and

strongly depend on the polarization of incident light, which can be effectively used to

determine the geometrical and/or material parameters of gratings from the ellipsomet-

ric measurement. Although scatterometry based on spectroscopic ellipsometry has been

successfully used to measure geometrical parameters of various profiles, sine-like profiles

have been studied by optical spectroscopy very rarely.
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In this section, spectroscopic ellipsometry is applied to study an imperfectly sinusoidal

polymer grating situated on a glass plate. The initial inverse problem of determining the

parameters of the relief sine function is therefore extended to two additional problems:

the problem to find the correct shape of the relief function and the problem coupled with

a grating system containing a thick layer, since the interface between the polymer and

the glass causes incoherent contributions to the optical response. The solution of both

problems can demonstrate the possibility to verify not only the geometrical parameters

of the grating, but also the quality of the optical matching between the polymer and the

glass intended by the manufacturer.

Samples and experiments

The sample was fabricated as a transparent relief grating with a period of about 10 000 nm.

The optically thick epoxy-polymer layer with the sinusoidal surface was situated on a

crown glass substrate [Schott B270 with refractive indices ne = n(λ = 546 nm) = 1.525

and nd = n(λ = 588 nm) = 1.523 and with the Abbe number being 58.5]. The refractive

index of the polymer was optically matched to the index of the glass.

The shape of the grating was investigated by measuring AFM at 16 positions on the

surface. The ellipsometric measurement was performed with a Jobin Yvon ellipsometer

in the spectral range of 240–850 nm at several angles of incidence. Here we report on

measurements near the Brewster angle of incidence, where the ellipsometric response is

highly sensitive, i. e., at two incidence angles of 55◦ and 57.5◦.

Modeling and fitting

There are many theoretical approaches capable to calculate the optical response of si-

nusoidal gratings with different levels of numerical precision. Specially, shallow-relief

gratings can be considered as phase gratings with a small perturbation due to the Fresnel

reflection coefficients varied by different angles of incidence along the inflexed surfaces.

This approach can explain the global dependences of reflection efficiencies, but in the ratio

rp/rs the main influence of that small perturbation vanishes. Theoretical models based

on the Rayleigh approximation [98] can include the multiple-reflection effects and thus

explain the effects of the Wood anomalies. Unfortunately, their explanation has just a

qualitative character since the Rayleigh approximation is not valid in the case of gratings

where those effects become significant. For accurate simulations of the resonance effects

observable in ellipsometric spectra we therefore need an accurate physical model.

Like in the case of lamellar-like profiles we have utilized the coupled wave theory

implemented as the Airy-like series. To receive acceptable numerical results also for

a sine-like profile, we assume N = 20 slices and the presence of 81 diffraction orders (from

−40 to +40).

Since the sizes of the relief profile are smaller than the coherence length of the light
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Figure 7.15 Measurement of AFM compared with the ideal sinusoidal and triangular profiles.

source, the standard amplitude matrices for reflected and transmitted light are calculated.

On the other hand, the thickness of the polymer layer is considered thicker; incoherent

contributions of efficiencies are therefore assumed as a result of backreflections (Fig. 7.14).

Those contributions do not depend on the thickness of the polymer because its extinction

coefficient is assumed zero. The theoretical model of a grating containing a thick layer

is derived in terms of efficiencies as described in Sec. 7.1. However, in this section we

present only the analysis of the parameter Ψ, because the ∆-parameter is too sensitive on

other unimportant imperfections such as slight random irregularities of the periodicity of

the geometrical parameters which were revealed by the systematic AFM analysis.
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Figure 7.16 Comparison between the measured and modeled Ψ-parameter in two incidences of 55◦

(left) and 57.5◦.

Results and discussion

The measurement of AFM yielded the period of 9 365 nm and the amplitude of about

350 nm. It also evidenced that the surface is not perfectly sinusoidal; its real shape

is between a sinusoidal and rectangular profile, as depicted in Fig. 7.15. In order to

evaluate the optical response corresponding to the real surface, we have chosen the linear

combination between the sinusoidal and the linear function described by Eq. (6.13). The

real sine-like surface is then described by the period Λ, the depth d, and the parameter

of sharpness σ, the value of which corresponds to the sinusoidal or triangular shape when

σ = 0 or σ = 1, respectively. The application of the Eq. (6.13) to the AFM measurement

yields the value of σ = 0.6, which is used in the ellipsometric calculations.

Since the grating sample investigated here can be considered shallow, mainly measur-

ing the resonation effects can determine its optical and geometrical features sensitively.

The measurements in both angles of incidence yields spectral dependences with two sig-

nificant features, one high maximum in the near-UV region, and one, lower, in near

infrared (Fig. 7.16). Both maxima demonstrate an enhancement of diffraction caused by

resonances in the region of Wood anomalies.

Since the parameter of sharpness is determined by AFM and the manufacturer pro-

vided the optical constants of the glass, only the depth and the refractive index of the

polymer have to be determined by employing spectroscopic ellipsometry. The result of fit-

ting the correct values is displayed in Fig. 7.16. The depth is found to be equal to 620 nm,

which is in good accordance with the expectation yielded by AFM. The refractive index of

the polymer is found a little higher than the index of the glass. As expected, in the region

of visible light the optical matching is performed with better precision than in near-UV.

At the spectral point of 700 nm the difference of indices is ∆n ≈ 0.03, whereas the value of
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∆n ≈ 0.1 corresponds to the point of 300 nm. It is important to point out that the values

of ∆n are approximations since the backreflections are weaken by leaky modes. Namely,

the finite light beam of higher diffraction orders is deflected from the original beam while

propagating through the polymer layer. Unfortunately, it was not possible to apply the

IBMG method precisely as described in Sec. 7.1 because the experimental diminution

function on the commercial Jobin Yvon ellipsometer was not available. Nevertheless, the

tendency of the optical matching in spectral distribution is determined reasonably.

The positions and shapes of both spectral anomalies are compared with reasonable

correspondence, though the amplitudes and bandwidths of the measured anomalies are

higher than those of the modeled ones. A possible inclination of the surface, its irregularity

along periodicity or a little absorption of the polymer could affect the measurement of the

optical response and thus disable to fit the structural parameters precisely. To improve

the reliability of the inverse problem, a theoretical model generalized by considering those

features should be applied.

Conclusions

In summary, specular-mode spectroscopic ellipsometry is presented as highly sensitive

on both geometrical and material properties of sinusoidal surface-relief gratings. In the

case of shallow gratings, this sensitivity is realized via resonation effects in the region of

Wood anomalies. The ellipsometric measurement was here applied to extract features of

a transparent grating with a sine-like relief located on a structure of polymer/glass, while

AFM was used as a complementary technique to minimize the possibility of a mutual

correlation between the parameters to be extracted. The shape and amplitude of the

relief function, as well as the quality of the optical matching between the polymer and the

glass, were determined successfully. Further improvement of theoretical considerations,

e. g., a slightly irregular periodicity, the finite beam aperture, or a more suitable profile

formula can enhance the reliable solution of the inverse problem of measuring the optical

response.

7.5 Binary arrays of holes in silicon

Introduction

As we have seen in Sec. 4.8.3, the simulation of the optical response of a two-dimensional

grating requires long-time and large-memory computation, which makes the fitting pro-

cedure enormously difficult. Therefore, scatterometry has been applied to other than

one-dimensional gratings very rarely. In this section we present an analysis of periodic

arrays of circular holes patterned with square periodicity on the top of a silicon wafer.
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Figure 7.17 Convergence properties of the algorithm applied to simulate the ellipsometric parameters
Ψ (a) and ∆ (b) on a binary array of holes patterned on the top of an Si wafer. Three examples of
mmax = nmax are calculated in the visible and near-UV range.

Figure 7.18 Pictures of SEM obtained on the investigated sample, a binary array of circular holes
patterned on the top of an Si wafer. The top view (a) is accompanied with a cross-section (b).

Numerical example showing the convergence properties

Before proceeding to the scatterometric analysis, we will provide one numerical example

of numerical simulation from which the convergence properties of the numerical algorithm

for binary gratings will be clearly visible.

We denote mmax and nmax the maximum diffraction orders in the x- and y-axis di-

rections, respectively. The upper and lower limits for summations of the Fourier and

pseudo-Fourier series are correspondingly given by
∑+mmax

m=−mmax

∑+nmax

n=−nmax
, corresponding

to the total matrix dimension of 2(2mmax + 1)(2nmax + 1), where the factor “2” is due to

two polarizations.

The convergence properties in a spectral range from 300 to 800 nm is shown in Fig. 7.17

for three examples of mmax = nmax. The simulated structure is chosen as a binary array

of circular holes on the top of an Si wafer with a square periodicity 180 × 180 nm2 and

with the diameter and the depth of the holes being 80 and 130 nm, respectively. (These

dimensions correspond to the nominal fabrication parameters.) One can see that the

value of nmax = 5 is sufficient to receive high precision of computation. The same value

is therefore chosen for the later analysis of an experimental optical response.
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Figure 7.19 Fitted ellipsometric parameters Ψ and cos ∆. The marks correspond to experimental
data, whereas the curves represent the simulations fitting the geometrical values.

Samples and experiments

SEM pictures of the sample investigated here are displayed in Fig. 7.18, both the top-view

[Fig. 7.18 (a)] and a cross-section [Fig. 7.18 (b)]. The structure was fabricated as a binary

array of circular holes patterned on the top of an Si wafer with the nominal periodicities

Λx = Λy = 180 nm, the holes’ nominal diameter being 80 nm, and the nominal depth

being 130 nm.

The optical response of the sample was measured by means of microspot spectroscopic

ellipsometry with polarizer-sample-analyzer configuration adopting the rotating-analyzer

method. Technical details of the ellipsometer are described in Ref. [99].

depth diameter error

[nm] [nm] [deg]

nominal 130 80 —

SEM 130.7 93 —

SE 103.5 94.6 3.8

Table 7.7 The extracted geometrical parameters of the binary array of circular holes on the top of
an Si wafer with the square periodicity fixed to the nominal value 180 × 180 nm2.
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Results and discussion

According to our experiences with fabricating laterally patterned structures, the period

of the patterning is usually made with high accuracy. In other words, neither SEM

nor spectroscopic ellipsometry can detect its error. (Only a high-precision, noise-less

experiment can, which is not the case of the measurement presented in this section.) On

the other hand, linewidths and depths of the patterning can easily be confirmed by both

SEM and ellipsometric analyses. Therefore, we fixed the square period to Λx = Λy =

180 nm, and determine the holes’ depth and lateral diameter by both methods with the

results summarized in Tab. 7.7. The results of the fitting of the ellipsometric parameters

are displayed in Fig. 7.19.

As visible from Tab. 7.7, the holes’ diameter determined by spectroscopic ellipsometry

is in very good agreement with that determined by SEM, but differs considerably from

the nominal diameter intended by the manufacturer. On the other hand, the optically

determined depth differs considerably from the depth visible on the SEM picture, but

the SEM’s depth is in very good agreement with the nominal depth. We can conclude

our analysis by the following simple explanation. Due to the good agreement in the

diameter measured by both methods, its real value can be trusted to be higher than

the value intended by the manufacturer. The disagreement in the case of the depth

makes one believe that SEM provides better values of depths than ellipsometry does.

However, the cross-section in Fig. 7.18 (b) suggests that the bottom surface of the holes is

slightly curved, so that the depth actually measured at the central part is larger than that

measured at the edges. Since the optical response of the structure is essentially based on

the interference effects in small waveguide-like holes, the difference in the fitted value can

be understood. If the structure was simulated by a more general geometrical model taking

into account the real shape of the bottom surface of the holes, then ellipsometry could

provide more general picture of the sample in better agreement with the SEM picture.

It is worth noting at the end of our analysis that, according to our experiences, the

ellipsometric response at high angles of incidence is only sensitive to surface properties

on the top of the structure, and is much less sensitive to the surface properties on dots’

or holes’ edges. Moreover, in the case of an Si structure, even the properties of the top

surface contribute to the optical response only by a small perturbation, which is highly

correlated with the geometrical parameters of the patterning. Therefore, the potential

native oxide overlayers neither on the top surface, nor on the holes’ edges were taken into

account in our analysis.

Conclusions

In summary, remarkably effective convergence properties of the theory were demonstrated

on an example configuration corresponding to a real sample of a two-dimensional grating.

Microspot spectroscopic ellipsometer was utilized to measure the optical response of a
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Figure 7.20 Comparison between SEM and scatterometry results obtained on a lamellar quartz
grating sample. The values are in nanometers.

binary array of holes patterned on the top of an Si wafer. By means of scatterometry, two

geometrical parameters were extracted from the ellipsometric measurement, namely the

diameter and the depth of the holes, while the square period of the array was fixed at the

value intended by the manufacturer. The values obtained from fitting the ellipsometric

values were compared with dimensions visible on a SEM picture with a reasonable agree-

ment. While the holes’ diameter is provided by both methods in a very good agreement,

the holes’ depth seems to be more accurately determined by SEM, because the ellipso-

metric simulations do not take into account the curved bottom surface of the real holes.

This weak point of spectroscopic ellipsometry could be avoided by generalizing the CWT

algorithm to two-dimensional surface-relief structures.

7.6 Final comparison between SEM and scatterome-

try results

The quality of the scatterometric technique presented in this thesis with respect to the

comparison with SEM measurements is viewed in Fig. 7.20 for the case of the transparent

lamellar gratings, in Fig. 7.21 for the case of the lamellar semiconductive lamellar gratings,

in Fig. 7.22 for the case of the incorrectly assumed ideal lamellar profile of metallic wires,

in Fig. 7.23 for the case of the correctly assumed metallic wires with curved edges, and

in Fig. 7.24 for the case of the two-dimensional gratings. From all the comparisons the
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Figure 7.21 Comparison between SEM and scatterometry results obtained on a lamellar silicon
grating sample. The values are in nanometers.

Figure 7.22 Comparison between SEM and scatterometry results obtained on a lamellar-wire-
assumed tantalum grating sample. The values are in nanometers.
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Figure 7.23 Comparison between SEM and scatterometry results obtained on a paraboloid-wire-
assumed tantalum grating sample. The values are in nanometers.

Figure 7.24 Comparison between SEM and scatterometry results obtained on a binary array of holes
patterned on the top of an Si wafer. The values are in nanometers.
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Figure 7.25 Spectro-ellipsometric parameters Ψ and ∆ measured and simulated on the Ta-wire
grating in the transmitted 0th diffraction order.

high correspondence between the both methods is obvious.

The geometric parameters obtained on the Ta wire gratings were used to simulate

the transmitted 0th order of diffraction, whose results are compared with measurement in

Fig. 7.25. The measurement was carried out on the four-zone null spectroscopic ellipsome-

ter in the setup for transmission mode. The spectrum of the Ψ-parameter exhibits the

attenuation ratio Tp/Ts = tan2 Ψ(t) of the Ta-wire grating whose intended to be applied

as a wire-grid polarizer (WGP). The spectrum of the ∆-parameter exhibits WGP’s phase

difference φ
(t)
p − φ

(t)
s = ∆(t). Unfortunately, the measurement was not possible to perform

in the visible spectral range where the WGP becomes of too high quality and hence the

four zones are not detectable separately. The spectra also evidence that in the shortest

wavelength the disagreement between the model and experiment becomes higher. This

is most probably caused by the surface roughness on the edges of the wires, for which

the short-wavelength normal-incidence transmission-mode ellipsometry is extremely sen-

sitive.
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Chapter 8

Characterization of magnetic

gratings by magneto-optic

spectroscopy

The magneto-optical (MO) diffraction techniques applied to arrays of submicron mag-

netic elements have provided valuable information on their fundamental micromagnetic

properties [62, 63]. Those techniques are also promising for contactless, nondestructive,

and low-cost metrology of magnetic nanostructures such as magnetic and MO recording

disks and magnetic random access memory chips. Arrays of magnetic wires [64, 65, 66],

dots [67], and antidots [68] have been investigated in the reflection mode by measuring

the magneto-optical Kerr effect (MOKE) at polar, longitudinal, and transverse magneti-

zation.

So far, the MO diffraction techniques were restricted to single-wavelength micromag-

netic studies with coherent wave sources. Further data were acquired by the exten-

sion of experiments to multiple incidence angles and to changing the orientation of the

magnetization vector. It was found that lateral magnetization distribution can be de-

duced from the diffracted MOKE, which makes it an important technique complementary

to the magnetic force microscopy, Brillouin light scattering [69], etc. The extension of

the single-wavelength MOKE to the multiple-wavelength version, i. e., “diffracted MOKE

spectroscopy,” should in principle deliver larger volume of information on the optical and

MO characteristics of magnetic gratings, which is the aim of this chapter.

Here we demonstrate a joint analysis of a set of shallow Permalloy gratings employ-

ing spectroscopic ellipsometry, normal-incidence reflectometry, and (especially) specular-

mode and diffracted MOKE spectroscopy. We structure this chapter so that the details of

experiment, theory, and particular results are divided into separate sections. Section 8.1

provides the description of the investigated samples and the used experimental techniques.

In Sec. 8.2 applied theoretical approaches are briefly introduced, concretely the coupled

wave theory described in Chap. 4 as well as two other original ones suitable for this anal-
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8.1. SAMPLES AND MEASUREMENTS

Sample Period Linewidth Filling factor

[nm] [nm]

A 900 536 0.596

B 910 700 0.769

C 970 680 0.701

Table 8.1 Nominal lateral-geometric parameters of the investigated Permalloy gratings.

ysis. In Sec. 8.3 experimental and simulation results of purely optical spectroscopy are

shown based on spectroscopic ellipsometry and reflectometry. In Sec. 8.4 the presence and

thicknesses of native oxides is determined developed on the capping and substrate of the

studied gratings. Section 8.5 demonstrates the evaluation of the sharpness of patterning

of the gratings (in literature referred to as line edge roughness as mentioned in Chap. 2).

Finally, conclusions for this chapter is written in Sec. 8.6.

8.1 Samples and measurements

The experiments were performed on wire gratings prepared from a nominally 10 nm thick

Permalloy (Ni81Fe19) layer deposited onto a chemically cleaned Si substrate and pro-

tected by 2 nm thick Cr capping. The patterning was made by means of electron-beam

lithography with subsequent ion milling to produce periodic arrays of wires. The nominal

parameters of the lateral geometry are summarized in Tab. 8.1. The method of deposition

of the Cr/Permalloy bilayers did not allow us to prepare single-layer reference samples re-

quired for determining the precise material parameters of the Permalloy and Cr; therefore,

only literature optical parameters were used in modeling. The method of the patterning

included thermal processes in air atmosphere which might have changed the thicknesses

of both native oxides on the top of wires, t(Cr2O3), and between wires, t(SiO2); therefore,

non-patterned reference bilayer structures were not investigated to avoid errors due to

that effect.

The ellipsometric experiments were performed on the four-zone null ellipsometer with

the PSCA configuration in the spectral range of 1.5–5.4 eV at several angles of incidence.

The reflectometry experimental arrangement in the nearly normal incidence of 5◦ em-

ployed a ShimazuTM UV-3100PC spectrophotometer covering approximately the same

spectral range.

The MOKE experiments were performed with an MO spectroscopic ellipsometer em-

ploying azimuth modulation and compensation technique. The samples were set up with

applied out-of-plane magnetic field of 1.4 T, sufficient for the saturated polar magnetiza-

tion [100]. The MO response in the specular mode was measured at an angle of incidence

of 7◦ in the spectral range of 1.3–5.1 eV for both the s and p azimuths of a linearly
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Figure 8.1 Periodic wire array prepared by lithography of a 12 nm thick Permalloy layer covered
by 2 nm thick protecting Cr capping deposited on an Si substrate covered by a native SiO2 layer.
The wire width w and the wire period Λ assume the values of w = 700 nm and Λ = 910 nm,
respectively. The Cr capping is found completely transformed into a 2 nm thick Cr2O3 film due
to the aging effect. In the −1st diffraction ordered polar magneto-optical Kerr effect spectroscopic
measurements, the sample is free to rotate about an s-oriented axis parallel to the wires axes.

Figure 8.2 Atomic force micrographs of Sample A (a) and Sample B whose quality is obviously
higher (b). The top view of each sample is accompanied by a cross section.

polarized incident beam, but no azimuth dependence was detected.

The reflection angles of higher diffraction orders are wavelength dependent; therefore,

a special arrangement was necessary to measure the polar MOKE in the −1st diffraction

order. The angle between the incident and reflected beams was fixed to 20◦, with the

sample free to rotate about the axis parallel to the wires, while the wavelength was swept

(Fig. 8.1). The position of the beam spot on the detector could not be kept completely

fixed with the changing wavelength, which produced jumps in the measured spectra.

The AFM measurements on two chosen samples are displayed in Fig. 8.2. For our

purposes, the MOKE results obtained on two samples with differently evident irregulari-

ties in the set will be reported. An AFM picture of the Sample A is shown in Fig. 8.2 (a)

compared with Sample B of better quality [Fig. 8.2 (b)].
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8.2. THEORETICAL APPROACHES

8.2 Theoretical approaches

Two different theoretical approaches were used to model the optical and MO spectra of

the gratings, i. e., the coupled-wave theory (CWT) described in Chap. 4 and the local-

modes method (LMM), which is an approximate analytical method based on the far-field

Fourier analysis of the lateral amplitude-reflectance distribution; the details of LMM will

be provided here.

In the case of ellipsometry and reflectometry, CWT was implemented as the Airy-

like series. In the case of MO spectroscopy, however, the transfer-matrix approach was

utilized.

According to the applied magnetic filed, in modeling we assume homogenous satu-

rated magnetization in the Permalloy wires without any domain structure. Since none of

both approaches describes correctly the measured spectrum of the −1st diffraction order

corresponding to incident p-polarization, a third model will be derived involving both the

CWT and LMM calculations and assuming reduced quality of the wire edges.

Here we provide a short description of the LMM including an evaluation of its error.

Let x be the coordinate along the wires of the grating and y the coordinate along its

periodicity. Any shallow optical element, with all its lateral-texture sizes considerably

higher than its depth, can be described by a complex amplitude reflectance rjk(y), which

is a function of only the lateral coordinate y for we are working with one-dimensional

patterning. The indices j and k denote any of the polarization-basis indices s and p of re-

flected and incident waves, respectively. According to the LMM, in which the edge effects

are considered negligible, the function rjk(y) uses only two parameters, the amplitude re-

flection coefficients of wires, rw,jk, and of the system of air/substrate between wires, rb,jk.

In accordance with the principles of the far-field Fraunhofer diffraction, the amplitude

reflection coefficients in the separate diffracted orders are determined by formulae

r
(n=0)
jk = wrw,jk + (1 − w)rb,jk + ∆r

(n=0)
jk , (8.1)

r
(n 6=0)
jk = i

2πn
(wrw,jk − rb,jk)

(

1 − e2πinw
)

+ ∆r
(n 6=0)
jk , (8.2)

where n corresponds to the nth diffraction order while w denotes the grating’s filling

factor given by the ratio of the wire linewidth to the period. The term ∆r
(n)
jk represents

the influence of the internal diffraction at wire edges in the rigorously calculated optical

response or, in other words, the error of the LMM with respect to the CWT. According to

various numerical experiments, only r
(n)
pp at oblique angles of incidence contains a signifi-

cant amount of ∆r
(n)
pp , especially in higher diffraction orders. This effect is demonstrated

by two examples of simulated absolute values of the amplitude reflection coefficients |rsp|
and |rpp| in Fig. 8.3.
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Figure 8.3 Absolute values of two simulated amplitude reflection coefficients, |rsp| (a) and |rpp| (b),
in the −1st diffraction order. Simulations of the CWT (solid curves) are compared with the LMM
(dotted curves).
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Figure 8.4 The spectroscopic reflectometry (a) and ellipsometry (b) of Sample B. Circles mark
measurement, full and dotted lines represent simulation of the coupled-wave theory and local-modes
method, respectively. The reflectometry is in nearly normal incidence, ellipsometry in the incidence
of 64◦.

8.3 Spectroscopic reflectometry and ellipsometry

The purely optical response was measured as specular-mode ellipsometric parameters

Ψ(0), ∆(0) and energy reflectance R
(0)
s(p). Each of them was modeled with both CWT

and LMM, assuming the presence of native oxides. Fig. 8.4 illustrates how the purely

optical response is insensitive on the wire edges, which was theoretically suggested by

Fig. 8.3. The reflectance curves R
(0)
pp = |r(0)

pp |2 calculated with CWT and LMM show

identical spectroscopic features and are remarkably close to each other. The ellipsometric

parameters, defined by tanΨ(0) exp i∆(0) = r
(0)
pp /r

(0)
ss are in the incidence of 64◦ more

sensitive to the choice of the model but both exhibit the same relevant features of the

spectra.
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Figure 8.5 The 0th (a) and −1st (b) diffraction order of polar magneto-optical Kerr effect spectra
of Sample B. The full and empty circles indicate the experimental values of the azimuth rotation and
ellipticity, respectively. The simulated curves are displayed for t, the thicknesses of the capping and
substrate native oxide layers: t(Cr2O3) = 2 nm and t(SiO2) = 3 nm (full lines), t(Cr2O3) = 2 nm
and t(SiO2) = 0 (dashed lines), and t(Cr) = 2 nm and t(SiO2) = 3 nm (dotted lines).

8.4 Evidence of the native oxides

For the purpose of the analysis in this section, we have selected Sample B. The precise

Permalloy layer thickness t(Ni81Fe19) = 12 nm was determined by means of AFM. As will

be demonstrated below, only the MOKE measurements with s-polarized incidence were

sufficient to provide the characteristics on native oxides.

The rigorous coupled-wave theory implemented as the transfer-matrix approach for

anisotropic gratings served as a basis for justifying the application of LMM. Since the

LMM curves closely follow those computed by CWT, here we present only the former

ones. Extensive simulations for varying t(Cr2O3) and t(SiO2), using literature values of

the optical constants [93, 94, 101, 102, 103], give the following most probable values for

the native oxide layers, t(Cr2O3) = 2 nm and t(SiO2) = 3 nm. The simulations also

eliminated the possibility of the capping’s oxidation into magnetic CrO2, as well as the

post-patterning increase of t(SiO2) on the uncovered substrate surface between wires.

Figure 8.5 (a) displays the experimental specular-mode Kerr rotation θ
(0)
Ks and ellip-

ticity ǫ
(0)
Ks as functions of the photon energy determined for small values from the ratio

r
(0)
ps /r

(0)
ss = θ

(0)
Ks − iǫ

(0)
Ks of the off-diagonal to diagonal elements of the specular-mode Jones

reflection matrix. To illustrate the sensitivity of the model to t(SiO2) and to the conver-

sion Cr → Cr2O3, the simulated curves are displayed for the cases without [t(SiO2) = 0]

and with [t(SiO2) = 3 nm] the native oxide on the top of the Si substrate either for the

nominal Cr capping thickness, i. e., t(Cr) = 2 nm, or for the capping completely oxidized
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with the equal thickness t(Cr2O3) = 2 nm. The best agreement with the experiment re-

quires t(SiO2) = 3 nm and the completely oxidized capping t(Cr2O3) = 2 nm. The value

of t(SiO2) = 3 nm was subsequently confirmed by an ellipsometric measurement on the Si

substrate surface area free of Permalloy and Cr (or Cr2O3) layer. However, the calcula-

tion ignoring either the conversion Cr → Cr2O3 or the presence of SiO2 [t(SiO2) = 3 nm]

produced the same trend in the simulated spectra and it is only the diffracted MOKE

which allows to distinguish between the two effects, as will be discussed below.

On the basis of extensive modeling, we suggest that the deviation of the model from

the experiment at low photon energies have their origin in the free-electron (Drude,

cf. Tab. 6.1) components of the optical-constant spectra. These are sensitive to the ef-

fect of the reduced dimensionality in the nanometer-scale structures (e. g., free-electron

scattering at interfaces) and to the residual metallic Cr in the capping. Unfortunately,

the appropriate corrections cannot be introduced quantitatively without a simultaneous

analysis of the unavailable single-layer reference samples.

Figure 8.5 (b) displays the diffracted Kerr rotation θ
(−1)
Ks and ellipticity ǫ

(−1)
Ks as func-

tions of the photon energy determined from the ratio r
(−1)
ps /r

(−1)
ss = θ

(−1)
Ks − iǫ

(−1)
Ks of the

off-diagonal to diagonal elements of the diffracted-mode Jones reflection matrix. To illus-

trate the sensitivity of the model to the capping, the simulated curves are displayed for the

same three cases as in Fig. 8.5 (a). The account for the completely oxidized capping layer

[t(Cr2O3) = 2 nm] remarkably improves the agreement with the experiment. However,

the diffracted MOKE is less sensitive to t(SiO2), as seen from the “t(Cr2O3) = 2 nm”

curves displayed for both t(SiO2) = 0 and t(SiO2) = 3 nm. The explanation can be

found in Eq. (8.2). The contributions of SiO2 to both rw,jk and rb,jk are comparable,

making the sensitivity of their difference weak to t(SiO2). This fact is essential for the

selective account for the effect of the native oxides and thus manifests the uniqueness of

the proposed technique even without simultaneous analyses of reference samples.

8.5 Evaluation of the quality of the sharpness of pat-

terning

The principles of monitoring the quality of surfaces and thin films are suitably established

using statistical quantities determined by AFM [104, 105] and by optical techniques [106,

107]. The height deviation and autocorrelation length of surface irregularities measured

either by AFM or optically foremost produce a difference due to the convolution of the

AFM tip with the surface. To evaluate imperfections of the wire-edge parts of surfaces

in laterally textured films using AFM is obviously very difficult even with highest-quality

tips. For this reason, the MO method proposed here suggests high advantages over AFM.

For the purpose of the analysis in this section, we have selected Sample A. The precise

Permalloy layer thickness t(Ni81Fe19) = 11 nm was determined by means of AFM. Ac-
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Figure 8.6 Polar Kerr rotation (a) and ellipticity (b) in the −1st diffraction order for p-polarized
incidence. Experimental data (circles) are compared with simulations of CWT (solid curves) and
LMM (dotted curves).

cording to the results of Sec. 8.4, the wires are assumed to be deposited on an Si substrate

with a 3 nm thick native SiO2 layer and to be protected by completely oxidized 2 nm thick

Cr2O3 capping.

As will be demonstrated below, the MOKE measurements with p-polarized incidence

contributes by new information from which we will analyze the quality of the sharpness of

patterning. Namely, the diffracted MOKE response with p-polarized incidence is strongly

affected by random irregularities of the wire-edge parts of the structure’s surface, which

may cause both the approximate and rigorous models inaccurate. The quality of such

magnetic gratings is here evaluated by using one parameter identifying the amount of

the edges’ internal-diffraction contribution to the diffracted MOKE response in a broad

spectral range.

The diffracted MOKE ellipsometric parameters in the −1st diffraction order for p-

polarized incidence, the Kerr rotation θ
(−1)
Kp and ellipticity ǫ

(−1)
Kp , are determined for small

MOKEs as the real and imaginary parts of the ratio of the corresponding amplitude

reflection coefficients r
(−1)
sp /r

(−1)
pp = θ

(−1)
Kp − iǫ

(−1)
Kp . Considering the small values of r

(−1)
pp
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Figure 8.7 Polar Kerr rotation (a) and ellipticity (b) in the −1st diffraction order for p-polarized
incidence. Experimental data (circles) are compared with simulations of the combined CWT–LMM
model (solid curves).

114



CHAPTER 8. CHARACTERIZATION OF MAGNETIC GRATINGS BY MAGNETO-OPTIC SPECTROSCOPY

in Fig. 8.3, the diffracted MOKE parameters are obviously highly sensitive to ∆r
(−1)
pp ,

or, in other words, both the LMM and CWT produce remarkably different values, as

shown in Fig. 8.6 together with the experimental data. Since even the rigorous method

does not match the measurement, the most acceptable explanation follows from Fig. 8.2.

The AFM picture in Fig. 8.2 (a) indicates considerable irregularities in the wire edges,

which naturally reduce the value of ∆r
(−1)
pp in Eq. (8.2) due to diffraction losses. It is

straightforward to replace this value by a reduced value

∆r
(−1)
pp = η(λ)∆r(−1)

pp (8.3)

and to determine the wavelength-dependent function η(λ) by using real values expected

between 0 and 1. In the case of our samples, however, no wavelength dependence was

detected. Each sample in the set was successfully characterized with a constant value of

η by applying the least-square method in a one-parameter fit of the diffracted MOKE

rotation and ellipticity. We refer to this parameter as the “quality factor of the grating

with respect to the wire edges,” and to the new theoretical approach as the “combined

CWT–LMM model.” Analogous to the height deviation and autocorrelation length of

random irregularities of non-patterned surfaces, which are connected with the reduction of

the reflectance due to diffraction losses, the η-factor describes a reduction of the diffracted

light according to similar principles. The value of η = 1 corresponds to ideal periodical

smooth edges, whereas η = 0 implies that no edge effects are observed. The realistic value

according to the diffracted MOKE parameters measured on Sample A was found 0.53,

with the fitted spectrum displayed in Fig. 8.7. The same procedure applied to Sample B

of obviously higher quality, with the AFM picture displayed in Fig. 8.2 (b), yielded the

value η = 0.70.

8.6 Conclusions for Chapter 8

In this chapter, the combined experimental and model optical and magneto-optical spec-

troscopy in the 0th and −1st diffraction orders was applied to analyze Permalloy wire

gratings deposited on Si substrates and protected by Cr capping. The most probable

values of the thicknesses of the surface native oxides Cr2O3 and SiO2 were deduced with

a demonstration of the high sensitivity and uniqueness of the technique. The simulations

employed the simple and efficient local modes method, the adequacy of which had been

confirmed by a nearly perfect agreement with the rigorous analysis. The agreement be-

tween the model and experiment indicates the consistency of the carefully selected optical

constants of the materials involved including those for Permalloy. The approach forms

the basis for the extension of the scatterometric techniques to magnetic nanostructures

and could be applied to sensitive and non-destructive aging studies of magnetic and MO

recording disks and magnetic random access memory chips.
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Moreover, diffracted MO spectroscopy with p-polarized incidence was successfully ap-

plied to evaluate the quality of periodically patterned magnetic structures with respect to

the sharpness of patterning, in literature referred to as line-edge roughness. The method

appears to be profitable since the wire edges measured by AFM can hardly be analyzed

statistically, as it is conventional in the case of flat surfaces. The principle can be applied

for any optical or MO configuration where the edge effects are not negligible compared

to the surface or thin-film response. The results also suggest advantageous possibili-

ties in other applications, e. g., analyzing the non-linear MO effect or photo-elastic and

magneto-elastic effects, since any effect usually negligible may be enhanced in a particular

experimental arrangement.
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Chapter 9

Further magneto-optic analyses

In Chapter 8 we have demonstrated a complex analysis of one particular set of one-

dimensional gratings formed as imperfect ferromagnetic wires; the imperfection was stud-

ied related to the developed native oxides and the line-edge roughness. In this chapter we

will focus our attention to the theoretical study of the general magneto-optic spectroscopic

properties of ideal one- and two-dimensional gratings (Secs. 9.1 and 9.2, respectively).

Finally, in Sec. 9.3 we will conclude our work on magneto-optics by presenting two exper-

imental examples and our try of their theoretical explanation, resulting to suggestions of

future perspectives.

9.1 Numerical analysis of magneto-optic spectroscopic

response of periodic ferromagnetic wires

In this section we will theoretically analyze the diffraction response of one-dimensional

grating made as perriodic array of ferromagnetic wires located on a silicon substrate,

without capping and any additional interlayer. We will keep the periodicity and width

of wires constant and analyze the sensitivity of magneto-optic (MO) spectroscopy to the

increasing depth of the periodic medium. For better understanding of diffraction effects,

we will also compare the simulation spectra with calculations performed on a continuous

(unpatterned) thin film with properties identical to those of the wires (material and

thickness).

First, we will use the energy reflectance coefficients to demonstrate the polarization-

sensitive spectrophotometric response of an anisotropic diffraction grating consisting of

a single anisotropic periodic layer sandwiched by two uniform isotropic ambient semi-

infinite media. For the layer we have chosen an optically isotropic ferromagnetic permal-

loy (Ni81Fe19) whose anisotropy is induced by an externally applied uniform magnetic

field. As well as in Chap. 8, we assume the application of magnetic field with sufficient

magnitude to saturate magnetization. This constitutes an anisotropic periodic structure

characterized by a periodic permittivity tensorial function taking on only two values, one
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Figure 9.1 The periodic structure in the configuration for planar diffraction according to the nu-
merical example. The permalloy wires are deposited on a Si substrate with the wire periodicity of
1000 nm, wire width of 500 nm, and wire thickness, d, assuming the values of 20, 40, 60, and
100 nm. Two principal polarization modes, s and p, are indicated for the incident wave and for the
reflected zeroth and first diffraction orders.

of the patterned periodic ferromagnetic wires,

εw =







ε1 iε2 0

−iε2 ε1 0

0 0 ε1






, (9.1)

and second of the gap medium between them. In this manner we apply the polar-oriented

saturation field whose permittivity tensor can be split into the symmetric and the antisym-

metric part. The symmetric part is due to the optical isotropy represented by a multiple

of the unit matrix, while the antisymmetric part represents the effect of magnetization

parallel to the z-axis of our Cartesian system and perpendicular to the interfaces.

The periodic structure is shown in Fig. 9.1. The permalloy wires are deposited on a Si

substrate with the periodicity of 1000 nm. The lateral width of a wire is set to 500 nm, and

the wire thickness, d , assumes the values of 20, 40, 60, and 100 nm. The plane of incidence

is chosen normal to the axes of the wires. Note that in the limit of normal incidence the

s-polarization remains parallel to the wire axes while the p-polarization becomes parallel

to the grating vector. In the absence of magnetization the s- and p-polarizations represent

the eigenmodes of the periodic structure in all diffraction orders.

As mentioned above, we will start the analysis with the limiting wire width of 1000 nm

corresponding to a continuous film. The reflectance spectra in the continuous film are

displayed in Fig. 9.2 (a, c). We observe that the effect of the Si substrate decreases with

increasing d of the strongly absorbing metallic film. This is manifested by the absence

of the Si characteristic spectral features at higher d. It is remarkable that at higher d

118



CHAPTER 9. FURTHER MAGNETO-OPTIC ANALYSES

300 400 500 600 700

0.35

0.4

0.45

0.5

0.55

0.6

Wavelength [nm]

 R
 s

s

20

40 60
100

300 400 500 600 700

1

2

3

4

5

6

7

x 10
-6

Wavelength [nm]

 R
 p

s

20

40

60

100

300 400 500 600 700
0

0.05

0.1

0.15

0.2

Wavelength [nm]

P
o
la

r 
K

e
rr

 r
o
ta

ti
o
n
 [

d
e
g
]

20

40

60

100

300 400 500 600 700

-0.05

0

0.05

0.1

0.15

0.2

Wavelength [nm]

P
o
la

r 
K

e
rr

 e
lli

p
ti
c
it
y
 [

d
e
g
]

20

40 60

100

(a) (b)

(d)(c)

Figure 9.2 The energy reflectance coefficients Rss (a) and Rps (c) and the polar magneto-optical
Kerr rotation (b) and ellipticity (d) calculated on the permalloy gratings with a limiting wire width
of 1000 nm, corresponding to a continuous film. Solid, dashed, dotted, and dash-dotted curves
correspond to the film thicknesses of 20, 40, 60, and 100 nm.

the substrate effect is better preserved in the off-diagonal reflectances, R
(n)
ps , than in the

diagonal ones, R
(n)
ss , suggesting that R

(n)
ps has higher in-depth sensitivity than R

(n)
ss does.

Next, in Fig. 9.2 (b, d) we show the spectroscopic response in terms of the MO el-

lipsometric quantities, i. e., MO polar Kerr azimuth rotation, θK , and MO polar Kerr

ellipticity, ǫK , defined for the incident s-polarized wave as

Φ
(n)
Ks =

r
(n)
ps

r
(n)
ss

=
tan θ

(n)
K − i tan ǫ

(n)
K

1 + i tan θ
(n)
K tan ǫ

(n)
K

≈ θ
(n)
K − iǫ

(n)
K , (9.2)

where Φ
(n)
Ks denotes the complex polar MO Kerr effect (MOKE) of the nth diffraction

order. In the MOKE spectra we again observe the reduction of the substrate contribution

with the magnetic film thickness.

Finally we will show the response of the studied ferromagnetic grating displayed in

Fig. 9.1 with the varied thickness of its wires. Figure 9.3 displays the reflectance spectra

in the zeroth, R
(0)
ss and R

(0)
ps , and the first, R

(1)
ss and R

(1)
ps , diffraction orders. The main
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Figure 9.3 The diagonal (a, b) and off-diagonal (c, d) energy reflectance coefficients in the zeroth
(a, c) and first (b, d) diffraction orders calculated on the permalloy gratings displayed in Fig. 9.1.
Solid, dashed, dotted, and dash-dotted curves correspond to the wire thicknesses of 20, 40, 60, and
100 nm.

effect produced by the transition from the continuous film to the grating consists in the

amplitude reduction corresponding to the reduced highly absorbing and consequently

highly reflecting area of the metallic surface. Upon the increase of the wire thickness,

d, the features originating from the Si substrate do not disappear as in the case of the

continuous film. The MOKE response is made of the amplitude superposition of the wire

reflection, uncovered substrate reflection, and diffraction on the wire edges. The edge

diffraction effect is more pronounced in R
(0)
ps than in R

(0)
ss . The value of R

(0)
ss decreases

with the film thickness while R
(1)
ss increases. This indicates the transfer of energy from

the zeroth to the first diffraction order. The spectra of the off-diagonal R
(0)
ps and R

(1)
ps are

less sensitive to the contribution from the uncovered substrate being dominated by the

reflection on the wire surface and wire edges. The comparison of R
(0)
ps with Rps on the

continuous film shows the same trends, i. e., we observe an increase with d but instead of

the saturation with d due to a small penetration depth observed in the continuous film

we have the enhanced effect of the edge diffraction. This effect can also be seen in the
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Figure 9.4 The polar magneto-optical Kerr rotation (a, b) and ellipticity (c, d) in the zeroth (a, c)
and first (b, d) diffraction orders calculated on the permalloy gratings displayed in Fig. 9.1. Solid,
dashed, dotted, and dash-dotted curves correspond to the wire thicknesses of 20, 40, 60, and 100 nm.

first diffraction order, R
(1)
ps , but the explanation is less straightforward.

The corresponding MOKE spectra are displayed in Fig. 9.4. Both the reduction of

R
(0)
ss and the increase of R

(0)
ps with d demonstrated in Fig. 9.3 result in an increase of

∣

∣

∣
Φ

(0)
Ks

∣

∣

∣

according to the relation

∣

∣

∣
Φ

(0)
Ks

∣

∣

∣
=

(

R
(0)
ps

R
(0)
ss

)1/2

. (9.3)

This increase is more important in θ
(0)
K than in ǫ

(0)
K . The anomalous structure centered

near the wavelength of 320 nm observed at d = 100 nm originates from the reduced value

of R
(0)
ss . On the other hand, the θ

(1)
K amplitude decreases with d due to the enhanced R

(1)
ss

according to

∣

∣

∣
Φ

(1)
Ks

∣

∣

∣
=

(

R
(1)
ps

R
(1)
ss

)1/2

. (9.4)
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Figure 9.5 Binary magnetic grating patterned from an ultrathin film sandwich Au(5 nm) / Co(1 nm)
/ Au(25 nm) deposited on a quartz substrate. The magnetization in the Co elements is oriented
normal to the grating surface.

9.2 Numerical analysis of magneto-optic spectroscopic

response of biperiodic multilayered ferromagnetic

dots

In this section we will present polar magneto-optical Kerr effect (MOKE) spectra in the

visible and near-UV range on hypothetical biperiodic arrays of square and circular dots

patterned in ultra-thin Au/Co/Au sandwiches on quartz substrates. The simulations of

the selected model cases will demonstrate high numerical efficiency as well as remarkable

sensitivity of MOKE spectroscopy to all the adjusted array parameters and the shape of

the array elements. As a realistic model corresponding to the contemporary lithography

resolution, we choose a two-dimensional array system with subwavelength dimensions of

individual elements. A schematic picture of the studied arrays is displayed in Fig. 9.5.

The spectroscopic response will be presented in terms of the MO ellipsometric parameters.

We will apply the modeling algorithm to the numerical analysis of 2D rectangular

arrays with square (AS) and circular (AC) dot elements with subwavelength periodicities.

For AS, we choose squares with the sides parallel to the x- and y-axes having the dimen-

sions 10 × 10 nm2 (AS1) and 20 × 20 nm2 (AS2) with the periodicities (also parallel to

the x- and y-axes) Λ = 15 nm (AS1) and 30 nm (AS2), respectively (Fig. 9.5). For AC,

the periodicities parallel to the x- and y-axes are same, i.e., Λ = 15 nm (AC1) and 30 nm

(AC2), with the surface area of 100 nm2 (AC1) and 400 nm2 corresponding to that of

AS1 and AS2, respectively. Each element is a sandwich Au(5 nm)/Co(1 nm)/Au(25 nm)

on a fused quartz substrate for all the samples. The uniform saturation magnetization in

Co is perpendicular to the interfaces and fixed to the positive z-axis.
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For the selected Λ and element shape and area we now compute the polar Kerr rotation

(PKR), θKs(p), and polar Kerr ellipticity (PKE), θKs(p), for both the s- and p-polarized

incident (i) waves. The plane of incidence is the zx-plane. At the zero angle of incidence

the wavevector of the incident wave is parallel to the z-axis. For small MO azimuths and

ellipticities of PKR and PKE, we again have

θKs ≈ −r
(00)
ps

r
(00)
ss

, (9.5)

θKp ≈ r
(00)
sp

r
(00)
pp

, (9.6)

where the 00th diffraction order amplitude reflection coefficients r
(00)
ss , r

(00)
sp , r

(00)
ps , and

r
(00)
pp represent the central elements in proper sub-matrices of the reflection matrix of the

three-layered biperiodic structure.

The simulations are performed in the spectral range of 1.6–5.1 eV where the optical

and MO constants obtained on the corresponding continuous-film multilayer are available

[108], [109]. We have limited ourselves to the 00th diffraction order, which is the only

observable order for the chosen subwavelength periodicity.

Partially using Li’s Fourier factorization rules, we have achieved very fast convergence

of our algorithm. This is of practical importance since the computer time and capacity

required for two-dimensional gratings increase rapidly with the required maximum orders

of Fourier components, mmax and nmax, parallel to x- and y-axes, respectively. The

order of the matrices involved then becomes 2(2mmax + 1)(2nmax + 1). To illustrate the

convergence speed, Fig. 9.6 shows the spectra for three sets of mmax = nmax. For the

subsequent simulations we therefore choose mmax = nmax = 8, a well justified value.

For the plane of incidence parallel to any of the mutually orthogonal periodicity axes,

we have observed no cross-polarization effect in both PKR and PKE at zero magneti-

zation in the whole range of angles of incidence. Therefore, the spectra with saturated

magnetization correspond to the pure MO effect. Two components can be distinguished.

The first is due to the MO effect of the continuous-film sandwich reduced by the grating

filling factor [given by w = (linewidth)2/Λ2 in the case of square dots]. The second can

be assigned to MO diffraction. Since all the samples are chosen with their filling factors

equal, the second component can be identified by comparing separately AS1 with AS2

and AC1 with AC2, and vice versa.

In normal incidence, PKR and PKE spectra for all the samples are displayed in Fig. 9.7

along with spectra computed for a continuous-film sandwich. The curves exhibit similar

spectral dependences, having a steep change in PKR and a corresponding positive peak

near the plasma edge region of Au at 2.45 eV. In the range of higher photon energies, the

curves mainly depend on the period, whereas the slope of the plasma-edge anomaly in

PKR together with its position in PKE only depends on the shape of dots. The differences

at low photon energies can be explained by MO phase changes introduced by diffraction
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Figure 9.6 Number of Fourier x- and y-components, mmax = nmax, included in the simulation
procedure of the normal-incidence polar Kerr rotation (a) and ellipticity (b) in a two-dimensional
rectangular array of squares of 10 × 10 nm2 with x- and y-periodicities of 15 nm patterned in a
Au/Co/Au sandwich. The solid, dashed, and dotted curves represent mmax = nmax equal to 4, 8,
and 12.

which manifest themselves by a specific transformation of the PKE towards the PKR,

and vice versa. In this process the diffracted PKR curve comes near the PKE curve of

the continuous film, while the diffracted PKE curve comes near the PKR curve of the

continuous film with the opposite sign.

At oblique angles of incidence, the MO response becomes polarization sensitive. The

most remarkable changes are observed at an angle of incidence of 60◦ for a p-polarized

incident wave (Fig. 9.8). Similar to the case of normal incidence (Fig. 9.7), the spectra

above the photon energy of 2.5 eV are the most sensitive to Λ. At lower energies both

PKR and PKE strongly depend on both the profile (circle or square) and Λ. This feature

may find use in MO metrology of the lithographic fabrication of magnetic nanostructures.

The strongest anomalies are observed on the short-period 2D arrays of circles (AC1).
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Figure 9.7 Computed normal incidence polar Kerr rotation (a) and ellipticity (b) spectra in two-
dimensional periodic arrays of squares AS1 (solid) and AS2 (dash) and circles AC1 (dash-dot) and
AC2 (dot). The insets show spectra for the corresponding continuous-film Au(5 nm) / Co(1 nm) /
Au(25 nm) sandwich on a quartz substrate.

9.3 Two more experimental examples of applying magneto-

optic spectroscopy

In this section we apply MO spectroscopy to two sets of magnetic gratings, slightly dif-

ferent from those presented in Chap. 8. First of them is a partially etched uncovered

Permalloy(32 nm)/Si structure with the period of 1000 nm and wire linewidth of 307 nm.

The nearly-normal-incidence specular MOKE response of a chosen sample etched up to

24 nm of depth is displayed in Fig. 9.9 (a). Unfortunately, there is not available literature

permittivity data of oxide formed from Permalloy, so that a possible native oxide over-

layer had to be excluded from calculation. Moreover, this measurement was done with

applied out-of-plane magnetic field of only 0.4 T which did not probably saturate the

sample completely. Both effects could therefore create the discrepancies visible in parts

of the presented spectral dependences.

The second set consists of partially oxidized Ni wires deposited on a thermally oxidized

125



9.3. TWO MORE EXPERIMENTAL EXAMPLES OF APPLYING MO SPECTROSCOPY

1.5 2 2.5 3 3.5 4 4.5 5
-0.2

-0.1

0

0.1

0.2

0.3

0.4

Photon energy [eV]

P
o
la
r 
K
e
rr
 e
lli
p
ti
c
it
y
 [
d
e
g
]

1.5 2 2.5 3 3.5 4 4.5 5
-0.2

-0.1

0

0.1

0.2

0.3

0.4

Photon energy [eV]

P
o
la
r 
K
e
rr
 r
o
ta
ti
o
n
 [
d
e
g
]

1.5 2 2.5 3
-2

0

2

4

1.5 2 2.5 3
-3

-2

-1

0

1

(a)

(b)

Figure 9.8 Computed polar Kerr rotation (a) and ellipticity (b) spectra for the incidence of a p-
wave at 60◦ on two-dimensional periodic arrays of squares AS1 (solid) and AS2 (dash) and circles
AC1(dash-dot) and AC2 (dot) patterned from an Au(5 nm) / Co(1 nm) / Au(25 nm) sandwich.
The insets show the spectra of AC1 in reduced scale.

system SiO2(500 nm)/Si. The nearly-normal specular MOKE response of a sample with

the wire thickness of about 40 nm is displayed in Fig. 9.9 (b). Here the deep SiO2 interlayer

entails significant interference effects which considerably increase the sensitivity of the

approach. The reasonable correspondence between the simulation and the experiment

visible in the figure was achieved by assuming that Ni was partially being oxidized already

during the deposition process. The composition of the Ni52(NiO)48 structure uniform

within depth was determined by a fitting procedure involving both MOKE and purely

optical spectro-ellipsometric data. Moreover, the MO effect had to be reduced down to

25 %, which cannot be explained by unsaturated polar magnetization. The most probable

explanation assumes that a possible nanocrystalline character of the Ni52(NiO)48 structure

reduces the MO constants of the system as the whole.

According to the interesting results of the two demonstrative experimental examples

presented in this section, we can conclude that MO spectroscopy, though only applied in

the specular mode, suggests new, highly advantageous potentialities. We have demon-

126



CHAPTER 9. FURTHER MAGNETO-OPTIC ANALYSES

1.5 2 2.5 3 3.5 4

0.02

0.03

0.04

0.05

0.06

0.07

0.08

P
o
la

r 
K
e
rr
 r
o
ta

ti
o
n
 [
d
e
g
]

1.5 2 2.5 3 3.5 4

0

0.01

0.02

0.03

P
o
la

r 
K
e
rr
 e

lli
p
ti
c
it
y
 [
d
e
g
]

1 2 3 4 5

-0.1

-0.05

0

0.05

0.1

0.15

P
o
la

r 
K
e
rr
 r
o
ta

ti
o
n
 [
d
e
g
]

1 2 3 4 5
-0.1

-0.05

0

0.05

0.1

0.15

P
o
la

r 
K
e
rr
 e

lli
p
ti
c
it
y
 [
d
e
g
]

Photon energy [eV] Photon energy [eV]

(a) (b)

1.5 2 2.5 3 3.5 4

0.02

0.03

0.04

0.05

0.06

0.07

0.08

P
o
la

r 
K
e
rr
 r
o
ta

ti
o
n
 [
d
e
g
]

1.5 2 2.5 3 3.5 4

0

0.01

0.02

0.03

P
o
la

r 
K
e
rr
 e

lli
p
ti
c
it
y
 [
d
e
g
]

1 2 3 4 5

-0.1

-0.05

0

0.05

0.1

0.15

P
o
la

r 
K
e
rr
 r
o
ta

ti
o
n
 [
d
e
g
]

1 2 3 4 5
-0.1

-0.05

0

0.05

0.1

0.15

P
o
la

r 
K
e
rr
 e

lli
p
ti
c
it
y
 [
d
e
g
]

Photon energy [eV] Photon energy [eV]

(a) (b)

Figure 9.9 Specular MOKE spectra with nearly-normal incidence obtained on a partially etched
Permalloy(32 nm)/Si structure (a) and Ni wires on an SiO2(500 nm)/Si structure (b). Experimental
data (points) are compared with coupled-wave simulations (curves).

strated the possibility to employ MO spectroscopy for observing structural features such

as unsaturated magnetization, material composition, or particular crystalline properties

caused by imperfect deposition processes. The approach can obviously be arranged for

investigating arbitrary surface material changes due to aging or thermal treating as well

as for line-edge roughness or linewidth roughness control in industrial production. After

an appropriate generalization, the theoretical model demonstrated in this thesis could be

also applied to binary magnetic gratings with arbitrary magnetization distribution such

as arrays of dots with vortex spin structures.
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Chapter 10

Conclusions and perspectives

The aim of this thesis was the fundamental description of the optical diffraction on later-

ally patterned generally anisotropic periodic nanostructures, referred here to as gratings,

the creation of an original, numerically highly efficient model, and various theoretical and

experimental applications to particular grating systems.

Among the applications, the most important in contemporary industry is the charac-

terization of geometric properties of lithographic patterning. The properties of particular

interest are the optical critical dimensions (and how they differ from those intended by

the manufacturer or from those measured by other, conventional approaches such as AFM

or SEM), the line-edge roughness (which is conventionally measured by AFM, SEM, or

optical Fourier transform techniques), and other features due to imperfect fabrication or

aging (such as oxidation process, deposited crystalline structure, or just variation in the

thicknesses of layers). According to these demanding tasks we have briefly reviewed liter-

ature works performed on the both conventional and optical characterization techniques

(Chap. 2) with the explanation of their mutual advantages. The review is completed with

the reference to our original papers written on this subject; the results published in those

papers approximately match the contents of Chaps. 7 and 8.

Besides the applications related to lithographic quality control mentioned above, the

theoretical analysis of the optical diffraction response is also of high importance, because

various grating systems similar to those studied here are fabricated for particular opti-

cal applications or just as new metamaterials based on photonic band-gap structures.

Such systems are adjusted by diffraction calculation before they are suggested for pro-

duction, and hence developing numerically efficient algorithms and studying spectrally

resolved optical properties belong to important contributions of this thesis. For this rea-

son, Chaps. 3 and 4 were devoted for the introduction to the optical diffraction response

with description of related parameters and the principles of the most used theoretical

diffraction approach with our original numerical implementation.

The properties of our theoretical approach such as numerical efficiency were presented

jointly with the results of analyses to which the approach was used, i. e., scatterometry
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based on spectroscopic ellipsometry combined with magneto-optic spectroscopy on peri-

odical nanostructures made of various materials and with various shapes. The conclusions

from this extended field are as follows.

We have described the electromagnetic-coupled-wave implementation referred to as the

Airy-like series in detail to increase the clarity of monitoring optogeometric parameters of

gratings by means of scatterometry, particularly with respect to the convergence proper-

ties of optical critical dimensions (approximation such as the truncation order of Fourier

series or the number of slices of a nonrectangular-wire grating). We have demonstrated

that the use of Li’s Fourier factorization rules considerably enhanced the convergence

properties of both the simulated ellipsometric parameters and the extracted dimensions,

though an improvement based on generalizing the factorization rules would provide better

results for wires with curved edges. In the case of the gratings made of transparent quartz

and semiconductive silicon, the agreement between the experimental data and the fitted

parameters was nearly perfect, obviously indicating the high relevance of the model as-

suming a rectangular-relief structure. In the case of the tantalum grating, however, slight

discrepancies were observed in the short-wavelength part of the range of interest, even

though a top native Ta2O5 overlayer and a non-ideal shape of wires with curved edges

were considered. The method could be improved by generalizing the model assuming

more aspects of the reality, the most important of which are the optical constants of Ta

to be monitored more precisely in a broader spectral range with an energy reflectance

measurement included, the surface roughness of tantalum for which ellipsometry is sensi-

tive, and/or a more general shape of the tantalum wires with higher-order parameters of

the Taylor series.

Specular-mode spectroscopic ellipsometry was also demonstrated as a highly sensitive

technique detecting both the geometrical and material properties of sinusoidal surface-

relief gratings. In the case of shallow gratings this sensitivity is realized via resonance

effects in the region of Wood anomalies. The ellipsometric measurement was applied to

extract features of a transparent grating with a sine-like relief located on a structure of

polymer/glass. AFM was used as a complementary technique to minimize the possibility

of a mutual correlation between the parameters to be extracted. The shape and amplitude

of the relief function, as well as the quality of the optical matching between the polymer

and the glass, were determined successfully. Further refinement of theoretical considera-

tions, e.g., a slightly irregular periodicity, the finite beam aperture, or an extension of the

number of input parameters, will enhance the reliability of the inverse problem solution.

The coupled wave theory with the Airy-like series algorithm was also applied for the

case of two-dimensional gratings. Remarkably effective convergence properties of the the-

ory were demonstrated on a sample of a binary array of circular holes in a silicon wafer.

Microspot spectroscopic ellipsometer was utilized to measure the optical response. By

means of scatterometry, two geometrical parameters were extracted from the ellipsomet-

ric measurement, namely the diameter and the depth of the holes, while the square period
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of the array was fixed at the value intended by the manufacturer. The values obtained

from fitting were compared with dimensions visible on a SEM picture with reasonable

agreement. While the holes’ diameter is provided by both methods in very good corre-

spondence, the holes’ depth seems to be more accurately determined by SEM, because

the ellipsometric simulations do not take into account the curved bottom surface of the

real holes. This weak point could be avoided by generalizing the coupled-wave algorithm.

Then, results of magneto-optic spectroscopic scatterometry were demonstrated. A set

of periodic Permalloy wires deposited on silicon substrates and protected by chromium

capping layer was analyzed. Besides examples of measurements and simulations of spec-

troscopic ellipsometry and reflectometry, two main original results of magneto-optic spec-

troscopy have been obtained. First, the native oxides existing on the top of wires and

substrates were very sensitively monitored by measuring the magneto-optic Kerr effect

with s-polarized incident light. Different diffraction orders (either 0th or −1st) were shown

to be sensitive to different oxides (existing either on the top of capping or below wires).

Second, the quality of the sharpness of patterning was monitored by the diffracted Kerr

effect with p-polarized incident light. For this purpose, a new parameter of quality was

defined, whose concrete values received on different samples were successfully compared

with an AFM analysis. This parameter can be identified with the line-edge roughness

usually monitored only by conventional techniques. Accordingly, the MO spectroscopy is

shown to be a proper tool for monitoring aging effects and fabrication imperfections of

magnetically ordered patterned nanostructures.

Finally, further magneto-optic results were presented in Chap. 9. From detailed the-

oretical analyses of the spectroscopic properties of one- and two-dimensional magnetic

gratings it is obvious that a great amount of information is present in the diffracted

spectrum of a sufficiently broad range. Similarly, two experimental examples of apply-

ing magneto-optic spectroscopy revealed high sensitivity to the parameters of gratings

with special fabrication geometries (either partial etching or the deposition on a thicker

transparent interference-causing interlayer). The high sensitivity of the magneto-optic

response to all the geometrical parameters was evidenced. Moreover, the parameters were

shown most probably uniquely distinguishable, though they were not exactly determined

in the presented examples. New advantageous potentialities of our technique are thus sug-

gested, e. g., the possibility to observe unsaturated magnetization, material composition,

or particular crystalline properties (for example caused by imperfect deposition).

According to the results presented in Chaps. 7, 8 and 9, we certify that scatterometry

based on the mentioned spectroscopic techniques is a highly sensitive and accurate tool

for monitoring metrologic, topographic, and other features of laterally patterned periodic

systems. Its main advantages are nondestructivity, independence on contact mechanical

elements, and convenience of application for in situ monitoring.

Besides our aimed further development of the diffraction theory and future applica-

tions in non-destructive diagnostics of newly designed nanostructures, we also assume
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usability of our approach to suggest and create novel optical tools (such as better wire-

grid polarizers, optical or magneto-optic isolators, or grating-based phase plates) and

new artificial metamaterials (such as the photonic crystals with photonic band structures

of unlimited complexity and tunability, which is in considerable contrast to the difficult

manageability of electronic states). It is also desirable to appreciate the capability of

the formalism to deal with generally anisotropic media, e. g., magnetically ordered ma-

terials forming magneto-photonic crystals, because they offer further opportunities such

as highly efficient optical isolation, unidirectional and time-reversal asymmetry, nonre-

ciprocity causing a broad range of mode group velocities down to frozen modes (usable

for signal delay lines or optical buffers for data storage), or magneto-optically induced

second- and third-harmonic generation.
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