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ABSTRACT: The present study focuses on durational variatfeegments in read speech of
Czech and British speakers of English. The vamatinsegmental duration was examined in
the speech of three Czech and three British spgakith respect to individual vowel and
consonant categories. Further, stress and intongtlrase boundary were explored as
possible factors influencing segmental duration.

The following tendencies were observed in the dpe#dCzech speakers. First, they
were found to miss the appropriate proportions betwindividual vowel categories and
realize their long vowels as slightly too shortc@®d, they lacked an adequate degree of
durational contrast in stressed and unstressedlsawen compared to the British speakers.
And third, with regard to the boundary, the Czeciglish vowels and consonants in the last
syllable before an intonation phrase boundary i@uad to lag slightly behind in the degree
of pre-boundary lengthening.

The theoretical part of the study focuses on twanrt@pics. The first is foreign accent
with regard to accentedness, intelligibility andngyehensibility as well as in connection to
its implications and factors which might influends degree. The second part contains
theoretical background about the time domain ofespeconcerning segmental duration in
Czech and English, the area of rhythm, the impoeasf durational cues in perception and a
short survey of factors reported to affect segmehieation. Czech accent in English and the
importance of duration in foreign language are alsartly covered.

The present study aims to contribute to a more cehgmsive description of Czech
English as well as to the search for the propendaxf pronunciation instruction in EFL in the
Czech context.

Key words:segmental duration, foreign accent, Czech EngBstiish English, read speech,

stress, boundary



ABSTRAKT : Tato prace se zabyva variabilitou trvani seginesttenych texteckteskych a
britskych mlugich anglétiny. Variabilita v trvani segmettbyla vieci tii ¢eskych a if
britskych mlugich zkoumana z hledisk&iplusnosti k jednotlivym vokalickym a konsonan-
tickym ttidam segmeiita dale byl zkouman i vlivifzvuku a hranice promluvového Useku.

V fe¢i ¢eskych mluvich byly pozorovany nasledujici tendence. Jednakeskym
mluvcim neddilo zcela postihnout rozdily v trvani mezi jednefiini tfidami samohlasek a
jejich dlouhé samohlasky byly tedy oc¢am kratSi nez u britskych mldich. Dale
samohlaskanteskych mlu¢ich ¢ast&né chykel potiebny kontrast dany rozdilem v trvani
Vv prizvienych a nefizvuwénych pozicich. A z hlediska vlivu hranice, jak sdmdsky tak i
souhlaskyceskych mlu¢ich nedosahovaly takoveho stépprodlouzeni v posledni slabice
promluvoveho useku, ke kterému dochazelo u gitthvbritskych.

Teoretickacast prace se zabyvadwa hlavnimi tématy. Prvnim je cizineckyizvuk
s ohledem na stupeptizvuku, jeho objektivni i subjektivni srozumitelhcs také na jeho
dusledky pro komunikaci a na faktory, které mohouwnit jeho miru. Druh&ast pojednava
o temporalni domenieci vzhledem k trvani segmanv cestire a anglétiné a oblasti rytmu.
Zminuje se téZz o vyznamnosti trvani v percepci a kratjednava o vlivech, které byeig
segmentalni trvani ovlilovat. Prace neopomina ani tégeského fizvuku v anglkétiné a
dulezitosti trvani v cizim jazyce.

Cilem této prace je ipet k ucelerjSimu popisuceské angtitiny a pomoci
identifikovat spravnou oblast, na kterou by s&lanwyuka anglické vyslovnosti &eském
kontextu zaryrit.

Klicova slova:trvani segmeiit cizinecky @izvuk, ceska angttina, britska angttina, ¢tena

fe¢, prizvuk, hranice
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LI1ST OF ABBREVIATIONS

ANOVA - analysis of variance

AOL — age of learning

BBC — British Broadcasting Corporation

CP — critical period

EFL — English as a foreign language

ESL — English as a second language

JND - just noticeable difference

L1 — first language (mother tongue)

L2 — second language (sometimes used also in titexdoof foreign language)
LOR — length of residence

NS — native speaker

NNS — non-native speaker

Pre-Bound 0 — other syllables than the ultimatprerultimate one before the boundary
Pre-Bound 1 — ultimate syllable before a boundary

Pre-Bound 2 — pre-ultimate syllable before a bouynda

PVI — Pairwise Variability Index

SLM — Speech Learning Model

SPL — sound pressure level

AC - standard deviation of the duration of consoalantervals

AV - standard deviation of the duration of vocafitervals

%V - proportion of vocalic intervals



1 INTRODUCTION

Speaking a second or even a third language hasrigea necessity for many people
around the world. Yet the apparent fact concertiveggrand majority of these people is that
their non-native speech is foreign-accented. If te@ns a foreign language, he or she
undoubtedly wants to be understood. Intelligibiigythus an important factor in a foreign-
accented speech.

Research suggests that accentedness and intéitjgiée connected but partially
independent problems (Derwing & Munro, 2009). I leen found that intelligibility of non-
native speech depends on rhythmic and duratioritdrpa among other factors (e.g. Tajima,
Port, & Dalby, 1997; Boula de Maredlil and Vieru-RQilescu, 2006; Holm, 2008, cited in
Quené & van Delft, 2010). Therefore, it is possiblat incorrect temporal proportions in non-
native speech influence both intelligibility ancttegree of accent.

The present study aims to map the variability i& time domain of speech of Czech
and British speakers of English. It will focus dretvariability in segmental durations in the
read speech of three Czech speakers when compartddee reference British speakers.
Specifically, it will observe durational variatiovith regard to individual categories of vowels
and consonants and will also examine the possitileence of stress and intonation phrase
boundary. The study would like to contribute to tiedate about the nature of Czech English
accent by mapping the possible tendencies innmtpoeal plan.

The theoretical introduction to the study will f@can two main areas connected to the
present research — foreign accent and the time idoofiapeech. The first part will cover the
topics of accentedness, intelligibility and commesibility. It will discuss the possible social
implications of a foreign-accented speech. Furtliexjll consider several factors which are
reported to influence the degree of foreign accéhe topic of L1 and L2 interaction will be
also touched upon and finally, we will consider fw@blem of an appropriate focus of
pronunciation instruction. After this general irduztion of foreign accent, the study will
focus on the position of English in the world andoarticular, on one of its varieties — Czech
English.

The second principal part will deal with the timenthin of speech. Specifically, it
will mention phonological length, segmental duraticn English and Czech, factors
influencing segmental duration and why duratiommportant for perception. The section will
be concluded with the topic of rhythm. Finally, tiiéroductory part will be terminated by

linking the two main topics and focusing on the artpnce of duration in foreign language.



2 FOREIGN-ACCENTED SPEECH

2.1 Several notes on L2 learning terminology

The subject area of language learning is conndgotedme terminological vacillation.
Thus the termscquisition learning, second languagandforeign languagewill be briefly
explained in this section. Also the essence oftdmmsL1 transfer (L1 interferencg and
interlanguageneeds to be clarified in connection with foreignduage learning.

Although the terminological distinction is not nealdy all researchers, most adhere to
the notional difference betweeaecond language acquisitiandforeign language learning
In the former case, the non-native speaker of goersd language (L2) acquires it relatively
naturally while being immersed in the target largpiapeaking environment. He or she lives
in the country where this language is spoken, wigcbften the case of immigrants. On the
other hand, foreign language learning applies tmuages being taught and learnt in an
artificial (non-real life) setting, often a classero setting, in a country where the language is
not spoken on a day-to-day basis.

Nevertheless, the terminology is not always used istraightforwvard way. Some
researchers deem that the texaguisitionshould be used solely for the act of acquiringst f
language (i.e. mother tongue) and the weetningfor all further languages. Similarly, there
Is sometimes a discrepancy in the use of the w¥oond languageThere are three most
common meanings (uses) of this term.

First, it is the one mentioned above, i.e. a lagguased in the community of the L2
native speakers (NS) where the non-native spe®€5] permanently resides. Second, it is
used in countries where the official language @rlinguage of instruction differs from the
mother tongue(s) of its inhabitants. This is moslle to large linguistic heterogeneity of the
area and is common, for instance, in post-coloodaintries. This official language is then
said to be the inhabitants’ second language. Tivat®n differs from the preceding one in
that that the NNS’s use of the L2 is usually regispecific. The NNS uses the L2 only in
some communicative situations and he learns thgukge most probably at school, often
without the presence of NSs.

Last, the term second language may be used to teefemy language which is being
learnt / acquired other than the mother tongue fir& language). However, this last case is
often calledforeign languageas well. It can be seen there is some instabihtythe

terminology in this area. Consequently, in this grap the context requires it, the terms
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second languagandforeign languagewill be used as defined at the beginning of thigiea
— second language as being acquired (usually omanunity of NSs) and foreign language as
being learnt and taught in other contexts. Howeifeno distinction is needed, it will be
referred to both simply as tharget language

When one learns a foreign language, it is quitelyikhat the language he or she
produces is going to be influenced by their motbague, especially if the mother tongue and
the target language differ to a great extent. €ffisct is called_1 transferor L1 interference
(L1 standing for first language, i.e. mother tongaed may concern any level of language —
from phonological to textual — and most of the timere levels are affected at the same time.
The resulting linguistic hybrid which is thus edisitred by the non-native speaker is called
interlanguage

In the Dictionary of Linguistics and Phonetic€rystal defines interlanguage as

follows:
The linguistic system created by someone in theseoof learning a foreign language, different from
either the speaker’s first language or the ta@egliage being acquired. It reflects the learner’'s
evolving system of rules, and results from a vgrigtprocesses, including the influence of thet firs
language (‘transfer’), contrastive interferencerfrthe target language, and the overgeneralizafion o

newly encountered rules. (Crystal, 2008,42)2

He thus proposes that interlanguage is a matteobEl transfer only but of other factors as
well. However, the mother tongue is usually regdrde play a principal role in an
interlanguage. As noted above, interlanguage oftanifests itself on all levels of language
and consequently, the speech, or the concrete pbaealization of the target language, is
often affected as well (for more information on phlmgical interference see Section 2.4.8).
The experimental part of present study will exanitne speech of one such
interlanguage, namely Czech English which will msaibed in more detail in Section 3.1.
Nevertheless, before proceeding to the Czech Hngiserlanguage, more theoretical

background on foreign accent and all its aspeatsésied.

2.2 Accentedness, intelligibility and comprehensibility

In the world there are hundreds of millions of peowho can speak more languages
than just their mother tongue. However fluent sahihem are, one thing usually betrays the
fact that they are not native speakers of the lagguhey are using — their accent. Of course,

both NSs and NNSs have an accent. NSs’ accentsidban their region, class or register
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used at the time of speaking. NNSs’ accent is enfaed mainly by their first language. The
important thing many people agree upon is thataoet is good or bad - it just simply is.

Nevertheless, many foreign or second language speale concerned about their
accent. Since the present study examines the ¢aSeeah English as contrasted to British
English, the wordaccentwill be used here to refer to a foreign accemt, io the ways in
which the speech of NNSs of a target languagerdiffiom the speech of its NSs. Thus the
present study deals particularly with the diffeefnidetween the accent in Czech English
speech and the southern dialect of British English.

Whether we incline towards the point of view thateign accent does not matter, or
whether we are of the opposite opinion, one thegnss to be certain. Foreign accent features
can be very salient (Scovel, 1988, in Derwing & Muyn2009), meaning that listeners are
very sensitive to the presence of foreign accedtthay can detect it easily. This was pointed
out by many studies. For instance, it has beenddbat listeners can detect a heavy foreign
accent on the basis of just 30 ms of speech (FI&884) or even in backwards speech
(Munro, Derwing, & Burgess, 2003) — both as repbrie Derwing & Munro (2009).
However, even if a NNS has a strong accent, it doésnean that his or her speech cannot be
fully intelligible (see e.g. Munro & Derwing, 1995d995b). Successful intercultural
communication depends on many factors and havinga@ent is just one of them.
Accentednesandintelligibility are thus related but partially independent.

It is necessary to specify what we meanirdglligibility. Munro & Derwing (1995a)
define intelligibility as the “extent to which aegker's message is actually understood by a
listener” (p. 76). It is thus very important in comanication. Yet Derwing & Munro (2009),
point to the fact that intelligibilty is rather @dult to assess. They mention some assessment
techniques which include comprehension questions)ngaries of heard speech, sentence
verification tasks, or counting the percentageasfectly transcribed words.

Accentednesis usually assessed by independent raters, ma&st ofting rating scales
with one end of the scale marked as “native-likenpnciation” or “no foreign accent” and
the other end with the other extreme — “heavy fpreaccent” (Piske, MacKay, & Flege,
2001, p. 194). In previous research, 5-point schée® been used most often, but there have
been also cases of 3-point, 4-point, 6-point orne®epoint scales. In several studies
conducted by Flege and his colleagues (e.g. Fleggyo, & McKay, 1995) a continuous
scale has been used in order to find out how meale values are adequate for capturing the

listeners’ sensitivity to the range of foreign attse(Piske et al., 2001, p. 194).
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Besides accentedness and intelligibility, thera third important concept associated
with foreign speech eomprehensibilityDerwing & Munro (2009) define it as the “listefser
perception of how easy or difficult it is to undersd a given speech sample” (p. 478). It

differs from intelligibility by being a judgment difficulty and not how difficult it really is

for the listeners, i.e. how much is eventually usteod. Just like accentedness, it is measured
using an evaluation scale. Munro & Derwing (1993bynd that sentences with low
comprehensibility ratings take more time to proctsm ones which are judged as more
comprehensible. Moreover, they point out that thees no evidence in their data that the
degree of accent would be related to the procedsmg Consequently, even if two speech
samples are both fully intelligible, they may difi@ comprehensibility. The listener has to
concentrate more on the less comprehensible oniehwginolongs the reaction time, and as
many psycholinguistic experiments show, in the langit also makes the listener more tired.
To summarize this section, accentedness, intelityitand comprehensibility are all
partially interdependent but distinct entities (s#so Derwing & Munro, 1997). A nice
simplified comparison of the terms is provided bgr®ing & Munro (2009): “[A]ccent is
about difference, comprehensibility is about tistelner’'s effort and intelligibility is the end
result: how much the listener actually understangis”480). Consequently, all three are

important dimensions of a foreign speech.

2.3 Social dimensions of foreign accent

There are both advantages and disadvantages tkirspedath a foreign accent. When
a NNS with a perceivable accent interacts with a iNSS likely that the NS will adjust his or
her speech so that the NNS would understand maiky.€ahis kind of speech on the part of
the NS is sometimes callédreigner talkand might involve, for example, slower speech rate
and better enunciation than if the person was spgak other NSs. This, obviously, may
facilitate communication between people from vasidanguage backgrounds. Yet learners
with a stronger accent who have otherwise no problevith other areas of the target
language, like understanding NSs’ colloquial speeaight feel slightly offended by such an
approach. For some speakers there can be anothentade of having an accent. Some
foreign accents might be considered desirable — N®ght think of them as cute or
sophisticated. Derwing and Munro (2009) give anngple of Maurice Chevalier who was
allegedly asked to exaggerate his French accerdubecpeople considered it ‘charming’

(p. 484). However, this is probably not the casetie majority of foreign language speakers.
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On the other hand, there are also disadvantagesftweign accent. The first and
perhaps the most prominent one is the possibledbsggelligibility. For a language learner,
there is nothing as frustrating as not being undeds - maybe just not being able to
understand. Although, as was noted in SectiontBe2e is not a simple correlation between
accentedness and intelligibility, having a stroogeat (or some dimensions of it) may cause
misunderstanding between the interlocutors. Ndiyréhis may be very uncomfortable for
both the speaker and the listener.

Another disadvantage of accent is social evaluaiiothe part of the listener. Leather
& James (1996) note that to have an accent acded@mbNSs does not necessarily mean to
speak in a native-like fashion. The acceptabiligp@hds on many factors including which
variety of the target language the accent appra@saand the degree of bias towards the
accent. They add that having an “overperfect prommtion” may be also viewed quite
negatively by some NSs (p. 271). What is more, consly or subconsciously, many people
hold a lot of prejudice or deep-rooted stereotyp@msnected to accented speech. As Munro,
Derwing and Sato (2006) report, minority accents lba viewed as “signs of ignorance” or
“lack of sophistication” and media and the film ustry often promote such stereotypes
(p. 68). Consequently, people with accented speanlface discrimination at various spheres
of their social life. The most notable is probabdigcrimination at workplace. For example,
research has shown that NSs of English might jiMNg&s as less suitable for high-status jobs
than NSs applicants and that in some cases thegtref foreign accent might negatively
correlate with income (Kalin & Raiko, 1978; BohaaSaenz, 1993; both in Munro et al.,
2006). Basically, if language learners are eagevdrk on their accent, these might be quite
powerful reasons. Nevertheless, such a negativialsexaluation is often due to intolerant
listeners (even if this might be subconscious) D&swing and Munro (2009) stress, “accents
[as such] do not cause discrimination”, the fasilvith the listeners (p. 486).

There is another valid statement in their papeth lthe speaker and the listener are
responsible for successful communication (Derwing Blunro, 2009, p. 486). Consequently,
both sides should try to do their best in ordertfair interaction to be effective. Yet even if
the listeners have no bias towards accented s@g®thven if it is quite intelligible, they may
have problems understanding this kind of speechplgibecause they are not used to
communicating with NNSs. Thus they might not haweowgh confidence in such
communicative situations and the communication tm@gak down. It has been shown that
familiarity instruction with accented speech impgev comprehension and facilitates

intercultural communication in such cases (Gas &ovis, 1984; Derwing, Rossiter, &
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Munro, 2002; both in Derwing & Munro, 2009). In admsion, in our today’s globalized
world, stress should not be put solely on foreignguage teaching with pronunciation
training and listening comprehension as its indispble parts, but also on familiarity
instruction and listener education of NSs and sbasics of intercultural communication for

everybody.

2.4 Factors affecting the degree of foreign accent

When one learns a foreign or second language, #rerenany factors which seem to
influence its successful attainment, and more $ipatly, in the area of pronunciation — the
degree of foreign accent. However, it sometimegisi¢e be differentiated betwesecond
language acquisitiorandforeign language learningas defined in Section 2.1) because the
factors might be different in the two cases duthédivergent learning contexts.

In the following sections the factors which migtitect the degree of foreign accent
will be shortly discussed. The article by Piskeakef2001) will serve as the main source of
information for this part since it contains a ralaly extensive review of literature on this
topic. However, the article deals solely with fgmiaccent in decondanguage, so the area
of factors influencing foreign accent infareign language is not covered in their review.
Where necessary, the present study will thus trgréav attention to areas where the factors
apply only to one case, but not the other. Theofaatiscussed below are (1) age of learning,
(2) length of residence, (3) gender, (4) formaltrungtion, (5) motivation, (6) language
learning aptitude, (7) language use, and (8) mdtregue.

Several of these factors — namely length of resideformal instruction, language use,
and partially also age of learning — could be soieii under a more general category, i.e.
‘quantity and quality of target language input’.€Tifeason is that it is the input and its amount
and quality that is implied in each of these fagtétesearchers only attempt to quantify input
by means of these factors (or rather its amounaudmex the quality is very difficult to be
quantified) and test them whether they are suitplaeictors of the degree of foreign accent.

Each of the above-mentioned factors will be nowuksed one by one.
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2.4.1 Age of target language learning

The factor entitled here as the age of target lagguearning signifies the age when
the subject first became exposed to the targetukagey In the case the foreign language
learning, this means the beginning of instructionhie target language. In the case of second
language acquisition, this age factor is usualliedaheage of learningshortened as AOL)
and it signifies the age when the subject arrived the L2 speaking country, i.e. since when
he or she has been permanently exposed to thisidgeg Taking into consideration the
amount of input NNSs receive when acquiring thglege in a foreign country in contrast to
the amount of input they might get in a classroettirsg in their home country, it follows that
the two age factors will most likely affect the deg of foreign accent to a different extent.

However, what the two age factors have in commothéstheoretical link to the
critical period (CP) hypothesisThis hypothesis was originally proposed by Leranghin
1967 for first language (L1) acquisition and it weesed on evidence of impaired L1 skills
and the question whether it is possible to acquireafter a certain age (Abello-Contesse,
2009). Later the CP hypothesis was extended taldineain of second and foreign language
learning and acquisition. The most restrictive marof the hypothesis would say that after
the end of the supposed CP, complete attainmetiteofarget language is not possible any
more. It has been suggested that there might be wlifferent CPs for different linguistic
abilities and the capacity of native-like pronuticia is supposed to be the first one to be lost
(see Piske et al., 2001). Thus people who beganihgathe target language before the end of
the CP are supposed to have significantly bettenynciation than people who commenced
after the end of the CP. The reasons behind CRteféee claimed to be the age-related loss
of neural plasticity, some kind of neurofunction@organization, or the result of the
interaction between a learner's L1 and L2 systemske et al., 2001, p. 196).

However, it has been suggested that what is at glayore likely to be only a
“sensitive” period rather than a “critical” one atiat the decline in linguistic abilities is thus
more gradual. The crucial question which the redean the effect of age-related factors on
foreign accent is trying to answer is when exatily sensitive period takes place and when
the latest point is when a person should start idioguthe target language in order not to
sound foreign. The results seem to be divergerit thi¢ ages of 6 and about 12 years cited
most often, but as Piske et al. (2001) claim, “madg has as yet provided convincing
evidence for the claim that L2 speech will autocsty be accent-free if it is learned before

the age of about 6 years and that it will defiyiteé foreign accented if learned after puberty”
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(p. 197). The reason is that the matter gets futbenplicated by other factors affecting the
degree of foreign accent and also by the factttiefactor of AOL is often confounded with
other factors like length of residence or amountbfand L2 use. Nevertheless, AOL often
accounts for a great amount of variance in foreigrent ratings. For example, in the study of
Flege et al. (1995) it accounted for an averagé986 of variance in their ratings, which
means that it was overwhelmingly the most influginfactor considered in their study.

2.4.2 Length of residence

Another variable which has been reported to caeelaith the degree of foreign
accent to some extent is tlegth of residenc@_.OR). The LOR is a measure of the number
of years spent in the target language speakingtooulh thus applies only to the case of
second language acquisition and plays no roler@da language learning. In the context of
foreign language learning, the number of yearsnlagrthe language might be used as a
similar measure, but again probably with differgftgcts.

With regard to second language acquisition, LORa# have been found to be much
smaller than in the case AOL and some studies ei@mot even found the effect to be
significant, which might have been allegedly dueatdoo narrow range of LOR values
according to Flege and Fletcher (1992, in Piska.e2001). However, some effect of LOR is
often reported and it has been suggested thatepeed of LOR effects depends on whether
the learners are still in their early phase ofrleay or not (e.g. Flege 1988, in Piske et al.,
2001).

2.4.3 Gender

There have been divergent findings as regardsthesnce of gender on the degree of
foreign accent. Most studies have not found getmeave a significant effect, but Asher and
Garcia (1969, in Piske et al.,, 2001) and Flege laisdcolleagues (1995) reported some
influence on the degree of foreign accent. On theley however, any strong conclusions

cannot be reached on the basis of available evedettb respect to gender.
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2.4.4 Formal instruction

Although some studies detected the effect of formatruction on the degree of
second language foreign accent (e.g. Flege & Fetcd992, in Piske et al., 2001), many of
them did not. This might be due to the lack or fhsiency of pronunciation instruction in
most language classrooms. The effect of formalrucibn, sometimes specified as the
number of years of target language instructiom timéght become greater if students receive
special training in the target language pronunmmtiThis view has been supported by
Bongaerts et al. (1997), Moyer (1999) and Missa@99) - all cited in Piske et al., 2001. It
seems that the instruction should include both esggmental and segmental training
although the suprasegmental one might be more tanpoffor more information see Section
2.5).

However, in the case of foreign language learnihgpothetically, the results
regarding the effect of the number of years sperihé language classroom might differ to
some extent from the ones reported above. Duesttattk of factors like AOL in this context,
the extent of effects like the length of instruntimight be more significant. Nevertheless, the
conclusion that if pronunciation training is focdsepon in language teaching, the results
might be even better is probably also valid in dase.

An important point to bear in mind is, however,ttimat only quantity (length) of
instruction but also its quality is involved. Ifghnstruction is long, but not effective (good),
there will not be much effect on improving one’s@at. The opposite might hold as well. If
the instruction is good, but lasts too short, thttem effect might also be limited. This would
need to be confirmed in a larger number of longitabstudies which are, however, still quite
scarce. On top of that quality of input might beywkard to assess. Quantity and quality of
instruction should not thus be confounded evendhdbe degree of accent probably depends
on both.

2.4.5 Motivation

Generally, it is believed that motivation playsaderin foreign and second language
learning. Consequently, its influence on the degretoreign accent has been examined in
several studies. Although there have also beenestughich have showed no significant
effect of motivation on foreign accent, most stsdikd find it to be significant. Motivation

might be quantified as “integrative motivation”,ofecern for L2 pronunciation”, or also
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“professional motivation” if the accuracy of promietion is seen to be important for the
subjects’ occupation. These factors have been foorabrrelate with the degree of foreign
accent although sometimes they account for oniyallgoortion of the variance. Piske et al.
(2001) conclude that some influence of these fadave been found but that high level of
motivation does not automatically mean that theespavould be accent-free. They also add
that the motivation factors need to be quantifieterprecisely in future research.

2.4.6 Language learning aptitude

Many people believe that whereas for some peom@mileg languages is easy, for
others it is almost impossible however hard thgyTo examine whether this belief is true or
whether it is unfounded, some accent studies hae® to examine aptitude factors as well.
The biggest problem is, however, how to measurapti¢ude for learning languages. What is
the factor or factors which should account for sachaptitude? Is it musical ability and if yes,
does it influence the degree of foreign accent®s@rmimicry ability? Not too many studies
have dealt with this topic, but a few have.

Until recently, it has seemed that musical abilityes not significantly affect the
degree of foreign accent. However, in 2007, Shehpdaysashi, and Ohmori examined the
degree of foreign accent in the speech of Japdoesign language learners and found that
self-proclaimed musical ability accounted for 32¢4@riance in their data. However, this has
been an isolated study which has showed such agstrarrelation. More research is needed
to confirm any stronger conclusions and a strigteantification of the musical ability would
probably be better.

The ability to mimic unfamiliar speech sounds hagrbfound significant by more
studies. Although it usually accounted for only #raenount of variance (only around 2 to 5
percent), all studies except of one examined bkePet al. (2001) have identified mimicry
ability as a significant predictor of the degreefafeign accent. The question connected to
both musical ability and mimicry ability, as wel$ d&anguage learning aptitude as such is
whether these are inborn abilities or whether caue learn them or at least improve them

during one’s lifetime. Consequently, more reseaditill needed in this area.
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2.4.7 Language use

Also language use factors have been examined ier aodfind out whether and how
much they affect the degree of foreign accent.@yliage use factors it is usually meant the
amount and frequency of L2 use (either at workh@ne, social use, or everywhere) and
sometimes also the amount of L1 (mother tongue) Again not all studies have found a
significant effect of language use factors but sdraee. For example, Flege et al. (1995)
found that L2 language use factors were the seowrst important predictor of the degree of
foreign accent, right after AOL, accounting forraach as 15% of the variance in their data.
The amount of L1 use also seems to be an impofdatdr in second language acquisition
data. In the study of Piske et al. (2001) the smtierted use of L1 was found to affect the
degree of L2 foreign accent significantly. Also dnérwas the second most influential factor
after AOL.

2.4.8 Mother tongue — L1 and L2 interaction

It is quite likely that the character of the NNS$sbther tongue might also have an
influence on the degree of foreign accent. Peuwjille different L1s seem to learn different
target languages with various amount of succesgl@dame might hold also for the degree
of foreign accent. If this is so, there seem tdvoe (mutually interdependent) factors which
might account for the divergent influence of L1sthe target language. The first one is the
size of L1 phonological system and the second onelves the degree of similarity between
the L1 and the target language, often simplifiethasphonological systems similarity.

Although Iverson and Evans’s (2007) study did nealdwith the degree of foreign
accent as such but with recognition of target laggu (English) vowels, it could be
hypothesized that their findings might apply toeign accent as well. They found that
subjects with larger and more complex L1 vowel ayst (German and Norwegian) were
more successful in recognizing English vowels tlsamjects with smaller L1 systems
(Spanish and French). A very tentative conclusharstmay be proposed on the basis of this
study - having an L1 with a large phonemic systeighimbe beneficial for learning foreign
languages.

Closely connected to the size of the L1 phonoldgsystem is the degree of its
similarity to the target language (L2) phonologisgstem. It has been proposed that the L1

and L2 systems interact in a common phonologicatspf each language learner (Flege,
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1995, in Flege, 2007) and the nature of these antiems is going to be the topic of the
remaining part of this section.

When one learns a foreign language, it seems ¢hahdst people some sounds of the
target language are easier to pronounce than othAetay view of many learners would
probably be that if the target language segmeptasent also in the L1, then it will not pose
any problems to the learner; however, if the sednsenot part of the L1, then its production
might be more difficult. However, recent theoretiaacounts of the problem have suggested
that the picture might be more complicated. Thetbical models of Best (1995, in Strange,
1999) and Flege (1995, in Flege, 2007), which ekl with the phonological aspect L2
learning, will be shortly described below.

Best’'s Perceptual Assimilation model (1995) is suxity summarized in Strange
(1999). As its name suggests, the model deals ynwaiith perception of non-native segments,
but it is relevant also for production. It is wkltown that the areas of production and
perception are interconnected and that a learnémmist probably not be able to produce a
segment correctly unless he or she is able to pergecorrectly. Thus Best’'s model, if valid,
explains partially why it is so difficult to pronnoe some L2 sounds.

Strange’s (1999, p. 2513) account of Best's mosléhé following. The model defines
phonetic categories in terms of “gestural coordaveatstructures”. These underlie both
perception and production. When we acquire our Lthese gestural structures are
strengthened over time as the L1 phonological systevelops. Consequently, adult speakers
process their L1 by the means of these structedy such acoustic variation which is
phonologically distinctive in the L1 is considergidnificant by the listener while processing
this stream of speech. However, the core of the enqiedicts how non-native (L2)
categories will be perceived. It says that begignit2 learners will experience relative
difficulty in discriminating the contrasting L2 segnts based on how well these L2
categories “fit” the L1 categories (which is quilese to the lay view expressed above). Yet
the model proposes more than this.

The Perceptual Assimilation model offers differpossibilities which can occur while
discriminating L2 sounds. The most difficult sitioat for the L2 learners is when two
contrasting L2 segments are perceived as equalbody instances of the same L1
phonological category (“the single category patdertf the segments are both assimilated to
the same category, but one is viewed to be a betemplar of the category than the other,
discrimination will be slightly less difficult (“dagory-goodness pattern”). The easiest case

for successful discrimination is when the two L@rsents are judged to belong to different

21



L1 categories (“two-category pattern”). Best thussatibes perception of L2 sounds as
constrained by the interference of L1 phonologicategories (cited in Strange, 1999,
p. 2513).

Flege’s Speech Learning Model (1995, in Flege, 209%imilar to Best's model in
trying to describe the interaction of L1 and L2 pblmgical systems and in using the phonetic
similarity of categories as one of its principahcepts. In contrast to Best, Flege suggests that
the systems interaction is bi-directional becaulmssy tco-exist in a “common phonological
space” (p. 366) — more specifically, that it is paty the L1 system which influences the L2
system, but later the L2 system can also affectrtbher tongue.

The Speech Learning Model (SLM) (Flege, 1995, legE, 2007) tries to account for
changes in speech learning over time. Flege cldivas the nature of L1-L2 interactions
changes with age and thus might account for sontikeodge effects on speech learning. The
SLM predicts two mechanisms of interaction of tHednd L2 systems: category assimilation
and category dissimilation. Which of the two medbars is at work is said to depend on
whether category formation has or has not occui@ad on the degree of similarity between
the L1 and L2 categories).

Phonetic category assimilation takes place whettebhers are unable to establish a
new category for a perceptually distinct L2 soumtduse either the sound is perceptually
incorporated into an existing L1 category or beeatiss considered to be too similar to an L1
sound (or both). The assimilated category may lewefve into one which differs from both
the original (monolingual) L1 and L2 categories gfhcame to be assimilated. However, this
“merged” category may be closer to one of thesgirmal categories.

The second case proposed by SLM — category disdionl — takes place if a new
category is formed for a speech sound which isdaarthe L2 but not the L1. Flege claims
that if such a new category is formed, the phongptace becomes more crowded and this
may cause the new category to “deflect away” frdra tlosest L1 category in order to
maintain phonetic contrast. In his 2007 paper, €&legpports his model by examples of both
category assimilation and category dissimilatiorbbiynguals.

Strange (1999) comments on the two models sumniaabeve by proposing that
they might involve the problem of circularity. Sletaims that the concept of phonetic
similarity needs to be defined by other measuras tthe ones used to assess perceptual
difficulty if this concept is to be used as its gicdor (p. 2513). Besides proposing direct
methods to measure phonetic similarity, she alasams that its cross-language comparison

on the basis of phoneme inventories is “far todralt’ and suggests an intermediate level of
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abstraction which is able to capture “listeners’okiedge of systematic allophonic,
phonotactic, and prosodic variation” (pp. 2513-2514

Moreover, Best (1995, in Strange, 1999) and FId§9], in Flege, 2007) deal with
L1 transfer only on the phonological (segmentaljele but it has been hypothesized that
cross-language interference functions also on tipgasegmental level and that it might be
even more significant for the strength of foreigent. Volin & Skarnitzl (2010a) claim that
in general, research has been biased toward thmesgg dimension of foreign accent
(p. 271).

To conclude, it seems that the influence of thehmiotongue on the target language is
a concept that is not doubted any more. HoweveFlege suggests, it is possible that this
interaction is mutual and changes over time. la ith Strange, more research into this area
is still needed. Direct methods of phonetic sinitjagxamination as well as trying to pinpoint
the most appropriate level of abstraction couldubeful for cross-language comparison and
for detecting the principles of target speech lgwyn

2.5 Teaching pronunciation — where to put the focus

As was hinted at in the previous sections, thesenzainy aspects to speaking a foreign
or second language. What should the learners ctmateron then if they want to work on
their pronunciation? Or from the teachers’ viewpoimhat aspects of pronunciation should
they teach so that their students would becomeessfd communicators in the target
language? Since in most language classes theralyslimited time one can devote to
pronunciation, it is necessary to try to focus l@ most important aspects of pronunciation.
But what are these?

Although with the rise of the communicative langaidgaching not much attention has
been given to pronunciation teaching and there leaea been some doubts whether teaching
pronunciation can be effective, nowadays not toonynaeople believe that teaching
pronunciation has no effect at all and that itnéyaa waste of time. Also recent research has
shown that pronunciation training can be benefitbalthe learners. However, as Derwing
and Munro (2009) point out, merely knowing thatain be effective is insufficient (p. 482).
As suggested in the previous paragraph, we nekdaw where to put the focus.

An indispensable part of trying to answer this goesis the need to realize what we
want the learners to improve. Is it the accentesltiet bothers the students, or is it rather that

they are not being understood? Or is it that theerlocutors find it difficult to understand

23



them? Thus, as explained in Section 3.2, accensedmaelligibility and comprehensibility
are three different aspects of foreign speech aedl o be kept apart. For most students
intelligibility will probably be the most importamgoal. However, an advanced learner who is
intelligible enough might like to work on accentedn to get rid of the possible negative
social evaluation by native speakers. Of courseatm of ideal pronunciation training would
be improving all three. However, it seems that whatks for accentedness does not need to
work for intelligibility and comprehensibility, argb on.

To resolve the question which particular aspectprofiunciation should be focused
on, research of pronunciation training needs tedresulted. Although research in this area
has grown in the last decade or two, there havédeeh any strong conclusions reached yet.
The reason for this might be that more longituditiaksroom-based research is still needed.
Also the effect of pronunciation training on solétyeign accent or on solely intelligibility
has often been examined and thus more comprehestsigies which would include all three
aspects of pronunciation could be beneficial.

Nevertheless, there have been some interestingnpmaly findings which should be
taken into account when considering the right fagiugronunciation instruction. With regard
to intelligibility, Zielinski (2008) found that Edigh native listeners had problems
understanding foreign accented speech if the speatiples included non-standard syllable
stress patterns (non-standard number and pattestrarig and week syllables) and non-
standard segments in strong syllables. It thus sedat rhythmical properties of accented
speech as well as the segmental make-up of stydiadples might contribute to intelligibility
in English, at least for native listeners. Anotherample of a study which examined
intelligibility would be Hahn (2004, in Derwing & Whro, 2005) who measured the effect of
nuclear stress (sentence stress) manipulation tligibility. She found that the speech
samples with unmanipulated nuclear stress were rmumte intelligible to the lay listeners
than the manipulated ones. It thus seems that ghimibe predominantly suprasegmental
categories which are important for being understbod a role may also be played by certain
segments. In this respect, Munro & Derwing (2006Derwing & Munro, 2009) propose that
functional load of segmentals seems to affect celmgamsibility ratings and that they should
thus also be considered in future research. If ymomtion teaching is to focus also on
individual segments, it is possible that these khte the ones carrying a high functional
load. This, however, as Munro & Derwing note, i#§ atvery tentative conclusion.

One of the very few studies that examined the etiepronunciation training on more

variables, namely comprehensibility, accentednesd #Huency, was Derwing, Munro,
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& Wiebe (1998). In their longitudinal study of ESllearners, two types of instruction (focus
on segmental accuracy vs. global speaking habits &nphasis on prosodic factors) were
examined in order to find out whether they have afljuence on the above-mentioned
variables. There was also a control group whicheivetl no specific pronunciation
instruction. After a 12-week course both groups Wrere instructed in pronunciation showed
improvement in both comprehensibility and accentésdnn read sentences. With regard to
the sentences, the segmental group’s improvemeacocentedness was significantly greater
than that of the other two groups. However, only tfobal group showed improvement in
comprehensibility and fluency in an extemporanepysioduced narrative. Nevertheless,
Derwing and his colleagues do not dismiss segmamgaliction completely. They stress that
ESL students can benefit from both global and segahénstruction.

Similar results, but with regards to accentednegse found in Missaglia’s study of
native Italian learners of German (1999, in Piskalg 2001). Those students who received
prosody-centered training improved their pronuncratof German significantly more than
the ones who received segment-centered trainingat\Whinteresting is that the prosody-
centered group improved in both suprasegmentasagohental production. Thus although all
the findings are still quite preliminary and mucloma research is needed, the following
conclusion by Derwing & Munro (2005) could be sugpd. They write:

Evidence is accumulating that what's importantthee macroscopic things, including general speaking
habits, volume, stress, rhythm, syllable strucamé segmentals with a high functional load.
Derwing & Munro (2005, in Derwing & Mum, 2009)

Time and more research will show whether theselasimns were in the right direction. One
important note must be made here, however. Allifigsl reported in this section (with the
exception of Missaglia (1999)) concerned Englisbnpinciation. It is possible that the results
for other languages might be relatively disparatmecially for the ones which significantly
differ from English. Consequently, these conclusjothough tentative, should not be
generalized to teaching of other languages. Fuesearch might show that the preliminary
conclusions hinted at above might well apply alsdetarning of other languages, but at this

point such generalization is premature.

L ESL is an acronym for English as a second language
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3 ENGLISH AROUND THE WORLD

English has become a part of people’s lives in m@anys of the world today and its
influence is growing every day. There are many sugps of this development as well as its
opponents; however, for most people it has stogpedg a matter of preference and it is
rather a matter of necessity. English has becomentimber one ‘global language’ or a
‘global lingua franca’, be it for international comanication in business, education, science,
or just staying in touch with one’s friends in amart part of the world. As Crystal writes in his
English as a Global LanguagéThere has never been a language so widely spmeagdoken
by so many people as English (Crystal, 2003, p).189

The importance of English is thus rising. Many maiive English speakers want to
speak it in order to be part of this global Englégieaking world. However, what English are
they supposed to learn? Nowadays, there is a cenagile plurality in the field of Englishes.
There is not a single idea of English as there tigdme for most people still at the beginning
of the twentieth century; rather the plural terrtise“Englishes”, “world Englishes” and “the
English languages” are in use at present (McArtB066, p. 361). Many varieties of English
are distinguished today. They differ according toeve they are spoken, by whom, to what
purposes and in what circumstances.

McArthur distinguishes five terminological areastofglish varieties:

(1) based on their “geographical location” (e.gitiBin English, New York English, Hong
Kong English), (2) on “linguistic and ethnic assdmn” (e.g. Bengali English, Chinese
English), (3) on “activities such as commerce, t@tbgy, education, culture and social life”
(e.g. legal English, medical English), (4) on “condtions of location and activity” (e.g.
American legal English, Australian Standard Engliahd last, but not least, (5) “fusions of
English with the names of other languages” (e.gnglish, Chinglish, or Japlish) (McArthur,
2006, pp. 362-363). It is the last group of Engdislthat is the concern of the present study.
More specifically, a variety called Czech Englisbmetimes dubbed Czenglish in accordance

with the hybrid names above, and even more spatiifie only its sound.

3.1 The case of Czech English

Crystal (2006) points out, however, that labelshsas Spanglish, or Czenglish in our
case, should be used with caution because they bfiee been used to describe many

different language situations and because theyndfteve stereotypical connotations. In this
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study, the terms Czech English or Czenglish willused in the same way as in Kralova’'s
thesisCzenglish: A Basic Outline of an EFL Vari¢B010). Her definition o€zenglishs the
following: “an English-based interlanguage used @mech speakers containing linguistic
features transferred from Czech” (Kralova, 20101p) — for the term “interlanguage” go
back to Section 2.1. Czenglish approximates thgeetdanguage, English, to a varying degree
depending on many factors including the learnenguistic abilities, age of learning and the
amount and quality of instruction.

An outline of Czenglish as a variety of Englishgisen in Kralova's (2010) above-
mentioned thesis. She attempts to give a succaoctuamt of this interlanguage on all levels of
linguistic description giving some examples of antered Czenglish. Literature which deals
with this variety, for example SparlingEnglish or Czenglisii1989), is also discussed there.
It is, however, by no means the aim of the prestatly to compete with her general
description. This study will describe only one agpef this variety, namely the phonetic
level, more specifically it will focus on tempoaloperties of read Czech English.

3.1.1 Czech accent in English

Step by step, research in the field of accentedoégSzech English has tried to
uncover the nature of Czech accent. Although muilh remains to be examined or
confirmed, the most important findings about thempdtic level of Czech English will be
summarized in this section.

What seems to be quite unambiguous is the possdikence of the Czech accent. In
Skarnitzl, Volin, & Drenkova (2005), two groupsl@tteners - ten native speakers of English
and ten Czech proficient speakers of English -uated the degree of accentedness of Czech
English extracts on a 5-point scale (see Secti@nf@. more information on accentedness
evaluation). It has been found that there was aiderable inter-rater agreement between
both groups. In a study examining the strength médh accent under adverse listening
conditions, Volin & Skarnitzl (2010b) point out tretrong accent can be very salient even in
degraded signal (which resembles real life cond#jpbut that in certain kind of noise the
differences in the degree of accentedness diminigliey found that in such conditions
listeners are not able to distinguish the speakélsjust a slight foreign accent from heavily-
accented speakers to the same extent as in a’*sigaal conditions.

Yet it is much less clear what exactly constitutes nature of a strong Czech accent.

As noted in Section 3.1, it is likely that L1 infierence plays a relatively large role in the
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Czech accent in English. Several suggestions haen bmade with regard to possible
candidate phenomena that might influence the sadiesf Czech accent. The proposed
features of Czech English have been the followmythmic differences as compared to
native speakers of English, general lack of dunafioreduction in polysyllabic words,
differences in duration and prominence of un/seessyllables, different intonation patterns
and several types of segmental errors.

There seems to be a rhythmic interference of Cae€rzech English. This hypothesis
has been supported by means of PVI measureme¥tdim& Skarnitzl (2010a) (for PVI see
Section 4.7.3). The same authors have also fobadléss variation in the PVI of vocalic
intervals means more accented speech and vice (doa & Skarnitzl, 2010b, p. 1019). In
a similar vein, Volin (2005) has found a generaklaf durational reduction in polysyllabic
words in Czech English. Yet he points out that gpecific rhythmic patterns of individual
words are affected by not only the speakers’ L1disib by factors from the target language
(p. 291).

Connected to the rhythmic differences between CaachBritish English are also the
findings of Volin & Poesova (2008). They state timtheir Czech English data the stressed
syllables were either shorter than or of the samatobn as stressed syllables in the British
English data while the opposite held for unstressgidbles (Volin & Poesova, 2008, p. 26).
They say that this again might be an example @frietence from Czech because in Czech
there is a “moderate tendency towards shorteniregstd vowels”, as reported by Janota &
Palkova, (1974, in Volin & Poesova, 2008, p. 2d).these studies basically report the same
feature of Czech-accented English — ‘lack’ of rimyitity or rather divergent rhythmical
properties from native English, which might causiiadities to the listener (see Section
4.7.1).

Also the sound pressure level (SPL) can reveal Hungeabout the issue of stress and
rhythm. By measuring the SPL, Volin & Skarnitzl {2®) confirmed the observation that
“Czech speakers of English are often unable to eprihe proper prominence of stressed
syllables and suppress the prominence of unstresghables in terms of their relative
loudness” (p. 1012). Duration together with SPL Imige then quite good indicators of the
divergent rhythm of Czech English.

Last suprasegmental phenomenon to be mentionedoisation as represented by the
FO contour. It has been found that the contourCoéch English are “smaller” or “less
extreme” than those of native English speakerschviniould account for the alleged remarks

of native speakers of English that Czech Englisgierosounds “disinterested” or “bored”
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(Volin & Skarnitzl, 2010b, p. 1012). A relativelymgprising finding of the same study was
that in less accented Czech English there seem gpdater downtrends.

In respect of segmental errors, there are alsaakewhich are reported to be typical of
Czech English. There appears to be a lack of ngtdurational, but also spectral reduction in
Czech English weak syllables (Volin & Poesova, 3008hat is typical not only for Czech
English is the difficulty of Czech speakers to monce the English interdental fricatives.
Also the velar nasal causes problems and the ‘“enging is often pronounced with a [K] or
[0] sound at the end (see e.g. Volin, 2000). Capalakers further experience difficulties with

the English open front vowele/ which is not part of their native vowel systemeThzech

English pronunciation of this vowel tends to be enolosed and fronted towards the Czech

/e/ (Sturm, 2011, p. 33). There are definitely manyersegmental errors which occur with

Czech speakers, but the ones mentioned above albaljy the most conspicuous ones. A
question is how much these errors contribute toeled intelligibility of Czech accented
English.

To the best of the author's knowledge, no stud¥mréch English has attempted to
measure the relative contributions of the individpeoposed accentedness phenomena on
intelligibility and comprehensibility yet. Howevefor preliminary analysis with regard to
accentedness, see Volin & Skarnitzl (2010a, 2010m). conclude, although several
candidates for factors influencing the degree ockatin Czech English have been proposed,
these need to be confirmed in future research. fisaelative contributions of these factors
towards accentedness, intelligibility and compreii@hty need to be ascertained in order to

find an appropriate focus of pronunciation instimttin the Czech context.
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4 TIME DOMAIN OF SPEECH

Like any other human activity, speech takes placthe domain of time. When we
speak, we produce utterances, words and speechssalong the time axis and consequently,
any speech segment can be measured for duratigme®éal duration seems to play a
significant role in speech rhythm and the tempptah of speech in general. It is duration of
these smallest speech units which builds up int@téhns of larger units — syllables, feet,
intonation phrases and utterances. Consequengydtnation of even such small units as
segments can influence a lot in the communicatimtgss. Since the topic of the present
paper is concerned with durational properties addbzEnglish and British English segments,
some theoretical background about the time donsaieéded at this point.

In the history of phonetics there has been relbtiegtensive research devoted to the
topic of duration, especially since the 1970s. Tieisearch has been motivated by various
reasons, ranging from purely scientific ones, wirarestigators have tried to uncover the
reality of linguistic units, to applications oriewt research with the speech technologies in the
foreground (Noteboom, 1997, pp. 664-665). What#vemotivation, the research up to date
has brought many interesting findings on duratidmctv will be summarized below.

The topics of the next sections are segmental idarat English and Czech (4.2 and
4.3), factors influencing segmental duration (4®) use of durational cues in speech
perception (4.6), and finally the issue of spedufthm (4.7). However, before proceeding to
the topic of duration as such, the relationshipwkeen duration and length needs to be

clarified.

4.1 A short note on phonological length

Duration, a physical, more specifically acoustic charast@ms, should not be
confounded withlength which is considered to be a phonological featdonological
length has to do with the language system of individuahgbages. Some languages
distinguish phonologically long and short vowelgy(€€zech) and some languages distinguish
long and short consonants (e.g. Icelandic) evenghaarely certain languages are said to
distinguish even three degrees of length. Howesiace the subject of the present study does
not concern itself with the question of phonologiemgth, this topic will not be gone into
detail at this point. For more information on ldmgtcross languages see e.g. Laddefoged &
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Maddieson (1996) or Dwda (2005), and for information on the specific laages’
phonological inventories see e.g. Campbell (1995).

In the case of the two languages which play a pathe present study of Czech
English, namely Czech and English, there are baotfilasities and differences regarding
length. What the two languages have in commonaslibth have long and short vowels but
no short and long consonants. However, Czech diffesm English in the conception of

vowel length. With the exception of thér/x /i:/ contrast (see Podlipsky, Volin, &

Skarnitzl (2009) for discussion), the Czech coroesiing long and short vowels differ in their
length only. On the other hand, in English theet#éhce is not only in their length but also in
the spectral quality of the respective vowels, Whis sometimes said to be of larger
perceptual importance for native speakers of Ehg(@nsequently, length in English is not a
truly a phonological feature as such since it i$ th@ only distinguishing feature of the

corresponding long and short vowels (with the ekoepof [3:] and [a]). Therefore,

instead of long and short, the English monophthoargs often labelled as tense and lax,
which is said to describe the difference more appately.

Although phonologically long vowels or consonants eeported to have in general
larger mean durations than their short counterpéris by no means a rule that all single
realizations of phonologically long segments wouleé acoustically longer than the
phonologically short ones. Thus the relationshipwiken phonologicalength and actual
segmentaburationis not straightforward and is most probably langapgecific. However,
as noted above, it is nl@ngthbut duration which is the focus of the present study, so let us

proceed to the topic aegmentatiuration

4.2 Segmental duration in English

As a starting point to the topic of segmental doret, the phonological systems of
English and Czech will be shortly described togethéth durational values for both
languages as measured in previous research. SiacBritish English and Czech English
accents will be examined in this study, a genela iof both systems is needed because some
interference of the Czech durational system has hgpothesized in Czech English (as noted
in Section 3.1.1). First, English durations will t@vered followed by Czech durations in the
next section (4.3).

The British English vowel system is differentiaiatb monophthongs and diphthongs.

The monophthongs include both short (lax) vowéis e & Ao @ o u/ and long (tense)
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vowels/i: 3: a: o: u:/, at least according to the traditional accounthef English

vowel system.

A point worth mentioning is that the vowgte/ tends to be longer than the other

short vowels and some researchers thus inclusedhg the long vowels even though it is not

marked by the length symbolising colon markas the other ones are. And finally, to
conclude the list of vowels, the British Englisiplaihongs include the following‘er az

0TI au auU Ie ea uo/.

The British English consonant system includes pkssi(sometimes also called stops)
/p btdk g/, fricatives /f v 86 6 s z § 3 h/, affricates /t§ dz/, nasals

/m n n/, and approximants/r 1 j w/. The approximants, are sometimes further
subdivided into liquidg'l r/ and glides/j w/.

To have a more detailed idea of English segmentehtnal characteristics, two
sources have been chosen — van Santen (1992) gsthiGind House (1988). Although both
studies include useful overviews of their measur@s)e(which will be cited below), both
make potential comparisons with our data difficlilhe reason is that not British English, but
American English was analysed in both studies. €gumently, these measurements are
included in the present study only in order to hagee idea of the temporal properties of
English phones and classes of phones, but any asapa must be very careful since two
different varieties of English are concerned.

Van Santen’s (1992) measurements of American Hngliswels can be seen in
Table 1. Raw (uncorrected) mean durations of vowelder different stress conditions are
given for vowels in utterance-medial position. Tiember in the parentheses after each

durational value is a half of the 95% confidenceenval. For example, the 95% confidence

interval for unstressede/ is 77-101 ms. Since van Santen (1992) uses slightlerent
phonetic symbols, the second column with the u$RAl transcription was added by the
author of the present study in order to make thietamore comprehensible. The vowel/ is
subsumed under long vowels by van Santen, and ginuerican English, and not British
English, is concerned, the monophthoigy and the centering diphthongse es usa/ are

not present. The data were obtained from sentergzab in isolation by a male American

speaker. There were a total of 18 046 vowel segsraamdlysed.
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Segment — original  Segment - IPA Unstressed Primary stress Secondary stress

) ) 68 (2) - -

I I 74 (2) 90 (2) 96 (10)

U U 87 (28) 104 (4) 92 (8)

A A 77 (26) 116 (6) 123 (23)

€ e 89 (12) 118 (4) 110 (18)

i i: 101 (4) 137 (4) 121 (14)

u u: 105 (12) 136 (8) -

o~ 3: 98 (2) 154 (6) 140 (22)

e’ er 139 (14) 162 (4) 147 (12)
ou 142 (18) 162 (6) 145 (8)
a: 151 (22) 176 (6) 168 (8)

a’ ar 172 (18) 171 (4) 186 (22)
& 148 (20) 173 (4) 161 (16)
o - 189 (6) -

a" au - 203 (12) -

o’ oI - 222 (24) -

Table 1 Raw vowel durations (with 95% confidence intervalves in parentheses), in ms. Vowels were
restricted to utterance-medial positions in acanterds. The second column was added by the aathtire
present study. (adagiteth van Santen, 1992, p. 523)

When exploring the values in Table 1, it can bengbat the ratio of the longest vowel
to the shortest one within the primary stressedditmms is slightly larger than 2:1 (van
Santen, 1992, p. 523).

While van Santen (1992) concentrated on vowel tchirs only, Crystal and House
(1988) analysed both vowels and consonants. Theasarements can be seen in Table 2.
They divided their results into separate speecmdmategories, similar to the ones reported
above. However, again, especially with regard eoubwel categories, we must bear in mind
that the variety analysed in their study was Angriand not British English. The numbers in
parentheses after each category name signify thauof types followed by the number of
tokens for each category. Crystal and House (1888)ysed connected read speech of six
speakers, out of whom three were chosen as fagkepgeand three as slower speakers based
on the total reading time (for details see theilieapaper, Crystal & House, 1982). In
Table 2, the mean durations of these two tempopgr@uwe given in milliseconds for each
speech-segment category, as well as the overal meeations for all six speakers. On the
whole, the data consisted of about 3600 words g@pioaimately 10 300 measured speech

segments.
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Talkers
Slow Fast All

Category Mn s.d. Mn s.d. Mn s.d.
All phones (47, 10 303) 88 52 76 43 82 48
Vowels (18, 3850) 108 65 95 52 102 59
Monophthongs (15, 3480) 98 58 86 a7 92 53
Long vowels (7, 1328) 140 58 119 a7 129 54
Short vowels (4, 1446) 75 36 68 32 71 34
Diphthongs (3, 369) 188 70 163 50 175 63
Consonants (29, 6453) 75 37 64 30 70 34
All stops (6, 1891) 76 36 66 30 71 33
Complete stops (6, 1119) 89 34 81 27 85 31
Voiceless (3, 744) 97 35 87 27 92 32
Voiced (3, 375) 74 27 70 23 72 25
Hold-only stops (6, 705) 57 27 49 22 53 24
Voiceless (3, 366) 60 28 53 23 56 26
Voiced (3, 339) 53 24 46 20 49 22
Flapped t (1, 161) 33 11 26 9 49 11
Fricatives (7, 1833) 80 42 68 33 74 39
Voiceless (4, 925) 107 36 87 31 97 35
Voiced (3, 908) 53 29 48 22 50 26
Affricates (2, 134) 123 42 105 31 114 38
Complete (2, 122) 129 39 109 29 118 36
Voiceless (1, 77) 136 41 116 27 126 36
Voiced (1, 45) 115 32 96 27 105 31
Nonvocalic sonorants (7, 2174) 72 31 61 24 67 28
Nasals (3, 1030) 76 33 60 23 68 29
Liquids (2, 726) 72 29 64 24 68 27
Glides (3, 421) 63 29 58 24 60 27

Table 2 Mean durations (Mn) and standard derivations (sdd.)speech-sound categories. All values in
milliseconds. Six talkers (three SLOW, three FASH)p complete scripts. Numbers in parentheses atelic
total typesfollowed by totaltokensfor category. (from Crystal & House, 1988,1555)

Looking at Table 2, it may be concluded that therage durations of the slow
speakers for each category are larger than in tbapgof the fast speakers. Out of the
consonant categories, the affricates are the long@owed by fricatives and stops, which
are about the same, and not far behind are theocahw sonorants. However, since there are
not too many affricates in the sample (only 134etw), the data with regard to the affricates
might not be quite representative. Also it can éensthat the voiceless consonants are always
longer than their voiced counterparts, which setartse a general tendency in all languages.
With regard to vowels, Crystal & House’s long vosveke almost twice as long as the short
vowels and diphthongs are the longest of all, ouimering the long vowels by about 40 ms.
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In order to compare the values for vowels as gigrvan Santen and by Crystal &
House, van Santen’s mean values of individual vewedre converted into mean values for

short monophthongs, long monophthongs and diphthdndine with van Santen’s view, the

vowel /&/ was counted among long vowels in these resulisva#lues are given Table 3.

Like in Table 2, Crystal and House’s values areegifor the two groups of speakers — slow
and fast — and the mean values for all speakefffeddag Table 1, the values of van Santen
are given for different stress conditions — unsieds primary stress, secondary stress and a
total mean for all the conditions was counted all. Wwae mean values counted for all stress
conditions approximate Crystal and House’s slowakpe values the most, only with the
exception of diphthongs which are slightly shonervan Santen’s data. This is not too
surprising because van Santen’s speaker’s prortiorciavas allegedly very careful (1992,

p. 515) and thus we may suppose it was also relgtstow.

Crystal & House van Santen
Slow Fast  All speakers |Unstres. Primary Second. All conditions

Short vowels 75 68 71 79 107 105 96
Long vowels 140 119 129 120 160 148 144
Diphthongs 188 163 175 151 184 160 168

Table 3 Comparison of the mean values as given by Crystddause (1988) and means counted from van
Santen’s (1992) individual vowels. Crystal & HouseValues are of slow, fast, and all speakers.
Van Santen’s values are of different stress camuliti- unstressed, primary stress, secondary samss)|l stress

conditions. (adapted frémystal & House (1988) and van Santen (1992))

A question may be asked whether the data of theeptestudy is going to approximate
the values of van Santen and Crystal & House asngin Tables 1, 2 and 3, but it may be
hypothesized that the individual phonetic categosigould probably have similar relations to

each other.

4.3 Segmental duration in Czech

To have some comparison of English and Czech, #eelCphonological system will
now be shortly discussed along with some approxrdatational values. The Czech vowels
include short vowelgz € a o u/,longvowels/i: €: a: (0o:) u:/ and diphthongs

/(eu) (au) ou/. Segments/o:/, /eu/, and/au/ are given in parentheses because they

entered the Czech vowel system in loan words aadat perceived as completely domestic
(Palkova, 997, p. 170). The Czech short and longel® are reported to differ in the
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respective pairs in their duration only, with oneeption — the/z/-/1i: /pair. Podlipsky, et
al. (2009) report that in théx /- /1 :/ contrast both spectral and durational cues alieadi
The Czech consonant system includes plosivgs b t d ¢ 3 k g/, fricatives
/£ vsz § 3 x A/, affricates/ts t§/, nasals/m n n/, approximantsj 1/, and
two types of trills/r r/.

With regard to the Czech durational values, Palk@g@®7) will be cited as a source
here because she gives overviews of measurementstlofCzech vowels and consonants
found in studies up to 1997. We can see the duratidata of Czech vowels given in
milliseconds in Table 4. Palkova reports the measents of Chlumsky (1928), Kaiserova
& Janota (1964) (= Janota), Mluvnigestiny (1986) (= M) and Borowtkova & Mal&
(1967) (= B-M). Chlumsky gives both mean duratians the range, Janota and B-M give the
mean durations, and ®gives solely the range for all short vowels anddib long vowels.
As for the data types, Palkova claims that Chlumssgd connected speech, as probably M
did, Janota used isolated words and B-M worked witinsense words (Palkova, 1997,
p. 179) Thus we should bear these different camabtiin mind when comparing and
contrasting these data.

Authors
Segment Chlumsky Janota M C B-M
Range Mn Mn Range Mn
I 50-100 80 100 40-160 182
i: 140-200 170 200 for all -
] 60-120 20 120 short 184
e 160-230 190 210 vowels -
a 90-160 120 120 185
a: 190-300 240 240 80-320 -
0 70-130 100 120 for all 185
o1 160-250 200 200 long -
u 60-120 90 100 vowels 186
u: 120-240 180 - -

Table 4 Mean durations and durational range of Czech vowmetss. Data from 4 sources are cited: Chlumsky
(1928), Kaiserova & Janota (1964) (= Janota), Micertestiny (1986) (= M) and Borowtkova & Mal&
(1967) (= B-M). (adapted from Palkp¥897, p. 179)

Palkova further claims that traditionally Czechdorowels should be around twice as
long as their short counterparts. However, morenmemeasurements have shown that this
ratio is smaller, at least nowadays. Podlipskyl.e2909) report that the smallest ratio is for

the /1/-/1i:/pair — the long vowel is only 1.29 times longerrtitae short one, which is
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probably also due to their spectral differentiatidhey further report that in the case of the
other Czech vowel pairs the long vowels are 1.6D.7@ longer than their short counterparts.

So especially for théx /- /i:/pair, the difference seems to be much smaller today in

the data reported in Table 4.

Further, Chlumsky’'s mean duration would agree \tlith measurements of Skarnitzl
and Macha (2007) who claim that the high vowels are the wsirand low vowels are the
longest. What is more, this finding is in accordangith the hypothesis about inherent
phonological duration of vowels reported below eton 4.5.5.

Table 5 reports the mean durations of Czech comésres given by Palkova (1997).
This time three original sources are reported, 8-M and Chlumsky (1911, 1928) as cited
in Hala (1962) (= Ch-H). Again all measurements iarens. For the fricatives, trills and
approximants, M and B-M give their data for the intervocalic anditial positions
separately; however, for the plosives and affrgatieey do not distinguish between the word
positions. Also Ch-H gives only one mean value &ir the positions for each of the
consonantal segments. As for the data types, Paldoes not specify these this time, but we

may hypothesize that they are the same or simfaioathe vowel data of the respective

authors.
Segment ] Authors , Authors
MC B-M Ch-H | Segment MC B-M Ch-H
P 200 211 180 Intervoc. Initial |Intervoc. Initial
b 150 143 120 f 240 110 240 109 200
m 150 137 120 \4 120 110 123 124 100
t 220 216 160 S 260 180 259 176 230
d 130 121 110 z 170 180 172 177 120
n 140 130 100 ) 240 180 235 182 220
c 200 213 170 3 160 170 158 166 110
¥ 130 154 120 b4 240 160 239 161 200
n 140 134 110 f 140 120 135 123 110
k 210 207 190 r 170 160 158 167 120
g 140 142 140 r 100 120 85 125 30-70
ts 210 269 220 1 100 120 95 122 70
tS 220 250 210 J 110 120 109 128 90

Table 5 Mean durations of Czech consonants in ms. Durationgnitial and intervocalic positions are
distinguished by M' and B-M for some segments. If not specified, mealnes for all positions in a word are
given. Data from 3 sources are cited: Mluvnidestiny (1986) (= M), Borovickova & Malé& (1967)

(= B-M), and Chlumsky as cited in Hala (1962) (=Eh (adapted from Palkova, p. 221)

If we look at Table 5, we may draw some tentatieeatusions about the separate

consonant categories. As in English, the voice@ssonants are longer than their voiced
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counterparts; however, with fricatives this diffece is to be seen in the initial position only.
The affricates are not the longest consonants gciCalthough they definitely belong to the
longer ones. It seems that the fricatives are Iotigen plosives although this difference might

hold only for voiceless fricatives and maybe ordy the initial position. Also the data shows

that the sonorantér 1 j/ are the shortest among the consonant categorldieo(id, 1997,

p. 222). If we compare these Czech consonantaltdatae American English ones reported
above, many relations seem similar, but definitedy all of them. Moreover, we do not know

how representative the data are because we dametrhuch information about them.

4.4 Multifunctional nature of segmental duration

After the English and Czech systems and their curatwere recapitulated, the
present study will progress to more general topiitk regard to the temporal domain. In the
following two chapters, factors influencing segnadrduration and the utility of durational
cues in speech perception will be discussed. The& tof time domain of speech will be
concluded by the issue of rhythm.

Although the durational properties of languagekeotthan English have been
investigated as well, the majority of durationadearch has focused on English, which might
be connected to the dominance of English touchexh up Section 3, or also to the greater
funding of research in English-speaking countr@se of the early articles which deal with
duration in English is Klatt's (1976) well-knowrusly. He focuses on two main areas. These
two areas are aptly summarized by Nooteboom whesstis that the biggest difficulty with
speech sound durations is their multifunctionauretbecause they araffected bya great
many very divergent factors in production, aftecta great many very divergent perceived
aspects of speech” (Nooteboom, 1997, p. 660; enghdded). Thus the areas of production
and perception — or, in other words, what duratiares influenced by and what they have
influence on - are the two areas Klatt distingussire his study and they are going to be
covered in the next sections of the present paperet.

4.5 Factors influencing segmental duration

Klatt points out that “speech timing is specifiadoodified at many different levels in
the sentence generation process” (1976, p. 12083.rmeans the duration of words as well as

individual speech segments is the outcome of ifdgref many factors in the utterance
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production process. According to Klatt, these ideluextralinguistic, discourse level,
semantic, syntactic, word-level, phonological oompétic, as well as physiological factors
(1976). For an overview of these factors and tbgamples based on research findings, see
Table 6.

Extralinguistic Psychological and physical state (Williams & Stevens, 1972)
(Huggins, 1964;
Speaking rate Goldman-Eisler, 1968)
Discourse level Position within a paragraph (Lehiste, 1975b)
Semantic Emphasis and semantic novelty (Coker et al, 1973)
Syntactic Phrase-structure lengthening (Martin, 1973; Klatt, 1975)
Word level Word-final lengthening (Lehiste, 1972; Oller, 1973)
Phonological/Phonetic Inherent phonological duration for a segment (Peterson & Lehiste, 1960)
Effect of linguistic stress (Parmenter & Trevino, 1936)
Effect of postvocalic consonant (House & Fairbanks, 1953)
Segmental interactions, e.g. consonant clusters (Klatt, 1973b; Haggard, 1973)
Physiological Incompressibility (Klatt, 1973a)

Table 6 Factors that influence the durational structura eéntence (from Klatt, 1976, p. 1210)

Although it would be certainly interesting and b&adial to examine all the factors
presented in Table 6 in the present study, it wagplg beyond its scope. Consequently, only
three of the factors introduced below were takeéa atcount when examining the durational
variation of speech segments in Czech and Britisligh: (1) lexical stress, (2) intonation
phrase boundary, and (3) articulation rate.

The effect of lexical stress was explored with rdga vowel duration and boundary
was examined with regard to both vowels and congsnélthough the effect of articulation
rate as such was not analysed, it was also pgrtedken into account because a normalization
method was applied to the present study data tmventhe interspeaker articulation rate
differences.

At present, all important factors mentioned bytKiaill be shortly commented upon
in the following sections in order to obtain a coefensive idea of the extent of possible

durational variation.

4.5.1 Speaking rate

Klatt subsumes speaking rate under extralinguifdictors. However, the word
extralinguistic is not used nowadays any more. Maysralinguistic would be a more
suitable word in the context of affective stateda{Kalso includes a psychological and

physical state in this category), but speaking ta#ng really belong to this groups of

39



factors. Affective states can influence speaking bt speaking rate as such should rather be
included under prosodic factors. Be it as it m@gaking rate and its changes can have many
linguistic implications. One of them is the inteiian with duration.

Speaking rate has been found to influence the iduadt patterns of a sentence in
rather complex ways. For instance, when speaking macreases, higher occurrence of
phonological and phonetic simplifications has bfemd as well as differential shortening of
vowels and consonants (Klatt, 1976). Lehiste clathregt speech tempo affects unstressed
syllables more than stressed ones, at least inigbn{jlehiste, 1970, in Nooteboom, 1997).
However, it seems that the influence of speaking o@ durational phenomena is language-
specific and that different languages show differeffiects of speaking rate manipulation
(Vaane, 1980, in Crystal & House, 1982).

4.5.2 Emphasis, contrastive stress and semantic novelty

Semantic factors also play a role in the duratidredaviour of a sentence. Emphasis
and contrastive stress has been found to lengtieduration of a word by at least 10-20%
(Coker et al.,, 1973, in Klatt 1976). Similarly, ssmtically new information exerts an
influence on duration. When an unusual word is imeed for the first time, it is longer than
when it is mentioned again later (Umeda, 1975, laitik1976).

4.5.3 Phrase-structure lengthening

There are also several lengthening phenomena cmthdo “syntactic’ matters
according to Klatt. However, again, byntacticfactors Klatt means rather factors connected
to prosodic structure.Prosodic structure can correspond to syntactiocstre, but not
necessarily, and it is prosodic structure and nwitastic which is vital in speech and
consequently also in the temporal domain. With reéda the lengthening caused by prosodic
structure, Klatt (1976) calls the principal lengihy effect ‘prepausal lengthening’ although,
as he rightly points out, it occurs not only befsilent pauses. Thus more accurately it should
probably be called ‘pre-boundary lengthening’, ranteised by van Santen (1992).

The effect of the presence of a pause was alsoiagdrim Ondruskova’s (2011) study
of Czech monosyllabic words. She discovered that Word preceded a pause its duration
tended to be longer than if the word was foundrattpause or if no pause was present in the

vicinity of the word. Also according to van Santenguestion may be asked which type of
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boundaries cause pre-boundary lengthening. Thelpdsss he suggests are minor phrase
boundaries, major phrase boundaries and utteraogedaries (van Santen, 1992, p. 535).
Nevertheless, in his experiment he investigatesrarite boundaries only and in these he
confirms the lengthening effect (van Santen, 1992 538).

Examples of detected phrase-final lengthening negyhbwever, found for instance in
Martin (1970), Klatt (1975) or Cooper (1975), alled in Klatt (1976), or Cummins (1999).
Wightman and his colleagues also investigated phiiaal lengthening and came to a
conclusion that not only that lengthening can btected in the rhyme of the last syllable
before a phrase boundary, but also that four diffetypes of boundaries can be distinguished
on its basis (Wightman et al., 1992). The reasonprfe-boundary lengthening are unclear. It

is interesting what Klatt points out in this respec

It is not known whether a speaker learns to lenggegments at the end of phrase boundaries in order
to help the listener decode the message, or iétisesimply a natural tendency to slow down atethds

of all motor sequences or planning units. Sinceratice-final lengthening often extends over several
syllables, it is probably related to the generalederation of motor activity at the ends of speglacts.

This is in contrast to the lengthening seen ateser@-internal phrase boundaries which is usually
localized to the phrase final syllable. Klaft, 1976, p. 1212)

If the lengthening was due to perceptual reasohss twould nicely illustrate the
interconnectedness of the production and perceptiewpoints on segmental duration.
Phrase boundaries cause the phrase-final syllabldengthen and at the same time we
lengthen the phrase-final syllables so that theerdisr would understand us better, which
makes it a kind of a hen-or-egg problem.

The present study will examine the influence ofrdgonation phrase boundary on the
final two syllables in order to established theeaxiof the potential lengthening with regard to

the distance from the boundary.

4.5.4 Effect of position within a word

Even at word boundaries there is a slight tenddocysegments to be somewhat
longer than segments within words (Nooteboom, 1987as been found that this occurs
even in non-phrase-final positions (Oller, 1973;atkl 1975, both in Klatt, 1976).
Nevertheless, not all investigators have observedivinal lengthening (Harris and Umeda,
1974, in Klatt, 1976; Turk & Shattuck-Hufnagel, )0 However small the difference in
duration may be, Quené (1989) found that it cap adrd boundary detection with up to 80
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per cent accuracy rate (as cited in Nooteboom, 1997 the other hand, word-final position
does not necessarily have to be the “longest”. Wahsonants the case is somewhat more
complicated. They are longest in word-initial pmsit about 10-30 ms shorter when placed
word-finally and even shorter in the middle of ardiqOller, 1973; Klatt, 1974; Umeda,
1975b; all in Klatt 1976). Yet if the word-final msonants are also phrase-final, then they
have the longest duration of all positions.

4.5.5 Inherent phonological duration

Out of the phonological and phonetic factors, weshiirst name the inherent or
intrinsic phonological duration. Each segment hasown inherent duration which is given
mainly by the amount of articulation effort needed its production. It is thus not only a
phonological factor, but also a physiological oRer example, when we pronounce the vowel

/&/, the jaw has to make a bigger movement than duhiagoroduction of thez/ vowel
and thus the inherent duration A&/ is going to be longer than the duration/af/. Also

Peterson and Lehiste (1960) claim that €, A, u/ are shorter in duration than other vowels

in English (as cited in Klatt, 1976), voiceles#tives tend to be about 40 ms longer than
their respective voiced counterparts and smaledefices may be observed also regarding the
place of articulation of consonants: bilabial staps usually somewhat longer than velars and
alveolars (Klatt, 1976).

4 5.6 Effect of lexical stress

Another phonetic factor which has influence on tarais lexical stress. However,
stress, to actualize Klatt's grouping again, shdaddbetter placed under prosodic factors. In
English, stressed vowels have longer durations thestressed ones, which is a finding that
has long been known to the phonetic community (dented also by Parmenter and Treviso,
1936; or Lehiste 1975a, both in Klatt, 1976). Klatther points out that when the unstressed
vowel is schw& o/ the duration is even shorter.

However, it is not only vowels that are influendag stress. The effect of stress has
also been observed with consonant durations. Képibrts studies (Oller, 1973; Klatt, 1974;
Umeda, 1975b; all in Klatt, 1976) which found tpatstressed consonants had slightly longer
durations than other consonants. However, the tpmestressed” is not in use nowadays
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anymore. What Klatt means by a “prestressed combisaprobably a consonant in the onset
of a stressed syllable.

Yet the present study will examine the effect oes$ only with regard to vowel
duration because since they constitute the cotbeofyllable they are considered to be the

main carriers of prominence.

4.5.7 Effect of postvocalic consonant

In languages like English (so-called coda langugdksre is a tendency for vowels to
be slightly shorter before voiceless consonants tifiabefore their voiced counterparts
(Delattre, 1962, in Klatt, 1976). An example ofsthéndency would be the difference in the

duration of the vowelz/ in “bat” as opposed to “bad”, or the duration bé tdiphthong

/az/ in “life” /laxf/ as opposed to the adjective “livg’lazv/. House and Fairbanks

(1953) report quite a significant durational diface of about 50-100 ms in the case of this
postvocalic voiceless-voiced distinction in phréised syllables in English (as cited in Klatt,
1976). Crystal and House (1988) came to a simiackision; however, only in pre-pausal
word-final contexts. They have observed no sigaific shortening before non-prepausal
word-final consonants. This is in accordance wité findings reported in Klatt (1976) (e.g.
Lisker, 1974; Klatt, 1975) that in non-phrase-fisgllables this difference is much smaller,
about 10-20 ms only.

Van Santen (1992) also detected the effect of postic voicing, but on top of that he
discovered that the manner of articulation mattadell. For instance, he found that voiced
fricatives produced longer durations of the preegdiowel than voiced stops and voiceless

fricatives than voiceless stops. According to thax/ should have longer duration in
“maize” than in “maid” and/u/ should be longer in “push” than in “put”. Anothexlated

postvocalic effect reported in past research (@h&tHouse, 1988; Chen, 1970, in Crystal &
House, 1988; van Santen, 1992) is that this vowefthening due to the voicing of a
postvocalic consonant functions even across anverneng sonorant, as in “bend” and “bent”.
Thus the/e/ in “bent” is going to be shorter than the one berid”. Consequently, the
context of a vowel matters in English, at leastrtgbt-hand one does.

In Czech, however, the situation seems to be difterMacha& and Skarnitzl (2007)
point out that compensation tendencies in CV secpeemre stronger in Czech than in VC

sequences, which means that it is not the postiwocahsonant that affects its duration but
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the prevocalic one. They found that vowels are tehaafter voiceless plosives than after
voiced ones, but that a similar tendency with ameslic consonant is much weaker. They
suggest this might be due to the tautosyllabicit¥ sequences, which is not the case with

VC sequences.

45.8 Consonant clusters

The behaviour of consonants in clusters is alsoomapt from the durational
perspective. It has been found that there is aeterydfor consonants to be shortened in most
clusters (Klatt, 1973a; Haggard, 1973, both in Kl&®76; Crystal & House, 1988). Klatt
(1976) speculates that this might be due to phiysieastraints of coordination of different
articulators, to some perceptual reasons, or tp kKee duration of words nearly constant, the
last of which he regards as quite unlikely. Yet stnng like compensation tendencies might
be at work in this case. However, this would neelde subjected to future research.

4.5.9 Incompressibility

The last factor Klatt (1976) mentions regarding dloeational profiles of segments is
incompressibility, a physiological factor. He claiat stressed vowels have certain minimal
duration which is the lowest possible duration #ovowel in order not to be perceived as
reduced. Consequently, if there are some shortesfiiegts causing a vowel to compress, the
vowel cannot be shortened beyond this minimal durdevel (Klatt, 1973b, in Klatt, 1976).

To conclude, we can see that there are a great faators which can affect segmental
durations and most probably not even all have lmentioned. Consequently, the picture of
temporal planning is quite complex. There are synmpany variables which a researcher who
studies durational characteristics has to takedottsideration. Nevertheless, the picture gets
even more complicated when we realize that thexestaong quantitative interactions between
these factors (Noteboom, 1997). Many factors itenath each other in complex ways and

researchers need to be aware of these interactions.
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4.6 Durational cues

As hinted in the previous sections, segmental caratare not random and can serve
as a cue to a number of linguistic distinctiong.(Quené & van Delft, 2010; Klatt, 1976).
Out of these distinctions, let us mention the folloy:

(1) phonologically long and short vowels

(2) distinction between voiced and voiceless coaats

(3) location of word boundaries

(4) location of phrase boundaries

(5) lexical and phrasal stress
However, before we proceed to the individual lirsgigi distinctions, we must make a short
digression. For a cue (be it a durational or arheotue) to be perceptually relevant, one

concept is essential, namely a ‘just-noticeabliekhce’.

4.6.1 Just-noticeable differences in segmental duration

The just-noticeable differenc€JND), also known as thdifference limenor the
differential thresholdis the smallest difference between two stimulichis observable by
human cognition. If the change between the twodtilm smaller than one JND, then we are
not able to recognize the stimuli as different liseathe change is too small for our cognition
to be perceived. Consequently, for a contrast igmsatal durations to be perceptually
relevant, it must be larger than about one JNDmadter how regular and thus potentially
important this difference is (Klatt, 1976, p. 1218)

In the following section, the just-noticeable difaces in segmental durations found
in previous research are summed up. Huggins (19@2€datt, 1976) reports a JND of about
20 ms for single phonetic segments in an experinmenihich he measured how much
listeners are able to detect a change in duratiomdividual segments embedded in a
sentence. Burghard (1973 a, 1973b, both in Noot@abd®97) comes with a similar finding
that filled intervals shorter than 20 ms seem teeh@o subjective duration at all. Moreover,
he also states that intervals shorter than aboutmdOand longer than 250 ms are less
accurately perceived than intervals which lie ibns®n these two values.

However, in an experiment with two-syllable worg@®ken in isolation or in a carrier
sentence, Fujisaki et al. (1975, in Klatt 1976)nfdw JND of 10 ms for a segment of about

100 ms, i.e. of about 10 %. Similar conclusion weeched in two other studies (Ruhm et al.,
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1966; Abel, 1972a, both in Nooteboom, 1997) whidhinc that the JND should be
approximately 5 to 15 % for speech sounds with titaman between the mentioned 40 to 250
ms band.

Both Klatt (1976) and Nooteboom (1997) point oullediciency in these perceptual
experiments: the stimuli (be it a segment, wordsenmtence) are played over and over again,
so the participants might build a fixed temporderence pattern which they might use in
judging the differences. It is thus not quite cleenether the same principles work in
connected speech and whether there is a similak &inJND for segmental duration there
although there is some evidence that it might bé too different (Nooteboom and
Doodeman, 1980, in Nootemboom, 1997).

Klatt and Cooper (1975, in Klatt, 1976) attemptedovercome this deficiency by
randomizing a set of seven sentences in relatifely experimental trials and they found a
JND of at least 25 ms. Consequently, the JND imssdal duration probably depends on the
type of task in which it is measured. Nevertheless, may suppose, it would be at least
around 10 to 15 % of the duration of the individsegment or maybe more. If the difference
in the duration is smaller, the listener will mgstobably not notice any change and

consequently this difference will not serve asguistically relevant perceptual cue.

4.6.2 Phonologically long and short vowels

Let us return to the list of potential linguisticstihctions made on the basis of
durational cues now. Each of the distinctions Wil shortly commented upon in Sections
4.6.2 to 4.6.5. The inherent phonological duration vowels can be distinguished by
durational cues. In 1973 in his synthetic speedidysbf Dutch long and short vowels (as
cited in Klatt, 1976) Nooteboom found out that theational difference between these two
types of segments is perceptually important inrtdestinguishing. Klatt (1976) mentions a
similar unpublished study by Noteboom in which kamined the English “bed” vs. “bad”
contrast and concludes that since the differencumation between the two vowels is about
40 %, duration will probably play a perceptual ratethe identification of qualitatively
similar vowel pairs. However, Podlipsky, et al. @2) mention studies of Finnish, German,
Hungarian and Icelandic (Kirmse et al., 2008; M&dReichel, 2007; Pind, 1996) and state
that in quantity languages “the role of segmentaiktion may vary depending on whether
short and long categories are distinguished bytauralone or not.” Consequently, although

duration often plays a relatively significant roie perception of the short-long vowel
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contrasts, vowel quality should not be obliteratdeen establishing the perceptual importance
of vowel duration (cf. Podlipsky et al., 2009).

4.6.3 Distinction between voiced and voiceless consonants

It has been found that segmental durations mayesasva cue when distinguishing
voiced and voiceless consonants (e.g. Slis & Coh®869, in Quené & van Delft, 2010). A
similar finding is reported by Cole & Cooper (1978, Klatt, 1976) who state that for
changing a voiceless fricative into a voiced oneation is a sufficient perceptual cue. Thus
we may see that duration is important in distingung not only vowels but also consonants,
or at least fricatives.

A connected phenomenon is vowel duration as a @ube voicing of the following
consonant. It has been reported (Denes, 1995; Rpd®/2, both in Klatt, 1976; Kluender,
1988, in Macha & Skarnitzl, 2007) that the duration of a preceguowel may serve as a cue
in recognition of the voicing feature of a consandrhis is based on the finding reported
above in Section 4.5.7 that in many languages vowa&d shorter before voiceless consonants
than before their voiced counterparts. As can lem,sthis can be used also as a perceptual
cue. Klatt (1976) notes, however, that it probaddyves as a primary perceptual cue only in

phrase-final positions where the durational diffeeis the largest.

4.6.4 Location of word and phrase boundaries

There is also some evidence that segmental dusatiam contribute to the location of
word boundaries in connected speech (Quené, 19¢#zi@an & McQueen, 2006, both in
Quené & van Delft, 2010). Furthermore, the lengihgrat phrase boundaries seems to be a
cue to the distinguishing of syntactic units. Dimatas a perceptual cue at phrase boundaries
has been reported, for instance, by Van Santerd(lifi9QQuené & van Delft, 2010). Lehiste
has discovered that if the last metric foot of &erance is not longer than the preceding feet,
listeners will perceive the last foot as too shaehiste, 1973, in Klatt, 1976). Klatt and
Cooper (1975, in Klatt, 1976) report a similar ldrening expectancy at both internal and
utterance-final phrase boundaries. Klatt (1976)hkerr proposes that since the lengthening of
the phrase-final syllables is quite large, it ptulgaserves as one of the primary cues in

decoding the utterance structure. To sum up,quite likely that speakers lengthen at phrase
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boundaries in order to communicate their messageleasly as possible by enabling the

listener to process the information more easily.

4.6.5 Lexical and phrasal stress

Influence of duration on the perception of strdssth lexical and phrasal, has also
been hypothesized (Eefting & Nooteboom, 1993, ®uig& Van Heuven, 1995, both in
Quené & van Delft, 2010). In a study of two-syllalploun-verb pairs, it has been found that a
change in the relative duration can change theeperd stress pattern and therefore also the
word class (Fry, 1958, in Klatt, 1976). It is knotrat for the perception of English stress, or
rather prominence to be more precise, four facoesimportant: loudness, length, pitch and
vowel quality, out of which pitch and length aree tmost significant ones (Roach, 2000,
pp. 94-95). Duration is then not the only percebtuge for the perception of stress, but
together with the other factors, especially pitiths one of the means of distinguishing a
stressed syllable. Cross-linguistically, the prablef stress is much more complex, however,
and the factors contributing to its perceptionwadl as the extent to which they do, depend

on the individual languages.

4.7 Rhythm

Another important area of the time domain of spesmimected to segmental duration
is that of rhythm. The question of rhythm is alsquate challenging one, maybe even more
than the one of stress (although these two aremsntrconnected in some respects) and
many researchers have tried, often in vain, to pateethe nature of rhythm. There are still
many unanswered questions considering rhythm noysadaut one thing seems to be
relatively clear — its importance.

Let us begin with a very general definition of dmyt. If something repeats regularly, it
is said to be rhythmical. Such regularity can henfbin speech as well although it is not such
a strict regularity as in dance music, for instanCensequently, the rhythm of speech is
described as quasi-regular rather than regular.t\Wha that repeats itself in speech and
makes it rhythmical is a rather complicated madteat we will try to tackle the problem below
in Sections 4.7.2 and 4.7.3, but first it needbéodiscussed why researchers consider the

rhythm of speech so important.
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4.7.1 The importance of rhythm

Rhythm of speech seems to be primarily a percepios@homenon (Lehiste, 1977). It
is thus the listener who is bound to benefit thesinilom a regular rhythm of speech. It seems
that listening to predictable rhythmic configurai$oin speech is less demanding than
listening to arrhythmic ones (Volin, 2010, pp. 2Z238). It probably takes less time and less
energy to cognitively process such rhythmical shgeay. Quené & Port, 2005; Volin, 2005).
If the speech is arrhythmic, the listener needsotacentrate on it more, which is, in the long
run, also more tiring. It appears thus that thegésy advantage of rhythmical speech is its

communicative value because it enables easier Bpeecessing.

4.7.2 l1sochrony and rhythmical classification of language

Yet even if the importance of rhythm in speechdsognized by most researchers
nowadays, one thing still seems not to be satigfyinccounted for — its nature. As has been
mentioned, rhythm must be based on some kind aflagty, which has been proposed to be
isochrony the regular repetition of some events in timeicWhvas originally thought to be of
physical, acoustic origin.

For a long time, languages were classified istt@ss-timed languagesnd syllable-
timed languagesccording to what researchers thought to be tlés lwd their rhythm. The
rhythmic beats in thetress-timed languagesere supposed to be carried by the stressed
syllables and the alternation of stressed and esstd syllables thus should have contributed
to the rhythmic regularity. The individual feet (oterstress intervals) were thus supposed to
have equal durations. On the other hayllable-timed languagesere supposed to have the
syllable, not the foot, as the smallest isochronmisand all syllable durations were to be the
same. Later, a third grouping was mademrafra-timed languagebaving the mora as their
basic rhythmic unit.

There are several problems with this account offwiny however. First, as pointed out
above in Section 4.7.1, rhythm appears to be piiynar matter of perception, not of
production (Lehiste, 1977). Consequently, it has/en to be very difficult to find something
tangible about the regularity of speech. Reseasdha&ve tried to find the places in the speech
signal which are equidistant and thus supposedlyenspeech rhythmical. For instance, in
English, an example of a stress-timed language, lla@e measured distances between the

onsets of stressed syllables, between the onssteesed vowels, and elsewhere, but without
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much success. The key problem is probably, as \fiints out in accordance with Lehiste,
that “rhythm is not a property of the acoustic sighut a perceptual phenomenon” (Volin,
2010, p. 298).

Nevertheless, the discovery of the so-called Presritas given this stream of research
some hope. P-centres (perception centres) werewdised in word-manipulation experiments
(for a more detailed account see Volin, 2005, ®)28he participants were asked to adjust
the distances between monosyllabic words in a saditbr, so that the resultant row of
words would sound rhythmical. It was found thaeafsuch a manipulation, certain points
(later called P-centres) near the beginning ofvitel onset in each word were distributed
equidistantly. Yet the exact position of P-centdepends on a number of factors, e.g. the
consonants in the vicinity of the nucleus as wslltlee quality of the vowel in the nucleus

itself. Volin comments on the discovery of P-cesitre

[The] exact algorithm for calculating the positiohthe P-centre is not simple, but the issue corsir
that the perception of rhythm is induced by therplay of various acoustic properties of the stret
rather than just simple time intervals betweenkibginnings of the elements.

(Volin, 2005, p. 280)

As can be seen, some points which are regularlgespa time and which probably make
speech rhythmical seem to have been found. Howelerjssue of rhythm is even more
complex.

Second problem with the classification of languagés different groups according to
their supposed rhythm is that this classificati@s Imever been satisfyingly proven. Kohler
points out that the author of the terms “stressmed” and “syllable-timed”, Kenneth L. Pike,
had in mind that “languages contain both types tofthmical structuring, but differ in
favouring more the one or the other”, which wagddbrgotten for some time and twisted
into trying to prove that languages belong to eithés or that category (Kohler, 2009, p. 30).
In contrast, in accordance with Pike, it has bé@ws that languages form a continuum with
stress-timed languages, syllable-timed languages naora-timed languages as permeable
categories, rather than separate, self-contained @g. Low, Grabe, & Nolan, 2000; Ramus,
Nespor, & Mehler, 1999). Nevertheless, even foigleyes that are supposed to belong
predominantly to one category, e.g. English as xamgle of a stress-timed language or

Spanish as a syllable-timed language, the distindias often been hazy.

50



4.7.3 Global temporal patterns

After realizing that interstress intervals or sgles durations are an insufficient
measure for distinguishing different types of rimgthmeasures which would better account
for rhythm variability have been searched for. dishheen proposed that metrics of global
temporal patterns of speech might be the key meaJwo well-known examples of such
research would be Ramus et al. (1999) and Low. ¢2@00). Both groups of researchers used
rhythm metrics “based solely on durational measwfegocalic and consonantal intervals”
(Volin & Skarnitzl, 2010b, p. 1012). The former gm(Ramus et al., 1999) attempted to
distinguish the rhythm types of 8 languages by meag vocalic and consonantal intervals in
an utterance and counted three measures for eagnage - %V (proportion of vocalic
intervals),AC (standard deviation of the duration of consoriantarvals) andAV (standard
deviation of the duration of vocalic intervals).deding to them, the combination of the first
two measures (%V amiiC) can successfully distinguish between the indialdhythm types
(i.e. stress-timed ., syllable-timed |. and mdraed 1.). To sum up, Ramus and his colleagues
(1999) claim that the phonotactical constraintadanguage are related in some way to its
rhythm type.

In a study of rhythm in British and Singapore EslyJithe latter group of researchers
(Low et al., 2000) presented another measure wthely claim should cover the cross-
language (and cross-varietal) rhythm variabilityeeymore precisely Pairwise Variability
Index (PVI). This index expresses the mean absoluterdifice between successive pairs of
vowels in an utterance and is normalized for spepkate. They claim that this measure
better reflects the alternation of longer and srovbwels which is characteristic for stress-
timed languages like British English. By the meah®VI and differences in spectral vowel
reduction they established a distinction betweenBhtish English and Singapore English,
the former a stress-timed variety and the lattlrgeldly a syllable-timed variety. In a later
study by the same authors (Grabe & Low, 2002), thyeplied this index to 18 languages
which they plotted on a continuum with the end poiaf stress-timed and syllable-timed
languages (in Kohler, 2009).

Consequently, these above described rhythm metagse been found useful in the
research of prosody and it seems they can be eliffiate not only between different
languages, but also between different regionalrdecaf one language (White et al., 2007, in
Volin & Skarnitzl, 2010b, p. 1012). However, Kohlg&009) claims that neither of these

measures (neither the combination of %V a&xd, nor PVI) are truly global parameters
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because they deal solely with local segmental shmak distinctions. He proposes that the
global variables, which are indispensable for capguthe rhythmic differences, should be
“patterns of syllabic timing, of fundamental freqeg and of energy, recurrent with some
degree of regularity over time” (Kohler, 2009, @).3So again like in the analysis of stress
above (Section 4.6.5), there seem to be more fadtmolved and segmental duration is
probably only one of them. Nevertheless, therestitemany unanswered questions in the
area of rhythm research and thus the research caitynwill probably have to wait some
more time for a further clarification of the naturerhythm.

Yet it is not the aim of this study to penetrate tjuestion of rhythm. The goal of this
section was to indicate the connection of segmehtedtion and rhythm and to point out that
languages (and most likely also regional accenth@fsame language) differ in their use of
rhythm, or more exactly, in the nature of theirthng. What is important in connection with
the present study is that it has been hypothegized Volin, 2005; Volin & Poesova, 2008;
Volin & Skarnitzl, 2010b) that the rhythm of CzeEnglish is different from the rhythm of
native British English speakers and measurementségns of PVI seem to support this
hypothesis (Volin & Skarnitzl, 2010a, p. 277).

It has been proposed that the reason for thiseighkithmic interference of Czech in
Czech English. Czech is usually classified mor¢hat syllable-timed end of the rhythmic
continuum, whereas British English, as was alrgamlyted out, is considered to be a stress-
timed language. Thus, we hypothesise that suclerdiites might be detectable also in the
present-study data, especially in the differentigaon of stressed and unstressed syllables
by Czech English speakers when compared to Bspslakers.
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5 |MPORTANCE OF DURATION IN A FOREIGN LANGUAGE

From the preceding sections, it is more than dlearduration most likely plays a role
not only in a mother tongue, but also in a foreligmguage, and research seems to confirm
this assumption. This section will mention sevetadies which deal with the importance of
duration for perception or production of a forelgnguage, or both. Before proceeding to the
studies themselves, it must be stressed, howdnatrittis never duration alone that serves as a
perceptual cue in the various tasks of the belowtimeed studies. There are always more
factors at play and this should be kept in mind mieading the following paragraphs.

In a prosody transplantation study, Boula de Maraiid Vieru-Dimulescu (2006)
found out that prosody (by which they mean spedlifjctiming and melody) plays an
important role in foreign accent identification,esgically, in the identification of Spanish-
accented Italian and Italian-accented Spanishvénsbn & Evans’s (2007) study of vowel
identification already mentioned in Section 2.4l8 subjects from four L1 backgrounds
(Spanish, French, German and Norwegian) used duedticues (besides spectral ones) in
order to identify English vowels. Similarly, in aoss-language assimilation task with
goodness rating and a discrimination task, Leng@@9) discovered that his Greek and
Japanese listeners were sensitive to durationa, dug that theyemporallyassimilated L2
vowels to L1 categories. However, “temporal infotima was available in discrimination
only when the listeners’ L1 duration category/categs did not interfere with the target
duration categories” (Lengeris, 2009, p. 169). lexrggconcludes that durational cues do not
have any special position in L2 vowel perceptiorewlcompared to spectral cues (p. 184). It
is thus both spectral and durational cues thatimportant in vowel identification. Yet
durational cues should not be overused. Cebria®6)2@eports overreliance of Catalan

listeners on duration when distinguishing the Esigliz/ - /i/ contrast although (or maybe

because) Catalan has no temporal contrasts. Hestses that this overreliance did not
correlate with the amount of experience of the [datapeakers of English, specifically with
the LOR (length of residence) factor. Consequerdlyrational cues may be important in
vowel identification, but they should not be relied too much in case of some vowel
contrasts.
The last two studies reported in this section (@u&rvan Delft, 2010; Tajima et al.,

1997) will be speech manipulation studies in whidbration patterns were mutually
transplanted between a NS’s and a NNS's versiosp@éch material. Quené and van Delft’s
(2010) study was a Speech Reception Threshold stiore Polish-accented and native-
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Dutch versions of Dutch sentences were manipulated. study aimed to “to quantify the
relative contributions of non-native durational tpats and non-native speech sounds to
intelligibility” (Quené & van Delft, 2010, p. 911)n order to do that, differences in speaking
rate and pitch contours had to be removed so ltlegt would not act as confounding factors.
Intelligibility of the sentences was measured bkiras participants to repeat sentences and
then evaluating the repetitions as right or wro@gené & van Delft report clear effects of
both the durational patterns and the speech segmauttthe durational effects were found to
be relatively small when compared to segmentalceff¢2010, p. 917). Consequently, they
conclude that “the major part of the differencentelligibility must be ascribed to segmental
errors, either phonemic or sub-phonemic” but thegngion to both native-like speech sounds
and durational patterns might be desirable whemileg to speak a target language (p. 917).
Moreover, the material of the study was a read®@peed, as the authors hypothesize, as for
intelligibility in spontaneous conversations, diwoaal patterns might play a larger role
because the content is usually more predictabl@l(p).

Tajima et al.’s (1997) experiment was partly simt@the one by Quené & van Delft
(2010) but intelligibility was measured by a forcghibice identification task and the speech
reception threshold was not used. Sentences sgok@nChinese speaker of English and a
native English speaker were also subjected to rhdtuational transplantation and the results

were very similar to the ones reported by Quenag Delft:

Intelligibility of the unmodified Chinese-accentgihrases was poor (39% correct), but improved
significantly (to 58%) after temporal correctionerformance on the native productions was high
(94%), but declined significantly (to 83%) aftemjgoral distortion according to the Chinese speaker’
timing. (Tajima et al., 1997,1)

Although the studies by Quené & van Delft (2010y arajima et al. (1997) report clear
although small durational effects on intelligibjlitwe must be careful when coming to any
more general conclusions because there was onlypating and non-native speaker involved
in each study - even though the non-native speakeght well have been representative of
other non-native speakers. Future research shaalchiee more subjects and more different
languages in a similar manner to establish whethese conclusions are valid cross-
linguistically.
To conclude this section, it seems that duratiggadterns play a significant role in

production and perception of a foreign languagéha@gh this role might be relatively small

when compared to other factors involved — e.g. ts@lecues for vowel identification or
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segmental make-up in general for intelligibility sisch — it is worth to research it in more
detail. As pointed out above, durational cues sas/means of distinguishing several features
including phonological length, stress and rhythrd amght be thus significant for the degree
of accent, intelligibility as well as comprehenstlgi This, however, needs further research.
The present production study is trying to contrébtat this durational debate by providing data
from read continuous speech by Czech and Britigtalsgrs of English whose durational

patterns will be mapped and where appropriate @sgpared and contrasted.
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6 AIMS OF THE PRESENT STUDY

Before proceeding to the second part of the prestedy, its aim should be reminded -
it is to compare and contrast the variability ie tme domain of speech of Czech and British
speakers of English. Specifically, it will invesiig the variability of segmental durations in
both groups of speakers. The study would like tatrdoute to the debate about the nature of
Czech English accent by providing grounds for asedyof its temporal plan. Since studies
which have examined the timing in Czech Englisheheencentrated either on its rhythmical
properties or on the duration of specific singlgrmsents, the present study aims to provide a
more complete picture of the time domain of Czedglish by clarifying the relationships
among mean durations of vocalic and consonantacspsound classes and to contrast these
to the durational patterns in native, British, Esigl

As noted in Section 4.5, there are many factorsdffact segmental duration. Out of
these, the influence of two factors will be exandime the present study - first, lexical stress,
and second, intonation phrase boundary (the effiepte-boundary lengthening). Stress will
be examined with regard to its influence on vowsglation and boundary with respect to both
vowel and consonantal durations. The study willneixe the robustness of the influence of
these two factors on segmental duration and whetteextent of these effects differs for
Czech and British speakers of English.

The study is designed as exploratory in naturecmdequently, no specific working
hypotheses are going to be tested. Yet a null ingstd might be coined that there is no
difference in the durational profiles of the Czewid British speakers. In case that the null
hypothesis is falsified, the study will attempt goint out the most significant differences
between the Czech and British speakers which nlighthen considered for testing in future
research.
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7 METHOD

7.1 Subjects

In order to be able to examine the temporal proggedf Czech English, a referential
group of native speakers was needed. British BEmglias chosen as our referential native
English variety because it is the variety most camiyntaught in Europe.

The participants of the present study were 6 womeB native British English
speakers and 3 Czech speakers of English. All wadergraduate students of a university
degree in English and volunteered to take parhénresearch. All participants were in their
early twentieth. None of the subjects had any gbrted hearing or speech impairments.

The British speakers all grew up in southern Engjland were thus native speakers of
a southern British accent (see e.g. Wells, 1982¢ Tzech speakers were advanced speakers
of English. This fact is due to the very demandergrance examinations to the English
studies degree at the Faculty of Arts of the Clsadgriversity which is hardly ever passed by
students below this level. However, all three Czeplkakers were assessed as having a
relatively strong Czech English accent. They westeded on the basis of a study of

accentedness evaluation (Skarnitzl et al., 2005).

7.2 Recording

The recording of the Czech ad British speakers fgake in two different recording
conditions. Nevertheless, the quality of the resaysl was sufficient for the given purpose in
both cases. The Czech speakers were recordedoumnd-attenuated booth of the Institute of
Phonetics of the Charles University in Prague witbtudio electret microphone IMG ECM
2000 and digitalized at the sampling rate of 32,8@0vith a 16-bit resolution. The recording
of the British speakers took place in a normal,smtnd-treated room in Canterbury, UK. The
recording was done with a portable high-resolutgital recorder Roland Edirol R-09HR
which was set on a tabletop tripod laid on a tablee original 48-kHz sampling rate of the
recordings was later resampled to 32 kHz with &it6esolution.

All speakers read a regular BBC news bulletin. Plagticipants had enough time
before the recording to get acquainted with the. t€Rey were asked to repeat a sentence if
larger dysfluences occurred during the recordingiclv was, however, unfortunately not
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followed by all the speakers. It took the indivilspeakers from about 3.5 to 4.5 minutes to

read the text during the recording.

7.3 Text and its characteristics

All participants read a news bulletin which wasgorally broadcast in 2002 by the
BBC World Service. The news bulletin was dividetbi¥ paragraphs reporting individual
news items. On top of that there were three seattamg BBC signal calls present in the text
— an initial, medial and final one. On the wholeg text consisted of 25 sentences and 478
word-tokens. The British speakers read the texav@rage in 40 breath groups; whereas, the
Czech speakers needed on average 57 breath infdleetext is enclosed in Appendix 1.
The relative frequency of occurrence of the indinadspeech segments is given in

Table 7. The segments are in order of their reddtigquency which is given in percentages.

Overall Speech Relative Overall Speech Relative
rank segment  frequency (%) rank segment  frequency (%)
1 3 12.3 23 aI 1.3
2 I 8.9 24 g 1.2
3 t 8.7 24 D 1.2
4 n 7.6 24 w 12
5 S 5.8 24 J 1.2
6 1 4.4 28 A 11
7 d 4.2 29 § 0.9
8 r 4.0 30 D 0.8
9 z 3.0 30 au 0.8
10 m 2.9 32 o: 0.6
11 e 2.8 33 3! 0.5
12 k 2.6 33 a: 0.5
13 d 2.5 35 dz 0.4
13 P 2.5 35 au 0.4
15 \4 2.0 37 es 0.3
15 f 2.0 37 t§ 0.3
17 b 1.9 37 U 0.3
18 eI 1.8 40 0 0.2
18 ® 1.8 41 Io 0.1
20 i: 1.7 41 ua 0.1
20 h 1.7 43 oI 0.0
22 u: 1.3 43 3 0.0

Table 7 Relative frequency of occurrence of individual sgeeegments in the text (in %). Relative frequency
counted from the canonical number of phonemes.

The textual relative frequency was counted from ¢haonical number of phonemes. The

most frequent speech segment Jas|. At the other end of the scale of frequencies,aot
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single instance of z] was found in the text and only one instance ofdipdithong[ oz ] in

the read text. Also the following segments wergequare:[t§ dz au es 10 Us U
u 6] - there were fewer than 10 occurrences of eactihede sounds in the text. Despite

these minor deficiencies, the text can be regaededuite representative with respect to the
relative frequencies of the individual speech ssunBor the total number of occurrences of
each of these sounds, see Table 9, and for infamhbw these were distributed among the

six speakers, see Appendix 3.

7.4 Preparation of the material for analysis

This part will describe the process of the prepamnadf the recorded material for the
subsequent analysis. The main part of this prosessa segmentation procedure which, due
to the nature of the study, was a significant asldtively demanding part of the whole
endeavour. Therefore, the segmentation methodoeitlescribed in greater depth.

First, the boundaries of individual breath grougsevound in each recording with the
help of the Praat computer program (Boersma & Wder2011) which was the principal
program for the whole material preparation proc@$e recordings were then cut into the
separate breath groups using a Praat script. Thexg wrthographically transcribed into a
Praat textgrid tier and then other two tiers wereated - one for word segmentation and

another one for phoneme segmentation.

7.4.1 Segmentation

Segmentation was done manually by the author optasent study as consistently as
possible in accordance with general segmentatioterier. Specifically, the suggested
guidelines for boundary placement as given in tbgngentation handbook by Magh&
Skarnitzl (2009) were followed where possible.

In general, a canonical version of pronunciatiors waed for the transcription and
segmentation of both British English and Czech Bhgaterial. This was done in order to
be able to compare the two varieties. This proaedsibased on a presupposition that both
groups of speakers have the same (or at leastsireilar) mental representation of a correct
English pronunciation which they are trying to mitkze in their speech.

To this end a pronunciation dictionary (Roach et2003) was consulted. The British
variants were used for this canonical segmentallmwing for the potential rhoticity of the
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Czech speakers. If there were more canonical \arignthe British part of the dictionary
entry, the one closest to the actual pronunciabbrihe individual speaker was chosen.
Consequently, minor divergences have been creattglebn the transcriptions of the six
speakers examined by the present study. All spesminds based on the canonical
transcription were marked in the recordings inittterval phoneme tier. Those phonemes that
were not realized, i.e. the ones that were elidedhe real speech sample were marked as
only five-millisecond-long stretches of speech avete later excluded from the durational
analysis. Also stretches of speech that were sogmfly altered, contained hesitations or
dysfluencies were marked as special cases anddigst&rom the analysis. Similarly, foreign
sounding proper names were not analysed since zeehCand sometimes also the British
speakers were not sure about the pronunciation.

As to the segmentation itself, boundaries of amispeech sound were determined in
the signal studying a spectrogram and a wavefornthen Praat program (Boersma &
Weenink, 2011) while listening to the signal intmguality earphones. General segmentation
conventions were used when trying to pinpoint tegnsent boundaries (see Math&
Skarnitzl, 2009). Among these were, for instancarkimg the boundaries of a vocalic onset
and offset with the first and last visible full foant structure respectively. However, the
ending of a final vowel or sonorant was markechatdlbow in the dynamic envelope of the
soundwave and not with the last formant struct®elatively unequivocal was marking of
vowel-nasal or nasal-vowel boundaries because #sal mantiformants were mostly well
visible. As the voiceless plosives in English gegssyllables are usually heavily aspirated,
the aspiration covers part of the following vowBhe aspiration was not, however, included
into the vowel duration and the vowel onset waskediagain with the formant structure (see
also van Santen, 1992, p. 517). Also the beginnifigsitial voiceless and devoiced plosives
had to be marked arbitrarily - 40 ms of “silencegfdre the plosion was marked as the
beginning of the hold (closure) phase. All bounelanvere placed at nearest zero crossings.
Pauses were marked as pauses if they were at8@amt long; otherwise, they were split in
half and included into the neighbouring segments.

As boundary placement is partially based on anyitrdecisions, instances have
occurred in which the best point to place a boundaas not quite straightforward. These

problematic points included the segmentation ofraxmants (especially afir] sound)

from vocalic environment, the segmentation of vew@lel sequences, the segmentation of

approximants (mainhf r ], but sometimes alspl ]) after initial voiceless plosives and the
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segmentation of 8] and [e] in the definite article ‘the’ especially if placadterance-

initially. Each of these problematic cases willdh®rtly commented upon.

The case of vowel-vowel sequences and the one ofelvapproximant or
approximant vowel have much in common. Since sari@aunds are involved on both sides
of the searched-for boundary, the transition betwtbe two sounds may be very gradual and
the boundary hard to identify. In such cases blo¢hspectrogram display and the waveform
have been studied thoroughly for any discontinsifiee. changes that would indicate the
transition of one sonorant into the other). If n@ls point was found, then listening to the
signal had to be taken as the principal criteriod the boundary was placed at a point where
the two sonorants sounded as separate as posHitdemost difficult case proved to be a

transition between afr] sound and a vowel because the rhotic timbre oftamepated

deep into the neighbouring vowel. When segmentimg tthotic instances of the Czech

speakers, the postvocalic] was separated from the preceding vowel if posshitsvever,
some cases dfer] and [ 3 ] had to be included as special cases of allophaniation and
thus were marked by special symbols in cases wier¢o] and[r] or [3:] and[r]

could not be distinguished as separate sounds.

Another difficult case was when approximants fokalaan initial voiceless plosive, or
more exactly rather a voiceless plosive in a steg®sition. Then this voiceless plosive often
underwent partial fricativization and hid partialpr entirely the following approximant.
Generally, such cases were segmented like in the o& vowels, i.e. the onset of the
approximant was marked at the point of visible faninstructure. Only if the formants of the
approximant were visible already during the frintiothen this voiceless part of the
approximant was included into the duration of thraximant itself. However, such cases
were relatively rare.

The last case to be mentioned at this point isotiee of the definite article ‘the’ and
the segmentation of its two parts. Since the caabnparts[d] and [e] were often
pronounced simultaneously and thus the featurdbeofricative and the vowel overlapped,
their segmentation proved to be very demanding.ilAgide spectrogram, waveform and
listening had to be considered and a qualified guesd to be made to place a boundary

between the two segments. If the definite artickswn the phrase-initial positiofd] was
often partially devoiced, and then a 40-ms streiichilence was included to the duration of
the fricative like in the case of plosives sinceas been shown thffi] sometimes behaves

partially like a plosive and also in our data sdmmej like a plosion could be seen in some
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cases, even in the case of the British speakergertfeless, in the follow-up analysis, the

[ @] sound was included among the fricatives.

As can be seen from this section, phonetic segrientsg not always an easy and
straightforward task. Rather it is one full of aréiy decisions which should be, however, in
accordance with previous research so that thetsesidre comparable. By following the
instructions of Macha & Skarnitzl (2009), the present study hopes totromte such

comparable data.

7.4.2 Stress and intonation phrase boundary assignment

Word boundaries were marked and the words labetethat in the analysis each
segment could be identified with the word it wasrnmunced in. As one of the aims of the
present paper is to analyze the influence of tlesgarce of lexical stress and of intonation
phrase boundary, these were also marked in therialateseparate tiers.

The stress in the material was marked accordin@eaacanonical stress placement in
line with the pronunciation dictionary (Roach et &003) with minor allowances regarding
the text material. So, for instance, some casestre$s shift had to be taken into account. To
mention just two examples, the word ‘European’sgally stressed on the third syllable with

a secondary stress on the first syllaplejuere 'pi:en]. However, if it is in the phrase

‘European Court’, then the stress shifts to thst fayllable and the third syllable loses this

property altogether[ , juerepi:en'ko:t]. Consequently, the word ‘European’ was

marked with the stress on the first syllable. Santyl, the word ‘international’ usually has the

main stress on the third syllabje 1nte 'ne{°n°1], but in ‘International Press Institute’ it

shifts again to the front and the word ‘instituiteses its stress in favour of the stronger one on

‘press’ [ , zntena{°n°l 'presinstrtju:t]. Thus the nature of the text had to be taken

into account. However, this was not the case wébard to the idiosyncrasies of the
individual speakers. If a speaker stressed a wora different syllable than the canonical one
(as was often the case with the Czech speakeeskttbss marking in the Praat textgrid was
placed still where it canonically belonged. Thigoaach is again supposed to bring the
comparability of the British and Czech data setanay also help determine whether the
possible incorrect stress placement by Czech spedias an influence on the durational
properties of their speech material. The stressksnarere placed in the middle of each

stressed vowel. Consequently, since vowels arergineconsidered to be the principal
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carriers of stress and to be affected more thasawnts, stress was analysed only with
regard to vowels and not consonants.

The intonation phrase boundaries were marked aicgptd the actual phrasing of
each speaker, and thus, in contrast to the maringtress they truthfully displayed the
speakers’ idiosyncrasies. The major phrase bousgland utterance boundaries were marked
in the present study speech material (see e.gSeaten, 1992, p. 535) in order to study the
lengthening effect of a boundary on the precedmg $yllables. The strength of boundary
was not distinguished in the data. In the followamalysis the final and penultimate syllables
before each boundary were marked manually in theeEprogram (final as ‘1’, penultimate
as ‘2’, all other syllables had a ‘zero’). The awas to find out whether the lengthening effect
(if any) extended only to the last syllable beftite boundary or even to the penultimate one

(see Section 4.5.3 for pre-boundary lengthening).

7.5 Analysis

Once all material was prepared with the necessdormation in the textgrids, the
information for each speaker has been extracted avRraat script and inserted into the Excel
program which served as the main analysing toad. ihformation extracted for each segment
was the following: the label and duration of thgreent, the word in which it was contained,
the name of textgrid in which it was found as wal the information whether the segment
included a stress mark and whether it was thedagiment before a boundary. As already
mentioned in the preceding section, the segmerttsedfst two syllables before the boundary

had to be marked manually.

7.5.1 Articulation rate normalization

Since the speakers read the text with differenedpethe data had to be normalized
for articulation rate so that the data would beadsetomparable. The normalization method
was the following. The mean articulation rate facke speaker was counted in phones per
second with a Praat script. The number of phones based on the number of realized
segments. The mean articulation rate of each sp&assethen used to calculate the speaker’s

personal coefficient by means of the following faiten
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where:
Ciis the personal normalization coefficient of a giwpeaker to be calculated,
AR; is the mean articulation rate of a given speaker,

ARgn is the grand mean (i.e. mean articulation ratallcfix speakers)

This coefficient was then used to multiply the diargal value of each segment of the given
speaker in order to gain the normalized duratioeath segment. Thus if a speaker's mean
articulation rate was greater than the grand mé#am,coefficient was greater than 1 and
consequently, all normalized durations of the gispaaker were slightly longer than her raw

durations. On the other hand, if the mean articutatate was smaller than the grand mean,

British speakers Czech speakers ARgm (ph/s)
BrE 1 BrE 2 BrE 3 CzE1 CzE 2 CzE 3
AR; (ph/s) 13.97 14.83 13.01 12.76 13.04 11.48 13.185
C 1.06 1.12 0.99 0.97 0.99 0.87

Table 8 Mean articulation rates of individual speakers.; &R phones per second) - mean articulation rate of
given speaker, AR, (also in ph/s) - grand mean, i.e. the mean astmn rate of all six speakers;.@ersonal
normalization coefficient of each speaker.

then all normalized durations of this speaker wshrerter than the speaker’s raw durations.
The specific values of personal articulation rated normalization coefficients are displayed
in Table 8.

The three British English speakers are going tordferred to from now on as
BrE 1, BrE 2 and BrE 3 and the Czech English spmalie CzE 1, CzE 2 and CzE 3. The
British speaker BrE 2 was the fastest with 14.88ngls per second whereas the Czech
speaker CzE 3 with 11.48 phones per second wasloeest. On the whole, the British
speakers were faster than their Czech colleagues .nbrmalization procedure aims to reduce
the interpersonal differences caused by divergetituéation rates and to enable easier

comparison of the temporal properties of the gisegments.
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7.5.2 Data analysis

When the normalized durational values were addetealata, the analysis itself was
undertaken. Two types of analysis were performi@dt; a general analysis with regard to the
individual segments and phonetic categories, andngk an analysis of the possible influence
of the stress and boundary factors.

For the general analysis, the data were sorteddiogpto the segment type, vowel or
consonant category and speaker. The mean durdatieach segment type for each speaker
was counted together with the standard deviatiomfthe mean. The means were always
counted for both the raw and the normalized dathlexth will be given in the Results section
since there are advantages but also disadvantageshh of them. The few cases of the Czech

English rhotic[ &] which could not be further segmented ifte] and [r], as noted in

Section 7.3, were subsumed under fle] category. Also[3:] and[3:] were merged

into one category in the end.

Mean durations for each phonetic category were tenufor each speaker. The vowel
categories distinguished were short vowels, longiels and diphthongs. With regard to
consonants, the present study differentiated péssifricatives, affricates, nasals, liquids and
glides. Plosives and fricatives were further clesdiinto voiced and voiceless. The means for
each segment type for each group of speakers Wsereaunted, e.g. a mean value of all three

British speakers for thgp] segment and another mean for the Czech speakpadlyFthe

average prototypical example of each phonetic cayegvas counted for each group of
speakers.

Finally, the data was searched for the presenstreds and for subsequent boundary
and analysed with respect to vowel and consonaegoees, the country of origin of the
speaker. An analysis of variance (ANOVA) was perfed on the data in order to test the
statistical significance of the results. A maximomthree factors were taken into account.
When needed, post hoc Tukey HSD test was also mpegfh Only the most general and

significant results were chosen to be presentdidemext sections.
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7.6 Representativeness of the data: number of occuresnc

In order to establish the representativeness ofddia analysed, the number of
occurrences need to be described. This sectionswitimarize the numbers of segments in
each phonetic category and of each type indivigu8lecause of the analysis of effect of the
two above-mentioned factors, the numbers of ocooe® in the different pre-boundary
positions need to be presented and with regardoweels also the number of stressed and
unstressed vocalic segments.

Table 9 displays numbers of occurrences of amdlygegments in the individual
phonetic categories for all six speakers. The dpeakata comprised of a total of 11 840
analysed speech segments - 4433 vowels and 74@dramis. This number is comparable to
the size of the corpus analysed by Crystal and elqda988) who had 10 300 measured
phones. However, the number of vowels is relatiwhall when compared to van Santen’s
(1992) study which examined a much larger corpuk3dd46 vowel segments.

Total
All vowels 4433
Short monophthongs 3341
Long monophthongs 554
Diphthongs 538
All consonants 7407
Plosives 2426
Voiceless 1584
Voiced 842
Fricatives 2120
Voiceless 1240
Voiced 880
Affricates 83
Nasals 1396
Liquids 1104
Glides 278

Table 9 Overall number of occurrences of analysed segmaritglividual phonetic categories out of a total of
11 840 speech segments.

In the present corpus, there were more than sigsias many short vowels than long
vowels or diphthongs. There were 2426 plosivesZi&D fricatives which were the two most
numerable consonant categories. On the other liaek were only 278 glides and mere 83
affricates analysed. Thus affricates were relagivelderrepresented in comparison with the
other categories. For an overview of number ocoaes in the individual categories as

realized by the individual speakers, see Appendix 2
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VOWELS Total CONSONANTS Total
Short monophth. Plosives
I 1059 Voiceless p 293
e 354 t 983
® 216 k 308
A 125 Voiced b 227
S o 1449 d 468
g D 98 g 147
s U 40 Fricatives
% Long monophth. Voiceless f 246
= ir 201 6 21 %
3: 59 s 671 2
a: 62 § 109 g
o1 73 h 193
u: 159 Voiced v 241
Diphthongs o 277
er 212 z 362
ar 149 3 0
é or 6 Affricates
2 au 46 t§ 36
gl ou 93 dz 47
Ie 8 Nasals
es 17 m 344
us 7 n 906
iy 146 "
Liquids E
ro 577 &
527 @
Glides
Jj 139
w 139

Table 100verall number of occurrences of analysed individpgech segments out of a total of 11 840 speech
segments.

To provide an exhaustive description of the presandy data, the overall numbers of
occurrences of individual speech segments are givehable 10. Since this is relatively
detailed data, it will not be commented upon. Fa humber of occurrences of individual
segments as realized by the individual speakergpgpendix 3.

The data need to be described also with respettetmumber of occurrences of the
individual phonetic categories with reference te thfferent positions as given by stress and
position before a boundary. Table 11 shows the munab occurrences of the individual

vowel categories with regard to stress conditiams lal group. It may be seen that while the
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majority of short vowels were unstressed, the mpgot of long vowels and diphthongs were
stressed. There were only about 70 occurrence®tbf Ibng vowels and diphthongs in the

unstressed position.

L1 Group Stress Short Long Diphthongs || All vowels
BrE Yes 403 208 212 823
CzE Yes 427 202 181 810
BrE No 1201 71 73 1345
CzE No 1306 74 71 1451

Table 11Number of occurrences of stressed (Yes) and ussilgdNo) vowels in individual vowel categories
for British (BrE) and Czech (CzE) speakers.

The number of occurrences of vowels in the indigidtowel categories with regard to
pre-boundary position is displayed in Table 12. @ht is again distinguished for British and
Czech speakers. Three situations with regard tagiposefore boundary were distinguished:
ultimate syllable before boundary (Pre-Bound 1yyseémate syllable (Pre-Bound 2), and all

other syllables (Pre-Bound 0). Since the overaihber of long vowels and diphthongs was

L1 Group | Pre-Bound || Short Long Diphthongs| All vowels
BrE 0 1199 192 197 1588
CzE 0 1211 183 153 1547
BrE 1 181 50 61 292
CzE 1 237 50 68 355
BrE 2 224 37 27 288
CzE 2 285 43 31 359

Table 12Number of occurrences of vowels in individual vowategories in different positions with regard to
boundary for British (BrE) and Czech (CzE) speak€&hsee situations with regard to position befooerdary
were distinguished: Ultimate syllable before bougd®re-Bound 1), penultimate syllable (Pre-Boupdaad

all other syllables (Pre-Bound 0).

L1 Group Stress Pre-boundary position
0 1 2
BrE Yes 585 113 125
CzE Yes 538 131 141
BrE No 1003 179 163
CzE No 1009 224 218

Table 13Number of occurrences of all vowels (without distian of category) with regard to both stress and
boundary conditions for British (BrE) and Czech Erspeakers. Stressed (Yes) and unstressed (N&sow
Three situations with regard to position beforermtary were distinguished: Ultimate syllable befooeindary
(1), penultimate syllable (2), and all other syléh(0).
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relatively low, also the number of occurrencesha scarcer positions (Pre-Bound 1 and 2)
was quite low. This should be considered when amalythe data although the tests of
statistical significance partially cater for difégrces in the amount of data.

Table 13 captures the number of occurrences forctirabination of the above-
mentioned factors — stress and syllable - this tonk with regard to all vowels without
distinction because the individual sub-classes @oot be numerous enough.

Since the only factor examined for consonant édomalvas boundary, Table 14 is the
only table displaying the number of occurrencescfmsonants. The data is shown again for
the two groups of speakers based on their natign#tlimay be observed that the numbers in
some categories are really meager - especiallffricates and glides. This explains why the
results for these two categories in Section 8.24devby no means significant (even if taken

for all six speakers) whereas in the other grobpg tvere significant.

L1 Group | Pre-Bound || Plosives Fricatives Affricates Nasals Liquids Glides || All consonants
BrE 0 793 774 38 518 334 107 2564
CzE 0 757 694 33 461 400 98 2443
BrE 1 359 171 1 126 75 22 754
CzE 1 322 213 3 163 133 27 861
BrE 2 143 113 3 58 70 9 396
CzE 2 152 156 4 69 92 14 487

Table 14Number of occurrences of consonants in individagsonant categories in different positions with
regard to boundary for British (BrE) and Czech (Lgfeakers. Three situations with regard to posibiefore
boundary were distinguished: Ultimate syllable befooundary (Pre-Bound 1), penultimate syllable{Bound
2), and all other syllables (Pre-Bound 0).
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8 RESULTS

8.1 Vowels

The durational results as found by the presentystinel given in this and the following
section. First, Section 8.1 will compare and casittae durations for vowels, and then, in
Section 8.2 consonants will be covered. First, mdarations for the general phonetic
categories for the two Ll-based groups of speakdls be always presented. Then
a segmental “peculiarity” in which the Czech spesldiffered from their British colleagues
the most will be described. Finally, the followisgctions will cover the effect of the two
examined factors on durational variation.

In the next section (Section 8.1.1) it will be ralezl how Czech and British speakers
realize individual vowel categories, i.e. short edsy long vowels and diphthongs. In

Section 8.1.2 the case of Czech English] will be described. Section 8.1.3 will explore the

influence of stress on vowel duration whereas 8rc8.1.4 will examine the influence of
boundary. The final section concerning vowel darat{Section 8.1.5) will then show what
happens when these two factors are combined

8.1.1 Vowel categories

The most general results with regard to vowels depicted in Figures 1 and 2.
Figure 1 shows the raw mean durations for the oaieg) of short vowels, long vowels and
diphthongs for the two groups of speakers examineaur study — the British speakers of
English and the Czech speakers of English. The alazed mean values for the same data are
given in Figure 2.

The analysis of variance (ANOVA) found highly sificént interaction between the
L1 group and the type of vowel category in the mata: F(2, 4423) = 15.3p < 0.001.
Figure 1 shows that the short vowels of the Czgdalsers were slightly longer (about 5 ms)
than their British English counterparts and thae@eEnglish diphthongs were almost 20 ms
longer than the British ones. The post hoc TukeyDH®st revealed that both these
differences are highly significanp < 0.001). The raw mean duration of Czech and $riti
long vowels did not differ significantly.
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Fig. 1 Raw mean durations of vowel categories for Britistd Czech speakers. RawDur - raw duration in
milliseconds. L1-Nat Br — data for British speakdr§-Nat Cz — data for Czech speakers. (Error bateate
95% confidence intervals.)
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Fig. 2 Normalized mean durations of vowel categories fatidh and Czech speakers. NormDur - normalized
duration in milliseconds. L1-Nat Br — data for Bsft speakers, L1-Nat Cz — data for Czech speai@nsor bars
indicate 95% confidence intervals.)

However, the normalized data in Figure 2 showgh8ly different picture. In this data
where the articulation rate differences shoulddseaved, the short vowels and diphthongs of
both groups had almost the same duration, but ¢t tva long vowels that differ the most —
the Czech English long vowels were 13 ms shortan tiheir British counterparts. The post

hoc tests found this difference also highly sigmifit ¢ < 0.001). It thus seems from these
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group means that if there was something that tlesgmt data Czech speakers experienced
problems with, it might have been the adequatetauraf the long vowels.

The relationships among durations of the three Vamategories are also interesting.
Table 15 gives the durational ratios between thigvidual categories. The Long to Short
ratio, i.e. how many times are the long vowels BEmtipan the short vowels, of the British
speakers is 1.67 whereas the Czech one is onlyt L&n thus be seen that the Czech English
long vowels in our data were really shorter whempared to the British ones if the short
vowels are taken as a reference measure. The fatidse diphthongs (diphthongs to short
vowels) are more similar. Both numbers are sligdger than 2, which means that both
Czech English and British English diphthongs weppraximately twice as long as the
respective short vowels in those two groups. Everugh Czech English diphthongs were
slightly longer than the British ones, this diffiece is not significant. These relationships are

graphically portrayed in Figure 2.

Long to Short Ratio Diphthongs to Short Ratio
British speakers 1.67 2.06
Czech speakers 1.5 2.17

Table 15The durational ratios between the vowel categofibs. ratios of the duration of long vowels to short
vowels and of diphthongs to short vowels are gifeeBritish and Czech speakers.

8.1.2 Short vowels: The case k]

In the present study attention was not paid todimation of the individual vowels
unless some significant differences have been wbdeilhis was the case of the duration of

the Czech English[2] as opposed to its British English equivalent. Befdooking
specifically at[e], its durational standing among other English siwomwels needs to be

touched upon.
Figure 3 portrays the normalized durations for shawels of British and Czech
speakers. Looking at the British short vowels, theerent vowel durations based on

physiological constraints can be clearly obserViede leave[ o] aside, the degree of vowel
height (openness) correlates with vowel duratidruslthe close vowelsz ] and[u] are the
shortest out of the six short vowels. On the othend, the open front vowdle] is the

longest British short vowel. The other three vowalg their place in between as can be seen
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in Figure 3. The central mid vowgb ] is reported to be the shortest vowel in Englisitesiit
occurs only in unstressed positions and this is etsfirmed by our data. The vowgb ] is

really the shortest vowel of the present studyifrispeakers although it is not much shorter
than[z] or[u].

90,0 —
80,0
70,0
60,0
50,0 O BrE
40,0 1 m CzE
30,0
20,0 1
10,0 1+

0,0 . . . T . T

MNaormDur

Fig. 3Normalized mean durations of individual short vosviar British and Czech speakers. BrE — data for
British speakers, CzE — data for Czech speakensnNar - normalized duration in milliseconds.

When the duration of British and Czech English shawels are contrasted, the most

conspicuous difference is the relative shortnesb@fowel[z]. The vowel[z] as realized

by the Czech speakers is much shorter than thefotheir British colleagues. It is shorter by
20 ms, which has been found to be a highly sigafidifferencef < 0.001). The influence

of the L1 group (British speakers versus Czechlsggsa on the duration dfe] was tested

by a single-factor ANOVA and a highly significamtéraction was found=(1, 214) = 38,5;
p < 0.001. The normalized duration of the voel] is displayed separately in Figure 4. The

same interaction was found also in the raw dateoaflh to a lesser degrd€gl, 214) = 13,8;

p < 0.001. Figure 5 shows the raw durations[ &f]. It may be noticed that the difference

between the British and Czech speakers is smadlbouf 12 ms) but still significant
(p < 0.001).
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Fig. 4 Normalized mean duration of thgz] wvowel for British (Br) and Czech (Cz) speakers.
NormDur - normalized duration in milliseconds. (@rbars indicate 95% confidence intervals.)
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Fig. 5Raw mean duration of thige] vowel for British (Br) and Czech (Cz) speakerswRar - raw duration in
milliseconds. (Error bars indicate 95% confidentterivals.)

8.1.3 Influence of stress on vowel duration

One of the aims of the present study was to expluwenfluence of stress on vowel
duration. The results will be presented in thistisac As expected, the data confirm clear
impact of stress on vowel duration. Stressed voasdsn general longer than unstressed ones
(F(1, 4425) = 751,9p < 0.001). We also wanted to find out whether Czanl British

speakers realized stressed and unstressed vovibks $ame way, so the interaction of stress
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Fig. 6 Influence of stress on vowel duration for BritishdaCzech speakers. RawDur - raw duration in
milliseconds. L1-Nat Br — data for British speakérs-Nat Cz — data for Czech speakers. Stressuntstressed
vowels, stress yes — stressed vowels. (Error bdisdte 95% confidence intervals.)

and L1 group was tested with a two-factor ANOVA aadsignificant interaction was
confirmed:F(1, 4425) = 5.6p = 0.018. The results are shown in Figure 6. It in@pbserved
that in the raw data, the stressed vowels are appately 30 ms longer than unstressed
vowels. The duration of the British English and €lz&nglish stressed vowels does not differ

significantly. However, the Czech speakers’ unsedsvowels are shorter than those of
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Fig. 7 Influence of stress on vowel duration for BritismdaCzech speakers. NormDur - normalized duration in
milliseconds. L1-Nat Br — data for British speakérs-Nat Cz — data for Czech speakers. Stressuntstressed
vowels, stress yes — stressed vowels. (Error bdisate 95% confidence intervals.)
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British speakers and this difference has been fduglly significant in post hoc Tukey HSD
test (p < 0.001). Thus although our Czech speaktmsssed vowels are as long as the British
ones, the Czech speakers seem to temporally rébdeaenstressed ones less. The difference
between the stressed vowels and unstressed van@gsms for the Czech speakers and 34 ms
for the British.

In the normalized data (Figure 7) the differemceven bigger (27 ms as against
36 ms) and an ANOVA showed a highly significanenaiction this timeF(1, 4425) = 15.5;
p < 0.001. After normalization the relationship gedgarsed (like in the case of short vowels,

long vowels and diphthongs) and it is the stressaekls that differ.

140 } E
110 + E
E’ 100 | E
o o0 | Eﬁ_ﬁ_--h_
80 |
—5 Category
a0+ _ |
= Category
40 no yes =
Stress diphthongs

Fig. 8 Influence of stress on the duration of individuaivel categories. RawDur - raw duration in milliseds.
Stress no — unstressed vowels, stress yes — stremsels. (Error bars indicate 95% confidence waés.)

Furthermore, we were interested whether differeswel categories behave in the
same way when under different stress conditionsalt found that there was a small but still
significant interaction between these two facté(&, 4423) = 3.2p = 0.04. The behaviour of
the three vowel categories can be seen in FigufEh8.short vowels and the long vowels
seem to be lengthened to a similar degree in stlegssitions (12 and 14 ms respectively).
However, diphthongs tend to be lengthened slightbre (21 ms). The differences are not
big, but still significant.

Last, it was explored whether British and Czechakpes lengthen different vowel
categories differently under the two stress coodgi In a three-factor ANOVA, the
interaction of all factors was found significafi(2, 4417) = 3.7p = 0.025. The raw mean
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durations of different vowel categories as realibgdthe British and Czech speakers when
stressed and when not stressed is displayed imd=8yu

The left half of the graph portrays the realizasidvy the British speakers and the
Czech means are on the right. The differences legtvike two groups of speakers are

noticeable at first sight. The Czech English shartvels are significantly longer than the

170
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130 | 1} ,
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3 1oy %
=
S 100} //% 1t {
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70} B 1t &
I I m ]
60 I =& Ccategory
50 r 1t . long
, . = Category
“ Stress: no yes Stress: no yes short
' ; =} Category
L1-Nat: Br L1-Nat: Cz diphthongs

Fig. 9 Influence of stress on the duration of individuaivwel categories for British and Czech speakers.Raw
- raw duration in milliseconds. L1-Nat Br — data ritish speakers, L1-Nat Cz — data for Czech kepea
Stress no — unstressed vowels, stress yes — stre@sels. (Error bars indicate 95% confidence waés.)

British ones when not stressqul< 0.001). On the other hand, the Czech Englishttgngs
get lengthened more when stressed when compartgk tBritish ones. However, the most
notable difference lies in the long vowels. Thesenb significant differencep(= 0.98)
between the stressed and unstressed long vowsdslaged by Czech speakers. This situation
sharply contrasts with the right-hand part of th@ph which shows that the British speakers

lengthen their long vowels ‘adequately’ when steelss

8.1.4 Influence of boundary on vowel duration

The other main factor which was examined in cotiaecto possible influence on
segmental duration was the intonation phrase boynde described in Section 7.4.2, the
segments in the two last syllables before the bagndere marked. Consequently, segments

can be differentiated as belonging pre-boundaryditmms: (1) segments in the ultimate
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syllable before the boundary (Pre-Bound 1), (2)ns&gs in the penultimate syllable (Pre-
Bound 2), and (3) segments in all other syllabies, being further than a two-syllable
distance from the closest boundary (Pre-Bound 0).

As expected the position before the boundary has lbeund to have clear effect on
vowel duration in EnglishF(2, 4423) = 532.8p < 0.001. However, the two examined
positions before the boundary did not behave indhme way. Whereas the last syllable
before the boundary (Pre-Bound 1) was almost 50omger than the one which was not in
the vicinity of the boundary (Pre-Bound 0), the glédmate syllable (Pre-Bound 2) was only
about 5 ms longer than the Pre-Bound O (althougsh whas still a significant difference:
p = 0.001).

130

120 | I

ﬁﬁ
110 | A \
100 ,/ A

80| / AN
70t I/E. EE

60+

RawDur

| | | =5~ L1-Nat
Br

0 ! 2 = L1-Nat
Pre-Bound Cz

50

Fig. 10 Influence of boundary on vowel duration for Britisind Czech speakers. RawDur - raw duration in
milliseconds. L1-Nat Br — data for British speakdr$-Nat Cz — data for Czech speakers. Three gituswith
regard to position before boundary were distingeshUItimate syllable before boundary (Pre-Bound 1)
penultimate syllable (Pre-Bound 2), and all othdlables (Pre-Bound 0). Error bars indicate 95%ficlamce
intervals.

Figure 10 shows the results of the interaction lef boundary and the L1-group
affiliation in the raw data. This interaction haseb found significantF(2, 4423) = 4,8;
p = 0.008. Although the difference between the Pres8bl segments of the British and
Czech speakers does not differ significantly, tifeegtnce between their segments in Pre-
Bound O is highly significantp(< 0.001). This means that the Czech speakershenghe
last syllable less than the British speakers.

Even better observable is the lengthening diffezent the normalized data in

Figure 11. Here the Pre-Bound 0 and Pre-Bound &emty of both groups of speakers are
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Fig. 11 Influence of boundary on vowel duration for Britistnd Czech speakers. NormDur - normalized
duration in milliseconds. L1-Nat Br — data for Bsft speakers, L1-Nat Cz — data for Czech speaRénze
situations with regard to position before boundasre distinguished: Ultimate syllable before boundg@re-
Bound 1), penultimate syllable (Pre-Bound 2), aficbther syllables (Pre-Bound 0). Error bars intéc85%

confidence intervals.
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Fig. 12 Influence of boundary on the duration of individwalwel categories for British and Czech speakers.
RawDur - raw duration in milliseconds. Three sitoa$ with regard to position before boundary were
distinguished: Ultimate syllable before boundaryefBound 1), penultimate syllable (Pre-Bound 2)J afi

other syllables (Pre-Bound 0). Error bars indi@&6 confidence intervals.

leveled and thus the differences in the normalihecition of the last syllable (Pre-Bound 1)
are very conspicuous. The Czech speakers lengtieeiseggments in the last pre-boundary

syllable for at least 15 ms less than their Britshieagues and this difference has been found
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highly significant p < 0.001). The Pre-Bound 0 durations do not digignificantly from the
durations in their respective Pre-Bound 2.

The final point of this section is the interfereradgre-boundary lengthening and type
of vowel category. This interference displayed iguFe 12 has been found also highly
significant: F(4, 4420) = 9.3p < 0.001. This is probably due to the larger lengihg in
diphthongs as compared to short and long vowelgaRRiéng the potential differences
between the L1 groups, the interaction among bayndategory and L1 group has been
found insignificant p = 0.29) and will not be thus described in thisgrap

8.1.5 Interaction of stress and boundary in vowel dunatio

The last section describing the present data vodvehtion will deal with the
interaction of stress and boundary in vowels. Témults with regard to this interaction are
displayed in Figure 13. The graph shows how thesstiand boundary together influence
duration regardless of the speakers’ provenienge. ANOVA found a highly significant
interaction between the two factois(2, 4423) = 24.8p < 0.001. The stressed vowels are
lengthened in the last syllable before the boundawye than the unstressed ones.

Further, we were interested whether the British @adch speakers differ in their realization
of vowels under different stress and boundary damti. The interaction among speakers’
nationality, stress and boundary was been foundifgignt by a three-factor ANOVA:
F(2, 4417) = 3.6p = 0.03. The differences between British and Czgaakers are captured
in Figure 14. The left part of the graph shows dieations for the British speakers and the
Czech values are on the right. The differencesirgezesting. It seems that the difference
between the stressed and unstressed vowels irtittnate syllable (as shown in Figure 13) is
due predominantly to the Czech speakers. The Brisigeakers display about the same
amount of pre-boundary lengthening for stressedususttessed vowels.

To conclude, there are a number of differencesvémt the Czech and the British
speakers with regard to vowel duration. The resigtsconsonants will be reported in the

following section.
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Fig. 13 The interaction of stress and boundary in theilugrice on vowel duration. RawDur - raw duration in
milliseconds. Stress no — unstressed vowels, syegsss stressed vowels. Three situations with tetgaposition
before boundary were distinguished: Ultimate sy#abefore boundary (Pre-Bound 1), penultimate bidla
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Fig. 14Interaction of stress, boundary and L1 group iirtilluence on vowel duration. RawDur - raw duoaiti
in milliseconds. Stress no — unstressed vowelssstyes — stressed vowels. Three situations wijhrdeto
position before boundary were distinguished: Ultienayllable before boundary (Pre-Bound 1), penwalten
syllable (Pre-Bound 2), and all other syllablese(Bound 0). L1-Nat Br — data for British speakérk;Nat Cz —

data for Czech speakers. Error bars indicate 9&8tidence intervals.
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8.2 Consonants

The consonant durations will be reported in théofaing order. First, it will be shown
how the consonant categories are realized by thistiBand Czech speakers (Section 8.2.1).
Second, we will notice the durational differencéwe®en voiced and voiceless consonants as
demonstrated by plosives and fricatives (Sectioh.28. Third, the case of individual
consonants will be explored, specifically the diieces in the Czech and British realizations
of [r] and [w] (Section 8.2.3). And last, the inflnce of boundary on consonant durations will

be examined (Section 8.2.4).

8.2.1 Consonant categories

Like in the case of vowels, we were interested whiethe British and Czech speakers
realized the individual consonant categories ingéw@e or different way from the durational
viewpoint. The results for both groups are dispthyeFigure 15. An ANOVA revealed that
there was no significant difference between thesatag consonant categories were realized
by the Czech and British speakeFg5, 7393) = 1.5p = 0.17. Although Figure 15 shows
differences in the duration of categories of th@i®r and Czech speakers, these departures
were mostly due to the divergent articulation raiese the British speakers were in general
faster and the Czech speakers slower. The simyilafiboth groups is thus even more easily
observable in the normalized data of Figure 16 lmctv the articulation rate differences were
removed. Consequently, the relationships amongctimsonant categories were almost the
same for both groups of speakers.

The affricates were the longest consonant categtiigh was confirmed despite the
relatively small number of occurrences in the d&técatives and plosives were the second
longest and were of nearly the same duration (tfidynot differ significantly). Then the

sonorants ensued in this order - nasals, liquidsgiides
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Fig. 15 Raw mean duration of consonant categories for $ritind Czech speakers. RawDur - raw duration in
milliseconds. L1-Nat Br — data for British speakdr$-Nat Cz — data for Czech speakers. (Error badicate
95% confidence intervals.)
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Fig. 16 Normalized mean duration of consonant categorigsBidtish and Czech speakers. NormDur -
normalized duration in milliseconds. L1-Nat Br taléor British speakers, L1-Nat Cz — data for Czspbakers.
(Error bars indicate 95% confidence intervals.)
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8.2.2 Voicing in plosives and fricatives

Further, we were interested whether, and if so, hmouch voiceless consonants
differed from the voiced ones. This relationshipsveaamined on plosives and fricatives since
affricates were quite scarce in the data and wihuld not form a representative category. The
interaction between category type (plosives vsatives) and voicing was found significant:
F(1, 4543) = 8.2p = 0.004.

Figure 17 captures the duration of the voiced amdeless plosives and fricatives. It
may be observed that the distinction between vesseénd voiced consonants (both plosives
and fricatives) was highly significanp < 0.001). It was 28 ms for fricatives and almost
35 ms for plosives. Whereas the difference betwbenduration of voiceless plosives and
fricatives was not significant, the difference beén their voiced counterparts was
(p = 0.008). Thus the 7 milliseconds between 28 and 8 va significant distinction. The
British and Czech speakers were not found to redhe voicing contrast in a significantly

different way.
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Fig. 17 Voicing distinction for plosives and fricatives. Mbvoiced, VL — voiceless. RawDur - raw duration in
milliseconds. (Error bars indicate 95% confidentterivals.)
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8.2.3 Approximants: The case ot ] and[w]

Like in the case of vowels, the most conspicuouter@inces in the duration of
individual segments will be noticed. The area thaght deserve attention is that of

approximants, specifically the case pf] and [w]. Figure 18 portrays the raw mean
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Fig. 18 Raw mean durations of individual approximants adized by British and Czech speakers. RawDur -
raw duration in milliseconds. L1-Nat Br — data Rritish speakers, L1-Nat Cz — data for Czech spesakE&rror
bars indicate 95% confidence intervals.)

durations for the individual approximants. A higisignificant interaction was found between
the type of segment and the L1 gro&g3, 1373) = 9.6p < 0.001. The post hoc Tukey test

revealed no difference between Czech and Britigesaf[ j] or [1]. However, in the
case of [w] and [r] highly significant differencesp(< 0.001) were detected in the

realizations of British and Czech speakers. Them@zech EnglisH w] was almost 20 ms

longer than the British one and the same duratiolstinction was valid also for Czech

English and British[ r ]. After normalization the differences got slightdynaller, but still

stayed highly significant in the case[af ] (p < 0.001) and significant ifiw] (p = 0.37).
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8.2.4 Influence of boundary on consonant duration

The last section devoted to consonants will deah he influence of the position
before the boundary on consonant duration. Fihg, ibfluence on all consonants without
distinction will be examined with regard to diffaces between Czech and British speakers.
The final part will then cover the influence of lmmary on individual consonant categories.
Figure 19 depicts the differences between CzechBaiish raw mean consonant duration
under different boundary conditions (for their dgstton see Section 8.1.4). It may be
observed that the situation in consonants is vienjlag to the one in vowels (Figure 10). The
Czech speakers thus lengthened the consonantseirasht syllable to a lesser degree
when compared to the British speakers. Nevertheli@sshe British speakers there was
significant difference in the duration of the PretlBd O consonants and the Pre-Bound 2
consonantsp = 0.002). This contrasts both with Czech speaker$ with the situation in

vowels where neither group differed significantty their Pre-Bound O and Pre-Bound 2

segments.
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Fig. 19Influence of boundary on consonant duration foti&niand Czech speakers. RawDur - raw duration in
milliseconds. L1-Nat Br — data for British speakdr$-Nat Cz — data for Czech speakers. Three gituswith
regard to position before boundary were distingeishUItimate syllable before boundary (Pre-Bound 1)
penultimate syllable (Pre-Bound 2), and all othdlables (Pre-Bound 0). Error bars indicate 95%ficlamce
intervals.
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Finally, the last results concern the influencéotindary on individual categories as
realized by all speakers. There was a highly sicanit interaction between these two factors:
F(10, 7387) = 9.5p < 0.001. The individual consonant categories seebehave differently
in divergent boundary conditions. Only the Pre-Bibthand Pre-Bound 1 segments will be
observed since the Pre-Bound 2 position has bemfrshs not too important.

The normalized durations displayed in Figure 20ead\vthat the consonant category
which got lengthened the most in the ultimate $jlavas fricatives. The difference between
the duration in the Pre-Bound 0 syllable and inldst syllable (Pre-Bound 1) for fricatives
was 36 ms. Then the sonorants followed — nasaleggand liquids (26ms). The plosives had
the smallest difference (17 ms) among the sigmficanes. Consequently, the largest
difference was between plosives and fricativesaslie observed in Figure 20. As noted in
Section 7.6, thanks to the too small number of oetices in the categories of glides and

liquids, the differences for these categories hatebeen found significant.
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Fig. 20 Influence of boundary on consonant duration. Normbnormalized duration in milliseconds. Three
situations with regard to position before boundagre distinguished: Ultimate syllable before bougdg@re-
Bound 1), penultimate syllable (Pre-Bound 2), aticbter syllables (Pre-Bound 0). Error bars intkc5%
confidence intervals.
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9 DiIsSCcUSSION

9.1 Vowels

The data has shown that in both groups of speattgisthongs had the largest
durations among the vowel categories, then thee u@towed by the long vowels, and the
short vowels, just as the category label impliesrenthe shortest. However, how do the
durational values stand in comparison with otheeagch?

Let us compare the present study vowel categoaeswlith Table 3 from Section 4.2
which gave the mean values from the studies of t@lngnd House (1988) and van Santen
(1992). The data from Table 3 were reprinted herecbnvenience’ sake and shown side by
side with the present study raw data in Table 1 fAw, not normalized data were compared
to the previous research since the normalizatios dame among the present study speakers

only and comparing the normalized data would thatsmake sense.

Crystal & House (1988) van Santen (1992) Present st. (2011)

Slow Fast Allsp.| Unstr. Prim. Secon. Allc. BrE CzE
Short vowels 75 68 71 79 107 105 96 58 64
Long vowels | 140 119 129 120 160 148 144 97 96
Diphthongs 188 163 175 151 184 160 168 120 139

Table 16 Comparison of the present study data with the tesafl Crystal & House (1988) and van Santen
(1992). All data given in ms. The mean values oystal & House are given for their slow speakerst fa
speakers and all speakers without distinction. Mkan values of van Santen are for different stesditions —
unstressed, primary stress, secondary stress aistreds conditions. The present study data israie data
(BrE — British speakers, CzE — Czech speakers).

The relationship of the three categories — diphgisahe longest and short vowels the shortest
- is confirmed in all cases of the previous redeartowever, otherwise the comparisons are
not so straightforward. It can be seen in TabletH& the present study data for both the
British and Czech speakers approximate Crystal &gt fast speakers and van Santen’s
unstressed stress condition the most. This paheopresent study data was not differentiated
by stress condition and since the majority of tbevels are unstressed, it is natural that our
values should approximate van Santen’s unstresse@lso the shortest) condition out of the
three possible options. However, all the presamtlysvalues are even shorter than in even
those two cases named above. Nevertheless, thidyis very gross comparison and it should
also not be forgotten that the data from both cs#tiedlies was of American English and not of

British English which was our reference variety.
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Yet there is a problem with the raw values that @neculation rate of the other
speakers is not really known and consequentlythmtaw values themselves but the ratios
among the categories are more important and shHmildlso compared. The ratios given in
Section 8.1.1 are reprinted in Table 17 and congpéwecounted ratios from Crystal and
House (1988) and van Santen (1992).

Crystal & House van Santen Present st.
Slow Fast Allsp. || Unstr. Primary Secon. Allc. BrE CzE
Long to Short 1.87 1.75 1.82 1.52 1.50 1.41 1.50 1.67 1.50
Diphth. to Short 2.51 2.40 2.46 1.91 1.72 1.52 1.75 2.07 2.17

Table 17Ratio of long to short vowels and ratio of diphterto short vowels. Comparison of the present study
data (BrE — British speakers, CzE — English spesjiter Crystal & House, 1988 (slow speakers, fastkprs
and all speakers without distinction) and van Sani®92 (different stress conditions — unstresgeihary
stress, secondary stress and all stress conditions)

It may be observed that Crystal and House’s rdtipall their groups are much larger
than van Santen’s ratios. It is interesting thaé&@zspeakers’ long to short ratio is closer to
all van Santen’s values whereas that of out Brisighakers approaches Crystal and House’s
fast speakers the most. Were it not for the sloeakers of Crystal and House, we could
hypothesize that van Santen’s speaker spoke claadyslowly and thus would be more alike
to the rather slower Czech speakers. However, dtee af Crystal and House do not fit into
this hypothesis since their slow speakers’ longliort ratio is even larger than the one of
their fast speakers. The ratio of diphthongs tatshmwvels of our British speakers lies closest
to the value in van Santen’s unstressed positibe. Tzech speakers’ value is in the middle
between van Santen’s unstressed and Crystal & Hofast group data.

Consequently, we may see that comparing the presedy data to previous research
is an uneasy task since the variability in the dsgams quite extensive. It must not be
forgotten that just like Czech English differs frdrtish English, British English also differs
from the American varieties and this differencedported to be largest exactly in vowels.
Then there might be many unknown factors that mpggay a role, e.g. the articulation rate,
the context of the vowels, or exact segmentatiatguture. Moreover, the present research
presupposes the British variety to be the modehfost Czech speakers including the ones
who took part in our study. Thus although the congpa with previous research might seem
to relativize our conclusions, the comparison @& @rech data with our British data is more
important than data gathered in a different maanerdifferent conditions.

It follows that, just as has been pointed out ict®a 8.1.1, the present data Czech

English speakers’ proportions between the individwoavel categories are slightly distorted
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when compared to their British colleagues. Eitlinmirtshort vowels and diphthongs are too
long or their long vowels are too short, as haslbegealed by the raw and normalized data
respectively. Nevertheless, it can be argued thaeslength is not truly phonological in
English, as noted in Section 4.1, the durationficgmcy as observed in the Czech English
long vowels might not be so important as long asdbrresponding long and short vowels
adequately differ in their spectral properties. ldger, the present study does not provide any
data about vowel quality. Yet from observation iyrbe hypothesised that Czech English
speakers experience problems not only with vowahtjty but also with the quality.

To proceed to the duration of individual short vésyghe British mean durations
confirm Klatt's (1976) and Skarnitzl and Mac¢ts (2007) general observations about the
inherent duration of vowels, just as has been drgdedhe more open the vowel is, the longer

its duration. This is based on physiological caxats and is to be seen in many languages.

This general claim is closely related to the céasgan] which the present study has indicated
to be the most problematic short vowel for the @zsgeakers. The Czech Englisla] was

by more than 20 ms shorter than its British coy@dr Based on the openness-to-duration

correlation, we could hypothesize that the] as realized by Czech speakers is not open

enough. This is exactly what was confirmed in St@@11) in a study examining the spectral

properties of Czech Englishee]. He reports that his Czech speakers pronounced/thwel
as more closed and fronted towards Czgelj. His informal observation that some Czech
speakers might lengthen thdi] in order to compensate for the lack of opennesisifs

2011, p. 44) was, however, not confirmed in ouladatather to the contrary. The lack of

openness in Czech Engli§ke] seems to correlate with its shorter duration.

The present study data has also confirmed theeinfle of stress on vowel duration.
Both Czech and British speakers’ stressed vowelse veggnificantly longer than their
unstressed ones. However, the difference betweestthssed and unstressed vowels of the
British speakers was significantly larger than tbhthe Czech speakers. The present study
Czech speakers thus did not distinguish stressddiastressed vowels quite adequately. As
the raw data suggests they did not temporally redlne unstressed vowels to the same degree
as the British speakers. However, after the date wermalized, the results suggest that it
was rather the stressed vowels which divergedt-thegaCzech English stressed vowels were
too short in comparison with the British ones. Taality might be somewhere in between. It
is possible that the Czech English unstressed wwetle slightly longer and their stressed

vowels slightly shorter. After all, it is the difience between them that matters. The present
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study thus confirms the findings by Volin (2005)daWolin & Poesova (2008) who
discovered a very similar relationship. Conseqyesthaller distinction between stressed and
unstressed syllables might contribute towards #ek lof rhythmicity in Czech English
speech.

However, the present study introduces a new finevogh further examination - the
three vowel categories might raise divergent diffies to Czech speakers when trying to
establish the stressed-unstressed contrast. Thisrebow that it was the long vowels that
constituted the greatest problem to the Czech spsakhey were not able to distinguish the
long stressed and unstressed vowels to a signiftzgree. Even though the distinction in the
short vowels was also smaller than at the Britjgbakers, the long vowels are probably the
ones that might be truly problematic. We may hypsibe that the shorter long stressed
vowels contribute to the relative shortness of@zech English vowels as a group. However,
with regard to the influence of stress it needé¢oreminded that the stress was marked
canonically, i.e. in positions where it is realizegla typical native speaker. That means that
the smaller variability in the present data Czgobagers might be influenced also simply by
the fact that they might not stress all words atitye Yet even if this was the case, the non-
native durational patterns with regard to stresghinbe confusing for the native speakers and
it also might reduce the non-native speakers’ ligibility.

The other examined factor was the influence ofrdoniation phrase boundary on the
preceding two syllables. It has been found thatvibwel in the penultimate syllable before
the boundary did not get lengthened to a greategegrowever, the vowel of the final
syllable was affected by the pre-boundary lengtingiuly significantly — it was almost 50
ms longer than in any other position in the phr&ece the present study did not examine
different strengths of boundary, we cannot confirar disprove Klatt's observation that at
sentence-internal phrase boundaries only the Mkthte gets lengthened whereas before
utterance boundaries the lengthening might stretsdr several syllables (1976, p.1212).
However, it is most likely that in the present d#tare were significantly more sentence-
internal boundaries than utterance-final ones. €gmently, our results might give some
support to the claim that sentence-internal phfiase-lengthening affects only the final
syllable before the boundary.

With regard to differences between the two groupspeakers, the Czechs showed
significantly smaller pre-boundary lengthening egsents in the ultimate syllable than their
British colleagues (more than 15 ms in the nornedlidata). This is harder to account for

because pre-boundary lengthening is a feature texpaiso in Czech although the degree of
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lengthening might differ in the two languages. Thhe smaller extent of pre-boundary
lengthening is probably not due to L1 interferenites possible that the differences might
have been due to non-fluency on the part of soneziCgpeakers and their incorrect phrasing
or their sudden breaking off which was then mar&sd boundary. On the other hand, even
one of the British speakers (BrE 3) had minor peotd with fluency in certain parts of the
text.

Finally, the last observation with regard to vowislshat boundary and stress seem to
interact in their lengthening effect on vowels.eSted phrase-final vowels were lengthened to
a greater degree than unstressed phrase-final somletn contrasted to the corresponding
vowels in other positions. It is interesting tHaistdifference was larger in the Czech speakers
than in their British colleagues who lengthenedhbstressed and unstressed phrase-final

vowels to a similar degree.

9.2 Consonants

In contrast to the vowel categories, no significaifferences have been found
between the Czech and British speakers in the idaradf consonant categories. The
durational relationships between the categoriesevaso relatively standard. As seen in
Table 18, Crystal and House’s (1988) consonantgoaites correspond to the present study
durations in the inter-category relationships. Hffieicates are overwhelmingly the longest,
followed by fricatives and plosives. In the caseCoystal and House, fricatives are slightly
longer than plosives for all their speakers. Thasats follow for both the present study and
their data. However, their nasals are much clas@idsives in their duration than in the case
of both British and Czech speakers. Liquids aréovetéd by glides which are the shortest

consonant group.

Crystal & House (1988) Present study (2011)

Category Slow Fast All Brg CzE
Plosives 76 66 71 81 93
Fricatives 80 68 74 81 93
Affricates 123 105 114 98 114

Nasals 76 60 68 68 74

Liquids 72 64 68 55 65

Glides 63 58 60 48 62

Table 18 Comparison of the present study data with the tesdilCrystal & House (1988). All data given in ms.
The mean values of Crystal & House are given feirtelow speakers, fast speakers and all speakéteuw
distinction. The present study data is the raw (Bit& — British speakers, CzE — Czech speakers).
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Also as expected, a distinction has been found dmtwvoiced and voiceless
consonants. The contrast was observed on plosinds fracatives and it slightly but
significantly differed between the two categoriésiceless fricatives were 28 ms longer than
their voiced counterparts whereas the differendevdxn voiceless and voiced plosives was
almost 35 ms. Thus the distinction in fricativeghe present data was smaller than the 40 ms
reported by Klatt in his section on inherent dunatiKlatt, 1976, p. 1213).

Just like in the case of vowels, a most conspicutigiession of the Czech speakers in

the mean duration of individual segments was chdsewmas the case of the liquidr] and
the glide[ w]. Both consonants were significantly longer (bywti20 ms) when realized by

Czech speakers than the ones of their British aglles. Some possible reasons for this
difference might be hypothesized. Neither of thesomants is native to the Czech speakers.

Although there is 4 r ] in Czech, there it is a trill and not a liquid whiis the most common
realization in standard British English. In the e€ad [r] we might further hypothesize a

possible influence of the Czech speakers’ rhotidisom observation it seems that rhotic,

postvocalic[ r] might be in general longer than prevocalic orrvdealic one. Moreover,
since a rhotid r ] may occur also in the coda of a word-final sykabhich is not the case in

non-rhotic accents, it may thus be subject to mnenblary lengthening if this word-final
syllable is also phrase-final. Due to rhoticitycleaf the Czech speakers produced about 50

more [ r ]s than any of the British speakers (see Appendan8l)consequently the influence
of these postvocalifr ]s might be quite large.

With regard to pre-boundary lengthening in constsaiine situation was similar to
that of vowels. Again there was significant lengiing observed in the final syllable and
again Czechs lengthened the segment in this sgllslihtly less than the British speakers.
The only difference between vowels and consonaggms to be that consonants as realized
by the British speakers were slightly, but sigrfily lengthened also in the penultimate
syllable.

Finally, the mentioned pre-boundary lengtheninthmultimate syllable had divergent
effects of on different consonant categories. Titffeuénce of the lengthening on fricative,
liquids and nasals was larger than on plosivess Thight be partly caused by the
aerodynamic similarities of fricatives and liquislscause both categories are continuants and
thus they can be pronounced for a longer periodtinoé than plosives. With nasals the
explanation might partly lie in similar reasoniriguring the hold phase, the air flows out
through the nasal cavity and reduces thus the sylpttal pressure in the oral cavity (which
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is the reason for relatively short duration of ples). Another explanation for the relatively
large apparent lengthening of nasals might be ttatword-final and thus potentially also

phrase-final syllable is often occupied by firstyear [g] which is inherently a relatively
long consonant and second, by a syllahic] which thanks to its syllabicity is also longer

than in other positions. With regard to plosivesréhmight be an unaccounted-for factor at
play. The initial plosives are reported to be lantpan final ones, especially in English due to
aspiration and the segmentation conventions whiarkrthe onset of the following vowel
with the first visible formant structure. The indilnce of the position in a word was not tested
in our data, but from the segmentation experiendé ¥he present material, it may be
hypothesized that it is possible that initial ples are longer than final ones. Initial plosives
do not get to the final syllable before the bougdand thus oppose the lengthened phrase-
final plosives by their also relatively long dumati Consequently, the difference between pre-
boundary and non-pre-boundary plosives might nosdéarge as in the case of the other

mentioned consonant categories.

9.3 Limitations and suggestions for future research

As noted in Section 4.5, there are many factorschiseem to influence segmental
duration. Out of these only the influence of stress/owels and of boundary on both vowels
and consonants has been taken into account. Fient tbllows that the study necessarily has
many limitations. In future more extensive reseasttention should be paid to more factors
and their interference in influencing segmentalation. Out of these, segmental context and
position within a word might be suitable candidatékwever, also phrasal stress or
contrastive stress might be worth the attention.

Yet even the influence of factors which have begalysed by the present study might
be examined in greater depth. First, it might kso ahteresting to inspect the influence of
stress on consonants or the possible influencearfrslary stress. Second, different strengths
of prosodic boundaries might be investigated. lulddbe definitely beneficial (for speech
technologies for instance) to find out whether tarres of different strength have divergent
lengthening effects as suggested by Wightman'st(4P92) results.

Another area worth attention is the effect of atfation rate on segmental duration.
Although a normalization procedure was used in orie remove the differences in
articulation rate of the speakers, we may ask vdrethis normalization procedure was

adequate. By multiplying all segments by a coedfitibased on the speaker’s articulation
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rate, all vowels and consonants were shortenedemgthhened to the same degree. Yet
evidence accumulates that different categories afels and consonants are affected by
changes in articulation rate to a different deg8geeaking faster or slower does not mean just
compressing or stretching the soundwave. If thislage, we know from experience that
speech might turn incomprehensible or, at the Veagt, unnatural. Thus it is a question
whether normalized or raw, non-normalized values miore accurate or more valid. The
disadvantage of raw values is that divergent deimn rates can constitute a significant
unaccounted for factor in segmental duration. H®wewith normalization the values might
be distorted by the normalization itself. Therefatevould be valuable to try to establish a
different normalization method which would bettercaunt for ways in which changing
articulation rate changes the individual typeseafreents.

Finally, it might be also useful to gain more cofigd data in which the numbers of
occurrences of individual segmental categoriesheffactors and their combination would be
more balanced. Since this might be relatively @maling, our preliminary conclusions should
be at least tested on a much larger data sampd®. @dntrolled data might not provide an
adequate description of every-day speech. Cons#gubnoth types of research are needed:
experiments with careful speech which would contoolthe factors which might influence
segmental duration as well as examination of ladgéabases of spontaneous or semi-

spontaneous speech to gain a more specific iddeeatal-life data.
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10 CONCLUSION

As noted in the theoretical introduction, Englise becoming the means of
communication of an increasing number of peopleirdahe world and the Czech Republic
is no exception. Also here many people learn Ehglis a foreign language and strive to be
successful in communication with both native spesalkd English and speakers of other
languages who have English also only as their skoorioreign language. To communicate
effectively, one needs to understand and be uratEtsSince speech still remains the main
tool of interpersonal communication, the degreentoch a language learner masters the
spoken medium is vital. However, many languagenkea speak their target language with a
foreign accent which has been found to affect traraunicative process. The consequences
of a strong foreign accent might be various - fr@duced intelligibility to divergent social
evaluation on the part of the listener. Therefanest language learners want to do their best
to learn to speak without a foreign accent.

Although the highest level of accentedness - ndiikeaccent - has been regarded to
be unattainable for the majority of adult learnbgs many specialists, it is by no means
fruitless to try to learn “correct” pronunciatior the target language. It has been proposed
that if pronunciation instruction focuses on appiate areas, the degree of accent and the
level of intelligibility might be significantly impved. Yet the difficulty is that researchers
and teachers have not yet settled on a definitesatigfactory answer to the question where
exactly the focus should be. Consequently, moreares is still needed concerning the nature
of foreign accent and also with respect to whatuies cause reduced intelligibility and how
to be more comprehensible as a foreign languagekepe The present study aims to
contribute to such a research.

This exploratory study has sought to map a samiplézech accented English in the
area of segmental duration by comparing and cdimgagé to a reference variety — British
English. Segmental duration was examined in the spaech of three Czech and three native
British speakers. The time domain of speech withabksociated areas of stress and rhythm
seems to play a significant role in speech intidliigy and accentedness. The temporal plan
of speech is constructed of individual segmentaiatiions which together compose into
duration of syllables and larger units. Therefore hypothesise that accentedness might
partially lie also in such miniature units as segtakdurations. Consequently, by exploring
the durational behaviour of the individual segmeand phonetic classes of speech sounds in
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Czech English, the present study hopes to bringdéimate about the appropriate focus of
pronunciation instruction a small step closer sadénouement.

The present study inspected the behaviour of vanedl consonant classes of speech
segments as realised by the six Czech and Bripslkers. The most notable instances of
divergence between the Czech and British speakarslividual segment duration were also

observed, namely the case[@f] among the vowels anfr] and[w] from the group of

consonants. Finally, segmental duration was alsiméxed with regard to two potential
factors which have been reported to influencestress and intonation phrase boundary.

The data revealed that the Czech speakers had diifjbulties with the inter-group
proportions among the vowel categories. Their leogels seemed to be a little too short (or
their short vowels and diphthongs too long) in cangon with the British speakers. Also
they did not manage to differentiate the stressetumstressed vowels to the same degree as
the native speakers. Specifically, the biggeseddfice was again in their long vowels which
did not differ significantly in the duration in eg8sed and unstressed positions.

However, there was no significant difference in t@eech and British English
durations of the consonant categories. The Czeehs feund to produce parallel proportions
between the consonant groups like their Britisteagjues. In respect of the intonation phrase
boundary, it influenced the phrase-final syllabliéghvihigh significance in the present data but
had much smaller (if any) effect on the penultimsyttable. This was true for both vowels
and consonants in the positions before the bounddoreover, it was found that pre-
boundary lengthening affects different vowel andsmmant categories to a disparate degree.
The consonant category that was affected the mastwe fricatives whereas in vowels it was
the diphthongs. Like in the case of stress, Czeatre found to lengthen segments in the
phrase-final syllable to a smaller degree compé&rdtie British speakers. This again applies
to both vowels and consonants. With regard to bwe-mentioned individual most differing

segments, the Czechz] was too short while theifr] and [w] were too long in

comparison with the mean durations of the nativeakers.

In conclusion, it might be hypothesized that théedid durational features of the
present study Czech speakers might contribute @éo 8poken English being assessed as
strongly accented although there are certainly alsmy other features which add to their
accent. Consequently, the detected features shmuligésted on a greater variety of Czech
accented English in order to establish whether giggificantly contribute to strong Czech
accent and whether they should be part of the foEgtuctured pronunciation instruction.
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APPENDIX 1: Text

BBC news with Jackie Leonard

The former United States president, Jimmy Carteim ithe Cuban capital Havana for a five-
day visit. He’s the first acting or former presitiém visit Cuba since the country’s communist
leader, Fidel Castro, came to power in 1959. DeBabweimler reports from Havana.

The main political party in the Israeli coalitiomgernment, Likud, is discussing whether it
should block any future attempts to declare anpeddent Palestinian state. But the Israeli
prime minister Ariel Sharon has urged members sfdairty not to vote on the resolution. He
said it would be against Israel’s interests to ulé any future settlement which included the
creation of a Palestinian state. From Jerusaleroh&&l VVoss reports.

A terminally ill British woman, who lost a high-gdite legal battle to allow her husband to
help her commit suicide, has died. Diane Prettyp wias forty-three, had been suffering with
motor-neural disease for several years. The fasalys she began experiencing breathing
difficulties ten days ago and died at a hospicé&aturday. Diane Pretty took her case all the
way to the European Court of Human Rights in aenaptt to gain permission for her husband
to help end her life.

You're listening to the news from the BBC in London

There have been outbreaks of ethnic violence in dgadcar as the political deadlock
continues between the newly declared president RRarkallo Manana and his rival the long-
standing president Didier Ratsirack, who's refudimgtep down. A human rights group says
six people have been killed in a town in the wektMadagascar, from where Alistair
Leathead reports.

The Russian government has sent a specialist e@nérgency team to the Bajkonur Space
Centre in Kazakhstan to reach some eight peopbpachafter part of the building collapsed.
They were repairing the roof of one of the hangassd for assembling and testing space
vehicles when part of it crashed eighty meterqeground. The space centre dates from the
nineteen fifties and was the place where the Sovmbn launched the first man-made
satellite Sputnik.

The International Press Institute has criticizedegnments around the world for limiting civil
liberties in the name of fighting terrorism. Deleggmmeeting in Slovenia issued a statement
saying it was dangerous to limit civil libertiesdan the pretext of combating terrorism. The
statement also said the struggle against intermatierrorism had left governments seeking
dangerous controls over the free flow of informatémd freedom of expression.

Delegates at a conference in Bangladesh aimedeseming one of the world’s largest

mangrove forests, the Sunderburns, have agreedojgectate with conservation efforts. The

Sunderburns, home to the royal Bengal tiger, icrilgsd as one of the last great coastal
wetlands, but it's seriously threatened by pollatiand human encroachment. The forest
straddles the border between India and Bangladesh.

BBC news



APPENDIX 2: Number of analysed occurrences of segments in iividual phonetic

categories for individual speakers

British speakers Czech speakers Total of
analysed
BrEl BrE2 BrE3|CzEl CzE2 CzE3
All vowels 747 707 717 757 754 751 4433
Short vowels 557 520 529 582 578 575 3341
Long vowels 92 90 97 93 92 90 554
Diphthongs 98 97 91 82 84 86 538
All consonants || 1230 1203 1179 | 1271 1261 1263 7407
Plosives 408 407 378 412 408 413 2426
Voiceless 268 267 242 266 270 271 1584
Voiced 140 140 136 146 138 142 842
Fricatives 359 346 351 351 353 360 2120
Voiceless 212 205 203 202 206 212 1240
Voiced 147 141 148 149 147 148 880
Affricates 14 14 14 13 14 14 83

Nasals 238 234 231 231 231 231 1396
Liquids 162 157 160 218 208 199 1104
Glides 49 45 45 46 47 46 278

BrE 1, 2, 3 — individual British speakers
CzE 1, 2, 3 — individual Czech speakers.




APPENDIX 3: Number of occurrences of individual speech segmenfor individual
speakers

PART A —Vowels

British speakers Czech speakers
VOWELS Br 1 BrE 2 Brg 3 CzE1l CzE 2 CzE 3
A N| A N A N A N| A N| A N
Short vowels
I 174 4| 164 15| 171 13| 180 3| 186 2| 184 1
€ 56 57 56 1 63 61 61
® 37 35 1| 33 2 39 37 35 1
A 21 23 21 21 18 21
% S 247 7| 218 28| 229 17| 255 8| 252 7| 248 7
E o 17 15 1 16 1 18 16 1 16 1
s U 5 8 3 1| 6 1| 8 10
S || Long vowels
= i: 33 34 1 34 2 33 1 34 33 1
31 10 10 11 10 8 10
a: 9 9 12 1 11 12 9
o: 13 12 13 12 11 12
u: 27 25 27 2 27 27 26
Diphthongs
er 36 35 1| 35 34 3 35 3 37 2
ar 25 26 23 2 25 25 25
& o1
c
2 au 8 8 7 7 1| 8 8
gl 8u 16 16 16 15 15 15 1
Is 4 3 1 1
es 6 6 5 1
uo

BrE 1, 2, 3 — individual British speakers
CzE 1, 2, 3 — individual Czech speakers

A - Number of analysed speech segments for eackspe

N - Number of not analysed speech segments for gaedker. These were either canonical
segments that were not realized by the speakey (ibee elided) or segments that were
discarded from the analysis because of alterataysfluences or hesitations.



PART B — Consonants

British speakers Czech speakers
CONSONANTS BrE 1 Brg 2 Brg 3 CzE1l CzE2 | CzE3
A N| A N| A NJ| A N| A N| A N
Plosives
Voiceless P 49 50 48 2 48 2 50 48 1
t 167 8| 166 9| 143 32| 166 8| 168 6| 173 2
k 52 51 1| 51 1 52 13 52 2 50 3
Voiced b 38 38 38 38 37 38
d 78 5| 79 5| 73 12 83 76 5 79 2
g 24 23 25 2 25 25 1 25 1
Fricatives
g Voiceless f 41 41 39 41 42 42
0 6 4 4 4 3 3 3
E S 115 1| 111 4| 111 10| 108 7| 111 3| 115 2
® § 19 18 1| 19 18 17 2 18 1
h 33 1| 31 3| 30 6 32 3 33 2 34
Voiced v 40 1| 40 2| 41 40 2 40 1 40 1
8 43 7| 42 8| 48 3| 49 3| 47 2| 48
z 64 50 1| 59 1 60 3 60 60 1
3 0 0 0 0 0 0
Affricates
t§ 6 6 6 6 6 6
dsz 8 8 8 7 1 8 8
Nasals
58 58 58 1 56 1 57 1 57
n 155 1| 152 3| 148 4| 150 1| 150 4| 151
" 25 24 25 25 24 23
E Liquids
% 72 11| 69 11| 75 7| 130 4| 119 1| 112
@ 90 88 1| 8 5 88 2 89 87
Glides
J 24 24 23 22 2 23 23 1
w 25 21 3| 22 2 24 24 1 23

BrE 1, 2, 3 — individual British speakers
CzE 1, 2, 3 — individual Czech speakers

A ... Number of analysed speech segments for saeaker

N ... Number of not analysed speech segmentsafdr speaker. These were either canonical
segments that were not realized by the speakey (ibee elided) or segments that were
discarded from the analysis because



