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Abstract

This thesis deals with stress testing as a prabasselps to assess the impact of potential
adverse shocks on the soundness of a financiabraysFEirst section is dedicated to
non-technical discussion about stress testing astie methodological issues. The main
focus lies on the system-wide macroeconomic stestsg.

The empirical part of the thesis is a contributiormacroprudential analysis of the quality
of the aggregate loan portfolio in the Czech Rejpublhis study adopts a vector
autoregression model applied to the Czech banleéntpsin order to judge its stability and
present some evidence on macroeconomic variablestiafy the Czech banking system.
As a measure of the strength of the loan portiisliesed the stock of non-performing loans
vis-a-vis total loans in the sector. The thesidofes the widely used methodology and
seeks to identify significant macroeconomic riskctéas affecting the loan portfolio
quality. The latter part aims also to forecast thest likely development of the loan

portfolio.

Abstrakt

Diplomova prace se zabyva &ipbvym testovanim jakozto nastrojem, kterkispiva

v Z

k ohodnoceni odolnosti finaniho systému &i negiznivym SokKim. Prvni¢ast prace je
vénovana netechnickému shrnuti procesézzatého testovani. Teoretickast diplomové
prace rozliSuje mezi z&ovym testovanim na urovni jednotlivych bank a geegované
arovni a shrnuje jednotlivé aspekty a atributy psac zatzového testovani. Hlavni
pozornost je sousdina fedevSim na zé&fové testovani celého systému prairéd na
agregovanych datech.

Empiricka cast diplomové prace je praktickou aplikaci modediktarové autoregrese na
agregovana data&eského bankovniho sektoru. JakoZzto mira stabilgyegovaného
avérového portfolio je pouZzit poén Uvéra v selhani na celk@vposkytnutych Ggrech.
Diplomova prace vyuziva obetnpouzivanych analytickych nastiioj vektorové
autoregrese zacélem identifikace vyznamnych makroekonomickych daktovliviujici
kvalitu portfolia bankovnich Gria. Sowasti empirické analyzy je taktéfeplpod’ vyvoje

kvality uvérového portfolio.
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Proposed Topic:

Macroeconomic stress-testing of banking systems: survey of methodologies and empirical
application

Topic Characteristics:

Assessing financial stability has been an issue of rapidly growing importance to central banks and
other banking authorities in the recent decades. Stress testing aims to assess the impact of
potential (abnormal) shocks on the soundness of a financial system by applying them to a model of
the system in order to assess the vulnerability of the portfolio to the abnormal shocks and/or market
conditions.

The theoretical part of the master's thesis will indentify various techniques to assess the
vulnerabilities of the financial system. Based on the available literature, the theoretical part of the
thesis will summarize the key stress testing techniques used in the central banks and/or other
institutions and authorities. The aim is to review the quantitative methods developed at selected
authorities for stress testing credit risk with particular focus on macroeconomic stress test
techniques. The theoretical part will therefore provide a survey on authorities approaches based on
number of recent papers published by central banks and supervisors.

The empirical part of the thesis will concentrate on the application of modeling the credit risk using
macroeconomic explanatory variables to actual data. The aim of the thesis is (1) to find a
relationship between selected common indicators of credit risk and some other macroeconomic
variables, (2) quantify the impact of those macroeconomic variables and (3) provide an estimate of
the sensitivity to the relevant risk factors.

Hypotheses:

The empirical part of the thesis will answer following questions:

1. Indentify significant risk factors; to what extend does the credit risk depend on the
macroeconomic variables

2. Identify and evaluate the impact of the changes in the macroeconomic variables on the
indicator of credit risk

3. Does aggregate stress testing model provide correct estimate of the impact of the crisis
on the banking system?

Methodology:

The data for the empirical part of the thesis will be obtained through the publicly available
databases, such as CNB — ARAD, IMF International Financial Statistics and Fitch's BankScope
database.

The analysis of the obtained data will be done using standard econometric methods. In order to
identify significant risk factor the author will follow the standard approach of univariate OLS
regression of the credit risk indicator on the comprehensive data set of macroeconomic variables.
Having obtained the significant macroeconomic variables, the author intends to use the VAR
approach to analyze the predicted relationship between the credit risk indicator and the
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macroeconomic variables. All econometric operations will be conducted via appropriate and to the
author available statistical software.
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Introduction

1 Introduction

The recent financial crisis highlighted the impade to monitor the stability of the
financial system and to develop further analyttcals to measure the systemic risk of the
financial system. Especially, financial stability the system and its ability to withstand
unanticipated shocks has become the centre oftiatteof various supervisory bodies as
well as policymakers in recent years. The receistschas shown the vulnerability of the
financial system doesn’t have to stem only from ogmhous factors but also as the
consequence of adverse development of the macroetorand financial environment.
Since any instability in the financial and macrasmmic environment can potentially has a
substantial impact on functioning of the financgbktem, which in turn could affect the
real economy and therefore imply second-round tffem the financial system, the
necessity of finding a way how to understand teksrin the system, and hence reduce the
likelihood of occurrence and the impact of the ptitg adverse shock, has been of utmost

concern.

Even thought there is a wide consensus among tdrankers about the importance to
control the impact of financial innovations and me@conomic fluctuations on the
financial system, there is no widely accepted oedusiniform model or analytical
framework for assessing and measuring financisllgta However, stress testing is one of
the analytical tools and methods that helps monitntify and anticipate the potential
vulnerabilities in the examined system. Stresstapplied on the aggregated level usually
focus on various multiple risks and contagion clesin the system. However, credit risk

remains still one of the most important risks ia timancial system.

The healthiness of the banking sector lies in tredity of its aggregate loan portfolio. As a
measure of the strength of the loan portfolio isually considered the stock of

non-performing loans vis-a-vis total loans in theeter. The Czech Republic has been
traditionally viewed as an example of a bank-oeenfinancial system and hence the
quality of the aggregate loan portfolio of the Qzeommmercial banks represents a key

indicator of financial vulnerability.

The principal aim of this thesis is to quantify #féects of macroeconomic performance on

the banking sector’s loan portfolio quality in t6eech Republic. The thesis represents an
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application of the vector autoregression methodplmythe Czech banking sector in order
to assess its sensitivity towards various macromoan factors. The thesis follows the
widely used methodology and seeks to identify diggmt macroeconomic risk factors
affecting the loan portfolio quality. Furthermorthe thesis attempts to identify and
evaluate the impact of changes in the macroeconeari@bles on the growth of non-
performing loans as an indicator of credit risk.

The thesis is organized as follows: First chappercsdies the stress testing procedure and
its general properties. It distinguishes betweesssttests run on portfolio basis and stress
tests conducted on the aggregate level, i.e. tetesywide stress test, and provides a
comprehensive comparison of major differences endéfinition and aim of stress testing

applied to the different levels. First chapter asos to list reasons for usage of stress test

and limitations of applying stress testing procedam the system-wide basis.

Second chapter of the thesis describes the develapm the Czech banking sector over
the period from 2002 to 2010. Since the credit madnd hence the quality of the loan
portfolio is assumed to be connected to the ovelalelopment of the macroeconomic
conditions of the country, first part of the secamépter summarized the macroeconomic
performance of the Czech Republic over the menticimae period. The remaining is
devoted to development on the Czech credit maitsetajor exposures and assessment of

the current condition of the loan portfolio quality

Third chapter of the thesis reviews literature aaene recent work conducted on the
relationship between the development of non-perfogm loans and various
macroeconomic factors. This part summarizes engpificdings that have been presented

in the literature.

Last chapter represents the major focus of theistheshe empirical application of the

vector autoregression methodology on the Czech ibgngector. In the first part, the

significant macroeconomic risk factors and theipeoted relation towards credit risk
indicator — the NPL ratio — is described and thikovwang part focuses on the empirical

application itself. The latter part also aims toeftast the most likely development of the
loan portfolio and assesses the loan portfolioigual
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2 General properties of stress tests

2.1 Stress testing definition

The call for stress testing of the financial inditns within the European Union is

recorded in the New Basel Capital Accord (also km@s Basel 1), that emphasizes the
importance of the new capital adequacy framewdFke final document that includes all

the requirements on the implementation of the napital adequacy framework, together
with the guidance on the encouraged monitoring askkmanagement practices, was
issued in 2006. The implementation of the new fraor& took effect in the member states
of the European Union.

The New Basel Capital Accord requires the banktaluct stress testing procedures with

regard to credit risk:

“...bank must have in place sound stress testing gz®es for use in the assessment of
capital adequacy. Stress testing must involve ifyémg possible events or future changes
in economic conditions that could have unfavouradfects on a bank’s credit exposures
and assessment of the bank’s ability to withstamch schanges.“(Basel Committee on
Banking Supervision [BCBS], 2006, para. 343)

Despite the fact, that the New Basel Capital Acatwds not exactly define or specify in
the body of the document what constitutes the stiesting, the above could be seen as a

broad definition of stress testing.

Academic papers and working papers produced by singgervisory bodies usually
distinguish between stress test run on the paatigobrtfolio of the individual financial
institution and a system-wide stress test, and thosthat sense - the definitions slightly

vary.

As far as the individual financial institutions ¢uas individual banks or companies) are

concerned, Jonest al. (2004) define stress test as a set of analytesdirniques that are

! The exhaustive description of the three pillauctiire of the New Basel Capital Accord as well faes t
monitoring and risk management framework underphicular pillars can be found in BCBS (2005) and
BCBS (2006). The key elements of the Basel || Adcare summarized for example in BCBS (2003).

2 The New Basel Capital Accord requires the finariaistitutions to conduct stress tests with regardredit
risk (para. 343), liquidity risk in relation to ¢ateral (para. 158) and market risk (para. 718).
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used in order to obtain a numerical estimate oressant of measurement of the sensitivity

of a portfolio to a set of extreme but plausibledts.

Similar definition can be found in Blaschlat al. (2001), where the stress test at the
portfolio level is defined as ‘range of techniqukat attempt to identify the vulnerability
of the portfolio to adverse changes in the macregoc environment or to exceptional,

but still possible, events’.

Generally speaking, the major difference between gbrtfolio level and system-wide
stress testing lies within the underlying portfadxamined. Since the basis of stress testing
comes from the methods that banks and companiesousenage market risk of their
portfolios and trading books, the objective of s¢réests is to make the risk connected with
the portfolio more transparent and provide an esenof the effect of shocks that could
occur to the company’s portfolio. Over the timeg giress testing techniques have been
applied in much boarder context, namely to selegmaips of institutions or the entire
financial system in order to assess the threatisetdinancial system. However, as pointed
out by Jonest al. (2004), the system-wide stress tests are stilliegnly to a selected
subset of institutions, typically to selected grafifppanks.

According to Quagliariello (2009) system level s¢esting process is a process involving
guantitative tools to assess the soundness ofithaedal system under the extreme, but

plausible, events.

Again, similar definitions can be found in variolusancial literature and working papers
of the supervisory bodie§iihdk (2007) speaks in general about stress tessing set of
‘various techniques for assessing resilience toeex¢ events’. Since stress tests aim to go
beyond standard operational capacity of the systamually up to the breakeven point —

observed results are used in order to determinst#idlity of the given system.

2.2 Stress testing on the portfolio level vs. syste  m focused
stress testing

As noted in the previous section, stress testimmnes of the analytical tools and methods
that help monitor, identify and anticipate the o vulnerabilities in the examined
system. Stress testing can be applied to a trdobiogg and/or a loan book of an individual
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company/bank as part of their risk management jgescor to the whole financial system

as part of the stability assessment conducted naygdaly many central banks.

Figure 1: Stress testing at a portfolio level andtahe aggregate level

Stress Testing at the Portfolio Level Stress Testing at the Aggregate Level

- risk management tool used to evaluate tt
potential impact on a firm by movement of
specific risk factor and/or set of financial
variables

- evaluation of the vulnerabilities of the
financial system or selected subset of
institutions

Aim
- provides understanding of the latent risk

a trading book from extreme movements - the whole system (significant part of the
- stress testing used as a complement to r system) is subject to the adverse events
management methods (such as value-at-ri

- individual banks, firms, practitioners and - supervisory authorities (central banks),

User . Lo
risk managers institutions

- various types of risk: market risk, credit
risk, liquidity risk, interest rate risk, exchange
rate risk, contagious risk etc.

- market risk, interest rate risk, credit risk,

Risks operational risk

- applied usually to trading books of the fir

Attributes | as marketable instruments that are easily - more macroeconomic in nature
marked-to-market

- stress testing often used as a compleme - contributes to better understanding of the
statistical risk management techniques (st link between the financial sector and the
as value-at-risk) economy

Figure 1 provides comparison of major differencesthie definition and aim of stress

testing applied to individual portfolios and at tggregate level.

At the portfolio level, stress testing usually serves as a complementathod to the
statistical risk management tools (such as valuesktor extreme value theory). Its aim is
to capture the information not captured by thos¢hoas, mainly the information about
behaviour of the portfolio under exceptional circtamces. As mentioned in
Blaschkeet al. (2001), stress testing often helps to determineeifirn on a particular
product (in particular product line of the firm)aesmmensurate with adequate level of risk.
Stress testing at the portfolio level is usuallgdiso access market risk, but can focus on

other risk or on multiple risks as well.
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On theaggregate levelthe stress testing exercise is usually conduayetthe supervisory
bodies (such as central banks) and other institstio order to assess the resilience of the
country’s financial system to adverse events andaliility to absorb potential exogenous
shocks (Quagliariello, 2009). The ability to wittustl adverse shocks to the economy goes
hand in hand with the fragility of the financialstgm, the more fragile the financial
system, the more severe the effect of a shock. eftve, in order to evaluate the
vulnerabilities of the system and its ability totigtand adverse events, the evaluation of
the linkages between macroeconomic conditions bhadibhancial system plays a crucial

role.

On the contrary to stress testing used on a patievel, the aggregate stress testing
exercise usually focuses on multiple risks. In faeich country’s central bank can identify
different fields of potential vulnerabilities ofdlsystem (depending on many factors) and
therefore also the stress testing models usualtgerdrate more on country-specific risk
factors. According to Melecky and Podpiera’s (204)vey that focused on stress testing
practices applied by the central banks of Centndl $outh Eastern Europe, the major risk
factor assessed was credit risk. In addition, nigjaf the models applied by the central
banks incorporates market risk. Liquidity risk wesformed by approx. half of the central
banks and the contagion risk analysis by quartethefexamined central banksThe
relatively low focus of the central banks of then€al and South Eastern Europe region on
the liquidity risk and contagion risk might be cadsmainly due to relatively high
complexity of computation and incorporation of teassks in the stress testing models.
Another factor that limits the evolvement of modeisorporating more risk factor lies

within the data availability constraint.

2.2.1 Value-at-risk and stress testing
The basis for stress testing originally came from isk management methods applied by

individual companies and/or banks to manage riskiheair trading books. The primary
tool among the risk management techniques apphiemtder to evaluate risk exposure of

the financial institution is computation of the wedat risk (VaR).

% For example The Financial Sector Assessment Progrdsts as a joint program of The World Bank and
IMF concentrating on the in-depth analysis of antogs financial sectors. The financial stabilitygsg@ssment
part of the FSAP program includes a macroeconotrésstesting exercise.

* Credit risk was the main risk factor of the cehiranks in the Central and South Eastern Europe.cFédit
analysis was performed by all 16 central banks,dwar the techniques of the examination varied.ketar
risk was examined by 14 out of 16 central bank®lwved in the survey. 10 central banks focused @n th
liquidity risk and only 4 central banks involve tbentagion risk analysis into their stress tesérgrcise.
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Value-at-risk was first used in the 1980s by finahfirms to measure risk exposure of
their trading books. Since the late 1980s, use aRVhas expanded significantly.
Nowadays, the value-at-risk analysis is conductsidally in every entity to measure its
risk exposure, most often, however, still by comeisrand investment banks to capture

the potential loss in value of their portfolio.

In its most general form, value-at-risk is a stet#éd method, that measures the potential
loss in a value of a portfolio or risky asset oeepgiven time period and at a defined
confidence level. Saying that a portfolio has aedfryVaR of $ X at a confidence level
of 99% means that there is only 1% chance that atevier happens — the portfolio will
realize a loss greater than $ X for that year. ¥altirisk is aggregate measure of market
risk, it allows the risk managers to compute a gan@easure of economic loss that can

equate the risks of different products and hengeeggite the risk on portfolio basis.

Popularity of value-at-risk analysis lies withis gasy implementation — once understood
the statistical measures, the concept of VaR itegstraightforward. Also, VaR can be
computed for various time horizons (ranging fronddy to 1-month time horizon) and
confidence level (usually computed for range betw@@% - 99% confidence level).

Figure 2: Value-at-risk and stress testing capturig the exceptional events

Focus of stress testing:
Low probability but

Risk captured by
plausible events

value-at-risk

Loss Co.99 : Profit

Source: adapted from CGFS (2005)
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However, value-at-risk measures the possible Insgalue of a portfolio arising due to
“normal” market movements, i.e. losses greater thanvalue-at-risk is realized only with
low probability. On the contrary, stress testingntifies the risks arising from abnormal
market events, i.e. those that are typically ngitwaed by the value-at-risk framework.
Based on the above, stress testing is an efficemiplementary method to value-at-risk in
the attempt to understand the risk profile of afpbo or on the aggregate basis. Figure 2

graphically shows the cooperation of value-at-ga8k stress testing in risk management.

Other limitation of value-at-risk method is that®/asually assumes that the risk factor or
parameter is normally distributed while financiahé series are in fact often characterized
by fat-tail distributions (Kalirai and ScheicheQ@2; Babodek and Jatar, 2008). This
could lead to a misinterpretation of the likelihaafdthe extreme events, since value-at-risk
uses normal distribution loss function. Hence sttest can be effectively used in order to
guantify the impact of the risks associated witht&&ls. However, as mentioned in Kalirali
and Scheicher (2002) stress test does not assigprabability to the likelihood of the
extreme event’'s associated loss occurring. It theraa what-if analysis — in more
structured and sophisticated way — that evaludiesimpact of such an event on the
portfolio.

2.2.2 Top-down vs. bottom-up approach
The coverage of stress testing expanded far beybed evaluation of marketable

instruments and trading portfolios. Central bankaand authoritative bodies on financial
institutions are interested in conducting the aggte stress tests of the whole system in
order to obtain and evaluate the vulnerabilitieghaf financial system to potential risks.
The focus of central banks and supervisory autiesrites therefore not on the particular

portfolio or one financial institution, but rathen the entire financial system.

Nevertheless, aggregate stress tests face numineetbbdological issues. The most basic
methodological issue is defining the appropriatpragch how to quantify the aggregate
impact of a shock on individual portfolios (Quagkdlo, 2009). When talking about stress
tests on the aggregate level, there are two marmaphes used by the supervisory bodies

— the top-down and the bottom-up approach.

® See for example Quagliariello (2009), Kalirai é&eheicher (2002), Melecky and Podpiera (2010) or
Joneset al. (2004) for further details and discussion.
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Figure 3: Top-down and bottom-up approach

Top-down Bottom-up
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- the comparability of the results may be
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- costly for the individual banks, expert
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Thebottom-up approach requires the supervisory body to collect use individual stress

tests conducted by participating financial insidos and add up the obtained results in
order to get the overall result of the aggregassdtém-wide) stress test. In order to give
reliable results of vulnerabilities of the wholessym, the supervisory body has to ensure
that individual banks and financial institutioneunsistent stress test methodology. This

methodology has to be applied across all institigtimvolved in the aggregate stress test.

As noted by Kalirai and Scheicher (2002) the bottgrapproach is easing the burden of
the supervisory bodies, as it is using the strests talready conducted. However, there are
several serious drawbacks when relying on the botip approach. Firstly, the bottom-up
approach requires the supervisory body to statearmon scenario that should be applied
in individual institutions. To implement this sceioaof the stress test across the financial
institutions can be very costly and difficult. Diténvolvement of individual banks in the
system-wide stress testing exercise requires exgidls in the field of macroprudential
analysis and model construction, which can be ratbstly. Moreover, there exists the
danger that financial institutions could interptie¢ central banks’ interest in a particular
scenario as containing some important informatitwoud the future development or

likelihood of such a scenario to occur (CGFS, 2000)
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Second, even when considering the alternative kihgsall participants to use identical
scenario for the stress test, the supervisory b/ to ensure that the methodology to
evaluate risks applied across the financial instiig does not differ significantly and thus

does not result in non-comparable outcome.

Moreover, applying one common scenario and metlogyolacross all financial
institutions result in non-customized stress td3ifferent institutions have different
portfolios and thus different risk exposure, e.ge dank can focus on domestic market
whereas another bank’s highest risk exposure caoviegrds foreign currencies. More to
the point, on the domestic market one bank cansfgeimarily on housing market (e.qg.
mortgage loans) and thus have different signifiaéskt factors. Therefore, the “one-size

fits all” scenario may not fit the needs of all imdual banks.

The second approach — ttog-down approach — requires the central bankers to aggregat
the portfolio and balance sheet data from individuancial institutions and then conduct
the stress test on the aggregated data. This apprimapose higher burden on the
supervisory body, as it can be resource-intenangeraquires the central bankers to have
more detailed knowledge on the disaggregated datia tlee individual
banks (Blaschket al, 2001). On the other hand, supervisory bodies liysaaeady do
collect range of data from the individual financiastitutions as a basis for their work.
However, as mentioned by Kalirai and Scheicher 2208e institutions included in the
aggregate stress test must still follow the sanp@rteng and accounting guidelines to

ensure the comparability of the data.

Once the supervisory authority succeeds in cotlgctine detailed and disaggregated data
on individual portfolios, the stress tests can bdgymed either on the balance sheet data
of individual banks or on the consolidated portialepresenting the financial system. The
former approach takes into account correlationsvéen the portfolios as well as the
linkages between the risks faced by the individuatitutions. However, this approach
requires access to detailed and disaggregatedodatadividual portfolio positions. The
latter approach avoids problems of data availgbditd aggregation issues, but ignores on
the other hand the possible contagion effects éninkerbank system (Sorge, 2004). The
top-down approach to stress testing brings oftes Bcurate results, because the stress
tests are usually carried out on aggregated systiel®-data (Quagliariello, 2009). On the

other hand, the top-down approach ensures usage shme definitions and methodology.

10
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Blaschke et al. (2001) believe that the bottom-up approach canvigeo the best
informative picture about the vulnerabilities oetlystem as whole. This is because the
individual institutions have the best knowledge wbtheir own risk exposure and the
strongest incentive to run an accurate stressHestever, the shared understanding is that
since both approaches have its advantages andvdigades, the best picture is obtained
when combining both approaches. A cooperation oé thmacroprudential and
microprudential approach when identifying the vudimlities in the system may also
promote better communication between the supewviand banks when implementing the

micro- and macroprudential policy measures (Meleskg Podpiera, 2010).

2.2.3 Limitations and methodological issues
The following listing of limitations and methodologl issues applies mainly to issues

connected with stress testing on aggregate level.

a) Scope and choice of institutions

Most of the stress tests carried on the superviemgl are performed on aggregated basis
of the individual institutional portfolios. When wmsidering the stress testing of the
country’s financial system, the supervisory auttydnas to define the aggregated portfolio
of the institutions. As pointed out by Quagliame(R009) aggregating the portfolios of all
financial institutions in the system does allowomprehensive simulation of effects of the
shocks, is however very computationally burdensoamel in many cases nearly
impossible. Therefore, for the perspective of ficiahstability of the country, the scope of
the stress test can be restricted to a selectegh griocore institutions or major players that
play a crucial role in the stability of the systamd/or are most likely to be affected by the

adverse event.

The selection of the group of intermediaries rezginieeper knowledge about the structure
of the financial system, since omitting key finacinstitutions or whole group of
intermediaries may overlook potential vulneral®@btiand contagion channels in the
system. Main attention of the stress tests is affyidocused on banks, since banks are
usually the most significant institutions in thendncial system of many countries.
Moreover, as mentioned by Quagliariello (2009) lsankdue to their role in payment
systems - are a potential source of systemic amtgmn risk. The selected group of
institutions may differ from one country to anothas it depends on identified main risk
exposures of the given system as well as on steictuithe financial system. In countries

11
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where for example non-banking financial institusgulay a significant role in the process
of intermediation the scope of aggregated stresss tevould have to be extended.
Joneset al. (2004) emphasized that restricting the scope ef dtress test only to the
banking sector can lead to neglecting of complsiitutional links in the financial system.
In addition, Blaschket al. (2001) pointed out that the role of foreign owhgusshould be
taken into account when considering the scope efatigregate stress test. Depending on
the parent group, the banks with foreign ownersloipld absorb or transmit the shock in

the domestic economy (Blasché&eal, 2001).

b) Aggregation issues

Another methodological issue that is connected tighaggregate stress test is the process
of aggregation. As mentioned previously, there laasically two approached how to
conduct aggregate stress tests. The central bamkeitker collect raw data from the
individual institutions and conduct the stress testthe collected data or compile the
results of the stress test performed by the ing&iits themselves. Both approaches have its

pros and cons as described in section 2.2.2 anchauzed in Figure 3.

c) Data availability

One of the key assumptions especially when comalgyiciiggregate stress tests is the
availability and quality of the data. Similarly é@her economic applications stress testing
exercise heavily depends on the data availablea Datormation needs can vary
significantly depending on many elements of theessirtest exercise, such as the
complexity of the scenario, different types of gskcluded in the stress test and potential
interaction of risk variables (Cannata and Krug¥)Q9). Stress testing can be therefore
applied with varying degree of sophistication, depeg on the data and information

available.

Basic data availability, especially in countrieatthad undergone some structural changes
and therefore the availability of long and stableet series data on the balance sheet
exposures is limited, impose major constraint om mlature of the stress test exercise.
Melecky and Podpiera (2010) conducted a surveyadtizes of stress testing in selected
countries of Central and South Eastern Europe antgul out that limited availability of
data together with the inconsistencies among varidata sources pose significant
difficulty and major challenge in the stress tegtdevelopment and reduce substantially

the scope of the stress testing exercise.

12
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Beside the basic needs with regard to the baldmeet slata of the financial institutions, the
stress test can be restricted by the difficultyisoiating specific exposures (for example
institutions that are active in the derivative nesgkor large and complex institutions) and
lack of risk data (duration and default measurdspeset al. (2004) lists among the

various constraints imposed also the confidenyigisue, i.e. the limitation imposed on the
central banks when publishing the results of thesst test or sharing the sensitive

information with the public.

2.3 Usage of stress testing — Why to stress test?
As mentioned previously, the observed results frib@ stress testing process serve
generally speaking in determination of the stap#ibd evaluating of the vulnerabilities of

the examined system.

The wide range of uses of stress test can be agaded into two aspects depending on
the examined system, i.e. whether the stress testapplied on the aggregate
(macroeconomic) level to the whole system or askamanagement tool to the particular

portfolio of the institution.

On the portfolio basis, the stress testing is uguaed in the collaboration with VaR to
capture the impact of an exceptional but plausitge loss event on the portfolio (see
section 2.2.1). Stress test can - unlike VaR - Rteuthe performance of the portfolio
during abnormal market periods connected to extnence movements. More to the point,
as pointed out in the survey conducted by CGFSHR60me institutions are using stress

tests to verify the distributions assumed in tMaR models.

In addition, stress test exercise can be usedefirth level for better understanding of the
risk profile of the firm. A stress test can reveaposures that are not significant on the
individual business unit level, but can - in ag@gteg have significant effect on the firm’s
business (CGFS, 2005). Hence stress test can serva tool in understanding the
vulnerabilities of the firm and evaluating its t@ace towards risk. Besides the better
understanding of its own risk profile, the indivalunstitutions can use the stress testing

techniques in order to assess the adequacy ofitheinal capital.

The stability of the whole financial system becatine centre of attention of the various

supervisory bodies as well as policymakers in regears. The recent crisis has shown the

13
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vulnerability of the financial system doesn’t hawestem only from endogenous factors
but also as the consequence of adverse develophdme macroeconomic and financial
environment. Since any instability in the financaéadd macroeconomic environment can
potentially has a substantial impact on the fumitig of the financial system, which in
turn could affect the real economy and thereforplynthe second-round effects on the
financial system, the supervisory bodies attempinid a way how to understand the risks
in the system, and hence reduce the likelihood taedimpact of the potential adverse
shock or crisis events (Trapanese, 2009). Hencegirtrast to stress test undertaken by
individual banks or firms, the financial stabilisgress tests run by the central banks are
generally more macroeconomic in nature and focughensystem-wide effects of the

macroeconomic shocks.

When talking about purpose of stress test, Meleaky Podpiera (2010) distinguish
between relative and absolute stress test bas#tearliability of the underlying data and
the interpretation of the results of the stress t&bsolute stress tests are understood as
stress test capturing highly precise scenarios withithe relevant risks including their
interplay and integration into the final outcoméigators. Since capturing all risks in the
system and constructing highly precise and condisteodels, that will eventually arrive
on concrete numbers and absolute amounts is vedgbsome, the relative purpose of the
stress test focuses rather on relative interpoetaif the results of the stress test exercise.
Melecky and Podpiera (2010) define the relativessitest as a ‘peer-group analysis when
banks are stressed by what is considered a redgostabng stress scenario and then

bank-specific results compared to the averageeif fieer group®

When considering the system-wide stress test cdedusy the supervisory bodies and
usually published in their financial stability repg the main aim can be summarized as
test analysis of the resilience of the financiateyn towards different shocks caused by
adverse macroeconomic and market conditions. Adogrid Blaschkeet al. (2001) stress
test provide information on the source of the risks portfolio that can be relevant for
decision makers — either policymakers or senioragament level of the institution.

Macro stress tests provide forward-looking inforimaton the impact of the possible

extreme event on the resilience of the financiateay. Hence, when results and outcomes

® Melecky and Podpiera (2010), pp. 3
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from the stress testing exercise understood cdyretie assessment of the extreme but
plausible shocks can be of great value: The ditfycof identifying the future crises and/or
what might happen to the financial system (or gmgsihe individual firms) given the

certain risks to occur, can be forecasted or nigigido some extent.

Stress tests can also reveal potential hiddenlatioes across portfolios, for example the
correlation between corporate sector and househetusn both sectors could be hit by the
same macroeconomic shock and respond in the samioin (Bunn, Cunningham and
Drehmann, 2005).

Moreover, as mentioned in Baudino (2009) stresss tean identify information gaps
between the private banks and the supervisory boditess tests are usually used as a
good platform to encourage communication and cadjmer between central banks and
private banks. Publishing the results of macrossttests run by the central banks promote

cooperation among the institutions and central bab&th nationally and internationally.

2.4 Stress testing process

The process of stress testing the whole financiatesn requires development of
comprehensive tool kit, starting from forecastieghniques, proper identification of the
adverse economic shock as well as the correctratibid of the shock, interpreting the
impact of the shock on macroeconomic environment the whole system and drawing

some management and policy implication and advices.

Figure 4: Main components of macroeconomic stresgsting
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2.4.1 ldentification of potential risk factor and v ulnerabilities of the
system

The process in the stress test exercise beginaplymvith determination of the stress test
coverage and selection of intermediaries, i.entlaé focus of the stress test. Considering
the whole financial system of the country wouldwalla comprehensive simulation of the
effects of the adverse shocks, however, this apgprasuld be extremely computationally
burdensome (Quagliariello, 2009). Therefore, th¢onits of the macro stress tests focus
on the significant and major players in the coustfynancial system. As a rule of thumb,
most stress tests applied to the “whole” finansiatem are in reality performed only on a
subset of systemically important institutiohSypically, the macro stress tests are mainly
run on the banking sector as a subset of the fiahsgstem, since banks are the most
significant financial intermediaries in many couedr (Quagliariello, 2009). When
restricting the scope of the macro stress testamkibhg sector only, the outcome of the
stress test exercise may, however, ignore the @mpistitutional links among the
different categories of the financial intermediariand therefore may not provide
exhaustive assessment of the resilience of thersyst

The choice of the scope of the macro stress temicise heavily depends partly on the
nature of the risks that need to be analysed arity pa the data available. Selection of the
scope of the stress test often involves a traddsefiveen accuracy of the exercise and

computational and reporting burden.

Next step in the stress test exercise is identiinaof major risks and vulnerabilities of the
system. Again, since stress tests do represenetigy only in a simplified fashion and
can't therefore cover every possible risk factartfee portfolio or system, the researcher
usually narrows down the focus on the main riskdiscand weakest points in the financial
system, he is interested in understanding. Siryilarithe selection of intermediaries, the
step of indentifying the main risk factors and esyp@s allows to tailor the stress test
exercise to the needs and conditions of the coumogusing on the country-specific
significant exposures makes the process of stesssrtore effective and prevents waste of
time and resources (Jonetsal, 2004).

" Cihak (2007) pointed out that only minority of th&4&P macro stress tests are conducted on the whole
financial sector of the given country. On the cantr the majority of the macro stress tests ruthnIMF
FSAP focused on subset of large banks that covgeagrally 70 — 80 percent of the total assets & th
banking system.
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Identification of the risks that are most likelypresenting the danger for the system is an
analytical process involving both qualitative angantitative components (Jones al,
2004). Knowing the characteristics of the examisgstem, the structure of the financial
intermediaries, share the individual categoriesth®d intermediaries represent in the
financial system, the main business carried outhen system together with the broader
macroeconomic conditions and development represenysthe basics when considering

the identification of the potential vulnerabilitiefthe system.

2.4.1.1 Financial soundness indicators
When conducting the macro stress test, the imphtheo shock as well as the overall

resilience of the system can be examined using wage of numerical indicators.
Joneset al. (2004) summarized various types of numerical iatics that can be used in
order to isolate the potential weaknesses of thgemy. Ranging from macro-level
indicators, that provide the overall context foe frerformance of the system and allow the
comparison of the development, with respect towa historical experience as well as the
comparison of the development towards other coemtand peer groups, to structural

indicators, that can indicate significant risk espies in the financial systetn.

The so-called Financial Soundness Indicators (R&#¢sE developed in order to assist and
provide guideline on the assessment of the finasoandness of the system and quantify
the systemic importance of various risk exposures\ailnerabilities. The construction of
the set of FSIs aimed to provide participating ¢msnon the guide, how to access the
sources of vulnerabilities in its own financial ®m. The macroprudential analysis of the
FSIs aims to provide a basis for actions and pedichat would prevent financial crisis

from occurring.

The FSls belong to micro-level indicators, sincesthindicators are typically derived from
financial statements of the individual institutiond/hen drawing up the list of the

indicators, the main focus lied on the core markeid institutions, the FSIs are usually of
analytical importance for many countries and raiwa many circumstances, so they can
be applied widely. The core set of the FSIs costairany indicators covering deposit

® For detailed description and explanation of thecnmaand structural indicators see Joeesal. (2004)
pp. 7-12.

° The FSls were presented for the first time in J20@1 as part of the Financial Sector Assessmemgrim
(FSAP), joint initiative of the World Bank and IMHR.ater, the core and encouraged set of FSIs had
undergone some changes and improvements as a segpathe changing financial environment.
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takers and comprises measures of capital adeqaasg} quality, liquidity, earnings and
profitability and sensitivity to market risk. Sinagany of the indicators are basically ratios
derived from the aggregated financial statemeihis,analysis provides valuable insight
into the stability of the system. Needless to $lag,indicators itself do not provide a fully

comprehensive assessment of the system stability.

2.4.2 Shock calibration and scenario specification
Next step, once the major risk triggers for thetamysare identified, the scope and main

focus of the stress tests specified, is to put thegea coherent stress test scenario.

Designing and calibrating a scenario typically iives number of elements:

» Choice of the type of risks to be analyzed, focassmmgle or multiple risk
factors

» Parameters to shock (prices, volatilities, correfet)

*  The magnitude of the shock

« Time horizon

Shock calibration is often based partly on the expedgment and partly on the
discretionary assessment of the analysts (Quagl@r2009). Since the stress test exercise
aims to examine the impact of the adverse everitithbeyond the normal range of
experience the implementation of the scenario tisnoén iterative process (Quagliariello,
2009;Cihak, 2007).

The stress test exercise can have a form of a sisapisitivity test (aka univariate stress
test), where the change in portfolio value forragk risk factor is examined, or it can have
a form of scenario analysis, where the impact wiutianeous moves in group of risks is
considered. Sensitivity stress tests are usualbyeedo implement and the results are
straightforward to interpréf. However, sensitivity scenarios ignore multiplekrfactors
and the correlations between the risk factors. leee they do not allow the feedback

effects to be taken into account in the simulattldance, they can provide first assessment

19 Examples of the simple sensitivity stress tesfaltewing:

Interest rate risk:Parallel shifts and steepening or flattening ¢éiiest rate curves; increase or decrease in
interest rate volatilities

Credit risk: parallel shifts of credit spreads curves, accétaman the volume of NPLs

FX rates risk Appreciation or depreciation of the underlyingremcy; increase or decrease in FX volatilities
Equities Increase or decrease in spot prices and equigfilties

Commaodity riskincrease or decrease in spot prices of commoditieprice etc.)
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of the portfolio’s sensitivity to given risk factand serve as a rough approximation of the
loss (BCBS, 2009).

The more sophisticated approach —ghenario analysis- enhances the predictive power
of the stress test exercise, since it encompaspheulisk factors and overcomes therefore
the shortcomings of the simple ad hoc sensitivinalgsis’* On the contrary to the
sensitivity analysis, where the time horizon isi¢glly shorter, often instantaneous and the
source of the shock is not defined, source of bioels in the latter approach is usually well
defined and the time frame is longer (CGFS, 2005).

The scenario is typically constructed either asohisal scenarigqbased on the historical
data) or hypothetically. Thieistorical scenariois constructed based on the observed past
development, typically the change in the risksdexexperienced in the various historical
episode¥ are applied to the portfolio. The advantage of tapproach is that this is
tangible and intuitive, since the stress event aligsady observed in the past. Moreover, as
one of the roles of stress test is also facilitabbthe communication (especially true when
applied within an organization or company), theadage of the historical scenario is its
transparency and relatively easiness to undergaGdS, 2000; Quagliariello, 2009). On
the other hand, historical scenarios are rathekva-looking, as they are derived from
past experience, and therefore can ignore the ehangsk-taking appetite. More to the
point, historical scenarios fail to capture new duats or significant changes in the
behaviour of the market and therefore may no lomgerelevant for the specific system
(BCBS, 2009; Blaschket al, 2001; CGFS, 2000). Classical example of the hsib
stress test scenario is for example the Gulf Wana&go— used to stress test the commodity
risk related exposures, LTCM or 9/131.

Hypothetical scenariorepresents more realistic option, especially i ¢ases where the
structure of the financial system changed signifilyain the past (for example, periods of

privatization, deregulation, liberalization etclpfieset al, 2004; Quagliariello, 2009).

1 Main reason why to use scenarios rather thanesingi factor shock is that typically change inesew risk
factors occurs or the risk factors are interrelatddnce, the financial institution is affected e tdirect
impact of the initial shock but also by indirectpatts by other factors caused as a result of ftialishock
or by the contagion effectg€ihak, 2007).

2The analysts identify the days that imposed somesston the system and use the observed chantes in
risk factors (CGFS, 2000).

13 See CGFS (2000) or Quagliariello (2009), pp.30
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Hypothetical scenario is generally based on expeigment and involves some sort of
macroeconomic modef. The use of the historical experience helps theegxip set the
correct magnitude of the shock. Hypothetical sdesirare more flexible and overcome
the major drawback of the historical scenario, rigmthey are forward-looking. The
disadvantage of hypothetical scenario lies withgvery nature - if the model is not
specified properly, the correlations between resttdrs can be incorrect and therefore the
scenario may not fit the commonly observed movememi the market. Second
shortcoming is the difficulty to attach probabilitto hypothetical scenario
(Joneset al, 2004; Blaschket al, 2001).

Besides the two widely used approaches how to libiédadverse scenario, some stress
tests can apply the so-calleddrst case approachand the threshold approach’ when

constructing the scenario.

4 Melecky and Podpiera (2010) distinguish in theipgr on macro stress testing between approach based
judgment decision and model-consistent approacmwloastructing the scenario. The first approactesel

on the experts’ judgment and decision on the releeaonomic variables that are used in the stestsg
exercise. The latter approach builds the scenas®d on a macroeconomic model that is in line with
economic theory, and therefore interlinks the macomomic variables among each other. Both apprgache
have its pros and cons, however, according to Mglemd Podpiera (2010) the approach based on the
experts’ judgment proved to be too optimistic.

!> Hypothetical scenarios encompass multiple riskofacand can simulate some past crisis event dsfoel
example “financial crisis” scenario could poterjialook as following: stock markets fall related &m
increase in equity volatilities, decrease in indérates and dramatic widening of credit spreads.
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Figure 5: Worst case and threshold approach
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Source: this figure is adopted fratihak (2007), pp. 48

Notes: The definitions and the main idea are tdkam Cihak (2007), pp. 46 — 48. The two axes displaytite risk factors that are
interrelated between each other. The ellipse reptssthe set of combinations of the two risk facteith a certain probability of
occurrence. The correlation between the risk faci®mdepicted with the shape of the ellipse andsthe of the ellipse represents the
plausibility (p). The impact of the shocks is measiby the change in capital adequacy ratio (CA€)resented by the diagonal lines

in the picture.

Figure 5 illustrates the worst case and threshpfgtaach in building stress test scenario
for two risk factors. Thevorst case scenari@can be defined as a scenario, which given the
certain level of plausibility has the worst impact the system. In other words, given the
level of p, we are searching for a point, where a diagomal tepresents a tangent to the
particular ellipse. Thehreshold approach represents the same problem, but starts with
selecting the threshold of the impact of the shpcks the diagonal lineCfhak, 2007).
Hence, the threshold approach can be defined asatbest possible shock that would
leave the system or examined portfolio above aamethreshold (measured by capital
adequacy or profit) (Quagliariello, 2009).

Typically, the decision how to construct the strest scenario depends on the complexity
of the system and the availability of a suitabledeladepending again on the quality and
availability of the underlying data. Generally skieg, the choice and calibration of the
scenario usually faces a trade-off between comipuitburden involved and the realistic

prediction of the impact of a stress event.
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2.4.3 Implementing the scenario and mapping the mac  ro scenario to
the balance sheets

Once the adverse scenario for the stress tesfiledethe next step in the stress testing
process is implementation of the scenario. Sinee ithplementation of the adverse
scenario requires the central bankers to know tkpeaed movements in key

macroeconomic variables, macroeconomic models aaally applied in order to

understand how the system behaves when assumingdtiezse shock. The role of the
macroeconomic model is to link the stress eventh® key macroeconomic variables.
Moreover, the linkages and relationships betweenntiacroeconomic variables are very
important for the stress testing purposes. As roeatl in Quagliariello (2009), these
models are typically constructed by central bamksrder to forecast the development of

the macroeconomic variables.

Figure 6: Macro stress testing framework

Balance sheet
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calculation of impacts
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" [Feedback effects

Once the macroeconomic model has been appliedethenacroeconomic variables under

-Experts’ judgment approach

the stress event estimated, the contagion effectgtee transmitting mechanism has to be
captured in order to assess the impact of the adwdrock and calculate the expected loss.
However, macroeconomic models typically do not rpooate all the necessary features
(they do not include a measure of credit risk)ref@e one single model is not able to
provide the whole picture. Hence, often credit nsédels have to be developed in order to
link a measure of credit risk to the macroeconomeziel variables. These models usually
take a form of a reduced-form econometric equatiorodel (Foglia, 2009;
Quagliariello, 2009).

Foglia (2009) divided various types of models tlaaé used to map the shock to

macroeconomic variables and models to map the tcris#ti measure to macroeconomic
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variables into structural econometric models, vedatoregressive models and pure
statistical approach. In addition, Melecky and Redp(2010) added the judgment based
approach (mainly when building the coherent scejailihey pointed out, the judgment
based approach is applied in cases when robusttistt or econometric models are not
available or the underlying data are not sufficientorm a basis for a sophisticated model.
This approach however faces serious shortcomingenwthe structural economic

consistency and consistency over time of the stestss considered.

Structural models are applied usually in centraldsawhere robust models for forecasting
and policy analysis are already available. Thesdatsotypically take the initial shock as
exogenous and return the values of macroecononiables projected over time horizon
of the stress test event. Application of the strradtmodel ensures consistency across the
predicted variables and allows incorporation of aggehous policy reaction to the initial
shock. However, structural models are usually rapable to capture the non-linear
relationships between the variables (non-lineati@hships are often observed especially
in times of stress or for example when realizingimee switch). Moreover, the structural
models face the difficulty of determining the likelod of the adverse stress scenario
(Foglia, 2009; Quagliariello, 2009; Melecky and Pieda, 2010).

In cases, when structural model is not availabéstar autoregressive (VAR) or vector
error correction models (VECM) are employed. Thesedels are favoured because of
their flexibility and relatively easy way of prodag consistent set of predicted variables,
however, often criticized for their inability of terytelling” and therefore unsuitability in
cases where policy evaluation or communicatiornésrhain objective (Drehmann, 2008;
Foglia, 2009).

The choice of the suitable approach depends agagelyy on the available data, on the
main risk examined and on the objective of thessttest. Drehmann (2008) showed how
different objectives lead to different and oftemfticting priorities when constructing the
model.

2.4.4 Interpreting results and second-round effects

The final step in the stress testing process ierpnéting of the obtained results, i.e.

calculation of the bank losses under the stressteVgpically, bank-by-bank impact of the
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stress event is expressed in terms of some var@bladicator of financial soundness
(such as capital adequacy or solvency ratio) ireotd assess the ability of the bank (and

the whole system) to withstand the shock assumed.

Several issues can arise when interpreting thetsesti the stress test. First of all, the
choice of variable to measure the ability of thstitmtions to withstand the stress event
depends usually on the model used. Typically, theact of the stress event on the
institutions is compared to some baseline scenarmhich the banks (institutions) remain
profitable and solvent. Depending on the model,résearchers usually assess the impact
of the shock either by forecasting the expectedesse in the loan loss provisions or by
computing the expected default rates. The compldssl is then compared with some

appropriate benchmark and the ability to withstdredshock is determined.

The buffer that is employed by the institutionsfdoe the stress event is usually capital,
however as mentioned for example in Foglia (2008nhks would typically exhaust profit

first before reducing the capital or other balasteet positions. More to the point,

Foglia (2009) pointed out that expressing the tesnfl the stress test exercise in terms of
capital only can lead to overestimating the aciogbact in those cases, in which the
institutions would otherwise remain profitable inetbaseline scenario. Central banks
typically do express the outcomes of the stredsineterms of capital adequacy and state
the need for the recapitalization, since the eftédhe stress test exercise on the capital

adequacy ratio is of particular interest of supsoky bodies.

Second drawback discussed in connection with exprgshe outcome of the stress test is
that the number generated by the stress test nedsually not an accurate point estimate
of the expected loss, but rather an assessmehegbdssible risk (Drehmann, 2008). To
overcome the problem, some papers attempt to danwentire profit and loss distribution

for the loan portfolio of the system and hencevalimmputation of the probability of loan

losses with various sizes. The entire loss distidibumakes it possible to calculate the
expected loss of the entire loan portfolio and ¢fee the capital buffer the banks are

required to hold against the loss that is aboveobiained expected loss (Foglia, 2009).

The last issue mentioned for example in Quagliarigr009), Foglia (2009) and
Cihak (2007) is that the central banks have to d¢aleuithe effect of the stress test scenario

on the individual banks and not only for the aggted level. The aggregate level
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approach to the stress test may hide importantrimdtion about the distribution of
potential risk exposures among the various ingbist As mentioned in Drehmann (2008)
the level of aggregate liquidity in the system & not the issue even in times of stress,
however, the distribution of liquidity plays theucral role. The institutions may have
different preferences and take different levelsisit with regard to the risk factor. Those
with the highest risk-appetite are likely to faihder the stress event — banks usually
became illiquid before they are insolvent — andceerould no longer be able to meet the
capital requirements. Nevertheless, the averagéatapequacy ratio for the whole system
may still remain above the minimal capital requiesm level. In fact, the actual
distribution in the system is particularly essdntighen assessing the threat of the
contagion effects in the system, since failure afjanintermediary may induce through for
example counter party credit risk serious threatsther market participants. Needless to
say, that this analysis requires the micro-levetadan the individual institutions
(Foglia, 2009; Drehmann, 2008).
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3 Development in the banking sector

Following section of the thesis describes the dgwakent in the Czech banking sector. The
Czech Republic is an example of a bank-orienteghftral system and hence, traditionally,
the banking sector has been the most importantnetaf financial intermediatiotf. The
following analysis of the current state of healthtlee financial sector (in this case the
banking sector as the most important part of tharfcial sector in the Czech Republic) is
the first step in assessing the fragility of theaficial system.

The Czech banking sector had undergone some tuthygars after the change to market
economy in 1989. The first decade was charactefistithe effort to quickly overcome the
burden inherited from the central planning systéine socialist one-bank-system was
replaced by four large state-owned banks and theevmdent licensing policy and

regulation encouraged period of quick expansiorthef banking sector. Because of the
absence of sufficient legal framework and instinél supervision, as well as managerial
know-how, the banking sector quickly started toefaerious problems. As a result of the
bad situation in small Czech banks and in ordgrrévent domino-effect in bank failures
and ensure the creditworthiness of the systemCttech National Bank adopted various

stabilization measures and prograts.

The overall macroeconomic conditions in the lat®0kO together with more cautious
lending policy adopted by the banks manifested dedwes in the period of decline in bank
lending. Barta and Singer (2006) show the declinleans granted by the banks during the
period until 2002. Only starting from 2003, aftdretprivatization of the four large

state-owned banks, the lending activity recovered.

The following section of this chapter will focus mig on the period from 2002 to 2010,
because this time period is relevant to the englinpart of the thesis. Moreover, data
indicating loan portfolio quality (such as the neerforming loans) are publicly available

only after the year 2002. The development of thefpla quality of the Czech banking

16 According to data published by the Czech Statititffice, the financial sector of the Czech Rejubhd
total assets amounting to CZK 6257 billion, whichsaapproximately 170% of GDP at the end of 2009.
Deposit money bank assets expressed as a shaf@Rt@mprised to 1.15, non-banking money institigion
amount to 0.26, insurance companies 0.12, finahe#ling companies 0.08. The share of assets to @DP
pension funds and investment funds was 0.06 ant] €e8pectively.

" For detailed description of the early developmeinthe Czech banking sector as well as the prooéss
consolidation and stabilization see for example®and Singer (2006),tima (2002) and Bdek (2001).
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sector before the year 2002 was affected by trertefd establish healthy banking sector.
Balance sheets of the large banks were cleanetbapthe bad loans accumulated during
the transitional periof The Czech banking sector has been stable forefleeted studied

period and dominated mainly by foreign strategicers.

3.1 Macroeconomic conditions

Development of the credit market and hence theitguai the loan portfolio is assumed to
be connected to the overall development of macru@oic conditions of the country and
to the economic activity. This section describes thain indicators of the economic
activity of the Czech Republic over the period 602 to 2010.

Figure 7: Development of GDP, inflation and unemplgment
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Notes: Growth rate in GDP calculated from index bem(GDP Volume, 2005=100), growth rate of GDPZ010-year end is an
estimate based on the actual real data for thiadtquof 2010. Inflation rate is calculated asramease in average annual CPI

indicating percentage change in last 12-month aeeoaer preceding 12-month average, accordingetddfinition ofCSU.

From macroeconomic point of view, the period froB02 — 2006 was characterized by
positive performance in the Czech Republic. Ann@DP growth was constantly

increasing over this period starting from 1.9% @02 and reached its peak in 2006
with 6.8%. In 2006, economic growth in the Czeclpitdic was one of the fastest among
the EU member states. In 2007, the favorable ecandevelopment continued despite the
erupted financial crisis, the annual growth rat&@fP remained high at 6.1%. The labour

'8 Major rounds of clean-ups appeared in the beginofril990s (large banks were cleaned from bad lsans
the first step) continuing in the second half vtk shift to smaller banks.
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market situation was good over the period of 2@2007. The registered unemployment
rate was gradually decreasing over this period 80886 in 2002 till 7.7% in 2006. Also in
2007, labour market situation improved and the enun growth in the Czech Republic
was accompanied by new job creation and declinenemployment rate, averaging at
6.0%. Inflation rate was fluctuating in the perigGt@m 2002 till 2006 around 2% on
average. In 2007, inflation rate gradually increesempared to previous period, but still

remained low at 2.8%.

The figure clearly reveals the impact of the ecoitoamisis that affected the economic
development in the whole Europe and in the CzeghuBle in 2008. As it is shown later

in the chapter, the adverse economic trends in@nanactivity had also an impact on the
loan quality portfolio, since it affected the firaal performance that in turn resulted in
raising payment difficulties by both, businessed ardividuals. Annual growth of GDP

declined in 2008 by 3.7 percentage points comp#etie previous year to 2.5% y-0-y
growth. Also inflation rate continued to grow inQB) the average inflation rate grew by
3.5 percentage points in 2008 compared to preweas and reached the level of 6.3%.
Labour market situation reflected the economicisred the slowing of the economic
activity and growth in 2008. The average registaradmployment rate increased by 0.4

percentage points compared to 2007 and was cla&&¥to

According to the IMF (2010), the world economy preds to recover from the financial
crisis with varying speed. The highest economicwginowas achieved in countries of
emerging Asi&, especially in China and India with GDP growth ward 6% and 9%,
respectively. Among the developed economies, tlmauoy of the United States with
GDP growth rate at -2.4% in 2009 is recovering nmeuecessfully than Europe or Japan
with GDP decrease by 4% and 5.2%, respectively.

In Europe, the recovery process was expected tather gradual and uneven among the
individual countries especially among the membédrthe Euro area. A large part of the
economies in the European Union experienced negatienomic growth in 2009; also the
Czech Republic was affected by the adverse macnoeaic situation. GDP decreased by
4.1% in 2009, also the labour market developmeticaied the economic recession that

started in 2008. Labour market reflected the ecooodownturn with usual lag, the

1 Emerging Asia comprises China, India, Korea, Taiwrovince of China, Hong Kong SAR and
Singapore.
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registered unemployment rate increased to 9.2%yup2 percentage points compared to

previous year.

As a small open economy in the heart of Europen@wic growth is strongly influenced
by demand for Czech exports and flows of foreigredi investment. The volume of the
foreign trade was constantly increasing over theéogeof 2002 to 2007° In 2008, the
volume of export stagnated and in 2009 the volureerahsed by 14% compared to
previous year. Export activity is traditionally agtd to the export and investment activities
with the member states of the B{Jespecially foreign trade with Germany, which teda
more than 30% of the total export in the Czech Répun 2009.

3.2 Development of credit market

3.2.1 The loan portfolio

Figure 8: Development of total loans
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The volume of total loans granted by the banks tde/aiesidents and nonresidents rose
significantly between the years 2002 and 2007, aitbrage annual growth rate of almost
15%. Moreover, the growth of the total loans wasy/\segnificant in the period from 2005
to 2007, when the y-o-y growth reached its peak wagproximately 26% increase. During
the period of rapid growth volume of total loansrgase by approx. CZK 892 billion,
which is, in other words, twice the amount that weesnted by the banks in 2002.

% See the graph in the Appendix

L 1n 2009, the volume of export into EU27 count@asounted to almost 85% of the total exported volume
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A trend changeis apparent in the period from 2007 to 2009. Dgirihis period, the
growth of volume of total loans started to decliapidly. The y-o-y growth of total loans
was 16.4% and only 1.3% in year 2008 and 2009 emiely. Particularly, the decline in
growth in 2009 shows the rapid change in the legtfiend by the domestic banks.

The results of the first three quarters of the y2@t0 confirm the decreasing trend in
lending activity. Percentage change to the previespective quarters didn’t exceed 2% in
the first three quarters in 2010, however, thelteshow slightly increasing tendency in
the development of lending activities. By the eridhe year 2010, the volume of total
loans increased by CZK 72.7 billion, this correggmto 3.5% growth y-o0-y.

Figure 9: Sectoral breakdown of the total loans
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Figure 9 shows theectoral breakdownof the lending in the Czech banking sector. The
sectoral distribution of total loans to residentsl anonresidents indicates the exposure
concentration towards particular sectors. Wheredahe beginning of the observed period
the majority of the total lending consisted mainfyloans tonon-financial corporations
and general government followed by lendinghtmseholds(both individuals and trades),
at the end of 2010 the majority of loans goes myatol households and non-financial
corporation. However, the portion of lending towsartbn-financial corporations is rather

declining over the last three years.

The volume of loans granted to the general govemmiecreased rapidly during the whole

period by CzZK 102.8 billion. On the contrary, thggndmic growth in lending to
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households is apparent in the whole period. Frof220 2010, the loans to households
increased by almost 21 percentages points or atteety by CZK 849.5 billion and loans
to non-financial corporations rose in absolute gy CZK 345.8 billion. As of December
2010, the share of loans towards households i limdas reached 47%, which was the
highest in the portfolio. The share of non-finahcarporations to total loans amounted to
almost 36% in 2010, however, over the whole petiwshare recorded decrease by 12.8

percentage points.

From the credit risk exposure point of view, lergdtowards households is of particular
interest, since households are usually affected btiysis with some time lag (CNB, 2010).
Moreover, worsening situation on the labour markety result in repayment difficulties

realized by the households.

Figure 9 reveals the fact that domestic banks focamly on thedomestic market The
fact is reflected by two elements: in the relayvi&w share of transactions with non-
residents and low share of activities in foreignrency. Receivables to non-residents rose
only moderately by 3 percentage points over theoddrom 2002 to 2010, and amounted
to 7.7% of total loans at the end of 2010. The pripn of foreign currency activities
decreased from 16% in 2002 to 13% of all transastit the end of 2010. The largest part
of the foreign currency activities are contracteceuro. Since the beginning of 2002 the
euro transactions reached almost 70% of foreigmeoay transactions and continued
growing. As of December 2010, the ratio was 85%cWwhs approximately 11% of total

lending activity of the domestic banks.
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Figure 10: Loans as a share of GDP by sectors
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Figure 10 shows the constituent sectors lendingigctas a share of gross domestic
product. The loan to GDP ratio is a general indicaif thefinancial leverage of the
economy. The idea is straightforward: Low loan ORGratio can indicate the economy is
not realizing its full potential. On the contrarfyigh loan to GDP ratio suggests the
economy is increasingly over-borrowed. Loan to GE#fio indicates the country’s
economic ability to sustain the debt. When privegetor has borrowed excessively in
relation to the economic prosperity, loan to GD#ores high. When the leverage becomes
excessive the risk of widespread defaults incredSesn though the idea behind loan to
GDP ratio as a financial leverage indicator is guwimple, the level of the leverage
depends on many country-specific factors, mainlytloe stage of development of the

financial market. Generally, high-income counttiersd to have higher loan to GDP ratio.

During the period from 2004 to 2007 not only théuwee of total loans increased, but also
the share of loans to GDP. The total loan to GO racreased in the period of dynamic
growth by 20.4 percentage points. The growth reddsepeak in 2008 when the leverage
amounted to 56.3%. As of December 2010, the rafimks to almost 59.3%.

As mentioned previously, the trend in loans to financial corporations and loans to
household was different to the other sectors. Thares of loans to non-financial
corporations developed over the period 2002 — 2688 stable, slightly increasing trend.

In the last two years, the ratio of loans to navaficial corporations to GDP decreased by
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approx. 1 percentage point. The dynamic growtlending to households manifested itself
in the ratio of provided credit to GDP. Whereas thgo of non-financial corporations

loans to GDP rose by 3.6 percentage point, the dimlds ratio increased by 20.8
percentage points over the period from 2002 to 2010

Figure 11: Credit to GDP ratio in selected countrie?” as of 2008
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Despite the significant growth in 2008, credit tD&ratio in the Czech Republic belonged
to the lowest in the European Union. The comparaonng high income countries reveals
that the level of indebtedness of the Czech econersijll low. It is worth mentioning that

the low level of initial indebtedness could be afi¢he reasons for the dynamic growth in

lending activity in recent years.

3.2.2 Loans by type
As clearly visible from the previous section, lamglito households was the most

significant and dynamic element of growth in thedeg of domestic banks. Traditionally,
private individuals’ debt with the domestic bankaswthe main part of loans granted to
households. Volume of loans provided to individualscounted to 93.45% of total
households’ loans in 20%8.Since the beginning of the observed period, thnsoto

22 The sample consists of 27 high income countri@sydper middle income countries and 1 lower middle
income country. The sample consists of all 27 EUniver states. The World Bank classification for doun
income groups is used.

3 Since 2000 the share of loans provided to indirislexceeded 70% of the loans granted to householtis
continued growing, although the growth was graguslbwing down. In 2010 the share of household $oan
provided to individuals dropped by 2 percentagetsain comparison to year end 2009.
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individuals increased more than six times and atahd of 2010 totaled to CZK 960.8
billion.

Figure 12: Loans by type
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Figure 12 shows the different loan types in thedbzZeanking sector provided to resident
and non-residents. The figure clearly reveals thatstructure of the domestic banking
sector has been affected by the trend of lendimghémsing purposes in the last years.
Again, the loans for house purchases are increasiegy year, although the growth is
slowing down. Since 2002 loans for house purchasss by 22.3 percentage points and
reached CZK 796 billion at the end of 200%s of December 2010, the loans for house
purchases accounted for 38.25% of total loans. @ues credit rose by 4 percentage point
over the whole period and at the end of 2010 adeouto 7.5% of the total portfolio.

Other lending’ consists of several types of loans, out of whighrhost significant part are

investment loans.

3.2.3 Portfolio quality
The quality of the portfolio is closely connectedthe credit risk undertaken by the banks.

Credit risk has always been the most significask m the domestic banks; moreover, the

4 Lending for household purchases includes mortdeges for residential properties as well as busines
properties (incl. rental), standard building sogietans, building society bridging loans and conesugredit
for real estate.

% Other lending includes following: investment, @nt assets, seasonal costs, export, import, tempora
shortage of funds, other lending (financial andcgfae purpose), trade receivables, purchase of ritées)
small-scale and large-scale privatisation loanbpsilinated loans and deposits, repo transactioddoams

to unlicensed banks
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dynamic growth in lending activities over the l&syears indicates that its importance is
still growing.

As mentioned previously, the balance sheet of theastic banks had undergone major
clean up operations in the past. The process obverg bad loans from the domestic
banks was fully completed only in 2003. Startingnir2004, the volume of defaulted loans

started to grow up again.

In the past, development of the loan portfolio gyalkas connected to the macroeconomic
development and conditions. Figure 13 shows thepemison of the growth rates during
the years 2002 and 2010. Clearly, since 2004 tteivables with default (non-performing
loan$®) have been going up, owing mainly to the sizeastenth in the loan portfolio,
since 2008 also as a result of deteriorating macmamic conditions in the Czech
Republic.

Figure 13: Comparison of growth rates
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Loans without default (i.e. loans that fall intoetlcategory standard and watch)
traditionally accounted for majority of the domeshanking sector’s portfolio. As of

December 2002, the non-defaulted loans created @lttxe loan portfolio; the percentage

% | oans with default (non-performing) are definedsabstandard, doubtful and loss loans. Non-perfogmi
loans therefore include all loans that are pastfduenore than 90 days. See CNB Regulation No. 2(XB/
for exact definitions.
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of non-defaulted loans was gradually increasindnwg peak in 2007 reaching 97.4% of
total loans. Thus, over the period 2002-2007, tbhe-merforming loans went down by
more than 7 percentage points. At the end of 20ddhs without default amounted to
93.8% of total loans granted to residents and esidents in the Czech banking sector and

the share of non-performing loans created 6.2%.

Figure 14: Development of non-performing loans inhe banking sector
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Figure 14 shows the development of the stockarf-performing loans over the relevant
period together with its share in total loans.He beginning of the period, the change in
stock of non-performing loans is negative indicgtihe clean-up operations, as well as the
share of non-performing loans in total receivalesharply declining till the end of 2003.
Over the years 2004-2007, the banking sector recostable trend in defaulted loans with
average around CZK 50 billion, which amounted tgragimately 4% of total loans.
Starting with the third quarter in 2008 the loamrtfmio started to deteriorate and the

volume of defaulted loans has been creeping up.

As of December 2009, the non-performing loans artesubo CZK 110 billion, i.e. the

volume doubled quickly over one year, and theirshatotal loans was 5.25%, up by 2.07
percentage points year on year. At the end of 2@46, volume of defaulted loans
increased by additional CZK 24.7 billion to CZK 184illion and its share in total loans

amounted to 6.2%.
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Figure 15: Loan portfolio quality
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For the assessment of the credit risk in the bankystem, several issues have to be taken
into account. The development in non-performingifohas to be interpreted together with
the development in the lending activity. As it iearly visible form the Figure 13 and
Figure 14 the loan portfolio quality started to eteirate over the last two years. This is
especially true in 2009, when receivables with difaere growing up while the lending

activity was slowing down.

Secondly, the deteriorating loan quality is manddsn the increasing volume of classified
loans?’ Figure 15 shows the breakdown of classified Idarthe domestic banking sector.
The figure clearly reveals the deteriorating loantfelio quality over the last three years,

mainly indicated with the growth of loans in losdegory.

In the beginning of the observed period, classifieans in the Czech banking sector
amounted to CZK 155 billion with stable, slightlyateasing development. Classified
loans reached its lowest point in 2007 with valteuad CZK 109 billion. However, since
2007 the loan quality portfolio started to deteater quickly. As of December 2009, the
domestic banking sector recorded classified lodn€4K 220 billion, up by CZK 68.6
billion (45.4% growth year on year) compared tovpas year. At the end of 2010,
classified loans increased by another CZK 18 milllo CZK 237.6 billion. However,
traditionally, the main part of the classified Isdrelongs to the lowest risk category, i.e. to
watch loans. The growth in the lowest risk catedargtch loans) over the last three years

? Classified loans are non-performing loans plusidaa the watch category.
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(39% in 2008 and 28.4% in 2009 and 6.3% decrea2610 year on year growth) explains
the majority of the rise in classified loans. Ther® of classified loans in total loans

amounted at the end of 2010 to approximately 6.3%.

Figure 16: Structure of classified loans by econormisector
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Figure 16 identifieexposure ofthe domestic banks to particukconomic sectorsover
the selected period. The highest exposure condmmirgoes to the household and non-
financial corporation sector over the whole periddis is in line with the trend in overall
lending activity of the domestic banks, since thghbast share of total loans belongs to

those two economic sectors.

Over the period 2004 — 2007, the trend in develognoé defaulted loans did not differ
much in the particular economic sectors. Tegor exposurewas recorded in households
sector (on average 1.5% of the loans granted) anefinancial corporations (on average
2.5% of the lending towards non-financial corpamas). However, the share of non-
performing loans within the lending activity to nbnancial corporations was gradually

decreasing over the period by approx. 2 percergags.

Starting from 2008, the economic sectors recordedease in the volume of defaulted
loans®® Moreover, in 2009, all economic sectors recordetsincrease in defaulted loans
in absolute and relative terms. The highest ina@@ason-performing loans was recorded

in non-financial corporation sector. The volume deffaulted loans rose by CZK 26.5

%8 With the exception of financial institutions segtdhat recorded 9.5% decrease in defaulted loans
compared to the year 2008.
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billion y-o-y and their share in total loans prosed to non-financial corporations
was 7.9%. The volume of non-performing loans m hlousehold sector increased by 1.11
percentage points (by CZK 13 billion) in 2009 ardahed CZK 38.6 billion.

There are two issues that have to be mentioned disenssing the loan portfolio quality
deterioration over the crisis years. First, as meet in CNB (2010), the increase in
non-performing loans in the last decade can beenited by prudential loan classification
behaviour of the Czech banks. Especially in 2086, hanks voluntarily classified many
obligations in the substandard category mainly mdential basis. Threat of the financial
crisis has led many banks to set the default ¢legg8on threshold on a rather conservative
level. Secondly, CNB (2010) pointed out that resticed loans (i.e. loans whose term has
been modified, for example requested reductionrincgpal or interest payments due to
deteriorating payment conditions of the borrowes being classified as non-performing
under the current regulatory rules. Although regtring of a loan is some sort of partial
default on the obligation, the term representshflijgdifferent default than the typical

“more than 90 days past due” default.
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4 Literature overview
Literature overview covers some of the recent wamkducted on the relationship between
the development of non-performing loans and vari@asors (both macroeconomic and

financial) that are supposed to have an impachendan portfolio quality.

On the international level, numbers of empiricald&s investigating the link between
macroeconomic factor and loan portfolio qualityrGedy measured as increase in volume
of non-performing loans) have been published inemécyears. The working papers
published by central banks also attempt to inca@i@osome sort of sensitivity analysis or
stress tests measuring the ability of the bankiysjesn to withstand some unanticipated

shock.

The centre of the attention has been primarily $eduon the growth of non-performing
loans in the banking system, since NPLs are vieagdn important indicator of the loan
portfolio quality. Worsening of the loan portfolauality caused by an increase in non-
performing loans may lead to efficiency problem o whole banking sector. In extreme
cases, the consequence of rapidly growing volumiRifs in the banking sector is bank
failure. From this point of view, monitoring and derstanding the factors and
determinants having an impact on the developmenbafperforming loans in the system
Is of utmost importance. Besides the NPL ratio, ynamthors used a different indicator of
credit risk — such as the loan loss provisions,kbamite-offs or default rates. The

methodological framework applied to identify thetguaial risk factors varies accordingly

to the variables used.

As a starting point in theon-performing loan approach can be seen the idea introduced
by Blaschkeet al. (2001). They proposed to take the NPL ratio (skare of non-
performing loans to total loans) as a credit quafiticator. The NLP ratio is interpreted as
a default frequency measure and is regressed avuganacroeconomic factors in order to
obtain the sensitivity of bank borrowers to varigetevant risk factors. Blaschlet al.
(2001) included in the linear regression nomin&triest rate, inflation rate, real GDP and

terms of trade.

The sensitivity approach proposed by Blaschket al. (2001) was further followed in the
papers of Kalirai and Scheicher (2002) and Zemad aumta (2008). Kalirai and

Scheicher (2002) investigated the credit risk i Austrian banking system and based on
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the sensitivity test results they calculated crediosure of the banking system towards
changes of various macroeconomic factors. As a uneasf the banks fragility they
employed loan loss provisions (LLPs) mainly becanfsthe unavailability of the data on
non-performing loans. They concluded that the gfeshimpact on the LLPs is caused by
nominal interest rates followed by industrial protion, monetary aggregate M1, business
confidence and the ATX stock exchange index.

Furthermore, Arpa et al. (2001) assessed the impfaotacroeconomic development on
risk provisioning and earnings of the Austrian bhagksector. They argued that because of
the nature of the banking business, commercial $a@n& exposed to some extend to the
adverse impact of macroeconomic fluctuations. Meeeothey stressed the importance to
monitor the impact of the macroeconomic conditionsthe banking sector especially in
the cases, when the unsoundness of the systemss bg the cyclical factors. The cyclical
factors hit all the lending institutions and hemsght be a dangerous source of systemic
risk. They concluded that banks behave procyciicaile. they increase their risk
provisioning in times of declining real GDP growdihd in times of declining operating
income. They also evaluated the impact of intenagsts, real estate and consumer prices on
the profitability of the banking sector.

The single factor sensitivity analysisapplied on Austrian banking data was further
developed by Zeman and dar(2008) who applied the same technique using rdifte
estimator on the Slovak banking sector. On theraonto Kalirai and Scheicher (2002),
they used the annual percentage change in NPLaateodependent variable. As the most
significant risk factors determining the developmehthe NPL ratio was indicated the
real GDP, inflation, 3M BRIBOR and exchange rateKEBKUR. In the multivariate
regression model using tleeintegration technigueZeman and Jda (2008) attempted to
construct a simple stress test. They evaluatedhtpact on the growth of NPL ratio — and
in turn its impact on the balance sheets of thermemial banks — using the stand-alone
changes in the underlying macroeconomic variablesngtivity test) as well as
simultaneous changes in all variables (scenariedas a historical event). Finally, using
the scenarios they evaluated the resilience oftbeak banking sector towards economic

slow-down and monetary policy shock.

Sorge and Virolainen (2006) provided an exhausterxgew of the current state of the

macro stress testing practices and methodologesidB the review, they also conducted a
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macro stress testing exercise applied on the bgnkector in Finland. Using the
macroeconomic credit risk model they explored the relationship between
macroeconomic variables and the corporate secfauldeates. The credit risk measure —
probabilities of default in the individual corpogasectors — was modeled as a logistic
transformation of the set of individual industryesgic variables and macroeconomic
variables. The macroeconomic variables selectédeirmodel were the GDP, interest rates
(both nominal and real) and level of corporate btddness measured as gross debt in that
particular industry. They concluded that GDP isifnely related to the industry-specific
macroeconomic indices and the corporate indebtedisesegatively related with them.
The interest rates performed poorly and were insggmt. Having obtained a coherent
credit risk model, Sorge and Virolainen (2006) asctdd a stress test using a negative
shock in GDP and a sudden short-term interest irateease. They used the results
obtained on a fictive credit portfolio representihg aggregated loan portfolio in Finland
to evaluate the pros and cons of the macro stestisg methodologies.

Similarly, Lehmann and Manz (2006) runpanel regression modelof various bank
balance sheet components of earnings (such asnoete, provisions, write-offs and
earnings from trading and commission businesshefSwiss banking sector on selected
macroeconomic variables plus some individual bgrdgcgic control variables. The main
aim of their study was to identify the major mac@eomic factors having an impact on
the profitability of the Swiss banks. Furthermdteey also conducted a stress test exercise
to quantify the impact of those factors. As fatlas credit risk is considered in the paper,
Lehmann and Manz (2006) used the provisions asoaypior the realized loss in the
banking sector. They employed the logit transforaméf of provision ratio as a dependent
variable and three macroeconomic explanatory viesalGDP growth, unemployment
rate, 3M interest rate) and one financial variafsleread of corporate over government
bond yields). The results confirmed that economangh has negative impact on the loan
portfolio quality, since lower GDP growth contrilest to increase in provisions. Also
higher unemployment rate and higher interest rateseased the provisions and hence
have are related negatively to the loan portfolialdy.

A parsimonious model employing thector autoregression (VAR) methodologywas

used by Hoggarth, Sorensen and Zicchino (2005)}Heraggregated data on UK-owned

29 Logit transformation can be expressed as logit(k)(x/(1-x)) and represents a non-linear relahip
between the credit risk indicator and the explaryatariables.
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banks. The authors used the banks’ write-offs m&asure of credit risk. They constructed
various vector autoregression models — on the ggtgd level, on the sectoral level and
finally also a household model. The selected exgitay variables varied accordingly to
the model. For the aggregate write-off model, th#hars used the output gap, retail price
inflation, nominal short-term interest rate and reggted write-offs as variables in the
VAR model and examined the impact of changes in uhderlying macroeconomic
variables on the banks’ aggregate losses. Theydf@usignificant relationship between
change in output gap and the write-off ratio. lasiag output gap caused the banks’ write-
offs to fall after some time lag. Furthermore, tresults indicated that inflation is
correlated negatively with banks’ write-offs. Anihdlly, unexpected increase in interest

rates caused an increase in banks’ write-offs afiare time lag.

A VAR methodology to identify causal relationshipstween NPL ratio and various
macroeconomic factors and to assess the resiliehttee banking sector was used in the
working papers published by the central banks afalea and Ghana. Amediku (2006)
estimated the impact of changes in real effectk@hange rate, imports, inflation, interest
rate and the output gap on the NPL ratio of Ghandianking sector. Tracey (2006)
conducted the same analysis for the banking seaftodamaica using real effective
exchange rate, CPI index, terms of trade, aggrddass stock, 180-day Treasury bill rate
and growth of monetary aggregate M1.

Also Filosa (2007) investigated the resiliencehs ttalian banking sector towards various
macroeconomic factors using the VAR approach. Bssithe standard application of
macro stress test, Filosa (2007) was interestéavistigating two issues: whether and to
what extend does the procyclical character of fomnrisk influence the banks’ soundness,
and what is the impact of unexpected tighteningnainetary policy on the banks’

soundness. He constructed three VAR models tlitgr dinly in the banks’ soundness
indicator: change in stock and flow of non-perfamiloans and the interest margin to
outstanding loans. The endogenous variables chinsdre models were the output gap,
inflation, spread between loan and deposit rate taedamount of free capital held by
banks. He concluded that despite the fact, thantiral risk is procyclical, the procyclical

feature of the business cycle doesn’t have a sugmif effect on non-performing loans and
the interest margin in the ltalian banking sectée. found out that the dynamics of the
NPL ratio is explained mainly by its own shocks.
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As far as theCzech banking sectoris considered, Baboek and Jatar (2005) run
unrestricted VAR model over the time horizon ofyiEhars (Oct 1994 till Nov 2004). The
authors used NPL ratio as a measure of credittguatlicator. However, they emphasized
the drawbacks of using NPL ratio as an indicatorqaglity, namely the fact that
non-performing loans tend to be a lagging indicatbtoan portfolio quality. From this
point of view, the bankruptcy or default rates migha a better indicator of banks fragility.
Babowek and Ja¥ar (2005) included in the VAR model number of macanomic
variables: monetary aggregate M2 as a proxy for Gigl effective exchange rate,
imports and exports, aggregate banks loan, unemmaoy/ rate, inflation and interest rates
(PRIBOR). To control for structural breaks in thenfperforming time series caused by
changes in classification or by the clean-up rotfhsis dummy variables were introduced

in the model.

Babouwek and Jatar (2005) investigated the impulse response resfiltee unrestricted
VAR model and presented 45 responses that exp@ssomic theories or empirical
findings. Their simulation supported majority oktbasic hypotheses and Babeki and

Jartar (2005) hence concluded that the Czech bankimtprséreflects cross-country

similarities in banking systems”.

Similarly to Babodek and Jakar (2005) also Festiand Romih (2008) attempted to find
evidence on macroeconomic factors influencing ttoevth of non-performing loans in the
Czech Republic, Slovakia and Slovenia. For the BZemmking sector they constructed a
VAR model containing 8 endogenous variables — lessttie NPL ratio, a long-term real
interest rate, exports, unemployment rate, harneahi2PI index, stock exchange index,
real effective exchange rate and real investmest.aAresult to the impulse response
investigation, they found 4 responses supporting thmderlying economic theory:
increasing unemployment causes deceleration of Nib, rising export improves the
loan portfolio quality, lower inflation levels ddeeate the growth of NPLs and higher

equity prices improve the loan portfolio quality.

30 As part of the privatization process banks weeawéd up from their bad loans. Major rounds ofrclans
appeared in the beginning of 1990s with large bamkginuing in the second half with the shift toadier
banks.
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5 Empirical analysis

Following part represents the core analysis ofthisis. In the first part, the significant
macroeconomic risk factors and their expected iozlattowards the growth of
non-performing loans are described and the follgwipart focuses on empirical
application. The latter part also aims to fored¢hst most likely development of the loan

portfolio and assess the loan portfolio quality.

5.1 Data sources and availability

All data used in the following parts of the thels&s/e been collected from various sources.
The thesis employs monthly data on the aggregat&sbdoan portfolio in the Czech
Republic obtained from ARAB, a public database of the Czech National Bank. ddta

on client loans are reported in nominal values emdespond to loan balanééf the
commercial banks in the Czech Republic. Data onp®wforming loans are available

starting from 2002.

Financial data on interest rates (various matPiRIBOR contracts), oil price (NYMEX
Light Sweet Crude), the Prague Stock Exchange iraekCPI index were obtained from
Bloomberg. Monthly averages of the foreign excharagges were taken from the Czech

National Bank®

The remaining employed data on GDP, industrial petidn, exports, imports,
unemployment rate and monetary aggregates wereinetitafrom the International
Financial Statistics database (International MaryeEaind)3*

5.2 Identification of significant risk factors and their expected
relation to the credit risk factor

In this section we are trying to find a relatiorivieeen a measure of credit risk and various
macroeconomic factors and identify the significamacroeconomic factors. The
transmission channels investigated later in theigcap analysis require some statement

about the relation of the selected variables tactiedit risk factor. This section follows the

31 hitp://www.cnb.cz/docs/ARADY/HTML/index en.htm

% The loan balances are defines as closing balafagient loan accounts, i.e. initial balances plaawings
of new loans minus installments/repayments of aap$ granted earlier.

% http://www.cnb.cz/en/financial_markets/foreign_eambe_market/exchange_rate_fixing/daily.jsp

34 http://www.imfstatistics.org/imf/
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grouping of the variables presented in Kalirai acheicher (2002) or Zeman and
Jurta (2008) and attempts to find the sensitivity & tjuality of the loan portfolio towards

various factors.

1. Cyclical indicators

Cyclical indicators category relates to indicatavijch characterize the overall economic
activity and relate therefore directly to the gehexconomic activity. Over the business
cycle many macroeconomic variables show some coements with the economic cycle.
Typically the direction of the movements of macrarigbles is either procyclical,

countercyclical or acyclical.

GDRP is the basic cyclical indicator of the economativity. It is assumed, that the loan
portfolio quality depends on the business cycle #rel development of the economic
activity. In recession, the economic activity faled the deteriorating activity in turn

negatively affects the profitability of the firmBecreasing income and rising payment
difficulties in the recession plus decreasing padiility of the corporate sector together
with often rigid wages lead to rising unemploymant asset prices, this in turn leads to
worsening of the loan portfolio quality. Converselgsing income caused by the

favourable economic development improves the gbdftthe borrowers to service debt

and hence leads to lower growth in non-performaamnk.

Similarly, industrial production is a procyclicahé coincident indicator of the economic
activity; moreover, industrial production growthteri leads to GDP growth cycle (Kalirai
and Scheicher, 2002). Increase in industrial prodaoa@nticipates the economy in growth
phase; hence loan portfolio quality should improvénerefore, GDP and industrial

production are expected to be related negativetly WPL ratio.

2. Price stability indicators

Typical measure of price stability included oftenthe models of univariate regressitns

performed by the central bankers is the consumiee pndex as indicator for inflation.

Kalirai and Scheicher (2002) argue that higheratidh may indicate the economy is
operating above its potential and hence may beheating. On the other hand, higher

inflation helps the borrowers to repay their olligas, since it reduces the real value of

% See Kalirai and Scheicher (2002) for the singd& Enalysis of the Austrian banking sector or Zemaah
Jura (2008) for the analysis of the Slovak bankingesys
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the outstanding debt. Following the Fisher equatiogher inflation reduces the value of
real interest rates and hence lowers the dire¢tafdsorrowing and encourages economic
activity. Similarly, decreasing inflation may indie the cool-down of the economy and
increases the real interest rates. Increase ofimakst rates has negative impact on the
loan portfolio quality, since increase in costsbairrowing will cause loan defaults in
corporate sector and households Hence, inflati@xjpected to be related negatively with
the growth of non-performing loans in short-ternalikai and Scheicher, 2002; Zeman and
Jurta, 2008).

However, over the longer time horizon, lenders knbat inflation will decrease the value
of their claims and money, so they increase ther@st rates in order to compensate for the

loss in value.

Moreover, Feséi and Romih (2008) claimed that lowering inflaticeuses lowering NPL
growth. They argue that high inflation level malkle macroeconomic environment less

transparent and hence leads to worsening of tiredaality portfolio.

Also, Tracey (2006) argues that rising inflatioeates less transparent macro environment
and hence contributes to rising information asymynen the side of credit institutions.
This in turn leads to adverse selection in bankenvproviding the loans to clients, and

hence to increase in bad loans.

The quantity theory of money assumes a direct lietowveen monetary aggregate and the
inflation. That is why monetary aggregate is oft@so included as a price stability
indicator. Moreover, Babaek and Jatar (2005) are using real money as a proxy for
GDP.

3. Household indicators

Unemployment rate serves as household indicatecttlr related to the situation in the
household sector. As it was presented in chapten@®ng to household sector increased
dramatically in the recent years — the share afida@ households (both individuals and
trades) in total loan portfolio increased from 20862002 to almost 47% at the end
of 2010. Thus, because of the significance of tbeskhold sector in the loan portfolio,

unemployment rate was included in the analysis.
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Generally, with higher disposable income availablBouseholds, the economic conditions
of households improve and therefore the loan plastfquality increases. With higher
unemployment, households are expected to encouliffesulties when repaying their
obligations and the loan portfolio quality worserigcreasing unemployment thus

positively contributes to the increase of non-pening loans.

4. Financial market indicators

Financial market indicators outline the situatinrfinancial markets. Indicators included in
the analysis usually consist of nominal and retdrest rates and the stock price index. In
case of the Czech Republic the official index @& Brague Stock Exchange - stock market
index PX°

The key financial market indicators are the intereses, since they represent the direct
costs of borrowing. The higher the cost of borraythe greater the possibility of loan
defaults by firms and households, as they encoutitiéculties to repay their obligations.
The interest rate considered later in this studhés3-month PRIBOR (Prague Interbank
Offered Rate). Increase in interest rates is asduimédnave negative impact on the loan
portfolio quality.

Stock market indices are typically assumed to leel¢lading indicators of the economic
activity. Stock markets are forward-looking becaude behaviour of the market
participants reflects their future expectations aexpected future earnings. These
indicators hence tend to move before the econonayvatl often rise even before the
respective economy recovers from recession. R&iock markets often indicates a period

of economic expansion and therefore the qualityefloan portfolio will improve.

5. External indicators

External indicators refer to a category of facttrat do not originate in the domestic
economy, but can have important impact on the domésancial system. These factors
are usually related to international foreign tragdlech as exchange rates, oil prices and
terms of trade or volume of traded goods.

A small open economy can be significantly impadigdhe changes in export, as export is

usually an important part of the gross domestidpeb. Rising export contributes to GDP

% The PX index is the official index of the Pragueck Exchange. The PX index was calculated forfitise
time on March 20, 2006 and replaced the formerxriel¢ 50.
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growth and positively affects export-oriented firmshich in turn results in better
repayment condition in the export-oriented sectansl the loan portfolio quality is

expected to improve (Kalirai and Scheicher, 2002).

On the contrary, oil price expresses direct castsfajor part of the corporate sector and
hence can have a negative impact on the loan portjoality. An increase in oil price
leads to negative demand shock and the energy odstouseholds and businesses
increase, this leads to worsening of the repayroentlitions and thus to increase in bad
loans (Kalirai and Scheicher, 2002).

The impact of foreign exchange rates on the loantfg@m quality is ambiguous.
Depreciation of the domestic currency may stimuéaggorts and the production of import-
competing goods in the country, which can have sitipe effect on the loan portfolio
quality. Moreover, depreciation of the local cuegrwould improve the position of the
borrowers, since it means that borrowers are ofbligerepay less than the initial value of
the loan. However, depreciation of the domesticenay causes also an increase in the
imported goods and hence may harm importers. Adkpreciation of the domestic
currency will have exactly reverse effect if therdoavers are primarily borrowing in

foreign currency (Kalirai and Scheicher, 2002).

Figure 17: List of risk factor and their expected elation to the quality of loan portfolio

Expected relationship to the

Group VELEL]S growth of NPLs

Cyclical indicators GDP, Industrial production negative / -
Price stability indicators Inflation, monetary aggregate ambiguous +/-, negative / -
Household indicators Unemployment rate positive / +
Financial market indicators 3M PRIBOR positive / +
Financial market indicators PX index negative / -
External indicators Exports negative / -
External indicators Oil price positive / +
External indicators Exchange rates ambiguous +/-

5.3 VAR model

5.3.1 Introduction to VAR models
Vector autoregression model were first introducgdracro-econometrician Christopher

Sims in 1980s as a framework to model and desthibaedynamic interrelations between
stationary variables. Since then, vector autoregsasmodels have been used to model

joint dynamics and causal relations among variets af macroeconomic variables.
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In order to formalize the VAR approach, let's calesi a time series that consists of

observation§Y,, t 0T}, whereT is a time index set, and considered realizatiohs o

random variable that can be described by some astictprocess.
A univariate autoregressionequation can be formalized as folloWrs
Yoma+aY, +aY, taY .. taY,, e

where e denotes serially uncorrelated innovation with zerean and constant variance.
This process is also known as autoregressive mook®rderp (AR(p) process). The
AR(p) process hence describes the dynamics of justadom variable as a function of

its own past realizations.

Yet, since macroeconomic variables often interadth weach other the vector
autoregression models are used in order to captlredynamics in multiple time series.
The advantage of the vector autoregression modeilseir ability to capture the dynamic
relationships between variables. VAR models argsées of linear equations, where each
variable enters the system symmetrically without presumption about their dependence
or independence in the model. More to the poingrgwvariable in the system is affected
by its own past values and past values of the r@ngaendogenous variables.

Definition of reduced form vector autoregression mdel of order p*®
An n-dimension vector autoregression model of oqevAP(p), is a system oh linear

equations withn variablegY,,t0T,i012,...n}, where each equation describes the

dynamics of one variable in the whole system. Tyreadhics of each variable is explained
as a linear function of its own lagged valupdags) and previoup lags of the remaining

n-1 variables.

VAR(p) with n-variables{ Y,,tdT,id lZ,...n} is a system of equations:

Ye =CHAY L, tAY T ALY, HU
Where

3" See Green (2003) and Verbeek (2004) for furthehrtizal details
% See Liitkepohl (2005), chapter 2
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Y, =(Yy» Yoro--- ¥, ) is @ (nx1) vector of random variables, = (Ai,Az,...Ap)' are (nxn)
coefficient matrices, c=(c,,c,,...c,) is a (nx1) vector of intercept terms, and

u, = (ult,u2t ;... u ) is an-dimensional innovation process.d. with zero mean.

U nt

A reduced form of a VAR model is expressed as teay®f equations where each variable
is expressed as a linear function of its own pa$ties, past values of all the remaining
variables in the system and serially uncorrelateor éerm. This system can be understood
as a system of ARJ processes taken in more variables that contaggeld valued of each
variable in each process. Each equation in th@sysan be estimated using ordinary least
squares (OLS), since the right-hand-side of theagog system consists of predetermined
variables and the error terms are white noise. Baraf the symmetrical property of a
reduced form VAR model, the OLS estimator producessistent and asymptotically
efficient estimates. The error terms are seriallycarrelated but correlated across

equations.

Vector autoregression models can be divided inteethypes — a reduced form, recursive
form and structural form of VAR. The error terms@tursive VAR model are constructed

as uncorrelated in each regression with error tenntise preceding equations. This can be
obtained by adding some contemporaneous valuesgasessors in the equations. Each
equation can be estimated via OLS and the resicaralsuncorrelated across equations.
However, results obtained by this approach healalyend on the order of the variables in
the equations. Changing the order of VAR equatichanges the coefficients and

residuals. This approach is very computational ensdme for large models, since there

aren! possible orderings inequation VAR system (Stock and Watson, 2001).

Finally, the structural VAR requires some econoth&ory that is necessary to sort out the
contemporaneous links among the variables. Thetstial form VAR cannot be estimated

using the standard techniques since the varialbeesa@related with error terms. Hence,
because of the problem of endogeneity, structurARVmodels are estimated using

instrumental variables regressions and requiretiiyerg assumptions in order to model

the causal links among the variables (Stock andsévat2001).
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5.3.2 Characteristics of VAR models
Vector autoregressive models gained popularity eeaf their easy implementation —

because of the symmetric property of the reduce® Wi#odel, the system can be estimated

easily by applying ordinary least squares.

Drehmann (2008) showed that macroeconomic modeisllys follow three main
objectiveswvalidation — description and summarization of the dédegcast performance
to make macroeconomic forecasts aminmunication- to advise policymakers. Vector
autoregressive models usually do outperform momapticated techniques in the data
description and forecasting task, however, theyraewell suited for communication

purpose.

As vector autoregressive models contain currentlagged values of multiple time series
— macroeconomic variables — they capture co-mov&narthe variables over time better
than bivariate regression models. Standard tecbsigsed in the data generating process
in VAR analysis (such as the impulse response foms} allow interpreting the
co-movements in the variables easily. Moreover, VilBdels allow the macroeconomic
variables to “talk about themselves” without anystoaints or restrictions imposed by the
economic theory. Small-scale VAR models can outparfthe classical macro models in
forecasting task (or represent a proper benchneaitkase models), however, when adding
additional variables and/or allowing for time-vargi parameters the estimation procedure
becomes rather complicated, since adding varialamatically increases the number of

parameters to be estimate@Stock and Watson, 2001).

VAR models may lead to better results than simelbais equations, which depend on the
economic theory. On the other hand, the reasonWkiy models are criticized is exactly
their ad hoc specification. Since they often do depend on the economy, they hardly
shed a light on the structure of the econdfhivore to the point, there is no clear
procedure when choosing the proper variables ineorhodel. This is exactly a major
drawback when the causal relations between theablas have to be examined for

communication purpose.

%9 A VAR model withn equations ang lags requires to estimate n#gh unknown coefficients including the
intercepts.

40 Structural VARS aim to examine the causal relaibatween the macro variables. However, reduced for
VAR models are not capable to estimate all pararmaté the structural VAR without further necessary
identification restrictions.

52



Empirical analysis

5.3.3 Selection of variables and data description
In this section we will describe the selected emthogs variables that enter the reduced

form VAR model described later in this chapter. Bedection of suitable set of variables
in the model is always a main concern in every enmtric analysis. Firstly, the selection
of the variables was inspired by the reviewed ditigre and published papers investigating

similar transmission mechanisms and employing sinmiethodology.

When considering VAR analysis on credit risk thestnioequently investigated variables
include GDP, monetary aggregates, loans grantembroorate sector and/or households,
CPI index, unemployment rate, real effective exgeanate, exports, imports, terms of
trade and some indicator of the loan portfolio duatself (such as NPL ratio, loan loss
provisions, default rates etc.).

The following analysis has been inspired mainlythy work conducted by Babdéek and
Jartar (2005) on the loan portfolio quality data foe t6zech Republic. Similarly to their
work, the main transmission channels for the ewmtubdf the defaulted loans were taken
into account and the macroeconomic variables whosen accordingly. To reflect the
competitiveness of the economy of the Czech Reputdta on exports, real GDP and
CZK/EUR exchange rate were included in the analysondly, the real sector is defined
by interest rate, inflation and the quality of thanks’ loan portfolio and finally, the
utilization of the domestic capacities is expresdsd the unemployment rate and

aggregated loarfs.

Monthly data spanning from January 2002 to Decer2b&f were used. Monthly data on
all variables included in the analysis are readilgilable from most public databases with
the exception of GDP figures. In order to obtainnthty data on real GDP growth, the
Chow-Lin procedure to convert quarterly observatiommonthly interpolations was used.
The quotation of exchange rates follows the stahdamotation. The base currency is the
Czech crown (CZK). The exchange rate is expressearemunt of quoted currency per one

unit of the base currency, i.e. the amount of E@Rgne CZK.

“! The model was estimated using various other maoraenic variables: industrial production was tries
proxy for GDP, the exchange rate CZK/USD was usertkplacement of CZK/EUR exchange rate, imports,
oil price and PX index were included as explanat@mables into the model. However, the best resu#re
obtained using the above mentioned variables.
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Figure 18: Description of original time series

Time series Denotation Units Data span Note

Subst+ Doubtful+ Loss

NPL Ratio NPL_ratio % 2002 M1 -2010 M12

Total loans
Aggregated Loans Total_loans Bn CZK 2002 M1 -2010 M12 Nominal value

Constant prices .
Real GDP GDP_real (base year 2005) 2002 Q1 -2010Q4 Seasonally adjusted
Exports Exports Bn CZK 2002 M1 -2010 M12 Seasonally adjusted
3M PRIBOR PRIBOR % 2002 M1 -2010 M12 Monthly average
Unemployment rate U % 2002 M1 -2010 M12 Seasonally unadjusted
Consumer price index CPI % 2002 M1 -2010 M12 Seasonally unadjusted
P (base year 2005) y !

CZK/EUR exchange rate czk gur  AmountofBURper —q0) \M1-2010 M12 Monthly average

1CzZK

Descriptive statistics together with the plot oé thriginal time series can be found in the

Appendix in Figure 27 and Figure 28.

5.3.4 Stationarity in time series
In order to continue in investigation of the timeries data using the VAR approach, the

time series have to be stationary. Stationaritythef time series is especially important
when considering the effects of shocks on the aujeist path of the various variables in
the model. Non-stationary processes (such as randaknfor example) have an infinitely
long memory and the shock will permanently affde process, while in models with

stationary time series the effect of the shocknly eemporary (Verbeek, 2004).

When working with time series, it is very helpfol display the data graphically, since a
visual inspection of the development of the timeesecan reveal potential problems.
Generally speaking, if a time series does not seeraturn to a constant value (mean) or

have a constant variance, then most likely the 8arees is not stationary.

Original time series are plotted in Figure 28 ie thppendix. As it is clearly visible from
the graphs, many macroeconomic variables are gi@erated by non-stationary process

and follow some stochastic trend.
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Definition of weak stationarity*?

The time series that consists of observatif¥is t 0T} whereT is a time index set is said
to be stationary if:

0 E(Y?)=02<ontOT

ay  E(y,)=p0OtoT

(y  cofY.,Y,)=Co(Y,Y,,) OsthOT

In other words, stationary time series exhibit ¢hfeatures: they have finite, constant and

positive variation, constant mean and covarianédbeodata series do not depend on the

time period in which they are observed, i.e. theyiavariant to a time shift.

When identifying non-stationary time series, iugeful to plot the time series in levels and
its correlogram. Correlogram represents graphiegpection of stationarity of the time
series. ltrefers to the autocorrelation functfSn(ACF) that models the dependencies
among observations and describes the process aitievoof the time series over time.
The ACF shows to which extend there is a corralaamong the realizations and thus
shows the length and strength of the memory oftitme series over time. Generally
speaking, the correlogram of a stationary timeesediminishes quickly with growing lag

order.

Non-stationarity of the time series can arise fr@rous sources, but the most important is
the presence of the so-called unit roots in theetiseries. Visual inspection of the
autocorrelation function can reveal the presencendfroots in the time series, when the
ACF on the first lag close to 1, the time series haunit root. The ACF graph of all
endogenous variables showed highly probabilitynefiresence of unit roots and hence the
most likely non-stationarity of original time sesieHowever, visual examination of the
ACF function is rather an auxiliary tool in detemmg the presence of unit roots. In order
to test the presence of unit roots in the timeesethe Augmented Dickey-Fuller test (ADF

test) was conducted for all original time series.

2 See for example Green (2003), pp. 612

43 Autocorrelation function of a time seri¥scan be formalized as following:

_ cov(Y,, Yiy)

Pe=— o
var(Y,)

, i.e. the process of the evolution of a time seisaedescribed by its mean and variance.
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Figure 19: Summary of the ADF test results — origial time series

Variable Test statistics p-value
NPL_ratio -0.6131 0.9779
Total_loans -1.9822 0.6105
GDP_real -1.3890 0.5892
Exports -0.7999 0.8187
PRIBOR -1.8590 0.3522
u -1.5410 0.5129
CPI 0.3411 0.9794
CZK_EUR -1.0830 0.7249

Notes: Under null hypothesis the time series hasitroot and is non-stationary, regarded as statipif the null hypothesis is rejected.

Optimal number of lags was chosen according tartfeemation criteria. For details see Figure 2%ha Appendix.

The ADF test for the original time series revedaigttall time series are non-stationary in
their level values. This is of no surprise, astlal original time series clearly contain a
trend. Hence, the time series have been transforimedfirst differences or monthly
percentage changes in the original vaftfeShe transformation is employed because it
often transforms a non-stationary time series gtédionary. Transformation into absolute
differences and monthly percentage changes waerpedf to differences in logarithm,
even though this is practically equivalent to tleecentage change and is often used for
macroeconomic variables. The reason is that thenmeml sample contains the data
observed during the financial crisis (2009 M1 —20012)" and hence the changes in the
variables are sometimes very large. As mentioneBainowek and Ja¥ar (2005) the log
transformation can produce a significant downsides lin the forecasts and simulation

when the changes in the variables are large.

“ Transformed time series are used in order to avmigproblem of spurious regression.

%5 The time range corresponds to the time, when theckt Republic was hit by the financial crisis.
According to NBER, the financial recession spaninech 2007 M12 — 2009 M6.
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Figure 20: Description of transformed time series

Time series Denotation Data span Note

NPL Ratio d_npl 2002 M2 —2010 M12 NPL_ratio,— NPL_ratio,_,

Total_loans —Total_loans_,
Total_loans_,
Growth of real GDP obtained using
Real Gross Domestic Product d_GDP 2002 M2 - 2010 M12 Chow-Lin procedure for
interpolation46
Exports — Exports._,

Aggregated Loans d.L 2002 M2 -2010 M12

Exports d_EX 2002 M2 —2010 M12
Exports._,
3M PRIBOR d_pribor 2002 M2 - 2010 M12 PRIBOR- PRIBOR_;
Unemployment rate d_u 2002 M2 - 2010 M12 U -U.
CPI, -CPI,_,
Consumer price index d_cpi 2002 M2 -2010 M12 I —
CPI_,
CZK/EUR h t d 2002 M2 -2010 M12 CZK_EUR ~CZK_EUR,
exchange rate _eur - CZK_EUR,

Notes: The original time series has been transfdrimt® growth rates.

Descriptive statistics as well as graphs of thasi@armed time series can be found in the

Appendix in Figure 30 and Figure 31.

Figure 21: Summary of the ADF test results — transfrmed time series

Variable Test statistics p-value
d_npl -3.0060 0.0344
dL -1.4084 0.1483
d_gdp -2.4183 0.0156
d_EX -2.7400 0.006
d_pribor -5.4068 5.13E-09
d_u -1.7653 0.0737
d_cpi -8.3406 1.87E-23
d_eur -7.9580 6.54E-20

Notes: Under null hypothesis the time series hagiteroot and is non-stationary, regarded as statipif the null hypothesis is rejected.

Optimal number of lags was chosen according tartfoemation criteria. For details see Figure 32hia Appendix.

All series are non-stationary in levels, howeveeijit transformed version is stationary with
exception of the time series of total loans. Hot the ADF test failed to reject the null
hypothesis of presence of the unit roots. Nevestiglfor this variable, the ACF didn’t
show the presence of unit root. More to the pa@tdtionarity tests are often subject to a
critique regarding their low power especially whénite (small) sample of data is

considered (see for example Cochrane, 1990).

% Real GDP growth rates were obtained employingbimolfor Chow-Lin temporal disaggregation to
disaggregate quarterly growth of GDP using montghpwth rates of seasonally adjusted industrial
production, exports and imports. For further techhdetails see Chow and Lin (1971).
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In order to investigate the stationarity @fL, another stationarity test, the Kwitlowski,
Phillips, Schmidt, and Shin test (KPSS) has beefopeed. Opposite to the ADF test, the
KPSS test checks the null hypothesis of observee teries being stationary around a
deterministic trend against an alternative of & wot*’ Whereas the ADF test failed to

confirm stationarity ofl_L, the KPSS test showed tHeL time series is stationary.

It is worth mentioning that similarly to the Augmied Dickey-Fuller test, the KPSS test
has a relatively low power when dealing with shone series. More to the point, the time
series of non-performing loans and aggregated loaight be affected with structural
breaks, nevertheless for the purpose of followingestigation, we will assume, all

transformed time series are stationary.

5.3.5 Model description
In this section, a reduced form VAR model will besdribed and estimated. The VAR

model examined has a symmetric structure that stgppee application of OLS estimator.
Moreover, OLS estimation of the symmetric reduceanf VAR model yields consistent

and asymptotically efficient coefficient estimates.

The reduced form vector autoregression model caorealized in the matrix notation as

following:
p

AY, =c+Y AAY, +u,, where
i=1

p denotes the optimal (examined) length of lags

A denotes the monthly percentage change, measupsiidantage points
Y is a a(8x1) vector of endogenous variables

A=(AA... A, ) are (8x8) coefficient matrices

c=(c,c,....c,) is a(8x1) vector of intercept terms and

u, = (uy,Uy,...u,) stands for a 8-dimensional innovation process, with zero mean.

The critical specification issue in the vector aagvession models is the selection of the
optimal lag length of the endogenous variables. képohl (2005) shows how

“" For further technical details see Figure 33 inApgendix.
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misspecification of the VAR model impacts its outem over-fitting (i.e. selection of
higher lag order than optimal) reduces the forepestision of the VAR model; similarly,
under-fitting of the model may generate autocoteeleerrors. There exist several criteria
and statistical test, such as minimizing one of ¢cbenxmonly used information criteria,
which can help to detect the optimal lag length tbé VAR model. However,
Lutkepohl (2005) also points out that choosingdpgmal lag length might not be desired
when the model was constructed for some specifipgee (often for example when
constructing models for prediction of the varialkdesl hence the selected lag length has its

economic interpretation).

Typically, the way how to find the most parsimorsomodel is examination of the
information criteria, such as Akaike’s Informati@rmiterion (AIC) and Schwarz Bayesian
Criterion (BIC), Hannah-Quinn Criterion (HQ) etc.oblels with a lower information

criterion are typically preferred, as the criteadd a penalty with increasing number of

regressors in the model.

The optimal lag length of the endogenous variablas calculated using the AIC, HQ and
Final Prediction Errof® All three criteria revealed that the optimal langth for the
examined model is 11. As pointed out in Bateluand Jatar (2005), in order to deal with
the effects and reactions when macroeconomic Madgadre considered, usually three to
four quarters are examined. This would in our aas@an a lag structure including 9-12
lags on endogenous variables, which is consistéhttive optimal lag length obtained by

the information criteria.

However, as mentioned previously, the number oarmpaters that have to be estimated
increases rapidly with increasing number of endogervariables and/or number of their
lagged values, thereby leading quickly to problemith insufficient degrees of freedom
and thus even preventing the estimation. Becauseat time series that are available for
the examination, the lag structure of the model ldkduave to compromise the data
constraint with the requirement of sufficiently ¢plag structure of the model.

The best results were obtained employing the latgroof 4, moreover, considering
monthly time series, four lagged values of the getious variables correspond to a rough

“8 For technical details and comparison of the infation criteria see Liitkepohl (2005), pp. 146-157
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quarter movements. Even though, the data consgtrdonhot allow considering the full lag
structure, taking into account changes in quartarsreveal some important relationships
between the variables. When employing lag structdiré, the model contains 32 lagged
explanatory variables, which amounts to 30% sharehe sample of observations.
According to Babogéek and Jagar (2005), the model is over-fitted when the stexeeeds
one third of the size of the set of observations.

5.3.6 Econometric results
The regression outplitcan be found in Figure 34 in the Appendix. Theleabies to

summarize in a transparent manner the regressiqpuiof the VAR model by displaying
the estimated coefficients and the standard statisf the model. The table also displays
the standard Rmeasures for each of the system equations, sauteegjuation is estimated

by least squares.

The model contains 264 coefficients that have t@$tenated. According to the standard
econometric conventions in displaying the significa expressed by t-statistics and its
corresponding p-values, the results clearly shbat there are only 51 (i.e. approx 19%)
significant coefficients of the endogenous variabi@ the model. The remaining

coefficients are insignificant on the conventiosiginificance levels.

However, as pointed out in Lutkepohl (2005), beeaat the dynamic structure of the
VAR model it is difficult to interpret the coeffients of variables as elasticities between its
endogenous variables. More to the point, Sims (L98&imed that the estimated
coefficients in the VAR model “tend to oscillate’hd usually involve some “cross-
equation feedbacks”, and thus it is extremely difti to make sense of the individual

coefficients or its signs in the individual regliessequation.

And finally, Babodek and Jatar (2005) obtained similar results with regard be t
significance of the coefficients and claimed th&gnificance of the individual coefficients
is of no surprise and the estimated coefficientgotibe interpreted as elasticities. Instead,
the VAR model is rather used for forecasting amsting hypothesis through experiments.

9 The model was estimated using the statisticalswé package Gretl and JMulTi.
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5.3.6.1 Granger causality
The model contains a considerable number of vasldnd requires estimation of

considerable amount of coefficients. In the VAR migd it is often helpful to test the
variables for causality. By doing so, we are apmyihe concept of Granger causality to
each individual equation and trying to interpregé ttesults in the context of the VAR

model.

The main idea of Granger causality is to examinetiwr changes in one variable will
have some impact on the changes in other variapldghus this variable helps predict the
development of the latter variable at some stagberfuture. Since one of the uses of the
VAR model is the forecasting of the variables (Nfakio in our case), the analysis of the
causality basically provides the information on homuch a variable (or groups of

variables) help in prediction of the remaining aates.

Granger causality test is usually constructed aB-tast where the null hypothesis is that
the lagged information on a variable does not provide any statistical significant

information about a variable.*® In other words, that does not Granger cause the variable

Wt

Granger causality is a standard tool investigatedhost autoregression models, but the
results should be used and interpreted with cautidme Granger causality is best
investigated and most useful and usually straigiiiod to interpret and think about in a
bivariate setting of the system, where the hypashabout the causality can be stated
easily. Usually, it is hard to find some clear doston about the causality when there are

more variables involved in the model.

Moreover, Liutkepohl (2005) lists major limitatioms the context of Granger causality,
which can lead to distortion of the obtained resu8ince we usually work with a low-
dimensional VAR models, one of the major probleshe potential incompleteness of the
model. Another drawback of the Granger causalityéschoice of the information set and
the choice of sampling period. Litkepohl (2005)vs&d that one obtains different results

when considering monthly data and when considequogrterly data. Furthermore, he

% The model for causality considered may look like :Zai Yoo +Z:,6’I X._ + & and the null

hypothesis adH, : ,8, =0 0Oi. Hence, causal relationship is inferred when ldgegues of the; variable
have explanatory power in the regression of a labgia on lagged values gf andx;.
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proved that using seasonally adjusted variables leey to different results than putting
seasonally unadjusted variables in the model. Thasgoncluded that in a complicated
model, lack of Granger causal relationships betwtenvariables does not necessarily

have to mean, that there doesn’t exist a causestiadt relationship.

Figure 22: Granger causality in the VAR model

Dependent variable

Regressor d_npl d_gdp d_EX d_uU d_cpi d_eur d_pribor d_L

d_npl 0.0027 0.2246 0.6514 0.9344 0.6739 0.7253 0.1974 0.0045
d_gdp 0.0106 0.0002 0.6737 0.0163 0.6251 0.2132 0.4882 0.5742
d_EX 0.4508 0.0882 0.0052 0.3787 0.8140 0.0028 0.0015 0.9883
d_u 0.4629 0.7524 0.6348 0.0001 0.0027 0.0719 0.2762 0.1871
d_cpi 0.6431 0.2752 0.5442 0.0000 0.3425 0.2346 0.5571 0.0873
d_eur 0.0241 0.1238 0.0168 0.3716 0.9360 0.4147 0.2169 0.4574
d_pribor 0.4360 0.1983 0.5115 0.5614 0.4181 0.5091 0.0238 0.6111
d_L 0.0466 0.0391 0.1164 0.9826 0.8098 0.2065 0.0334 0.0000
All 0.0522 0.7297 0.3330 0.0765 0.0662 0.5267 0.1550 0.0227

Notes: The results presented show the p-valudseatdrresponding F-test. The null hypothesis istti&beta coefficients are not
significantly different from zero. Rejecting thelluypothesis means that the regressor Grangeesabe dependent variable. The

results are in bold for p-value less or equal 0.1

Figure 22 shows the p-values for the F-tests ferIAR model with lag order 4. On the
significance level of 10% we can reject the nulbbthesis of Granger non-causality in the
system for all endogenous variables. Hence, we aarclude that all variables are
endogenous and that the Granger causality tesale/some causal relationship between
the variables in the model.

5.3.6.2 Forecast of share of non-performing loans in the agegate loan portfolio
The estimated VAR model was used, and hence asedtéor its accuracy, for predicting

the NPL ratio over the estimation period (so-calledample forecast) and as well as for
forecasting the development of the NPL ratio over following year, i.e. till the end of

2011 (out-of-sample forecast).

The VAR model performed well in terms of the in-gdenforecast of the NPL ratio and
aggregated loans. One-step-ahead in-sample foreC#s® NPL ratio as well as the one-
step-ahead in-sample forecast for aggregated lbatise actual data sample well. The
following Figure 23 shows the dynamic in-sampleet@st for NPL ratio over the data

sample.
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Figure 23: Dynamic in-sample forecast of NPL ratio
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Notes: For detailed information about the undegyforecast of d_npl see Figure 35 in the Appengiot.detailed information about the
underlying forecast of d_L see Figure 36 in the éxqofix.

However, the performed verification forecast of tMieL ratio for the period 2009 M6 —

2010 M12 didn't match the actual data that gredtevertheless, the actual values did lie
within the 95% confidence interval, moreover, thagmitude of the deviations were quite
small and the verification forecast appeared tdwapthe trend of the actual values of the

NPL ratio. Therefore, the estimated VAR model wasdiuto forecast the development of
the NPL ratio for the upcoming horizon of 12 months

The likely outlook of the development of the loasrtfolio quality is depicted in Figure 24.
Under the presumption of the absence of large ydiostic shocks or any structural
development and changes in the classification ratemterventions, the NPL ratio will
stagnate in the first quarter of the year 2011 @do6.5% and subsequently follow a
slightly downward trend by approx. 0.7 percentagens. By the end of 2011 the NPL
ratio should reach 5.85% of the total loans, wluctresponds to approx. CZK 130 billion.

1 When performing the verification forecast, the VARdel was estimated on the sub-sample of the data
sample, i.e. on the period spanning from 2002 M289 M6. The out-of-sample forecasted values fer th
period 2009 M6 — 2010 M12 were compared with tlhwe tata. According to the verification forecasg th
model seemed to underestimate the true level ofNfPE ratio. However, because the verification fastc
was carried out on the crisis data, the result:atsurprising and have to be interpreted withioau
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Figure 24: Out-of-sample forecast of NPL ratio up ® Dec 2011
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The lending activity in the Czech banking sectorasuged as increase in total loans
granted should continue to slightly grow up by CZ&5 billion over the year 2011. This
increase corresponds to 2.6% y-0-y growth in tiot@ahs granted, compared to the previous
3.5% y-0-y growth in 2010. Hence, the model predé&cslow down of the lending activity.

5.3.6.3 Impulse response analysis
In this section the usual analysis of the impuésgponses gained within the framework of

the estimated VAR model will be presented. As nwargd previously, in the framework of
VAR models it is hard to make sense of the indigldestimated coefficients and their
signs, since it cannot be interpreted as elaggitNevertheless, as mentioned already in
Sims (1980) the best way how to interpret the tesaflthe VAR models is the analysis of
the system’s responses to a random shock (imptilde)pulse response functions trace
out the impact of one variable on others over iiine in the system and hence represent an

essential analysis tool when investigating the eicgdicausal relationships in the system.

The empirical results found by various authors e telected literature and papers
represent an important source of the hypothesporesveness investigated in our system.
This section follows some of the hypothesis staeBlabowek and Jagar (2005) and tries
to find some causal relationships between the Ipantfolio quality, and hence
consequently on the banking sector credit risk,sekral macroeconomic variables.

*2 Impulses are usually one standard deviation stmekror terms.
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According to the theoretical literature and empiritindings, the following assumptions
with regard to the NPL ratio (as a measure of Ipartfolio quality) are expected to be

reflected in the impulse response analysis:

1. NPL ratio is exogenous, the NPL ratio is an autgggjve process

2. NPL ratio is pro-cyclical, rising income level ingues the ability to service debt

3. higher level of interest rates (reflecting the direost of borrowing) should lead to
deterioration of the loan portfolio quality

4. high inflation levels should worsen the loan pditf@uality

5. rising unemployment should lead to deterioratiothefloan quality portfolio

6. appreciation lowers the competitiveness of domestmomy and therefore leads
to acceleration of the NPL growth

7. increase of overall lending activity amplifies gpy@wth of non-performing loans

Besides the investigated causal relations betweetoan portfolio quality and the various
macroeconomic factors, also other basic empiricglotheses have been tested. The
impulse response function, i.e. the response ofarable to a shock in one standard
deviation to error term in other variable, can bend in the Appendix - Figure 40 to
Figure 47.

For the purpose of capturing the true dynamic trassion mechanism between the
variables in the VAR model, the simulations havéoéoperformed for a reasonably long
response periods. In our case, the simulations \weréormed for 36 periods, which
corresponds to development over 3 years. The gritlg long investigated period was

chosen in order to detect regularities in responsése variables.

The following table represents the results of theid hypothesis of the relation between
NPL ration and macroeconomic variables as souraystemic risk. In addition, the table
also contains some other basic hypothesis and maindings obtained within the VAR

framework.
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Figure 25: Basic Hypotheses — results

Hypothesis Rationale Supported

Loan Portfolio Quality

NPL ratio is autoregressive NPL ratio is exogenous Yes

Faster GDP growth decreases the NPL ratio growth  Theory of financial sector procyclicality Yes

Rising export contributes to GDP growth and positively affects
Rising export growth improves the loan portfolio export-oriented firms, which in turn results in better repayment
quality condition in the export-oriented sectors and the loan portfolio
quality is expected to improve.

No

Rising interest rates increase direct costs of borrowing and this in
turn can lead to worsening of the loan portfolio quality due to the No
inability of the borrowers to repay their obligations

Rising interest rates accelerates the growth of NPL
ratio

With higher unemployment, households are expected to
encounter difficulties when repaying their obligations and the No
loan portfolio quality worsens.

Rising unemployment accelerates the NPL ratio
growth

Rising inflation makes the macro environment less transparent
and creates climate of uncertainty. This raises the information
asymmetry and hence leads to adverse selection when granting
loans.
Appreciation affects the competitiveness of the domestic
economy. It causes deceleration in exports and reduction in GDP
Appreciation accelerates NPL growth growth. No
Depreciation will have a negative effect on loan portfolio quality
if borrowers primarily borrowing in foreign currency.

Rising CPI accelerates growth of NPL ratio No

Yes, but not

Credit expansion increases the growth of NPLratio  Credit expansion amplifies the likelihood of bad loans robust

Other hypotheses

Movements in exchange rate affect the competitiveness of
Appreciation decelerates export growth domestic export industries in global markets. Due to rise of Yes
relative domestic prices is harder to sell overseas.

A fall in export demand caused due to the appreciation of
Appreciation decreases GDP growth domestic currency will reduce real national income relative to No
potential output.

Appreciation decelerates inflation Negative output gap puts downward pressure on inflation No

Reduction in export demand and GDP growth may cause an
Appreciation accelerates unemployment rate increase in unemployment, especially in industries more exposed No
to currency fluctuations.

Rising export contributes to economic growth in various ways:
increasing incentives for technological improvements, pressure of

Rising export growth increases GDP growth . -, . . L Yes
& export g g foreign competition, economies to scale, higher productivity
leading to efficient management etc.
Rising GDP growth decreases unemployment Okun's law Yes
. . . Demand-pull inflation: Aggregate demand for goods and services
Faster GDP growth increases inflation P . €8 . g X g No
outpaces supply, causing prices to rise.
Faster GDP growth causes an increase in interest Economic growth will raise the demand for money and this No
rates causes interest rates to increase

Credit expansion can lead to an expansion of aggregate monetary
Credit expansion supports GDP growth demand and expenditure on goods. This can support the Yes
economic growth.

Negative expectation of households and corporations lead to Yes, but not

Rising unemployment decreases demand for loans K L
s ploy slow down of the lending activity. robust
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Rising CPI leads to decrease in unemployment Phillips curve Yes

Inflation erodes the value of money over the duration of the
Rising CPI causes an increase in interest rates loans, hence lender increase interest rates as response to the Yes
increasing inflation.

Higher interest rates makes the loans more costly and hence

No
decelerates the volume of loans

Rising interest rates decelerate the lending activity

Notes: Appreciation is understood as increaseawtyr of the d_eur variable. Cholesky ordering @ #ariables used to obtain the

impulse response functions: d_eur — d_EX —d_gdpW-—d_cpi—d_pribor—d_L —d_npl.

Investigation of the relations affecting the loamality portfolio is the core topic of this
thesis and hence the results to adpriori hypotheses regarding the effect on the loan

portfolio quality are presented in the first partioe table.

The results indicate that NPL ratio was autoregvessvhich means that a response of the
guality of the loan portfolio to a credit risk stko¢s mainly dominated by the direct
negative impact of the loan portfolio quality itselThese findings are in line with results
presented in the work of Babiek and Jatar (2005), who found the same direct negative
relationship, but in the contradiction to findingsFesté and Romih (2008) for the Czech
Republic. In addition, the results don’t seem ®adly support the hypothesis that a credit
expansion causes deterioration in the loan qupbtyfolio. Even though, the response of
NPL ratio to a shock in lending activity is poséiever the first three periods, the response
dies out quickly; moreover, the cumulative impuiesponse function indicates the results

are not significant.

On the contrary, the hypothesis that higher incdexel improves the ability of the
borrowers to service their debts was supportedhayimpulse response analysis. The
results show, that an increase in GDP growth festerimprovement in the loan portfolio
quality. The growth of NPL ratio decreases quickiythe consecutive three months and
the shock fades away after approx. 20 months. Bimgly, this result is in contradiction
to Babouek and Jatar (2005) who concluded, the rising income doesimgirove the
loan portfolio quality in the Czech Republic. Hoveeyvthey used real money as a proxy of
GDP.

In addition, the responses to faster GDP growtimsg® support the Okun’s law — i.e.
negative relationship between economic growth ameémployment, moreover, the
response of lending activity seems to support tfevipus statement. Due to declining

unemployment and improving economic conditions,lémeling activity seems to increase.
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The model, however, failed to detect inflationarggsures, which is in line with findings
of Babouwek and Jakar (2005). This finding reflects the country-spiecféature, since the
favourable economic growth in the Czech Republis wecompanied with low inflation

level in the past.

Responses to innovations in export confirmed th@othesis that rising export contributes
to economic growth. Increase in export also deegasemployment, which is in line with
the previous statement. The results also showeddrtb@easing export causes the interest
rates to rise, however, on the other hand, it Edads to appreciation of the currency. On
the contrary to Festiand Romih (2008) who proved that export growtheterates the
NPL ratio growth in the Czech Republic, the resaftthe model didn’t significantly show

that rising export contributes to improvement @& tban portfolio quality.

The results failed to support the hypothesis, tigihg unemployment accelerates the
growth of non-performing loans and therefore cdmies to the depletion of the loan
portfolio quality. On the contrary, the response NfPL ratio growth to the shock in
unemployment rate growth shows the tendency toedser after 6 months. This result
seems to be in line with Fesand Romih (2008) who concluded that rising uneyplent
decelerates the NPL growth in the Czech RepublibeyT argued that expected
unemployment rate growth decreases the demandadoisiand this in turn improves the
loan portfolio quality. Indeed, the results indedhat the lending activity immediately
declines after the unemployment rate increase,wtan explain the later improvement in

the loan portfolio quality.

The response of growth of NPL ratio to the shockcamsumer price index failed to

supports the basic hypothesis that rising inflatemcelerates the worsening of loan
portfolio quality. The shock to CPI index seemsstgport the hypothesis, that rising
inflation causes increase in interest rates asmserpuence of the eroding value of the
money. However, the effect on lending activity ist rconsistent with the previous

statement. Moreover, the shock to CPI index faitedupport a hypothesis that increasing
inflation should have an adverse effect on exptue(to lose of the competitive advantage

of low wage costs) and hence decrease the ecorggowth. However, the model supports
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the basic trade-off hypothesis between inflatiord amemployment — the empirical

phenomena Phillips curve, i.e. increasing inflalieads to decrease in unemploym#nt.

Also the response of NPL ratio to shock in excharage didn’t confirm the hypothesis
that appreciation accelerates NPL growth and hdeads to worsening of the loan
portfolio quality. Also Feséi and Romih (2008) didn't find any relationship beem
appreciation and loan portfolio quality deteriooati However, the results show that
appreciation leads to increase in GDP growth, wicim line with findings of Babatek
and Japar (2005). They also concluded that this resultresponds with the
country-specific feature, since the rather favoleazonomic growth (with exception for

the financial crisis) was accompanied by appremmativer the investigated period.

The response of NPL ratio growth to an impulse amimal interest rates didn’t confirm
the basic hypothesis that increasing cost of bdmgwas a direct negative impact on the
loan portfolio quality. Festiand Romih (2008) obtained the same result witanek¢p real
interest rates, but Bab&ek and Jatar (2005) confirmed that increase in real interatds
causes acceleration in NPL ratio. In addition,résults don’t seem to confirm the intuitive

hypothesis, that rising interest rates cause agti@c and hence reduce exports.

5.3.7 Variance decomposition
Forecast error variance decomposition (FEVD) istagrouseful tool when interpreting the

results obtained through the VAR analysis. FEVDrespnts decomposition of forecast
error variance of one variable into components actzl for by innovations in the
remaining variables in the system (Lutkepohl, 200®) other words, it shows in
percentage points how much of the unanticipated@s of one variable are explained by

different shocks.

Figure 48 shows the forecast error variance decsitipo of the growth of NPL ratio. The
results obtained through the analysis of the vagatlecomposition confirmed the main
results. The figure clearly reveals that the biggetect on the worsening of the loan
portfolio quality has the rising growth in NPL mtitself. The second largest effect is

%3 Babowek and Jakar (2005) obtained exactly opposite results. Thectuded, the model supports almost
all the basic hypotheses concerning the shock td iGffex- i.e. acceleration in real interest rates
accompanied by decreasing demand for loans andemwiogs of the loan portfolio quality. They also
confirmed the decreasing economic activity as asequence to the inflation shock. However, their ehod
failed to support the Phillips curve. Also Fésind Romih (2008) confirmed that lowering inflatileads to
improvement in the loan portfolio quality in thee&&h Republic.

69



Empirical analysis

attributed to the impact of the development ofébhenomic activity followed by the export

growth and CPI index. The effect of the CPI indextloe loan portfolio quality is however

more delayed. As it is shown in the figure, theeefffof the overall lending activity on the
development of the NPL ratio is relatively smaihce it accounts for only 4% of the NPL

ratio growth fluctuation. Quite surprisingly, thense is true also for growth in PRIBOR as
a representation of the interest rates.

5.3.8 Residuals analysis
Lutkepohl (2005) stressed the importance to conthetresidual check of the estimated

VAR model. Hence, the residual analysis has beefonpeed in order to investigate the
robustness of the model. Generally speaking, iMA& model is specified correctly, the
residuals are ani.d. processes. In order to perform the diagnostickloé the residuals,

the autocorrelation test and the residuals’ comaganatrix are examined.

Testing for autocorrelation in the residuals wasqeeed using the Ljung-Box Q-t&&for
serial autocorrelation (aka Portmanteau test). Ojoeg-Box Q-test checks whether the

residuals are white noise.

Figure 26: Results of Ljung-Box Q-test for residuad

Equation Ljung-Box Q-test p-value
u_pribor 19.6242 0.0745
u_eur 8.7815 0.7210
u_gdp 11.5504 0.4820
u_EX 11.5165 0.4850
u_u 10.8210 0.5440
u_cpi 29.3247 0.0035
u_npl 9.5280 0.6570
ul 7.0621 0.8530

Notes: The null hypothesis in the Ljung-Box Q-tieshat residuals are white noise. The test wasusimg lag order 12. Similar results
were obtained using lag order of 20.

The Q-test failed to indicate any significant awtoelation in the residuals with the
exception of residuals in regression estimating itifeation. Hence, as mentioned in
Babouwek and Jatar (2005) the estimated coefficients that suffemfrautocorrelation are
unbiased, but not the most efficient. As explaimedttkepohl (2005) a complete lag order
structure of the model will cause the residualbdclose to the white noise. Hence, in our
case, where the lag order structure of the modet@mmplete, the problems with efficiency

of the estimated coefficients could have been expec

> For technical details of the Ljung-Box Q-test &mreexample Liitkepohl (2005), pp. 169 — 171.
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Figure 37 to Figure 39 in the Appendix represestrbsidual analysis of the model. The
results for the Jarque-Bera test for normality, clhis showed as part of the descriptive
statistics, reveal that with the exception of GD®wgh, exports, exchange rate and
PRIBOR the test rejects the null hypothesis of radityn of the residuals at the 5%

significance level. At the same time, the desorgstatistics reveals that the violation of
the normality is caused by the excess kurtosisnfatly distributed sample has excess
kurtosis close to zero). This fact indicates the investigated time series come from a

fat-tailed distribution.

5.3.9 Concluding remarks, implication and limitatio ns
The employed VAR model has brought some interestiegults with regard to the

investigated transmission mechanisms and reveal®e@ €ausal relationships between the
loan portfolio quality and various macroeconomiciatles. However, even though it
follows methods widely used and established byraébianks, there are some issues that

need to be addressed.

First and most glaring limitation of the present®R model is the limited length of the
investigated time series. Namely, the time seriesam-performing loans are available
only after the year 2002. The problem of short teeees leads to the compromise on the
lag length structure of the system. As mentioneelvipusly, the model features only
incomplete lag structure, more to the point, thia danstraint allows consideration of only
limited number or regressors. Introducing more atalgs can help to develop greater
understanding how the macro variables interact egtth other and how they jointly affect
the credit risk indicator. The model can be usedriter to draw some conclusions about
the risk factors affecting the credit risk and timiay lead to possible policy implication on

both — the government and possibly also firm level.

In addition, considering only limited number or izdales can lead to the omitted variable
problem, since omitting important variables leaglglistortions in the obtained empirical
results. Misspecification of the model due to omgftimportant variable causes distortion
mainly in the impulse response analysis, but ifgaot on forecasting is small. Hence, the
misspecified model can be still used for forecasparposes. (Lutkepohl, 2005)

The model contains macroeconomic variables thatsalgect to seasonal fluctuations,

such as exports, unemployment rate etc. Some ofvéinables were available in its
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seasonally adjusted version. However, the unempoymate and CPI index enter the
model seasonally unadjusted. As pointed out preloseasonal adjustments may have an
effect on the outcome of Granger causality and alag contaminate the forecast error

variance decomposition.

The estimated model produced 64 impulse-responeekiding the autoregressive
responses. Some of the responses had the expegtedrsl confirmed the underlying
theory of the hypotheses, however, large shardh@frésponses were not significant or
were only weakly significant. More to the point,spenses to credit risk shock
(acceleration of the growth of non-performing loamgere not significant. Increasing
number of observations together with making the roemonomic variables more specific

would provide a more accurate view of the loanfpbad quality in the Czech Republic.

The model contributed to the understanding of memwaomic factors the Czech banking
sector has the greatest exposure and represent®da b@sis for further stress testing
analysis. Formulation of some coherent stressdesmario and introducing the adverse
shocks in the model would allow a simulation of &ffects under adverse macroeconomic

conditions.
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6 Conclusion

This thesis is mainly devoted to the empirical pdsut pays attention also to
methodological issues of stress testing. Stresmdgeas a tool to gauge the robustness of
the financial system has become centre of the taiteiof central banks as well as risk
management departments of commercial banks in regears. In the beginning, we
defined stress testing and specified the stresmdesrocedure and its general properties.
According to the intent of the exercise, stressstean be divided into stress test run on
portfolio basis and stress test conducted on tigeeggte level. The theoretical part of the
thesis contains a comprehensive comparison of nui#j@rences in the definition and aim
of stress testing applied to the different levélsrthermore, it lists reasons for usage of
stress test and limitations of applying stressriggirocedure on the system-wide basis.

The instability in the system can stem from varifagors including the rapidly growing
financial innovations, soft loan policy or macroromic fluctuations. Macroeconomic
changes has been one of the main reason commébanék experienced losses in the
recent crisis and that is why many central bankge haimed their effort to develop a

comprehensive model and analytical framework tessand measure financial stability.

In this thesis, we focused mainly on the assessmktite loan portfolio quality in the
Czech banking sector over past nine years, inithe period starting from January 2002 to
December 2010. A vector autoregression approachusad to estimate the effect of
various macroeconomic variables on the banks’ aggeeloan portfolio. Non-performing
loans vis-a-vis total loans in the Czech bankingtaewere employed as a measure of

banks’ fragility.

The outcome from the vector autoregression modglreaealed some interesting causal
relationships between the loan portfolio quality asarious macroeconomic variables. The
results indicated that the biggest effect on thesewing of the loan portfolio quality has
the rising growth in NPL ratio itself. In additiora clear and significant negative
relationship was found between GDP growth and tRé& Katio, indicating that an overall

improvement in economic activity fosters an impmoeat in the loan portfolio quality.

However, the results failed to support the rema@rarpriori hypotheses concerning the
relation between NPL ratio and the investigated roe@onomic variables. The model
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didn’t confirm the hypothesis, that rising unemptmnt accelerates the growth of
non-performing loans and therefore contributes e tepletion of the loan portfolio

quality. Also, the response of growth of NPL ratiiothe shock in consumer price index
failed to supports the basic hypothesis that rignftion accelerates the worsening of
loan portfolio quality. More to the point, the resise of NPL ratio to shock in exchange
rate didn’t confirm the hypothesis that appreciateccelerates NPL growth and hence
leads to worsening of the loan portfolio qualityr@ising also the hypothesis regarding
the interest rates — namely, that rising directtxad borrowing has a direct negative

impact on the quality of the aggregated loans —weasonfirmed by the simulation.

Nevertheless, besides the basic hypotheses regatairoan portfolio quality, numbers of
other empirical findings were tested in the simolat The results of the vector
autoregression simulation supported many of theldwade findings and observed
empirical principles.

Besides the investigation of the causal relatiqgrsbietween the macroeconomic variables
and the loan portfolio quality, the forecast of thevelopment of the loan portfolio quality
in the Czech banking sector was presented. The Inpoeéicts slightly slow-down of the
overall lending activity over the year 2011. As fas the loan portfolio quality is

concerned, the model predicts a graduate decredke growth of non-performing loans.

Needless to say, the author is aware of the liroiiat of the employed vector

autoregression model and their impact on the reshbnetheless, the author believes that
this thesis has contributed to the understandingnatroeconomic factors the Czech
banking sector has the greatest exposure andhbamnbdel represents a good basis for

further investigation.
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Figure 27: Descriptive statistics of original timeseries
Ex. Jarque-

Variable Obs. Mean Median Min Max  St. Dev. Skewness Kurtosis Bera p-value
PRIBOR 108 0.0257 0.0245 0.0120 0.0456 0.0087 0.5864 -0.5115 7.0367 0.0296
CZK_EUR 108 0.0353 0.0352 0.0303 0.0425 0.0033 0.2765 -1.1681 7.3256  0.0257
GDP_real 108 679.6 700.0 564.4 767.7 70.6  -0.3109 -1.4934 11.6623 0.0029
Exports 108 166.4 173.8 99.3 226.6 385 -0.2971 -1.1780 7.6500 0.0218
u 108 0.0836 0.0865 0.0501 0.1090 0.0152 -0.6971 -0.4749 9.3970 0.0091
CPI 108 104.2 102.3 94.6 115.6 7.3 0.2665 -1.4869 11.0512 0.0040

NPL_ratio 108 0.0541 0.0476 0.0261 0.1279 0.0248 1.1788 0.5780 24.3360 0.0000
Total_loans 108 1439.0 1297.9 870.7 2175.2 487.8 0.2999 -1.5784 12.6492 0.0018

Figure 28: Plot of original time series (in levels)

NPL_ratio Total_loans
0.14 2200
0.12 [ 2000 &
1800
0.1
1600
0.08
1400
0.06
1200
0.04 1000 F
0.02 800
2002 2004 2006 2008 2010 2002 2004 2006 2008 2010
Exports GDP_real
240 800
220
750
200
180 700 +
160
140 650 I
120
600 [
100
80 : 550 :
2002 2004 2006 2008 2010 2002 2004 2006 2008 2010

79



Appendix

PRIBOR CZK_EUR
0.05 0.044
0.045 - 0.042
0.04 0.04 I
0.035 [
0.038
0.03
0.036 [
0.025 [
0.02 - 0.034
0.015 [ 0.032 |
0.01 Il Il Il Il Il 0.03 Il Il Il Il Il
2002 2004 2006 2008 2010 2002 2004 2006 2008 2010
u CPI
0.11 120
0.1 115 |
0.09 110 |
0.08 105 |
0.07 100 |
0.06 95
0.05 Il Il Il Il Il 90 Il Il Il Il Il
2002 2004 2006 2008 2010 2002 2004 2006 2008 2010

Plotted are monthly data for the period of Janu2®@2 to December 201MNPL_ratio 3M
PRIBORandUnemployment ratare in percentage poin&xport, Total_loanandGDP_realare
in CZK billion. CPI is an index number. Exchange rate is quoted asuaimaf foreign currency

one can get for one CZK (base currency).

Figure 29: ADF test results for original time seris

Variable Lags / Obs. Test statistics Standard Error Critical value p-value  Stationarity
NPL_ratio 8/99 -0.6131 0.0122 -3.13 0.9779 No
Total_loans 5/102 -1.9822 0.0088 -3.13 0.6105 No
GDP_real 4/103 -1.3890 0.0038 -2.57 0.5892 No
Exports 3/104 -0.7999 0.0098 -2.57 0.8187 No
PRIBOR 1/106 -1.8590 0.0163 -2.57 0.3522 No
u 5/102 -1.5410 0.0160 -2.57 0.5129 No
CPI 0/107 0.3411 0.0071 -2.57 0.9794 No
CZK_EUR 1/106 -1.0830 0.0165 -1.62 0.7249 No

Notes: In ADF test, the null hypothesis is the pre® of unit root in the time series. Null hypothés rejected if the t-statistics is
smaller than the relevant critical value. Underrib# hypothesis the time series has a unit rodtt@nce is non-stationary. When null
hypothesis is rejected, the time series is statjor@ptimal number of lags was detected using tkailée’s information criterion. The

critical values represent the 10% level of sigaifice. Critical values obtained from Davidson, Rl BtacKinnon, J. (1993).

For variableNPL_ratio andTotal _loansthe ADF test was based on model with intercept

and trend:
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p-1
Ay, =a, +at+@y,, + ) By, +u,

i=1

ADF tests were based on model with intercept ferrdfmaining variables:
p-1

By, =8y + @y, *+ 2, LAY+,
i=1

Models are estimated via OLS.

Figure 30: Descriptive statistics of transformed tine series

Ex. Jarque-

Variable Obs. Mean Median Min Max St. Dev. Skew. Kurt. Bera p-value
d_pribor 107 -3.12E-04 -9.28E-05 -6.83E-03 3.79E-03 1.64E-03 -1.090 3.625 79.769  0.000
d_eur 107 2.38E-03 4.98E-03 -4.53E-02 4.52E-02 1.52E-02 -0.364 1.082 7.580 0.023
d_gdp 107 2.70E-03 3.20E-03 -1.32E-02 1.09E-02 4.16E-03 -1.250 3.016 71.953  0.000
d_EX 107 7.49E-03 8.64E-03 -5.01E-02 8.20E-02 2.36E-02 0.024 0.975 4.252 0.119
d_u 107 1.87E-05 O0.00E+00 -1.10E-02 1.00E-02 3.28E-03 0.234 0.843  4.147 0.126
d_cpi 107 1.78E-03 1.31E-03 -7.84E-03 2.99E-02 5.09E-03 2.171 8.579 412.172  0.000
d_npl 107 -6.16E-04 -4.55E-04 -1.07E-02 4.38E-03 2.50E-03 -1.843 4.507 151.094 0.000
d L 107 8.06E-03 7.95E-03 -1.78E-02 3.78E-02 9.81E-03 -0.162 0.129 0.543 0.762

Figure 31: Transformed time series
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Figure 32: ADF test results for transformed time sdes

-1
ADF test based on model without intercept and tresyd= gy, , + pz By, +u,
i=1

Variable Lags / Obs. Test statistics Standard Error Critical value p-value Stationarity
d_npl 4/102 -3.0060 0.1289 -1.62 0.0344 Yes
d_L 4/102 -1.4084 0.0688 -1.62 0.1483 No?
d_gdp 1/105 -2.4183 0.0705 -1.62 0.0156 Yes
d_EX 4/102 -2.7400 0.1507 -1.62 0.006 Yes
d_pribor 1/105 -5.4068 0.0825 -1.62 5.13E-09 Yes
du 10/ 96 -1.7653 0.1883 -1.62 0.0737 Yes
d_cpi 0/106 -8.3406 0.0961 -1.62 1.87E-23 Yes
d_eur 0/106 -7.9580 0.0955 -1.62 6.54E-20 Yes

Notes: In ADF test, the null hypothesis is the pre® of unit root in the time series. Null hypothés rejected if the t-statistics is

smaller than the relevant critical value. Underrib# hypothesis the time series has a unit rodtt@nce is non-stationary. When null
hypothesis is rejected, the time series is statjor@ptimal number of lags was detected using tkailée’s information criterion. The

critical values represent the 10% level of sigaifice (critical value for 5% and 1% significanceeles -1.94 and -2.56, respectively).
Critical values obtained from Davidson, R. and Mexcton, J. (1993).

Figure 33: KPSS test results

Critical value
1% 5% 10%
dL 0.734 0.465 0.349 0.4839 Yes
Notes: The null hypothesis for the KPSS test i8astarity of the examined time series. Null hypatises rejected if the t-statistics is

Test statistics

Variable Stationarity

smaller than the relevant critical value.
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Figure 34: Software output of the VAR model

VAR system, lag order 4
OLS estimates, observations 2002:06-2010:12 (T =

103)

(Std. Dev.) {p-Value} [t-Value]

Lagged endogenous term:

d_npl d_gdp d_EX d_L d_uU d_cpi d_eur d_pribor

d_npl (t-1) 0.245*%*  -0.267* -1.505 -0.519 -0.009 0.189 -0.736 -0.081
| (0.112)  (0.152) (1.143)  (0.365) (0.114) (0.260)  (0.738) (0.066)

| {0.028}  {0.080} {0.188}  {0.156} {0.937} {0.467} {0.318} {0.219}

| [2.192] [-1.752] [-1.317] [-1.419] [-0.080] [0.727] [-0.998] [-1.230]

d_gdp (t-1) -0.039 0.324** 0.447 -0.137 -0.026 0.098 -0.024 -0.039
| (0.097)  (0.132) (0.993) (0.318) (0.099) (0.226) (0.641) (0.057)

| {0.688}  {0.014} {0.652}  {0.667} {0.789} {0.665}  {0.970} {0.494}

| [-0.401]  [2.451] [0.450] [-0.430] [-0.267] [0.434] [-0.037] [-0.684]

d_EX (t-1) 0.011 0.01 0.302%** -0.009 -0.018 0.008 0.331%** 0.012
| (0.012)  (0.017) (0.125)  (0.040) (0.012) (0.028) (0.081) (0.007)

| {0.379}  {0.540} {0.016}  {0.830} {0.156} {0.770}  {0.000} {0.105}

| [0.880] [0.613] [2.415] [-0.214] [-1.419] [0.293] [4.102] [1.623]

d_L (t-1) -0.001 0.135%** 0.636* 0.307** -0.022 0.035 -0.547%*%* 0.041*
| (0.037)  (0.050) (0.377)  (0.121) (0.037) (0.086) (0.243) (0.022)

| {0.970}  {0.007} {0.092}  {0.011} {0.559} {0.681}  {0.024} {0.058}

| [-0.038]  [2.699] [1.687] [2.546] [-0.584]  [0.411] [-2.251] [1.893]

d_u (t-1) 0.084 0.178 1.056 -0.486 0.385*** 0.672** -2.085** -0.096
| (0.132)  (0.179) (1.345)  (0.430) (0.134) (0.306) (0.868) (0.077)

| {0.524}  {0.322} {0.432}  {0.258} {0.004} {0.028} {0.016} {0.212}

| [0.637] [0.991] [0.785] [-1.130] [2.881] [2.197] [-2.402] [-1.249]

d_cpi (t-1) -0.025 0.001 0.303 0.053 -0.021 0.016 0.069 0.028
| (0.049)  (0.067) (0.504)  (0.161) (0.050) (0.115) (0.325) (0.029)

| {0.615}  {0.989} {0.547}  {0.744} {0.673} {0.891} {0.832} {0.327}

| [-0.503]  [0.014] [0.602] [0.327] [-0.422] [0.137] [0.212] [0.980]

d_eur (t-1) 0.017 -0.022 -0.727*** 0.093 -0.001 0.034 -0.019 -0.018
| (0.021)  (0.028) (0.210)  (0.067) (0.021) (0.048) (0.135) (0.012)

| {0.408} {0.427} {0.001} {0.167} {0.946} {0.481} {0.890} {0.139}

| [0.828] [-0.794] [-3.466]  [1.381] [-0.068] [0.705] [-0.138] [-1.479]

d_pribor (t-1) -0.25 0.5* -0.877 -0.568 -0.065 -0.252 0.683  0.317**
| (0.207)  (0.282) (2.114) (0.676) (0.210) (0.480)  (1.364) (0.121)

| {0.227}  {0.076} {0.678}  {0.401} {0.758} {0.600} {0.616} {0.009}

| [-1.209] [1.774] [-0.415] [-0.840] [-0.308] [-0.524] [0.501] [2.613]

d_npl (t-2) -0.155  0.308* -0.518 -0.59 -0.007 -0.249 0.212 -0.048
| (0.114)  (0.155) (1.167)  (0.373) (0.116) (0.265)  (0.753) (0.067)

| {0.176}  {0.048} {0.657}  {0.114} {0.951} {0.348} {0.778} {0.477}

| [-1.354]  [1.981] [-0.444] [-1.581] [-0.061] [-0.939] [0.282] [-0.712]

d_gdp (t-2) -0.295%**  0.322** -0.107 0.195  -0.243** 0.042 0.327 -0.014
| (0.096)  (0.131) (0.983)  (0.314) (0.098) (0.223)  (0.635) (0.056)

| {0.002} {0.014} {0.914} {0.536} {0.013} {0.851} {0.606} {0.801}

| [-3.063] [2.460] [-0.108] [0.619] [-2.482] [0.188] [0.515] [-0.252]

d_EX (t-2) 0.001 0.045** 0.228* -0.012 0.007 -0.029 -0.002 0.021***
| (0.013)  (0.018) (0.137)  (0.044) (0.014) (0.031) (0.088) (0.008)

| {0.953}  {0.014} {0.095}  {0.786} {0.623} {0.359}  {0.985} {0.007}

| [0.059] [2.462] [1.667] [-0.271] [0.492] [-0.917] [-0.018] [2.718]
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d_L (t-2) 0.09**  -0.095* -0.905**  0.173 0.005  0.062  -0.096 0.008
| (0.038)  (0.052) (0.390)  (0.125) (0.039) (0.089) (0.252)  (0.022)
| {0.019} {0.069}  {0.020} {0.165}  {0.905} {0.487} {0.702}  {0.735}
| [2.355] [-1.821]  [-2.320]  [1.389] [0.119] [0.695] [-0.382]  [0.338]

d_u (t-2) 0.076  0.042 -1.693  0.093 0209 -0.151  0.119  -0.059
| (0.140)  (0.191) (1.436)  (0.459) (0.143)  (0.326) (0.927)  (0.082)
| {0.588} {0.826}  {0.238} {0.840}  {0.144} {0.644} {0.897}  {0.471}
| [0.542] [0.220]  [-1.179] [0.202]  [-1.461] [-0.462] [0.129] [-0.721]

d_cpi  (t-2) 0.032  -0.043 0.326  -0.271* -0.004 0149  0.481 0.017
| (0.047)  (0.064) (0.483)  (0.154) (0.048)  (0.110) (0.312)  (0.028)
| {0.499} {0.499}  {0.500} {0.079}  {0.941} {0.176} {0.122}  {0.538}
| [0.676] [-0.676]  [-0.675] [-1.758]  [-0.074] [1.354] [1.545]  [0.615]

d_eur (t-2) 0.025 0.065** 0.118  -0.062 -0.04*  -0.016 0.273* 0.01
| (0.021)  (0.029) (0.218)  (0.070) (0.022)  (0.050) (0.141)  (0.013)
| {0.241} {0.026}  {0.587} {0.370}  {0.066} {0.745} {0.052}  {0.428}
| [1.174]  [2.225] [0.544] [-0.896]  [1.837] [-0.325] [1.943]  [0.793]

d_pribor (t-2) 0112 -047 0239  0.515 0.334 0.69  -2.099 -0.284**
| (0.214)  (0.292) (2.192)  (0.701) (0.218)  (0.498) (1.415)  (0.126)
| {0.603} {0.107}  {0.913} {0.463}  {0.125} {0.166} {0.138}  {0.024}
| [0.521] [-1.610] [0.109]  [0.734] [1.533] [1.385] [-1.483] [-2.256]

d_npl  (t3) 0.144  -0.071 0.038 1.289*** 0.083 0342 -0.341 0.109
| (0.117)  (0.159) (1.196)  (0.382) (0.119)  (0.272)  (0.772)  (0.069)
| {0.220} {0.654}  {0.975} {0.001}  {0.486} {0.208} {0.658}  {0.114}
| [1.227] [-0.449] [0.032] [3.370]  [-0.697] [1.260] [-0.442]  [1.582]

d_gdp (t3) 0.059  -0.162 -1.247  -0.088 0.126  -0.147 -1.065*  -0.008
| (0.089)  (0.122) (0.912)  (0.292) (0.091)  (0.207)  (0.589)  (0.052)
| {0512} {0.182}  {0.172} {0.763}  {0.164} {0.479} {0.071}  {0.879}
| [-0.656] [-1.336]  [1.367] [-0.301]  [-1.391] [-0.708] [-1.808]  [-0.152]

d_EX  (t3) 002 0011 0.253*  -0.015 0.013  0.024  -0.081 0.008
| (0.014)  (0.019) (0.146)  (0.047) (0.014)  (0.033) (0.094)  (0.008)
| {0.157} {0559}  {0.082} {0.741}  {0.375} {0.465} {0.389}  {0.351}
| [1.416]  [0.584] [1.737] [-0.331] [0.887] [0.731] [-0.861]  [0.932]

d_L (t-3) 005  0.015 0.061  0.081 0.015 -0.03  0.407 0.011
| (0.038)  (0.052) (0.388)  (0.124) (0.039) (0.088) (0.250)  (0.022)
| {0.186} {0.766}  {0.874} {0.514}  {0.702} {0.730} {0.104}  {0.608}
| [1.324] [0.298]  [-0.158]  [0.653] [0.382] [-0.345] [1.625]  [0.514]

d_u (t-3) 0.119  0.014 1.736  0.622 -0.358** -0.588*  -0.883 0.094
| (0.137)  (0.186) (1.397)  (0.447) (0.139)  (0.318) (0.902)  (0.080)
| {0.383}  {0.941}  {0.214} {0.164}  {0.010} {0.064} {0.327}  {0.241}
| [0.872]  [0.074] [1.242] [1.392]  [-2.579] [-1.851] [-0.979]  [1.173]

d_cpi  (t-3) -0.028  0.117* 0.704  0.209 -0.207***  0.087  0.505 0.029
| (0.048)  (0.065) (0.489)  (0.156) (0.049) (0.111) (0.316)  (0.028)
| {0.552} {0.073}  {0.150} {0.181}  {0.000} {0.434} {0.110}  {0.305}
| [-0.595]  [1.794] [1.438] [1.338]  [4.256] [0.782] [1.599]  [1.025]

d_eur  (t3) -0.011  0.033 0.257  0.079 0.019  0.015 -0.036 0.011
| (0.021)  (0.029) (0.218)  (0.070) (0.022)  (0.050) (0.141)  (0.013)
| {0.590} {0.249}  {0.238} {0.258}  {0.387} {0.769} {0.801}  {0.394}
| [-0.538]  [1.152] [1.181]  [1.130] [0.866] [0.294] [-0.253]  [0.852]

d_pribor (t-3) 0.208| -0.015 2273 -0.848 003 0024 1819  -0.072
| (0.212)  (0.289) (2.170)  (0.694) (0.216)  (0.493)  (1.401)  (0.125)
| {0.328} {0.958}  {0.295} {0.222}  {0.890} {0.961} {0.194}  {0.564}
| [0.978] [-0.053]  [-1.047] [-1.222] [0.138]  [0.048] [1.298]  [-0.577]

d_npl  (t4) 0.243**  -0.025 0.627  -0.571 0.092 -0279 0932  -0.085
| (0.115)  (0.156) (1.175)  (0.376) (0.117)  (0.267)  (0.758)  (0.067)
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| {0.035}  {0.875} {0.594}  {0.128} {0.430} {0.296} {0.219} {0.209}
| [2.112] [-0.157] [0.534] [-1.521] [0.789] [-1.044] [1.230] [-1.257]
d_gdp (t-4) 0.138* 0.182 0.709 0.318 0.085 0.251 -0.593 -0.057
| (0.082) (0.112) (0.841)  (0.269) (0.084) (0.191) (0.543) (0.048)
| {0.093}  {0.104} {0.399}  {0.237} {0.310} {0.190} {0.274} {0.239}
| [1.679]  [1.627] [0.843]  [1.182] [1.015] [1.312] [-1.094] [-1.178]
d_EX (t-4) 0.005 -0.006 -0.181 0.002 -0.015 -0.017 -0.107 0.011
| (0.013)  (0.017) (0.129)  (0.041) (0.013) (0.029) (0.083) (0.007)
| {0.721}  {0.708} {0.160}  {0.957} {0.258}  {0.561}  {0.196} {0.138}
| [0.357] [-0.374] [-1.403] [0.054] [-1.132] [-0.581] [-1.292] [1.483]
d_L (t-4) -0.052 -0.01 -0.032  0.203* 0.004 0.04 0.045 0.017
| (0.036)  (0.048) (0.363)  (0.116) (0.036) (0.083) (0.234) (0.021)
| {0.146} {0.835} {0.931} {0.081} {0.906} {0.627} {0.848} {0.407}
| [-1.452] [-0.208] [-0.087] [1.744] [0.118] [0.486] [0.192] [0.830]
d_u (t-4) -0.004 -0.012 -1.423  -0.769* 0.248** (0.975%** -0.874  -0.134*
| (0.119)  (0.161) (1.211)  (0.387) (0.120) (0.275)  (0.782) (0.070)
| {0.976}  {0.940} {0.240} {0.047} {0.040} {0.000} {0.264} {0.053}
| [-0.030] [-0.075]  [-1.175] [-1.985] [2.056] [3.541] [-1.118] [-1.931]
d_cpi (t-4) -0.059 -0.087 -0.114  0.325* -0.176*** -0.188 -0.293 0.009
| (0.054)  (0.074) (0.555)  (0.177) (0.055) (0.126)  (0.358) (0.032)
| {0.278}  {0.240} {0.837}  {0.067} {0.001} {0.136} {0.413} {0.767}
| [-1.084] [-1.175] [-0.206]  [1.829] [-3.194] [-1.490] [-0.818] [0.296]
d_eur (t-4) 0.057 *** -0.014 0.015 0.002 0.016 -0.016 -0.059 0.015
| (0.020)  (0.027) (0.203)  (0.065) (0.020) (0.046) (0.131) (0.012)
| {0.004} {0.604} {0.941} {0.970} {0.427} {0.723} {0.652} {0.192}
| [2.891] [-0.518] [0.074] [0.037] [0.795] [-0.354] [-0.450] [1.304]
d_pribor (t-4) -0.244 -0.211 3.335%* -0.254 -0.024 0.502 0.245 0.012
| (0.196)  (0.267) (2.006)  (0.642) (0.199) (0.456)  (1.295) (0.115)
| {0.215}  {0.430} {0.096}  {0.692} {0.903} {0.271}  {0.850} {0.915}
| [-1.241] [-0.789] [1.662] [-0.397] [-0.122]  [1.101] [0.189] [0.106]
CONST | -0.0010  0.0000 0.0060 0.0000 0.002%** 0.0010  0.0050 -0.001%**
| (0.001)  (0.001) (0.006)  (0.002) (0.001) (0.001) (0.004) (0.000)
| {0.297}  {0.816} {0.292}  {0.888} {0.002} {0.686} {0.203} {0.000}
| [-1.043] [-0.233] [1.055] [0.141] [3.076] [0.405] [1.273] [-3.532]
Mean dependent
var -0.0005 0.0027 0.0081  0.0086 0.0001  0.0019 0.0020 -0.0003
Sum sq. resids 0.0003 0.0006 0.0326  0.0033 0.0003 0.0017 0.0136 0.0001
R-squared 0.4711 0.6747 0.4134  0.6321 0.7127 0.3814 0.4119 0.5980
Adjusted R-
squared 0.2293 0.5260 0.1453  0.4639 0.5814  0.0986  0.1431 0.4143
F(32, 70) 1.9483  4.5374 1.5419 3.7578 5.4267 1.3487 1.5321 3.2543
P-value(F) 0.0104  0.0000 0.0669  0.0000 0.0000 0.1491  0.0698 0.0000
S.D. dependent
var 0.0024  0.0042 0.0233  0.0094 0.0033  0.0052 0.0150 0.0016
S.E. of regression 0.0021 0.0029 0.0216  0.0069 0.0021  0.0049  0.0139 0.0012
Durbin-Watson 2.0269 2.0128 1.7412 2.1433 1.8884  2.1392 1.8151 2.0040

AlC -62.848
BIC -56.095
HQC -60.113

Notes: An asterisk (*) denotes significance atlfiéo level. A double asterisk (**) denotes significa at the 5% level and three

asterisks (***) denote the significance level a 96 level.
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Figure 35: Forecast of d_npl
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Figure 36: Forecast of d_L
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The h-step dynamic forecast at time T is obtained basedconditional expectations,
assuming the error terms to be independent whitgendhe algorithm can be formalized

as following:
yT+h|T = CDT+h + Aj_yT+h—1|T oot ApyT+h—p|T
The forecast starts witly;,,; and is computed recursively for all The forecasted errors

have zero mean and the forecasts are unbiasedfoféeasts were obtained through

software package gretl and JMulTi.
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Figure 37: Descriptive statistics of residuals

Variable Obs. Mean Median Min Max St. Dev.
u_pribor 103 2.32E-19 -6.13E-05 -2.58E-03 2.78E-03 1.03E-03
u_eur 103 5.37E-19 9.93E-04 -3.12E-02 3.51E-02 1.15E-02
u_gdp 103 -6.47E-20 2.21E-04 -5.96E-03 5.48E-03 2.38E-03
u_EX 103 -1.34E-18 2.02E-03 -4.21E-02 4.71E-02 1.79E-02
u_u 103 -2.17E-19 2.03E-04 -7.98E-03 6.71E-03 1.78E-03
u_cpi 103 7.63E-20 -1.57E-04 -8.50E-03 1.89E-02 4.06E-03
u_npl 103 3.78E-20 2.29E-04 -5.79E-03 4.18E-03 1.75E-03
u_L 103 4.41E-19 -1.94E-04 -1.51E-02 2.33E-02 5.72E-03

Variable Skewness Ex. kurtosis Jarque-Bera p-Value
u_pribor 0.205 0.409 1.4429 0.4860
u_eur -0.007 0.085 0.0321 0.9841
u_gdp -0.166 -0.578 1.9070 0.3854
u_EX -0.059 0.354 0.5999 0.7409
u_u -0.393 4.011 71.6962 0.0000
u_cpi 1.147 3.771 83.6079 0.0000
u_npl -0.963 2.123 35.2558 0.0000
u L 0.283 2.099 20.2813 0.0000
Figure 38: Plot of residuals
u_pribor u_eur
0.003 0.04
0.002 | 1 0.03 i
0.02
0.001 | 1 0.01 |
or 0
-0.001 [ . -0.01
-0.02 8
-0.002 - 1 0.03 |
-0.003 -0.04
2002 2004 2006 2008 2010 2002 2004 2006 2008 2010
u_gdp u_EX
0.006 0.05
0.04 8
0.004 1 0.03 4
0.002 [ . 0.02 I
0.01
or 7 0
-0.01
-0.002 - -0.02 ]
-0.004 - .03 1 i
-0.04 8
-0.006 ‘ -0.05 ‘
2002 2004 2006 2008 2010 2002 2004 2006 2008 2010

87



Appendix
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Figure 39: Correlation matrix of residuals
u_pribor u_eur u_gdp u_EX u_U u_cpi u_npl u_L

u_pribor 1 0.38 0.2598 0.1167 -0.1468 -0.1687 -0.0111 -0.0557
u_eur 1 0.338 0.1389 0.0085 0.0629 -0.1472 -0.1637
u_gdp 1 0.3949 -0.2915 -0.0894 0.0739 0.2289
u_EX 1 -0.0377 0.1106 0.2206 0.229
u_U 1 0.1858 -0.1869 -0.3378
u_cpi 1 -0.0135 -0.034
u_npl 1 0.2566
u_L 1

The correlation matrix of the residuals does natvslny strong relationship between the

individual residuals. The residuals are howeveratated between each other.
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Figure 40: Impulse to innovations in d_gdp
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Figure 41: Impulse to innovations of d_EX
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Figure 42: Impulse to innovations of d_U
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Figure 43: Impulse to innovations of d_cpi
. Autoregressive response
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Figure 44: Impulse to innovations of d_pribor
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Figure 45: Impulse to innovations of d_L
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Figure 46: Impulse to innovations of d_eur
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Figure 47: Impulse to innovations of d_npl
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Figure 48: Variance decomposition of d_npl

forecast
horizon d_eur d_cpi d_EX d_gdp d_L d_npl d_pribor d_u
1 0.02 0 0.06 0 0 0.92 0 0
2 0.02 0 0.07 0.01 0 0.88 0.02 0.01
3 0.02 0.01 0.06 0.1 0.03 0.76 0.02 0.01
4 0.02 0.01 0.07 0.15 0.03 0.69 0.02 0.01
5 0.02 0.03 0.07 0.14 0.03 0.68 0.02 0.01
6 0.03 0.04 0.07 0.14 0.03 0.65 0.02 0.02
7 0.03 0.04 0.07 0.15 0.03 0.64 0.02 0.02
8 0.03 0.04 0.07 0.15 0.03 0.63 0.02 0.02
9 0.03 0.05 0.08 0.15 0.03 0.62 0.02 0.02
10 0.03 0.05 0.08 0.15 0.03 0.62 0.02 0.03
11 0.03 0.05 0.08 0.15 0.03 0.61 0.02 0.03
12 0.03 0.05 0.08 0.15 0.03 0.61 0.02 0.03
13 0.03 0.05 0.08 0.15 0.03 0.61 0.02 0.03
14 0.03 0.05 0.08 0.15 0.04 0.6 0.02 0.03
15 0.03 0.05 0.08 0.15 0.04 0.6 0.02 0.03
16 0.03 0.05 0.08 0.15 0.04 0.6 0.02 0.03
17 0.03 0.05 0.08 0.15 0.04 0.6 0.02 0.03
18 0.03 0.05 0.08 0.15 0.04 0.6 0.02 0.03
19 0.03 0.05 0.08 0.15 0.04 0.6 0.02 0.03
20 0.03 0.05 0.08 0.15 0.04 0.6 0.02 0.03
21 0.03 0.06 0.08 0.15 0.04 0.6 0.02 0.03
22 0.03 0.06 0.08 0.15 0.04 0.59 0.02 0.03
23 0.03 0.06 0.08 0.15 0.04 0.59 0.02 0.03
24 0.03 0.06 0.08 0.15 0.04 0.59 0.02 0.03
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Notes: Listing of the forecast error variance degositions for the remaining variables were omitieé to space reasons.
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