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ABSTRACT
This paper introduces brainsourcing: utilizing brain responses
of a group of human contributors each performing a recogni-
tion task to determine classes of stimuli. We investigate to
what extent it is possible to infer reliable class labels using
data collected utilizing electroencephalography (EEG) from
participants given a set of common stimuli. An experiment
(N=30) measuring EEG responses to visual features of faces
(gender, hair color, age, smile) revealed an improved F1 score
of 0.94 for a crowd of twelve participants compared to an
F1 score of 0.67 derived from individual participants and a
random chance of 0.50. Our results demonstrate the method-
ological and pragmatic feasibility of brainsourcing in labeling
tasks and opens avenues for more general applications using
brain-computer interfacing in a crowdsourced setting.

Author Keywords
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CCS Concepts
•Human-centered computing → Human computer inter-
action (HCI); •Information systems→ Crowdsourcing;

INTRODUCTION
Many tasks that are trivial for humans continue to challenge
computer programs. For example, image annotation has turned
out to be dependent on human labeling and even the most so-
phisticated machine learning systems need human supervision
in order to recognize objects appearing in images [71]. These
tasks are difficult to fully automatize, but humans and com-
puting systems can together effectively solve these tasks by
distributing the work to several individuals - a paradigm often
called crowdsourcing [34]. Crowdsourcing enables human
workers to perform designated tasks over networked comput-
ing systems unrestricted by time and location [75]. Crowd-
sourcing has become popular for a variety of tasks ranging
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Figure 1: Brainsourcing utilizes brain responses of a
group of human contributors each performing a recogni-
tion task to determine the consensus label of a stimulus.

from microtasks, such as simple labeling, to complex macro-
tasks for design and knowledge work. However, while crowd-
sourcing has allowed communities to collaborate to solve com-
plex tasks, many succesful applications of crowdsourcing are
still based on combining results of repetitive microtasks that
typically require users to recognize whether a certain stimulus
meets a certain task criteria. Such tasks include, for exam-
ple, detecting whether an image contains a certain object or
whether a piece of text is grammatically correct. The contri-
butions of individuals are then collected to solve large-scale
tasks more reliably and efficiently [13, 40].

An important factor in crowdsourcing microtasks is the eco-
nomics and effort of collecting crowd input. Making explicit
selections via a user interface can be tedious, physically and
mentally demanding, and cause crowd workers to exhibit fa-
tigue [60]. Implicit crowdsourcing can avoid this problem by
observing natural human behavior, but it often requires very
large user populations to properly divide the work, and is lim-
ited to tasks for which implicit behavior can be observed. Thus,
it is often not possible to acquire user input that is low-cost,
high-quality, and convenient for the users [3, 35, 50].

Here, we investigate a novel paradigm collecting implicit user
input in response to either an explicit or implicit task in a
crowdsourcing setting: brainsourcing. Brainsourcing, as con-
ceptually illustrated in Figure 1, allows direct mapping of a
group of users’ implicit, neurally measured reactions within
recognition tasks to predict when targets of interest appear.



Instead of relying on manual input, brainsourcing utilizes the
reactions of individuals measured directly from their brain
signals via EEG. Such signals enable explicit and implicit
microtasks to be distributed without the users committing to
any explicit interaction with the system. To put it simply, the
users only need to visually perceive the content and react to it.

To this end, we study whether brainsourcing is possible and
whether it has pragmatic value in real-world labeling tasks
where humans identify objects or features of objects appearing
in images. In detail, we ask the following research questions:

RQ1: Can human brain responses be utilized in a crowdsourc-
ing setting to predict a class label for a given stimulus, so that
the crowd performance is better than the performance of an
individual user?

RQ2: How many participants are enough to reliably make
labeling decisions and at what point does adding additional
participants fail to significantly improve results?

In order to answer the research questions, we report an ex-
periment (N=30) where brainsourcing is utilized for image
labeling. In the experiment, the participants complete recogni-
tion tasks, in which the participants are presented with images
of faces that have an obvious distinguishing feature, such as
blond hair color. Subjects are instructed to mentally note
whenever they see a face containing the distinguishing feature
while their brain signals are measured via EEG. This technique
is conceptually similar to brain-computer interfaces, in which
an individual’s brain activity is measured in order to control
a computer interface. A classic example of brain-computer
interfacing are the speller applications that enable people with
locked-in syndrome to spell out words [44, 27]. These often
work by repeating the same stimuli to draw decisions on an
individual user’s attention to a particular letter. Brainsourcing,
however, takes a collaborative approach and uses signals of a
crowd of users to reduce noise and increase the reliability of
the classification output.

We focus on predicting a consensus label; to identify a com-
monly determined label by collecting multiple assessments
from human workers. Each recognition task presents partici-
pants with stimuli representing the target class and non-target
class. For example, in the ‘blond’ task, participants are pre-
sented with images of blond (target) and dark-haired (non-
target) persons. The goal of the brainsourcing is to separate
these classes using a consensus label from the signals of many
participants. The inferred consensus labels are then evaluated
against ground truth labels.

In summary, our contributions are the following:

1. We present brainsourcing; a novel crowdsourcing paradigm
that utilizes brain responses of a group of human contribu-
tors each performing recognition tasks to determine classes
of stimuli.

2. We report an experiment utilizing brainsourcing for im-
age labeling tasks showing significant performance gains
compared to a performance of individual participants.

3. Our results demonstrate the methodological and pragmatic
feasibility of brainsourcing; a nearly perfect performance
for simple, yet well-defined recognition tasks.

BACKGROUND
Our work is based on two distinct areas: crowdsourcing mi-
crotasks and brain-computer interfacing, which are shortly
reviewed below.

Crowdsourcing
Crowdsourcing refers to a distributed problem-solving and
production model in which human work perform designated
tasks over networked computing systems unbounded by time
and location [11, 75]. These tasks are difficult to fully automa-
tize, but they can be solved together by humans and computer
systems by dividing the work to several individuals [33, 34]. A
complex problem is split into smaller parts, which can then be
solved by a host of contributors. Crowdsourcing can provide
complete or partial solutions to many non-trivial problems,
including tasks that range from purely routine and cognitively
simple to complicated and creative tasks [24]. Independent of
the actual task, a generic crowdsourcing task must be divisible
into lower level tasks, each one of which can be accomplished
by individual members of the crowd.

Crowdsourcing can be roughly divided into macrowork tasks
and microwork tasks [17]. While macrowork typically re-
quires special skills and normally takes longer (such as open
source development of software), microwork allows humans
to do small tasks that are difficult for computers, but require no
specialized skills from the humans (such as labeling videos).
Microwork can further be divided into implicit and explicit
tasks [22] based on whether the tasks are explicitly defined
for the workers or the workers are performing tasks implicitly
without explicit awareness that they are conducting microtasks.
Most crowdsourcing tasks are explicit. Examples of explicit
microtasks are image and video labeling [43] and approximat-
ing regions of images that draw visual attention [42]. Similar
explicit microtasks have also been used for recognition tasks
that have a specific, fine-grained categorization goal [21].

Rather than users actively participating in solving a problem
or providing information, implicit crowdsourcing involves
users doing a primary task from which the system can gain
information for another task based on the user’s actions. Im-
plicit crowdsourcing has been used, for example, in estimat-
ing preferences in recommender systems [47] and relevance
assessments from search engine usage [46, 16]. A classic
example of implicit crowdsourcing is the ESP game, where
users guess what images are and then these labels are used to
tag Google images [71]. Another example of implicit crowd-
sourcing is through reCAPTCHA, which asks people to solve
simple recognition tasks to prove they are human, and then
provides texts from old books that cannot be deciphered by
computers as recognition tasks, in order to digitize them for
the web [72]. As implicit crowdsourcing allows a computing
system to infer useful information from a crowd of users sim-
ply by observing their interactions with the system, the crowd
is not a priori requested to perform a particular task, but their
behavior is mined to distill useful information.



Brain-Computer Interfacing
Brain-computer interfaces often employ electroencephalogra-
phy (EEG) to measure the brain activity of users while they
perform tasks. EEG uses electrodes to measure voltage fluc-
tuations from the scalp in a non-invasive way. EEG provides
high temporal resolution, meaning that the changes in brain
activity are recorded in the millisecond range [31]. Due to
this high temporal precision, it is possible to present stimuli to
participants in a rapid succession, measuring the brain activity
associated with each stimulus using the event-related poten-
tial technique, where slices of EEG signal time-locked to a
set of stimuli, such as images or sounds, are segmented and
analyzed as single waveforms. Such segments are also known
as “epochs”, while measured changes in electrical activity are
known as event-related potentials (ERPs) [49]. The temporal
precision of EEG allows dissociation between various men-
tal processes, allowing the detection of cognitive operations.
Relevance detection, such as in the context of categorical
relevance [32], can be discerned in the ERP as reflected by
the P300 component, a parietal positivity that appears around
300ms after a task-relevant stimulus is presented to the subject
[26, 38, 25]. Psychophysiological theory suggest the process
necessarily follows perceptual processing and attentional fil-
tering, suggesting the mental operation quantified by the P300
is either part of a process relating attention to memory or is
directly related to storing in memory [58, 23].

As the P300 component is particularly reliable whenever in-
frequent target stimuli appear within a sequence of stimuli,
Brain-Computer Interfaces (BCIs) repurposed older findings
from psychophysiology [68] to detect mental relevance so as
to control devices using the mind [27]. This was achieved by
adapting the ’oddball’ paradigm, in which users selectively
focused on task-relevant, ’odd’ stimuli amongst normal. The
paradigm remains a widely used method for a variety of BCI
applications [2, 7, 1, 37]. In BCI applications, a method called
single-trial classification is often used to harness the ERPs to
the use of a computer system [8]. Single-trial classification
means simply the computerized classification of each of the
ERPs evoked by stimuli.

Our Approach
Our approach differs from the previous crowdsourcing work as
we use purely implicit user signals measured directly from the
human brain. Previous research using EEG signals to classify
stimuli suffers from a variety of limitations. Most of this work
does not attempt to combine results from multiple individuals
in any meaningful way [8, 12]. Previous attempts to integrate
EEG signals from multiple users may rely upon features from
the stimuli to improve performance, or use stimuli that are
from distinct meta-categories (i.e. distinguishing between
images of faces and images of inanimate objects) [39, 62].
We conduct an experiment where participants each complete
a set of visual recognition tasks and are connected to the
system via BCI. We use robust BCI methods relying on the
oddball paradigm and single-trial classification of ERPs to
classify human reactions toward stimuli. We then implement
collaborative decision-making in the form of brainsourcing.
Brainsourcing is used to determine crowd consensus labels for
images by combining single-trial predictions from multiple

individuals. While our tasks are explicit crowdsourcing tasks,
brainsourcing does not require the participants to perform any
physical interaction with the computing system; they only
perceive the stimuli and are asked to make a mental note when
the stimuli represents a target class.

In the following sections we describe the neurophysiological
experiment to collect EEG data, BCI methodology to build
predictive models of individuals, and brainsourcing experi-
ments. We then report the results and discuss their impact,
limitations and future avenues enabled by brainsourcing.

NEUROPHYSIOLOGICAL EXPERIMENT
Brainsourcing relies on the neural signals measured from par-
ticipants in response to a recognition task. The corresponding
neurophysiological experiment, illustrated in the upper part of
Figure 2, is described in this section.

Participants
Thirty-one volunteers, 13 female and 18 male, were recruited
from the University of Helsinki. They self-reported as being
healthy with regard to neuropathological history. There were
29 right-handed participants and 2 left-handed participants.
Prior to the study they were fully briefed as to the nature and
purpose of the study, signed informed consent in accordance
with the Declaration of Helsinki, and were instructed on their
rights as participants, including the right to withdraw from the
experiment at any time without fear of negative consequences.
One participant indeed withdrew from the study early, which
prevented data from being collected for a single task (old),
resulting in full data from 30 participants. However, the re-
maining data for this participant were still valid and thus used
to perform the analyses detailed in this paper. The study was
approved by the Ethical Board of the University of Helsinki.
The participants received ticket vouchers to the local cinema
as a compensation for their participation.

Stimuli
An important aspect of the experiment was to use stimuli that
would be relatively easy for the participants to classify as a
target or non-target. It was also required that it would be
straightforward for the participants to recognize salient and
non-salient features, but not recognize the individual object so
that the judgment would be based on the targets class instead
of confouding individual features of the stimuli. In order to
avoid these biases, we decided to use images of artificially
created faces as stimuli. This allowed us to use homogeneous
stimuli (human faces) that didn’t represent any known indi-
vidual (artificial faces) and had easily recognizable features
(e.g. hair color, gender, age). Stimuli were generated using a
GAN architecture trained on a large dataset of celebrity faces,
sampled via a random process from 70,000 latent vectors from
a 512-dimensional multivariate normal distribution [41]. Each
generated face was manually screened by a human assesor
and placed into a distinct category corresponding to one of the
eight recognition tasks, as presented in Table 1. In total, 1961
unique images were used in the experiment.



Figure 2: Diagram of brainsourcing steps. 1. An example of a recognition task (in this case, task “smile”), with prepara-
tory prompt, masking image, sample stimuli, and ending prompt. Data is collected in one minute segments, where the
subject is shown approximately 100 stimuli spaced 500ms apart. 2. Classifiers are trained individually for each subject.
3. EEG data from new stimuli are classified using these models. 4. Predictions from separate models are combined to
produce a brainsourced estimation of class probability, which is used to determine the consensus label of the new stimuli.

Apparatus
The LCD display used to present stimuli was positioned at ap-
proximately 60 cm from the participants, running at 60 hz with
a resolution of 1680 by 1050 pixels. Psychology Software
Tools E-Prime 3.0.3.60 stimulus presentation software was
used to optimise timing of display and EEG amplifier trigger
control [67]. EEG was recorded from 32 Ag/AgCl electrodes,
positioned on Fp1, Fp2, F7, F3, Fz, F4, F8, FC5, FC1, FC2,
FC6, T7, C3, Cz, C4, T8, TP9, CP5, CP1, CP2, CP6, TP10,
P7, P3, Pz, P4, P8, PO9, PO10, O1, O2, and Iz using EasyCap
elastic caps (EasyCap GmbH, Herrsching, Germany). Hard-
ware amplification, filtering and digitization was done via a
QuickAmp USB (BrainProducts GmbH, Gilching, Germany)
amplifier running at 2000 Hz. Two pairs of bipolar electrodes,
situated 1 cm lateral to the outer canthi of the left and right
eye, and 2 cm inferior and superior to the right pupil, were
used to detect eye movements.

Tasks
Participants were presented with eight recognition tasks, one
task for each category in the dataset (see Table 1, left column).
All stimuli presented during each task were either labeled as
the target or its inverse (non-target). For example, for the task
’blond’, participants were shown faces that either had blond
hair or dark hair, and were instructed to make a mental note
when they saw a face with blond hair. Twenty stimuli of the

target class and fifty stimuli of the non-target class were shown
during each iteration of the recognition task. In order to ensure
that the participants understood the task, each recognition task
was preceded by a demonstration task, where the participants
were shown four example stimuli images and they were asked
to manually select the target images. These images were not
used as stimuli in the actual task. To ensure enough data
was collected for each participant, the recognition task and
demonstration task were repeated a total of four times for each
image category, for a grand total of 32 iterations.

BCI METHODOLOGY
The EEG data of each participant was preprocessed and classi-
fied according to robust and well-known BCI methodologies
[8]. Here, we detail the steps taken to increase the signal-
to-noise ratio of the brain signals collected from individual
participants, and define the classification model used to predict
the target stimuli based on EEG data.

EEG Preprocessing
Due to the sensitivity of the measuring equipment, EEG mea-
surements are susceptible to various kinds of signal noise, such
as those caused by movements of the participant and electrical
equipment. To maximise the signal-to-noise ratio of the data,
standard signal cleaning procedures were employed [49]. Fur-
thermore, the preprocessing pipeline was designed to reduce



the signal noise in an on-line application, i.e. only simple,
automated operations were used for signal cleaning. First, a
band-pass filter was employed at the frequency range 0.2-35
Hz, which effectively removed slow signal fluctuations (such
as those caused by respiration) and high-frequency noise (such
as power line noise) from the data. After filtering, the data
were split to time-locked epochs ranging from -200 to 900 ms
relative to stimulus onset. Each epoch was baseline-corrected
with its pre-stimulus period (-200-0ms). A threshold-based
heuristic was used to remove transient artefacts from the data,
such as those caused by eye blinks; calibration periods con-
sisting of the first 2000 epochs of each participant were used
to determine a maximum per-participant voltage threshold,
which in turn was used to identify contaminated epochs. This
threshold was set at the 90th percentile in the distribution
of epochs’ maximum voltages in the calibration period, and
capped to be at least 10µV and at most 80µV . Data with
epochs where the maximum voltage exceeded the threshold
were removed, which led to the removal of approximately 11%
of each participants’ epochs. The final dataset consisted of on
average 3251 epochs per participant.

Classification
A regularized Linear Discriminant Analysis (LDA) classifier
was trained for each of the participants, for each task, using
the procedure described in [8]. The classifier was trained with
vectorized representations of the ERPs along with a binary la-
bel indicating class membership. The label indicated whether
the ERP was associated with a target stimulus or not. For
example, in the case of the ’blond’ task, where the participant
was asked to take a mental note of blond persons, the label
would indicate whether an ERP was associated with a blond
person or not.

The vectorized ERP representations consisted of spatio-
temporal features. The vector representation utilized time
points in the 50 - 800ms post-stimuli time range and all of the
available channels. This produced a data tensor Xn×c×t with n
epochs, c = 32 channels, and t = 125 time points. To reduce
the data dimensionality and speed up the training procedure,
the time points were split to t’ = 15 equidistant time windows
for which voltage averages were computed. Finally, the spa-
tial and temporal dimensions of the tensor were concatenated
resulting in a data matrix Xn×ct ′ .

Each classifier predicted the class probabilities for one task and
used the other tasks as training data. Since there was overlap in
the stimuli used for a task and its inverse, the task’s inverse was
omitted from the training dataset. For example, when training
a classifier for the blond task, data from all other tasks except
blond and dark-haired were used. By leaving out the inverse
task, we ensure that the classifier is only predicting class
probabilities for ERPs of unseen stimuli. This technique also
allowed us to assign class probabilities for all stimuli presented
to each subject that remained after the pre-processing step,
with an average of 250 stimuli per participant, per task.

Predicted class probabilites were converted to binary class
labels using a simple threshold technique. For each classifier,
the mean class probability for all of its predicted outputs was
computed. Class probabilities that were greater than the mean

indicated a target, while those that were less than the mean
indicated a non-target. These binary labels were then used to
assess classifier performance, where ground truth labels for
the stimuli were compared to the predicted class labels.

Classifier Evaluation
The LDA classifier performance was measured using F1 score,
which was compared to F1 scores for classifiers trained with
randomly permutated class labels. With a sufficient amount of
permutations, this leads to permutation-based p-values [55].
k = 100 permutations were run per participant, which led to a
minimum possible p-value of 0.01 [29].

BRAINSOURCING EXPERIMENT
The brainsourcing methodology, depicted graphically in the
lower part of Figure 2, consists of taking class predictions
produced by the individual classification models and averaging
them to produce a crowd consensus label. The brainsourcing
methodology is described in detail below.

Experimental Setup
Predictions are based on the estimated class probabilities pro-
duced by the individually trained LDA classifiers. These class
probabilities are stored in a probability matrix AX×Y for each
task, where X denotes the participants and Y denotes the stim-
uli. Finally, we use crowd decisions to infer a label for a given
stimulus. We select estimations for a given stimulus x from N
randomly chosen participants in Y , and then take the mean of
these estimations to produce the crowdsourced estimation.

Brainsourcing Model
From the probability matrix A we created 100 unique datasets,
by drawing submatrices of A with all participants and a selec-
tion of stimuli. The datasets were randomly downsampled in
a manner which ensured each dataset was distinct and con-
tained predictions for an equal number of target and non-target
stimuli.

For the brainsourcing step, we randomly selected one of the
downsampled datasets. Next, a stimulus column was chosen
at random. From this, N random datapoints were sampled,
each containing a class prediction for the selected stimulus.
The mean of these individual predictions was computed and
stored as the consensus probability. The selected stimulus
column was then dropped from the downsampled dataset, and
the sampling procedure was repeated until 250 brainsourced
estimations were produced. To determine the class labels, the
same thresholding procedure used to determine binary labels
for individual classification models was also used. The global
mean for the entire iteration was computed, and consensus
probabilities greater than the mean indicated a target, while
those falling below the mean were indicated a non-target. After
computing the binary labels, the brainsourcing procedure was
repeated, until a total of 100 iterations and 250 brainsourcing
estimations per iteration were produced. The results of each
iteration were compared with the ground truth label to evaluate
performance of brainsourcing.

The brainsourcing steps were conducted in this manner to
simulate many unique cohorts of individuals collaborating to



produce crowd consensus labels for a set of stimuli. Addi-
tionally, this technique further reduces the likelihood of in-
troducing bias in our results (such as by selecting individuals
who consistently perform well on the individual classification
tasks).

Selection of Performance Measures
In the experiment, the goal of brainsourcing was to produce
accurate binary labels (target / non-target) for the set of stimuli
as measured against ground truth labels.

We selected precision, recall, and F1 score to quantify the
performance of brainsourcing. These widely used [65, 59,
6] information retrieval measures were selected for several
reasons. First, we are approaching the classification problem
presented in this experiment as an information retrieval task,
where we prioritize good classification performance for target
(positive) classes. Intuitively, it is less harmful to miss a target
than to produce a false positive target. For example, given a
task to recognize females, we value performance on correctly
recognized females higher than missing one female target, as
repeating the task on a large crowd could be used to correct for
missed targets, but not necessarily to correct false positives.
Second, the EEG data used to train individual LDA classifiers
is unbalanced, containing approximately 30% target stimuli
and 70% non-target stimuli. Given the unbalanced nature of
the data, using a simple measure of accuracy to asses model
performance would produce misleading results; a model that
predicts everything to be non-target stimuli would yield an
accuracy of around 70%. Due to how the F1 score relies upon
precision and recall to assess performance (as opposite to
accuracy), it is a suitable method for assessing the performance
of models trained on unbalanced data [6]. While the dataset
used for the brainsourcing model predictions was artifically
balanced using downsampling, we still wanted to quantify the
precision / recall tradeoff, which the F1 score captures.

RESULTS
Here we present briefly the neurophysiological findings and
the results for the individual classification models, and detail
the results of the actual brainsourcing experiment.

Neurophysiological Results
ERPs for target and non-target stimuli were averaged across
all participants and analyzed by channel. Large differences
between grand average scalp voltages between target and non-
target classes were oberved over Cp1, Cp2, Cz, P3, P4, and
Pz sites with the largest difference in average found for the Pz
electrode. This difference, and grand average scalp voltages
represented as a cranial topographical plot, are provided in
Figure 3. Target images are associated with a strong scalp
positivity, beginning at around 200 ms, peaking at ca. 280
ms, and continuing until approximately 600 ms. This suggests
target detections in general amplified the P300 component to
images, conforming to the known psychophysiology literature
[4, 32].

Per-participant Classification
To ensure that per-participant classification found meaningful
structure in the data discriminating ERPs between target/non-

Figure 3: Grand average voltages of each ERP-
component for target and non-target stimuli at the Pz
channel and cranial topomap for average scalp voltages
from 250 ms to 800 ms, with the Pz channel circled in
green.

target stimuli, the per-participant classifiers were tested against
a random baseline, computed using label permutation [55]. F1
scores for single participants averaged at 0.67 across all tasks,
with task “old” achieving the lowest F1 score at 0.63, and task
“female” achieving the highest at 0.74. The classifiers of all of
the participants performed better than the random baseline (p
< 0.05), indicating that the classifiers had learned meaningful
structure from the data.

Brainsourcing Performance
Table 1 shows the classifier performance for the brainsourcing
experiment. This performance, with random baseline com-
puted using permuted labels, is depicted in Figure 5.

As additional participants were added, performance signifi-
cantly improved, with the largest incremental improvement
occurring at N = 2, with an average F1 score of 0.77 and
improvement of 0.10 over N = 1. Significant performance
improvements continued through N = 12, with an average
F1 score of 0.94 across all tasks. Task “old” experienced the
largest improvement in performance, with an F1 score of 0.98
at N = 12 and a ∆N = 1 of 0.35. Conversely, task “young”
performance improved the least, with an F1 score of 0.65 for
N = 1, compared with 0.86 at N = 12, for a ∆N = 1 of 0.21.

Throughout all numbers of participants used, precision was
significantly higher than recall. These differences were most
pronounced at low values of N (N < 7), however they become
less pronounced at higher values of N (N ≥ 8), where precision
and recall begin to converge for most tasks.

Using the Wilcoxon signed-rank test, results estimated using
different numbers of participants N were compared to each
other to determine if the differences in estimations were sta-
tistically significant (Figure 7). Estimations calculated using
N ≥ 2 participants were all significantly better than those from
a single participant N = 1. A representative sample of labeling



Task N = 1 N = 2 N = 4 N = 6 N = 12

P R F1 P R F1 ∆N=1 P R F1 ∆N=1 P R F1 ∆N=1 P R F1 ∆N=1

Blond 0.77 0.64 0.70 0.84 0.75 0.79 0.09 0.91 0.84 0.87 0.17 0.95 0.89 0.92 0.22 0.98 0.95 0.97 0.27

Female 0.81 0.68 0.74 0.85 0.82 0.83 0.09 0.92 0.89 0.91 0.17 0.94 0.93 0.93 0.19 0.97 0.99 0.98 0.24

Young 0.72 0.59 0.65 0.77 0.71 0.74 0.09 0.82 0.76 0.79 0.14 0.85 0.78 0.82 0.17 0.85 0.87 0.86 0.21

Smiling 0.75 0.59 0.65 0.81 0.75 0.78 0.13 0.89 0.83 0.86 0.19 0.93 0.86 0.89 0.22 0.97 0.87 0.92 0.27

Dark-haired 0.76 0.60 0.67 0.81 0.74 0.78 0.11 0.90 0.82 0.86 0.19 0.94 0.86 0.89 0.22 0.98 0.92 0.95 0.28

Male 0.71 0.62 0.69 0.82 0.72 0.77 0.08 0.90 0.79 0.84 0.15 0.93 0.82 0.87 0.18 0.97 0.86 0.91 0.22

Old 0.71 0.57 0.63 0.76 0.69 0.72 0.09 0.82 0.69 0.76 0.13 0.89 0.75 0.81 0.18 0.96 0.99 0.98 0.35

Not smiling 0.74 0.59 0.66 0.79 0.74 0.76 0.10 0.87 0.78 0.82 0.16 0.91 0.87 0.88 0.22 0.97 0.94 0.96 0.30

Mean 0.75 0.61 0.67 0.81 0.74 0.77 0.10 0.88 0.80 0.82 0.15 0.92 0.85 0.88 0.21 0.96 0.92 0.94 0.27

Table 1: Precision, recall, F1 score, and the improvement of the F1 score with respect to N = 1 for target task, given N
participants used in the brainsourcing estimation. All ∆N = 1 are statistically significant p ≤ 0.0001. Performance for
each task improved dramatically by increasing the number of participants used to estimate class labels for stimuli.

.

outputs with corresponding stimuli and varying N is shown in
Figure 6, where the performance can also be seen to improve
significantly as the number of participants increases.

Characteristics of Brainsourcing Output
The stimuli used in this experiment were produced by sam-
pling from a multivariate normal distribution. By grouping
the stimuli into binary categories containing a target class and
its inverse, we expected that this would lead to a bimodal
distribution. Intuition suggests that a properly functioning
brainsourcing model should output predictions that also fol-
low a bimodal distribution. Histograms in Figure 4 produced
from the results of the brainsourcing model reveal the pre-
dictions indeed follow a bimodal distribution, corresponding
with the nature of the stimuli dataset. This bimodal property
becomes more pronounced when the number of participants
used to create the brainsourced estimation increases. The
results indicate that as the size of the crowd increases, the
confidence of the classifier predictions improve as they start to
follow the distribution of the ground truth data more closely.
This suggests that the improved empirical performance of
brainsourcing can be attributed to increased confidence of the
brainsourcing model.

Analysis of Sparsity and Crowd Size
After accounting for observations lost due to eye blinks and
other sources of noise, an average of 11 participants viewed a
given stimulus. Most stimuli for a given task were viewed by
at least two participants, with the total sparsity of the cleaned
data averaging 60%. Less than 3% of stimuli were viewed only
by a single participant. These stimuli were equally distributed
between target and non-target classes and did not significantly
affect model performance.

DISCUSSION AND CONCLUSIONS
The objective of our research was to study whether crowd-
sourced microtasks can be solved by a group of individuals

Figure 4: Distribution of mean predictions produced from
the brainsourcing model. A brainsourcing prediction
above the mean indicates that a given stimulus is more
likely to be of the target class. Conversely, a brainsourcing
prediction below the mean indicates that a given stimulus
is more likely a non-target stimulus. The results correctly
show the bimodal nature of the classified data, which be-
comes increasingly distinct as more participants are used
to estimate class labels.

via Brain-Computer Interfacing (BCI) requiring no explicit
feedback from the individuals.

We presented brainsourcing; a novel crowdsourcing paradigm
that utilizes brain responses of a group of human contributors
each performing a recognition task to determine classes of
stimuli. An experiment utilizing brainsourcing is reported for
an image labeling task. We demonstrated significant perfor-
mance gains compared to a performance of individual partici-



Figure 5: Performance of the brainsourcing model was significantly better than random for all values N, and the perfor-
mance improves significantly as more participants N are added to the estimation. The largest per-participant increase in
F1 score over N = 1 occurs at N = 2, and performance begins to converge around N = 8.

pants, and achieved nearly perfect crowd-level performance.
A task-wide average F1 score of 0.94 shows that brainsourcing
performs well enough to be considered a useful method for
real-world recognition tasks.

By combining the recognition of different perspectives of
individuals on the attributes in each task, we were able to
increase the accuracy of the classification. Brainsourcing was
also shown to help in improving the low signal-to-noise ratio
present in brain imaging. By using the input of multiple users,
the correct predictions of brain activity tend to override the
erroneous predictions caused by signal noise.

Summary of Contributions
In order to study whether brainsourcing is possible and how it
performs, we asked two research questions. Here, we discuss
the results accordingly.

RQ1: Can human brain responses be utilized in a crowdsourc-
ing setting to predict a class label for a given stimulus, such
that the performance of the crowd is better than the perfor-
mance of an individual user?

A1: Our results show that human brain responses can be
utilized to collectively inference class labels for stimulus, and
that the performance of a crowd with only two participants
significantly outperforms the performance of an individual
participant.

RQ2: How many participants are enough to reliably draw
labeling decisions and at what point does adding additional
participants fail to significantly improve results?

A2: Brainsourcing shows consistently increasing performance
as a function of the crowd size; in our results significant im-
provements were achieved when the crowd size increased by
three participants (Figure 7). The performance peaks at the
maximum crowd size of 12 for all measures used. While
precision seems to be relatively stable already with a smaller
crowd size, recall constantly improves when data from new
participants are added (Figure 5). This indicates that even

small crowds can be used in a brainsourcing setting with high
quality output, but ensuring high recall requires larger crowd
size. This finding is also supproted by the classifier analysis
showing clear convergence towards a binomial distribution as
a function of the crowd size (Figure 4).

Limitations
Currently, this approach exploits the use of binary class
datasets, rather than a multiclass dataset. The stimuli used
were selected such that they could easily be separated as target
or non-target. Edge cases, such as androgynous faces for the
male/female tasks, or light brown hair for the blond/darkhaired
task, were therefore underexplored. Additionally, we only in-
vestigated strict recognition tasks and relied on well-known
BCI methodology [8]. More complex tasks, such as personal
preference assignment, are likely to prove more challenging
for this approach.

During the experiment, the stimulus dataset had to be struc-
tured in such a way so that approximately 70% of the stimuli
were of the non-target class, and the remaining 30% were of
the target class. ERPs generated from frequent target stimuli
are more difficult to distinguish due to ERP components being
selectively evoked by infrequent stimuli [68, 27, 58]. Effec-
tively balanced data to ensure significantly more non-target
than target stimuli cannot be guaranteed in real-world datasets,
although this balancing can be partially achieved by randomly
mixing already classified non-target stimuli into a new dataset.

Due to eye blinks, electrical intereference, and other non-
preventable disturbances, approximately 10% of the data col-
lected had to be discarded. While discarding data in undesir-
able, the amount of stimuli that can be shown to a participant
in a single session (approxixately 1 stimulus/500 ms) compen-
sates for the inevitable loss of data.

A significant limitation of our work in practical applications
are the devices, setup time, and cost. Participants were con-
nected to a 32-channel EEG system, requiring approximately



Figure 6: Representative sample of correct and incorrect labelings for target and non-target stimuli within the task
"blond", by number of participants used to estimate the true label. Brainsourcing classification performance continues
to improve as particpants N increases. Performance at N > 9 achieves an F1 score of 0.90.

Figure 7: A matrix demonstrating statistical significance
between different brainsourcing population sizes. We
show that for any crowd size greater than N=1, the im-
provements in performance are statistically significant.
Similarly, a crowd size of N=6 is significantly better than
N=2; N=9 is significantly better than N=4.

20 minutes of physical preparatory work by a trained labo-
ratory technician, followed by an additional 30 minutes to
complete the recognition tasks. EEG systems are continually
developing, with current research evolving to adopt techniques
that drastically reduce setup time (e.g. as with flexible silicone
technologies or active electrode amplifiers [51]). Innovations
within EEG equipment [20] and other brain imaging technolo-
gies such as functional near-infrared spectroscopy [53] and
magnetoencephalography [9] are likely to further to push the
boundaries of what brainsourcing can achieve.

It is also important to note that while our approach is collab-
orative, it relies on personalized models for each individual.
It is infeasible to simply take the EEG signals from all par-
ticipants and train a single model using these signals. While
some EEG potentials can be localized within a specific, com-
mon cortical structure, individual differences in orientations

of dipole sources, skull thickness [30, 18], skin resistance, and
others mean that EEG is specific to the individual and even
recording setting. Therefore, the differences between two or
more subjects are likely too large for such a model to perform
well. However, the individual classification models enabled us
to circumvent this problem.

Future Work
While the current model yields promising results, it could be
improved using a variety of techniques. More advanced ma-
chine learning approaches, which could better learn the struc-
tural differences between target and non-target ERPs, could
lead to better performance, particularly when the number of
available crowdworkers is relatively low (N<5). Collaborative
filtering techniques could be used to recover data lost due to
confounding artefacts or noise by estimating missing values,
as an additional step between drawing individual estimations
and creating crowdsourced estimations from combined predic-
tions. Currently the proposed approach only demonstrates the
feasibility of using a supervised approach to train models for
purposes of stimuli classification. Using unsupervised meth-
ods to cluster stimuli into their likely classes also warrants
further exploration. The approach could also be extended to
translate EEG signals from separate individuals across a com-
mon set of stimuli into a common latent space. This would
enable us to combine translated EEG data or train models for
all participants per task, rather than per participant, per task.

Since the participants were explicitly asked to recognize the
features in the images, according to the crowdsourcing cate-
gorisation in [22], our study falls under explicit crowdsourcing;
the participants are instructed to perform an explicit task. Fu-
ture research could explore brainsourcing to perform implicit
crowdsourcing, such as through gamification of microtasks
and then recording the brain signals associated with complet-
ing a microtask. Also, the task instructions in our case were to
make a mental note when a target was observed. An approach
based on completely passive reactions, such that subjects are



presented with stimuli in a wide variety of classes with the
only instruction to simply observe, is another potential, but
unstudied extension to the present work.

The P300 evoked potential employed in our implementation of
brainsourcing is produced when a stimulus matches a mental
target [5]. While in the present study we harnessed the P300
evoked by images matching the target class, the P300 is actu-
ally quite insensitive regarding stimulus type or modality. For
example, the P300 has been shown to be produced by target
stimuli presented through the auditory [57], haptic [74], and
olfactory [61] modalities. Thus, the brainsourcing paradigm
could in theory be used to classify data not easily accessible to
a computer system, such as the smell of a food or the feeling
of a touch.

While the P300 is highly task-relevant [5], it only allows the
solving of explicit microtasks; participants have to be aware
of the task in order for the P300 to be robustly elicited. How-
ever, it should be possible to also leverage brain potentials that
occur without explicit conscious control. The N170, for exam-
ple, an early negative potential that has been associated with
perceiving face-like visual stimuli and relatively unaffected by
attention [15]. It therefore could be targeted in a face detection
task (rather than face category detection). Another implic-
itly valuable potential is within the N400, which has been
associated with violations of expectations in a given linguistic
context, such as semantical incongruencies in text [45]. Due
to this attribute, it could be possible to use brainsourcing to
detect semantical incongruencies by instructing participants to
simply read text presented to them while recording their brain
activity. This way, the participants would not be explicitly
solving a crowdsourced task, but would accomplish this as a
side product of reading text.

Yet another line of research would be to extend the tasks be-
yond simple recognition towards tasks that could allow the
crowd and the computers to detect socially cohesive opinions,
and even detecting crowds with intersubjective or contradict-
ing views. As our current results show overall performance
improvement as a function of the crowd size, we also ob-
served variance among specific tasks. The largest task-wise
performance increase was in task “Old” and the smallest im-
provement was in task “Young”. A possible explanation is
that these tasks were likely the most vulnerable to subjective
interpretation. What constitutes an opinion of an old or a
young person may heavily depend on the participant’s age,
culture, and gender. This suggests that brainsourcing may
have potential in unlocking subjective and implicit cohesion
and diversion of opinions, emotions, and even attitudes [66,
48, 64, 56].

Ethical Concerns
In a society where BCI applications are as common as current-
day smart phones, novel ways in which these technologies can
be used unethically may emerge. Governments, corporations,
and criminal organizations may use these systems in ways
that violate individual rights to privacy or autonomy. New
labor paradigms may emerge that exploit the convenience of
these systems and the widespread availability of brainsourcing
workers. While frameworks to facilitate labor rights among

crowdworkers have been proposed, such as Turkopticon [36],
these must be adapted to account for the unique challenges
BCI-based labor introduces. In this section, we expand upon
existing work involving crowdworker rights and design fictions
within the context of ubiquitous BCI adoption [73, 14]. We
discuss how the techniques presented in this paper may be
used or extended in a manner such that their applications are
deemed unethical or otherwise immoral.

Subliminal probing
It has been demonstrated that private information (specifically,
recognition of a face) can be obtained from individuals using
a BCI system without their knowledge or consent, through
the use of subliminal probing techniques [28]. Such tech-
niques may be extended or modified in a manner such that
they could expose PIN codes, passwords, and private social
relationships. Corporations or political campaigns could se-
cretly probe consumer or voter attitudes to better market their
products [70, 69]. Governments and corporations may be
tempted to conduct BCI-driven surveillance to monitor their
citizens or employees, and could enhance their findings using
brainsourcing techniques.

Medical fingerprinting and privacy
EEG data should be considered personal medical data; protect-
ing it becomes particularly important as EEG data can be used
to diagnose neurological conditions [10, 63]. EEG data can
also be used as a biometric identifier [52, 19], and thus could
be used to identify an otherwise anonymous user if similar
data is made publicly available (e.g., via a security breach in a
BCI application that collects EEG data). Privacy-preserving
techniques for BCI applications need to be designed to protect
the raw user data collected such that it cannot be obtained by
third parties without the individual’s explicit knowledge and
consent. Furthermore, models produced using this sensitive
information should be safeguarded so that the data used to
build them cannot be reverse-engineered [54].

Abuse of microtask labor
There is risk of abuse of this system through the establishment
of businesses and organizations that deploy it in an unethi-
cal manner. Brainsourcing can be conducted using healthy
individuals with minimal training - a typical worker can be
trained in under 15 minutes. Companies that wish to perform
brainsourcing for financial gain may have reduced incentives
to maintain the mental and physical welfare of their employ-
ees, who require little training and are thus more likely to
be treated as expendable commodities. Widespread adoption
of consumer-level BCI systems could result in brainsourcing
tasks being completed by the average computer user; under
such circumstances, brainsourcing tasks could serve as an al-
ternative to existing online monetization methods. Such an
approach might have negative consequences when combined
with subliminal probing, where users are at risk of unwittingly
consenting to their sensitive data being transmitted and uti-
lized.
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