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Symbols and abbreviations

The next list describes several symbols and abbreviations that will be later
used within the body of the document

Abbreviations

CD Continuous Delivery

CERN European organization for nuclear research
CHS Charged-Hadron Subtraction

CI Continuous Integration

CMS Compact Muon Solenoid, a LHC experiment
CMSSW CMS SoftWare

CTF Combinatorial Track Finder

CVMFS CERN VM FileSystem

DAG Directed Acyclic Graph

ECAL Electromagnetic CALorimeter

EM ElectroMagnetic

FSR Final-State Radiation

HCAL Hadronic CALorimeter

HPC High Performance Computing

ISR Initial-State Radiation

JER Jet Energy Resolution

JES Jet Energy Scale

JME Jet and Missing Energy, group at CERN

1



2 Symbols and abbreviations

LHC Large Hadron Collider, particle accelerator at CERN

LO Leading-Order

LV Leading Vertex

MPI Multiple Parton-parton Interactions

NLO Next-to-Leading-Order

NNLO Next-to-Next-to-Leading-Order

PDF Parton Distribution Function

PF Particle-Flow

PUPPI PileUp Per Particle Identification

QCD Quantum ChromoDynamics

RC Random Cone

REANA REproducible ANAlysis, platform created at CERN

RMS Root-Mean-Squared

SM Standard Model

VM Virtual Machine

Symbols

« Local metric used by the PUPPI algorithm

n Pseudorapidity

) Mean number of inelastic interactions per bunch cross-
ing or average number of pileup interactions
Luminosity

10) Azimuthal angle

0 Polar angle

pT Transverse momentum

Tt cl Particle-level transverse momentum

Pl Reconstructed transverse momentum

R Jet distance parameter

Ryt Momentum response

Rapidity



Chapter 1

Introduction

The Compact Muon Solenoid (CMS) experiment at CERN (European Or-
ganization for Nuclear Research) facilitates investigation of the building
blocks of the Universe through the analysis of high energy proton-proton
collisions. The collisions generate complex cascades of particles, whose
signals are recorded as they traverse through the detector. The signals
recorded by the various subdetectors are then combined to reconstruct the
particles generated by the collisions.

The task of experimental particle physics is to analyse the observed final-
state particles resulting from collisions of the initial-state particles. A com-
mon strategy is to compare experimentally derived data and simulated data
against theoretical models. The simulations start by generating the hard
process at parton level, followed by confining the partons into hadrons. A
simulation of the detector response is then applied to account for experi-
mental factors in the discrepancies between observation and simulation.

Detection of final-state quarks and gluons is not possible because of colour
confinement. Instead, event properties with a close correspondence with
their distributions are studied. The final-state particles are clustered ac-
cording to best estimates of the initial-state quark or gluon from which
they originated. These clusters (event properties) are known as jets.

For a number of reasons, including electronic noise and detector effects, the
measured energy of the jets does not precisely equal the real energies of the
constituent particles. However, jets are central to particle physics analysis,
and our understanding of jets is dependent upon our ability to accurately
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measure their energy. It is therefore important to accurately account for
and correct the discrepancies. To achieve this, the CMS experiment utilises
a sequential multi-step jet calibration process. In this thesis I present a
novel method for automating the calibration. This method functions by
deriving the necessary corrections from simulated samples, and automates
the computation of corrections for the effects of soft collisions overlaying
the signal (known as pileup) and of the non-linear response of the detector.

Automation of the jet calibration process brings a plethora of advantages.
Firstly, automation reduces analyst workload. This saves time, speeding up
analyses and enabling fast feedback. This is highly valuable, as jet calibra-
tion must be performed several times per year (and more frequently during
periods of data collection). Secondly, and perhaps even more importantly,
automation facilitates higher levels of reproducibility.

To achieve automation, a methodology centered around the declarative,
rather than the imperative, paradigm is developed. The analysis process
therefore focuses on what to execute in each step without paying particular
attention to how the individual computations might be performed by the
computer. To achieve this, it is necessary to structure the description of
the analysis by capturing detailed information concerning both the compu-
tational steps and the computational environment. The former is achieved
with a computational workflow, and the latter using container technology.
This allows a portable and scalable workflow to be achieved, which is easy
to maintain and compare to previous runs.

However, automation is not without its challenges. Without human decision
making, it is necessary to introduce tools to monitor and diagnose individ-
ual steps within the workflow. Additionally, it is important to provide an
easy way to restart a workflow at each step following manual intervention.

Within this thesis, Chapter [2] will provide an overview of the Standard
Model, before going on to introduce crucial high-level concepts such as jets
and the process of their reconstruction. This is followed by an introduction
to event and detector simulation in Chapters [3] and [ respectively. The
methodology behind the event reconstruction is discussed in Chapter
Here, the different types of jets created at CMS are discussed with ref-
erence to their method of reconstruction. In Chapter [6] the discrepancies
between the reconstructed and particle-level jets are discussed, along with
the four-step process used to account for and correct these differences. The
steps facilitate the correction of the effects of pileup, the non-linear detector
response, the residual simulation-data jet energy scale differences and the



jet flavour biased differences. This is done with a particular focus on deriv-
ing corrections from simulation. Chapter [7] then outlines the methodology
of automating the process of computing jet energy corrections. Analysis
reproducibility in high energy physics is discussed, along with challenges
facing the widespread adoption of automation. The results of the devel-
opment of this novel automation methodology are presented in Chapter
This is followed by a discussion of the process in Chapter [9] and concluding
remarks in Chapter
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Chapter 2

The Standard Model and jets

The Standard Model (SM) of particle physics is the most advanced theory
currently used to describe elementary particles and their interactions. With
the exception of gravity, the SM underpins all interactions. As the effect
of gravity is negligible in the energy ranges of high energy physics, the SM
is considered to be comprehensive in the vast majority of particle physics
experiments. A detailed review of the SM is found in References [I}, 2].

The SM is a quantum field theory based on the idea of local gauge symme-
tries. Local excitations in quantum fields are interpreted as fundamental
particles. The three fundamental forces correspond to three symmetry
groups of gauge field theory. Firstly, the Abelian Lie group U(1)y de-
scribes the electromagnetic (EM) interactions. Secondly, the non-Abelian
Lie group of SU(2)y describes the (electro)weak interactions, and finally
the non-Abelian Lie group of SU(3). describes strong interactions. The
subscript terms Y, L and c represent the weak hypercharge, the require-
ment for left-handed chirality and the colour charge respectively. Each
Lie group has a corresponding gauge field. In the SM, all interactions are
mediated by gauge bosons, quanta of the gauge fields.

This chapter will provide an overview of the elementary particles and their
interactions of the SM, before going on to present high-level concepts such
as jets and their reconstruction.
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2.1 Elementary particles and their interactions

All matter is made up of electrically charged leptons and quarks, which are
themselves spin-1/2 fermions and exist in three generations of different mass
scales. The lightest particles make up the first generation, and constitute
all stable matter in the universe. Heavier particles, found in the two other
generations, decay into the lighter ones. The leptons are arranged in the
three generations; the “electron” and the “electron neutrino” form the first
generation, followed by the “muon” and the “muon neutrino”, and then the
“tau” and the “tau neutrino”. Similarly, the quarks are paired in the three
generations; the “up quark” and the “down quark”, the “charm quark”
and “strange quark”, and finally the “top quark” and “bottom (or beauty)
quark”. The quarks are generally referred to by the first character of their
name, e.g. the “u quark”.

The interactions between elementary particles are mediated by the gauge
bosons with spin-1. Of these, photons mediate EM interactions, W* and Z
bosons are responsible for weak interactions, and the strong force is carried
by gluons. Gauge bosons may also be referred to as wvector bosons, due to
the vector field they correspond to in quantum field theory. Although not a
gauge boson, the Higgs boson also has integral spin (spin-0) and is a scalar
boson, corresponding to the scalar Higgs field. The particles of the SM
is presented in Figure The figure additionally illustrates the coupling
between the particles.

Standard Model of Elementary Particles

three generations of matter interactions / force carriers
(fermions) (bosons)

ass | =2.2 Mevic? =1.28 Gevic? =173.1 Gevic? o =124.97 Gevic?
% 3 o

w9 |r® || @ | H

Leptons
up || charm top gluon higgs Je Quarks
— - /) .
=47 Mevic: =96 Mevic ~4.18 Gevict o
% % o
« d s (8 . b ' @
down | strange bottom photon
7 7 >
0511 Mevict ~10566 MeVic: | [ =1.7768 Gevic 9119 Gevic: Photon
1 -1 =) o
- & s . (@ : @
electron muon tau Z boson

Z [(2zevic <0.17 Mevict <18.2 Mevic: =80.39 Gevic:
O |o 0 0 21

= |« Ve » (Vp « (Va - W
o)

w electron muon tau W b

. neutrino neutrino neutrino

Figure 2.1: Table of the fundamental particles of the SM (left) and a graph
illustrating the coupling between the particles (right) [3, [4].
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Not all elementary particles interact with each force. Quarks experience
EM, weak and strong interactions, while leptons only experience the two
first. Unlike quarks, leptons do not carry the color charge related to the
strong force and hence do not experience strong interactions. Strong inter-
actions are at the core of proton-proton collisions and which are central to
this thesis. Therefore, strong interactions will be described in more detail
in Section

The elementary particles obtain their masses via the Higgs mechanism,
which manifests experimentally as the Higgs boson. With the exception
of neutrinos, the Higgs boson couples with and generates the masses for
all fundamental particles. The mechanism behind the generation of the
neutrino mass remains unknown. However it is clear that a finite mass
difference between the generations must exist to allow oscillations between
flavour eigenstates.

2.2 Quantum chromodynamics

Quantum chromodynamics (QCD) provides an effective theoretical frame-
work to describe strong interactions. Strong interactions merit considera-
tion due to their importance in proton-proton collisions and in the subse-
quent formation of jets.

The strong force acts on the colour charge carried by quarks and gluons.
Borrowing from the widely established red, blue and green colour system,
the colour charge is described by red, green and blue “colours”. Conversely,
the antiquarks have corresponding “anti-colours”.

QCD is based on the SU(3) gauge symmetry group and has eight gauge
bosons called gluons. The non-Abelian property of the symmetry group
enables the interaction and colour exchange between the gluons them-
selves. The gluon self-interaction polarizes the vacuum which consequently
increases the force linearly with distance greater than about a femtometer.
This differs from the EM and weak forces, which become weaker as the
distance increases. As a consequence, only at very high-energy momentum
transfers, or equivalently at small distances, do quarks and gluons behave
like free or weakly bound particles. This property is called asymptotic free-
dom. Another consequence is the phenomenon of colour confinement. The
mutual interaction of gluons means that quarks can never exist in isolation.
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At the separation of (anti)quarks, the potential energy necessary to over-
come the colour field becomes so large that it is more energy efficient to
break the bond by the emergence of a quark-antiquark pair out of vacuum.

2.3 Jets

Due to colour confinement, quarks and gluons cannot exist freely. Instead,
they form colour-neutral hadrons in a process referred to as hadronization.
No exact theory for hadronization is known, however there exist two suc-
cessful models used by the event generators at CMS. Hadronization results
in a collimated spray of particles, including hadrons as well as soft photons
and leptons originating from secondary hadron decays.

Owing to colour confinement, detection of final-state quarks and gluons is
not possible. Instead, event properties which have a close correspondence
with their distributions are studied. These event properties are known as
jets. To create a jet, the final-state particles are clustered according to best
estimates of the initial-state quark or gluon from which they originated [5].

Jets are typically created from topologically-related energy deposits in the
calorimeters, some which are associated with tracks of charged particles.
However, jets may be defined during all stages of the event generation
(presented in the top row of Figure . Using experimentally derived
data, calorimeter jets are created from clusters of energy deposits in the
detector’s calorimeters. From simulated data, the calorimeter jets can be
reconstructed based on the simulated detector response. These two are
represented in the right-most jet definition of the figure. Using simulated
data, jets can also be reconstructed directly from the stable particles of the
collision (simulated events contain direct information of these particles).
This is represented by the next-to-last jet definition in the figure. These
jets are referred to as particle-level jets. In this thesis, particle-level jets
are important when computing and correcting the jet response and as a
tool to validate the overall corrections.

The clustering of final-state particles reduces the complexity of the event
and facilitates analysis. In addition, these clusters are helpful when study-
ing QCD processes. The importance of jets can be exemplified by con-
sidering the first ever detection of gluons at the TASSO detector at the
DESY particle physics laboratory [6]. While gluons decay too quickly to
be detected, their fragmentation trace could be observed as a jet. This jet
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can be seen (in yellow) in the right-hand panel of Figure

parton Many  hadronization detector
Parton(s Hadrons Detector

() shower partons models response

=] =

2 £

== <=

2E A

[5] Lo

o o

JETS showering IETS bﬂdrunizatiun IETS detector JETS

correction correction correction

Figure 2.2: The typical stages of event generation as well as their corre-
sponding jet definitions. Calorimeter jets are created from clusters of energy
deposits in the calorimeters. Particle-level jets are reconstructed from the
stable particles succeeding hadronization. Figure based on Reference [5].

Figure 2.3: Computer display of two electron-positron interactions at the
TASSO detector at the DESY particle physics laboratory. The yellow circle
in the center represents the beam, where an electron and positron collides
and annihilates, producing a virtual photon. The photon decays into a
quark and an antiquark, which travel with high energy in opposite direction.
As the pair travels they produce mesons due to colour confinement, creating
two jets (in red). If the energy of the quarks are sufficiently high they may
emit a gluon, creating a third jet (shown in yellow in the right-hand panel).
The sum of the momenta of all the constituents of each jet corresponds to
the energy of the original quark. The energy of the original quarks in turn,
constituent to the energy of the original leptons. Image taken from the
CERN Courier “The history of QCD”, 27th September 2012. Originally
from Oxford University PPU.
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2.4 Jet clustering

The definition of a jet is dependent of the jet algorithm. Jet clustering al-
gorithms function to reduce the complexity of the final state, by simplifying
many hadrons to simpler objects. More specifically, the algorithm maps the
momenta of the final state particles into the momenta of a certain number
of jets.

Jet clustering algorithms may be classified as cone algorithms or sequential
recombination algorithms. A study from 2015 on the performance of differ-
ent jet algorithms found that the best algorithms for resolving jets as well
as their substructure are found in the sequential recombination category [7].
Hence, those algorithms are favoured in the CMS experiment. The sequen-
tial recombination algorithm operates iteratively in the following steps.

0y 9 A2
dij = min <pT1’?i7pT1?j) RZQJ (2.1)
dij < p?% (2'2)

The algorithm starts by choosing a seed particle ¢ at random. The dis-
tance between adjacent particle j and seed particle 7 is computed as A?j =
(yi —y;)? + (¢ — ¢;)?, where y is the rapidity and ¢ the azimuthal angle.
Next, a variable reflecting the computed distance and the transverse mo-
mentum (pr) is calculated with the equation present in Equation 2.1} The
distance parameter R defines the width of the jet. In the following step,
the clustering algorithm combines particles iteratively by always choosing
the particle j that minimises d;;, in a manner that upholds Equation
The iteration stops when all particles satisfying Equation have been
clustered to the jet. Hence, the parameter R can also be regarded as a
cutoff parameter. As the final step, the jet momentum is computed as
the vectorial sum of all particle momenta in the jet. The algorithm then
continues by choosing a different seed particle i for the next jet.

There are three clustering algorithms that differ in their choice of param-
eter p. The k; algorithm has p equals 1, the Cambridge/Aachen algorithm
p equals 0 and the anti-k; algorithm p equals —1. The CMS software allows
the reconstruction to be done with all three algorithms, however the most
widely used clustering algorithm is the anti-k; algorithm. The anti-k; al-
gorithm was also used in this thesis. It is insensitive to both infrared and
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collinear divergences. The former means that the addition of soft infrared
particles does not change the outcome of the clustering. The latter, that
the addition of a collection of collinear particles with some total momentum
is clustered identically to a single particle with the same momentum. This
is necessary as to avoid bias from the threshold trigger of a calorimeter cell
and the background noise. The anti-k; algorithm is also largely favoured
as it behaves like an idealised cone algorithm, shaping hard jets perfectly
circular on the (y, ¢)-plane [§].

The anti-kp algorithm clusters all stable final-state particles (excluding
neutrinos) with a decay length of ¢v > 1 cm [9]. The exclusion of neu-
trinos is a convention adopted by CMS, having only a small effect as the
response is measured from samples with negligible neutrino content. How-
ever, additional systematic uncertainty should be considered for measure-
ments including heavy hadrons fragmentation relative to the original b and
¢ quarks.
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Chapter 3

Event simulation

To aid in the extraction of useful information from data recorded by the
detector, accurate models of the event kinematics at parton and parti-
cle level are simulated to a high degree of accuracy. Simulated events
are produced by general-purpose Monte Carlo event generators, such as
Pyrnia [10] and HERwIG [11I]. Additional software (e.g. MADGRAPH [12]
and POWHEG [13]) is commonly used to generate parton-level events. Their
output is subsequently directed to the two previously mentioned event gen-
erators for further processing. At the CMS, simulated events are stored
in the same format and reconstructed in the same way as experimentally-
derived data. Simulated events are necessary in various parts of experi-
mental particle physics. As presented in this thesis, simulated events are
used in conjunction with detector simulation to estimate the signal and
background of high-energy collisions.

The production of proton-proton collision simulated events at the LHC can
be separated into four steps, which will be outlined in this chapter. The
steps can be seen illustrated in Figure [3.1] and listed below:

1. The generation of the hard process, a few-body interaction which is
modeled using pertubation theory.

2. The forward and backward evolution of parton showers, which sys-
tematically adjust the event towards a more realistic model.

3. The hadronization of the partons, where final-state partons are con-
fined into colorless hadrons, and initial-state partons interact with

15
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additional protons in the beam.

4. The modeling of secondary interactions between the partons.

Figure 3.1: Schematic illustration of a hadron-hadron collision as simulated
by a Monte-Carlo event generator. The two beams are illustrated with
green arrows on each side of the figure. The red circle in the center signals
the hard collision of the two partons originating from the beams. The hard
scatter event is surrounded purple coils representing the bremsstrahlung
from parton showers. The purple ellipse indicates a secondary hard scat-
tering event. The hadronization is represented by light green ellipses, while
dark green circles indicate hadron decays. Yellow lines represents the pho-
ton radiation [14].

3.1 Hard process

In proton-proton collisions, the center-of-mass energy of the partons par-
ticipating in the hard collision varies from event to event according to their
parton distribution function (PDF). The PDF f(z,u) describes the prob-
ability that a quark or gluon is found carrying a fraction = of the total
momentum of the incoming proton when it is probed at an energy scale
. The PDF connects the initial-state protons to the parton-level hard
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process. The PDF is measured experimentally, as it is determined by the
non-perturbative physics inside the proton.

The probability amplitude of a process can be calculated by summing the
terms corresponding to the Feynman diagrams up to a chosen order. Nor-
mally the leading-order is sufficient to describe the main features of the
process, although some models use next-to-leading order. The square of
the amplitude gives the matrix element of the process, which provides in-
formation about the strength of the transition between the initial- and
final-state.

The generation of the hard process starts by selecting two partons from
the colliding protons according to their PDFs. These are taken as the
initial-state particles for which one can calculate the matrix element and
subsequently the cross-section of the physical process. The distribution
of the hard event is then predicted by theory based on the cross-section.
Using the cross-section, the phase space is sampled and candidate events
are chosen on random by a uniform distribution. As the quarks and gluons
are present as free particles in the initial- and final-state, the energy of
the collision must be high enough for the partons to acquire asymptotic
freedom.

3.2 Parton shower

The event simulation increases in complexity as initial partons generate
finite amounts of bremsstrahlung radiation, either before or after partici-
pating in the hard process. Coloured partons may emit gluons, and due to
the non-Abelian nature of QCD, gluons may also themselves emit gluons.
These emissions give rise to a cascade of partons which are continuously
being scattered, annihilated and created until they reach the infrared cutoff
at about 1 GeV [I5]. The resulting cascade of partons is called a parton
shower.

To model parton showers, an approximate method is formulated using prob-
ability distributions for branching partons. The process results to the for-
mulation of a step-wise Markov chain.

In the parton showering model the emissions are separated into initial-
state radiation (ISR) and final-state radiation (FSR). ISR is showered by
backward evolution, from the hard process, in a time-reversed way towards
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the incoming protons. Conversely, FSR evolves forward in time, creating
new branches until reaching the infrared cutoff [16].

Event generators model parton showering in different ways. PYTHIA uses
pr-ordered dipole showers in which the hardest emissions come first. HER-
WIG employs angular-ordered parton showers, where the branching with
largest angles are performed first to ensure correct treatment of soft glu-
ons. A more detailed description of the parton showering models and the
related calculations schemes can be found in Ref. [14].

3.3 Hadronization

When the momentum transfer reaches the previously described infrared
cutoff, the perturbative QCD breaks down, and further handling of the
event is done with a non-perturbative model. This is when hadronization
happens. Hadronization describes the process by which coloured partons
are transformed into colourless primary hadrons, which may decay in turn
to secondary hadrons. Non-perturbative in nature, event generators de-
scribe the transition by fine tuning free parameters according to the results
of carefully executed experiments.

At the hadronization stage, partons are no longer treated independently,
but rather as a colour connected system. The implementation of par-
ton hadronization differs between event generators. PYTHIA applies a
hadronization model commonly referred to as the Lund model. This model
is based on linear confinement (the linear growth of the potential energy
between partons of opposite charge, when separated at a distance greater
than about a femtometer). In the Lund model, quarks are connected with
a “colour string”. As the quarks become more distanced and the string
grows, the potential energy exceeds the order of a hadron’s mass. At this
point it becomes more energy efficient to break the string by the emer-
gence of a quark-antiquark pair out of a vacuum. HERWIG uses a cluster
hadronization model based on preconfinement. At the end of the parton
shower, all gluons are separated into quark-antiquark pairs. Next, colour-
singlet combinations of partons, called clusters, are formed. These clusters
subsequently form stable hadrons, ending the generation of new partons.
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3.4 Underlying event

Due to the composite nature of the LHC’s beam particles, the proton-
proton collision is dominated by soft QCD events referred to as the un-
derlying event. The underlying event represent all additional processes not
directly associated with the hard interaction. Some ambiguity exists in
how the hard interaction is described, but it is commonly defined as all
processes that occur after the associated ISR and FSR.

The main cause of the underlying event is the additional colour exchanges
between the remnants of the colliding protons. These exchanges are mod-
eled as perturbative multiple parton-parton interactions (MPI), and are
handled in a manner analogous to ISR and FSR [I7]. MPI add further
complexity due to subsequent parton showers which may combine with the
showers from the hard interaction.

The beam contains more than a hundred billion protons per bunching, and
each proton constitute of three valence quarks and an interactive sea of
antiquarks, quarks and gluons. Not every parton participates in a hard
interaction; most take part in soft secondary interactions. The soft interac-
tions consist mostly of multiple-parton interactions and diffractive scatter-
ings that produce low momentum particles. As the associated momentum
transfer is low, perturbative QCD is not applicable and numerical models
are used. The non-perturbative models use free parameters that are tuned
according to experimental results. Eventually, particles of the underlying
event are also subject to hadronization described in Section [3.3]

The simulated events used in this thesis are QCD multijet events, i.e. events
with final-states consisting of a high multiplicity of jets. The events are
generated using PYTHIA 8.230 with tune CP5. Modeling of the ISR, FSR,
hard scattering, and MPI was done with PDFs at next-to-next-to-leading
order (NNLO) [I§]. The hard process were generated with collision energy
13 TeV and the events have transverse momentum ranging from 15 to 7000
GeV.
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Chapter 4

Detector simulation

Following the previously described steps of event simulation, the simulated
event is what an “ideal detector” would measure. In order to simulate a
realistic response as the particles interact with the detector materials, the
next step is to process the event with radiation transportation software.
Such software simulates the propagation of particles and their energy de-
posits in the detector. The events for this thesis were processed through a
CMS detector simulation based of GEANT4 [19].

The full simulation workflow, illustrated in Figure [} includes the event
generation, the detector simulation, the addition of pileup and the digi-
tization of the signal. To understand the full extent of detector simula-
tion software such as GEANT4, knowledge of the detector itself is needed.
Therefore, before discussing the key concepts of detector simulation, a brief
overview of the CMS detector will be given.

4.1 CMS detector overview

The CMS is a multi-purpose detector, operating at the Large Hadron Col-
lider (LHC) at CERN. The detector is situated at one of the interaction
points, where the two LHC beams collide. While the detector is designed to
measure both proton-proton and heavy ion collisions, this thesis will focus
on the former.

To describe the spatial coordinates of particles traversing the detector, the
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Figure 4.1: Illustration of the simulation workflow. After event generation,
the detector response is simulated as the particles propagate through a de-
tailed simulation of the CMS detector. The hard process and pileup events
are generated separately. Both type of events are then combined before
simulating the conversion of energy deposits to electric signals (referred to
as digitization). The output of this step is known as “raw data”.

CMS experiment has adopted a right-handed coordinate system with an
origin at the beam interaction point. The plane of the x-axis points radi-
ally inwards towards the center of the LHC ring, while the y-axis points
vertically upwards (perpendicular to the plane defined by the LHC ring).
The x- and y-axes span the transverse plane, where the azimuthal angle
(¢) is defined. The z-axis corresponds to the longitudinal axis of the CMS
detector and points along the direction of the anticlockwise beam. The
polar angle (6) describes the angle of a particle with respect to the z-axis.
Pseudorapidity (n) is then calculated from 6, as below.

e »

7 is the term commonly used to describe the angle of the particle relative
to the z-axis.

The CMS detector can be considered as comprising three regional segments
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spanning different ranges of 7. The barrel region describes |n| < 1.3, the
endcap region 1.3 < |n| < 3.0, and the forward region 3.0 < |n| < 5.0.
Additionally, the parts of the endcap region that are within and outside the
tracker coverage are known as EC1 (1.3 < |n| < 2.5) and EC2 (2.5 < |n| <
3) respectively. The structure of the detector is illustrated in Figure
The range of 1 is defined on the top and the right margins.

n 0.1 02 0.3 0.4 0.5 06 0.7 0.8 0.9 10 1.1
6° 84.3° 786° 73.1° 67.7°  625°  57.5° 52.8° 48.4° 44.3° 40.4° 36.8° n e
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Figure 4.2: One quadrant of the CMS detector shown in the (z,y)-plane.
The tracker, the ECAL and the HCAL (both defined in the following para-
graph) are shown along with the muon chambers. The range of 7 is illus-
trated on the top and the right margins [20)].

As the barrel and endcap particles produced from the beam interactions
traverse through the detector, they pass through several layers of different
subdetectors. The subdetectors measure the trajectories and energies of
these particles. The subdetector closest to the interaction point is the
silicon tracker, which measures trajectories of charged particles. As seen
in Figure [£.2] the tracker is surrounded by the electromagnetic calorimeter
(ECAL) which functions to absorb and measure the energy of electrons and
photons. The next subdetector (the hadronic calorimeter - HCAL) absorbs
and measures the energy remaining from showers initiated in ECAL, as well
as any hadronic showers initiated in the HCAL itself. A superconducting
solenoid magnet then encloses the tracker and calorimeters. The magnet
provides a strong magnetic field which bends the trajectories of charged
particles, allowing precise measurement of their momentum and charge.
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Finally, multiple muon chambers alternate with layers of the return iron
yoke.

In contrast to the barrel and endcap particles, particles in the forward
region close to the beam interact with forward calorimeters.

4.2 GEANT4

All components, including active detector parts and passive materials such
as cables and cooling systems, are modeled in GEANT4. The central de-
tector alone (consisting of the tracker, the calorimeters and the muon sub-
system) constitute of more than one million geometrical volumes [2I]. De-
tails about the detector geometry and material composition is provided to
GEANT4 with a dedicated software package. Concepts such as magnetic
field type and propagation parameters are also configurable.

GEANT4 simulates the particle interactions using stochastic methods. The
software applies different stochastic processes depending on the probability
of interaction. The software describes several interactions including ioniza-
tion, bremsstrahlung and multiple scattering as well as detector properties
including tracking, geometry description and material specifications. The
modeling of interactions extend over a large range of energies, from elastic
scattering at the MeV scale to hadron showers at the GeV and TeV scale.

4.3 Pileup overlay

During high luminosity (£ = 15 x 103 cm=2?s7!) in 2018, LHC produces
an average of about 32 inelastic proton-proton collisions per bunch cross-
ing [22]. The distributions of the mean number of inelastic interactions
per crossing for the years 2016, 2017 and 2018 are presented in Figure .3
These additional collisions “pile up” on on top of the signal (hard scat-
tering). As the simulation of pileup depends on the LHC luminosity and
run conditions, it is simulated separately from the signal. Pileup is added
to the hard process events by mixing minimum-bias events (soft QCD in-
teractions with a minimum number of tracks). The minimum-bias events
are generated and processed through the simulation steps as described in
Chapter [3] and Section After being processed by the detector simu-
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Figure 4.3: Distribution of the mean number of inelastic interactions per
crossing (also known as pileup) in data for proton-proton collisions in 2016
(dotted orange line), 2017 (dotted dashed light blue line), 2018 (dashed
navy blue line), and integrated over 2016-2018 (solid grey line) [22].

lation software, their energy deposits are mixed with the deposits of the
original hard process events. The events of this thesis were overlaid with
pileup generated with PyTHIA 8.230 tune CP5.

A pileup distribution is used to compute the number of minimum-bias
events to include per hard process event. The pileup distribution describes
the mean number of interactions per bunch crossing. It is created from
experimental data or a simulated distribution which is later re-weighted.
For each hard event, the mean number of interactions per bunch crossing is
extracted from the pileup distribution. A Poisson distribution, using this
value as the mean, then reports the amount of pileup. To avoid correla-
tions between events with the same pileup event sequence, pileup samples
are never reused in the same order.

Pileup that occurs within the same bunch crossing as the collision of interest
is described as in-time, and pileup occurring in the previous and subsequent
bunch crossings are referred to as out-of-time. The pileup distribution
includes both. The correct modeling of out-of-time pileup requires the
inclusion of several bunch crossings around the original bunch crossing in
the simulation. Consequently, hundreds of minimum-bias events may be
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needed to model pileup for one generated hard event. Simulating pileup is
often the most time-consuming process.

In cases when the simulation campaign starts prior to completion of data
collection, the pileup distribution for data is unknown when simulating
pileup. To ensure event generation with small statistical uncertainty cov-
ering the full kinematic phase space at the LHC, the pileup events are
generated with a flat pp spectrum. Then, prior to analysis, the simulated
events are re-weighted. The re-weighting matches the pileup distributions
between data and simulation.

4.4 Digitization

After collection, all detector energy deposits are converted to electric sig-
nals during a step referred to as digitization. Digitization is performed by
CMS software, simulating the behavior of the readout electronics used in
experimental data acquisition. To obtain a realistic detector response the
simulation includes electronic noise.

Each subdetector has dedicated software for simulating the electronic read-
out response. Charged particles traversing the active elements of the tracker,
distributes energy loss along their trajectory. Therefore, the signal model-
ing of the tracker readouts include Landau fluctuations as well as Lorentz
drift and diffusion of charges to the detector surface. The modeling also ac-
counts for noise and coupling between channels. Since the process is similar
in all the calorimeter subsystems, digitization of calorimeter signals use a
unified framework. Modeling of ECAL and HCAL takes particular care in
simulating the efficiency and non-uniformity in the photon collection of the
crystals and modules. To correctly simulate overlay of out-of-time pileup
with the signal, the model simulates signal pulses as a function of time per
each hit. In the muon drift tubes, focus is put on the particle direction
and impact position with respect to the sense wire. Due to air gaps where
detectors are placed within the iron yoke, modeling of the muon detector
accounts for the residual magnetic field effects this creates [23].

At this stage, the simulation of Level-1 trigger electronics is added. The
simulated events are stored in a format identical to that used for experimen-
tal data. Similar to data, each simulated event contains the information of
the Level-1 trigger it would have passed if it were a real event. This allows
for the use of the same reconstruction algorithms and tools in simulated
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and experimentally-derived data.
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Chapter 5

Event reconstruction

Following event and detector simulation, each event is reconstructed using
the particle-flow (PF) algorithm [24]. The purpose is to bring the recorded
picture of the collision event back to particle-level. Combining information
from all subdetectors, the goal is to reconstruct each type of particle sep-
arately. This requires the matching of tracks and energy clusters between
the tracker and calorimeters. This combinatorial approach, illustrated in
Figure [5.1], provides a more accurate event reconstruction than if relying
on a single detector. The PF algorithm aims for a complete global event
description. This includes a list of all particles present in the event and
their properties such as charges, trajectories, and momenta.

The output of the PF algorithm is a set of PF candidates, classified into
electrons, muons, photons, and charged and neutral hadrons. Hadrons
and photons are further clustered into jets. Some jets may additionally be
identified as originating from b quark hadronization or from hadronically
decaying tau leptons. The presence of weakly interacting neutral particles
is identified by calculating the missing transverse momentum of the event.

The PF approach was originally designed in the ALEPH experiment, which
recorded the positron-electron collisions at the LEP [27]. The CMS now
widely uses the PF method when reconstructing events. The PF method
benefits from the CMS experiment due to the increased precision in charged
hadron measurements, arising from the highly segmented ECAL. In addi-
tion, the muon tracking system provides an excellent muon identification.
The stages of event reconstruction using the PF method will now be dis-
cussed.

29
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Figure 5.1: Schematic overview of the PF method. Information from all
subdetectors are combined to produce a list of candidates ideally matching
the particles present in the real event. Figure taken from Reference [25],
originally adapted from Reference [26].

5.1 Tracking

The reconstruction of tracks from charged particles is achieved using an
iterative method called combinatorial track finder (CTF). The CTF is based
on combinatorial Kalman filtering and operates in three steps.

First, a few recorded hits compatible with a trajectory, called tracker seeds,
are identified. Next, hits from the trajectory are gathered using pattern
recognition software. Thirdly, a selected function is fitted to all hits to
determine the full track and its momentum.

This process is repeated ten times, using different seeds and quality crite-
ria each time in order to find the most optimal track [28]. The first few
iterations target the highest-quality tracks. Hits associated with a recon-
structed track are removed from subsequent iterations, gradually reducing
the combinatorial complexity. This reduced complexity increases the spare
capacity of the computing system, allowing more intricate seeding, filtering
and fitting methods to be used, maintaining output quality. This improves
the precision with which the low-quality track input can be reconstructed.
Some iterations are designed to focus on specific classes of tracks, such as
those with two hits missing in the pixel detector or those originating from
very displaced vertices.
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5.2 Calorimeter clustering

The electromagnetic showers in the ECAL and the hadron showers in the
HCAL are wider than a single ECAL crystal or HCAL module. To correctly
determine the energy deposits in these crystals and modules the deposits
must be clustered.

The clustering algorithm starts by identifying clusters which exceed a given
energy threshold. These clusters then function as seeds for the next step.
Adjacent cells (eight in the ECAL and four in the HCAL) are mapped to the
seeds. Next, topological clustering is performed, further mapping nearby
cells (as long as the energy in the candidate cells are at least twice as large
as the noise level). Finally, an iterative maximum-likelihood fit based on
a Gaussian-mixture model is used to reconstruct the energy deposit inside
each cluster. Different parameters for seeding, clustering and fitting are
used in each calorimeter.

Clustering of energy deposits is essential for the detection of the momen-
tum of photons and neutral hadrons. The clusters are also needed when
reconstructing electrons and bremsstrahlung photons. To account for the
bremsstrahlung photons emitted by electrons, the pair production of pho-
tons into positron-electron pairs, and the bent trajectories of the electrons,
electromagnetic showers in ECAL identify superclusters with small width in
7 but large coverage in ¢. Moreover, preshowers detected in the sampling
calorimeters are extrapolated to the superclusters and have their energy
deposits added into the superclusters.

5.3 Particle Flow linking

Once all the PF' elements (tracks, calorimeter clusters and muon chamber
signals) have been reconstructed, a linking algorithm is used to match them
together. Taking into account the bent trajectories from the magnetic field,
a link is created by extrapolating between the different elements.

The ECAL and HCAL clusters as well as the ECAL superclusters are linked
by geometrical matching. Tracks originating from the same secondary in-
teraction vertex are linked, and finally, tracks from the tracker and signals
from the muon detectors are linked together. In the case of multiple pos-
sible trajectories, the trajectory with the smallest distance between two
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elements is kept.

Sudden emission of bremsstrahlung in the tracker can change the direction
of the electron trajectories. To improve the quality of reconstruction, the
electron candidates (tracks linked to ECAL superclusters) are refitted with
a Gaussians-sum filter algorithm, taking into account the possible energy
losses due to bremsstrahlung. In addition, a dedicated algorithm takes care
of tracking photons to potential positron-electron pairs arising from pair
production.

Once the links have been made, PF blocks are created. Each PF block is
a collection of elements linked together by association of the same single
particle or group of particles. The identification and reconstruction of PF
candidates is carried out in each PF block separately.

5.4 Particle Flow candidate reconstruction

Muons propagates through the calorimeters with minimal interaction. As
they leave the clearest signal, muons are reconstructed first, using informa-
tion from the tracker and muon chambers. The high separation of muon
signals from the rest has lead to an impressive 99% efficiency in muon
reconstruction [29].

Next electrons and isolated photons are reconstructed. This is done with
tracks and ECAL clusters as well as isolated ECAL clusters, respectively.
Electrons passing through the detector are likely to emit bremsstrahlung.
As prompt and bremsstrahlung photons tend to convert through pair pro-
duction, which subsequently decays by emitting photons, it is convenient to
use a common approach for reconstructing electrons and isolated photons.

Hadrons originating from the hadronization of jets are then reconstructed
with the information of ECAL and HCAL. Due to the fine granularity of
ECAL (25 times finer than HCAL), neutral hadrons can be spatially sepa-
rated from charged ones by combining the information from both calorime-
ters. Neutral hadrons deposit an excess of energy in HCAL, compared to
what is expected based on information from ECAL. They can thus be re-
constructed separately, even when they have deposited their energy in the
same cells as charged hadrons.

Jets are reconstructed by combining existing PF objects with the use of jet
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algorithms (such as the anti-kp algorithm explained in Section . The
PF algorithm is very useful as it allows jets to be presented as a collection
of individual constituents, compared to a single object. Finally, weakly in-
teracting neutral particles are determined by calculating the missing trans-
verse momentum, which first relies on the reconstruction of all PF objects
in the event.

5.5 Jet reconstruction

Different types of jets are created in the CMS experiment. The type of jet
depends on the method of reconstruction, which differ by the use of different
kinds of detector inputs and reconstruction algorithms. The different jets
are the following:

e PF jets are reconstructed from particle-flow candidates.

e PFchs jets are reconstructed from particle-flow candidates where charged-
hadron substraction (CHS) has been performed. CHS is explained
further in Section [6.1.11

e PFPuppi jets are reconstructed from particle-flow candidates using
the pileup per particle identification (PUPPI) algorithm. PUPPI is
explained further in Section [6.1.1

e Calo jets are reconstructed by solely utilising the energy deposits from
the calorimeters.

e JPT jets are reconstructed by combining the charged particle tracks
to the spatially associated Calo jets.

An important parameter governing any algorithm is the jet distance param-
eter, which specifies the size of a cone-shaped jet in the (7, ¢)-plane. The
parameter is specified as R = /(An? + A¢?). The default jet distance pa-
rameters for Run 2 are 0.4 and 0.8. At the CMS, jet distance parameter 0.4
is mainly used for reconstruction of showers from light quarks. Conversely,
0.8 is used for heavy particles such as W, Z, Higgs bosons and beyond SM
particles created with a large Lorentz boost. The particles decays of heavy
boosted particles are often very collinear. This makes jet reconstruction
difficult when using a small jet distance parameter and hence it is better to
reconstruct all decay products within one jet with a larger size of 0.8 [22].
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The reconstructed jets typically have the shorthand names [AA][CS][TY],
where [AA] represents the clustering algorithm, [CS] represents the jet dis-
tance parameter and the [TY] represents the jet type. Resulting names
include AK4PFchs or AKS8PFPuppi.



Chapter 6

Jet Energy Correction

As the jets traverse through the CMS detector, signals are left in the de-
tector components. The individual signals are combined to PF candidates,
which jet algorithms use to produce reconstructed jets. However, due to an
array of effects, the energy of the reconstructed jets do not precisely equal
the particle-level jet energies.

The discrepancies between PF and particle-level jets arise from various ef-
fects, including energy deposits from pileup interactions, non-linear calorime-
ter response to hadrons, minimum energy thresholds in calorimeters and
nuclear interactions in the tracker material. To account for and correct
for these differences, jets are calibrated via a sequential multi-step process.
The steps facilitate the correction of the effects of pileup, the non-linear
detector response, the residual simulation-data jet energy scale (JES) dif-
ferences and the flavour biased differences. The two first steps are applied
to both simulated events and experimentally-derived data. The third step
is only applied to data, in an attempt to bring it closer to the simulation.
The fourth step is optional in both cases. As this thesis focuses on deriving

corrections from simulation, only the two first steps are further discussed
in Chapter [§ and [9}

The computed corrections are applied as scale factors for the jet four-
momentum, factors which depend on various jet related quantities such
as jet pr, n and area Aj., as well as the pileup pr offset density p in the
event. Finally, closure tests contribute to the validation of the corrections.
Within simulated jets, corrections are derived separately for the PF, PFchs,
Puppi, Calo and JPT jets. Conversely, the residual corrections derived from

35
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experimental data are computed specifically for PFchs jets (with R = 0.4)
and assumed to be the same for all other kind of jets.

The JES is critical to many physics analyses, and its precision makes an
important contribution to their systematic uncertainties. In addition to
comparing the jet cross-section to QCD predictions, accurate jet measure-
ments are important for a variety of processes such as calibrating high-mass
particles decaying to quarks and gluons, removing soft contamination from
hard jets, tagging heavy objects originating from jets and for background
subtraction. A better understanding of the JES and its uncertainties allows
for more precise analysis measurements.

6.1 Pileup offset corrections

The additional contribution of jet energy and momentum due to pileup is
referred to as pileup offset. The pileup offset correction adjusts the energy
by estimating and then removing the energy corresponding to pileup in-
side the jet. Pileup removal is performed with both experimentally-derived
data and simulated events. This chapter will consider two different ap-
proaches of pileup mitigation; that performed at per-particle level before
jet clustering (CHS, PUPPI [22]), and at per-jet level after jet clustering
(area-median [9]).

6.1.1 Pileup mitigation before jet clustering

The two most widely used methods within the CMS experiment operating
at the PF candidate level are the CHS and the PUPPI method. Unlike the
CHS method, which rejects only charged particles associated with pileup
vertices, PUPPI applies a more rigorous selection to charged particles as
well as rescales the four-momenta of neutral particles according to their
probability of originating from the primary collision of interest, the leading
vertez (LV). Both methods act on the particles, complementing the pileup
subtraction algorithms performed after jet clustering (see Section
which work at the event or jet level. The pileup-corrected particles emerging
from both CHS and PUPPI are used as input to jet clustering algorithms.
CHS clustered jets are further corrected for residual neutral offset by the
event or jet level pileup mitigation algorithms, while no such correction is
necessary for PUPPI jets.
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In CHS, charged particles originating from pileup vertices are identified
and removed from the event. Charged hadrons are identified in the PF
algorithm as tracks, which are associated with calorimeter hits. The LV
is chosen based on the largest sum of squares of the track transverse mo-
menta [22]. Subleading vertices are classified as pileup vertices, and are
required to pass further quality criteria based on a minimum number of
degrees of freedom in the vertex fit. If the track of a charged hadron is as-
sociated with a pileup vertex satisfying the above criteria, it is considered
as pileup and removed.

The PUPPI algorithm builds on the CHS algorithm. The addition is based
on the observation that neutral particles from a parton shower are typically
aligned with charged particles from the same shower, while the particles
from pileup vertices are more uniformly distributed in all directions.

The PUPPI algorithm operates as follows. Firstly, charged particles are
assigned weights based on their available tracking information. Particles
used in the fit of the LV are assigned a weight of 1, while those associated
with a pileup vertex are assigned a weight of 0. Next, the algorithm defines
a local metric a which differs between leading and pileup vertices. The
variable « is constructed to be large for particles close to the LV, and for
particles with || > 2.5, to be close to highly energetic particles [22]. At
CMS the variable « for a given particle i is defined in Equation [6.1] Here,
variable j are all other particles at a distance R;; less or equal to Ry = 0.4,
pr,; their transverse momentum in GeV and AR;; = \/(An?j + Aqb?j). In
In| < 2.5 where tracking information is available, only charged particles
associated with the LV are considered. Finally, the unique a-distributions
for leading and pileup vertices are computed.

2
pr,;
a; =lo ——
Z gj;éi A;-<Ro <ARZ]>
— (6.1)
{for |ni| < 2.5, j are charged particles originating from the LV,

for |n;| > 2.5, j are other reconstructed particles,

The algorithm uses the a-distributions for charged particles considered as
pileup, to generate expected event-level pileup distributions. The weights
of neutral particles are assigned by comparing their a values to the median
and root-mean-squared (RMS) of the charged pileup distribution. Small
weights encode the probability that the particle originated from pileup.
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Finally, the weights are used to rescale the neutral particles four-momenta
to correct for pileup at particle-level. Particles with very small rescaled pr
are discarded.

Figure shows the jet energy resolution (JER) as a function of jet pr for
PF, PFchs and PFPuppi jets. PF jets perform worse at low pr as the jets
in that region are greatly affected by pileup. In the forward region (3.2 <
|n| < 4.7), where no tracking is available, PFchs jets perform the same as
PF jets. PFPuppi jets are superior when R = 0.8, as neutral particles from
pileup contribute greatly to such jets. The preferred algorithm depends on
the analysis. Better pileup mitigation is achieved with PUPPI compared
to CHS, especially for events with more than 30 interactions. While the
PUPPI algorithm provides a better jet pp-resolution for jets with pr < 100
GeV, CHS is superior when pr exceeds 100 GeV [22].

6.1.2 Pileup mitigation after jet clustering

Following the optional per-particle pileup mitigation, particles are clus-
tered into jets and pileup removal on event and jet-level is performed. The
pileup offset correction is taken from the true offset in simulation, and for
experimental data the correction is further scaled by the ratio of random
cone (RC) offsets for experimental data and simulation. This will now be
considered in more detail.

Firstly, QCD multijet events are simulated both with and without pileup
overlay. Generally, the latter sample is completely without pileup. How-
ever, due to misconfiguration for samples with (i) equal to 0, in this thesis
as sample with (i) about 107% was used. Particle-level jets in both sam-
ples are matched, required to be within a distance less than R/2 [9]. Here,
R is the jet distance parameter. Next, the particle-level pileup offset is
calculated as the average difference in pr between the matched jets. To
parametrize the pileup dependence, the diffuse offset energy density of the
event is estimated as the median of energy deposits in 77/¢ bins encompass-
ing the whole detector. Finally, the diffuse pileup offset energy per event
is estimated. The corrections are applied as a function of the uncorrected
jet pr, 1, p and jet area defined as the (7, ¢)-plane where the particles are
clustered.

For experimental data, the corrections are further scaled by offset scale fac-
tors. These factors are determined with the RC method in simulated and
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Figure 6.1: Jet energy resolution as a function of generator-level jet pr.
PF jets are shown with orange circles, PFchs jets with red triangles and
PFPuppi jets with blue squares. The two top figures used AK4 jets with
In] < 0.5 (left) and 3.2 < |n| < 4.7 (right), while the bottom figure used
AKS8 with |n| < 0.5 The number of pileup interactions was on average

between 20 and 30 [22].
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zero-bias data. Zero-bias events are triggered randomly, and consequently
do not usually contain any hard scattering; only pileup (the zero-bias sam-
ple is further weighted according to the luminosity measurement in order to
represent the average pileup conditions of the dataset used in the analysis).
Firstly, the energy from PF candidates are added in cones placed at ran-
dom in the (7, ¢)-plane. The average pr of the jets measured in each event
is an estimate of the average energy density clustered into a jet. When the
method is applied to zero-bias events the main contribution to the jet en-
ergy arises from noise and pileup. Assuming noise is negligible, the average
pr of the jets is an indication of the average energy offset due to pileup.
Finally, the offset scale factor are derived by fitting the RC measurement
with a quadratic function and the ratio is computed between the scale fac-
tors for zero-bias data and simulation. The offset in data and simulation
for 2018, separated by PF candidate, is presented in Figure [6.2

6.2 Response corrections

Following pileup offset corrections, the jet simulated response corrections
are computed and applied. This involves the determination and correction
of the non-linear response of the calorimeters as a function of pp, and
several other detector effects leading to variations of the response in 7. The
detailed simulation of the CMS detector as described in Section [£.2]is used
together with particle-level dijet events to provide accurate descriptions of
the jet response (particle-level jets do not include energy from neutrino
contributions). By using simulated samples as opposed to experimental
data, one can ignore the bias inherent from data-based methods. Another
advantage is that simulated data can access parts of phase space which are
considered inaccessible, due to the low statistics, for experimental data.
This includes low (pr < 30 GeV) and high (pr > 1 TeV) momenta jets,
as well as jets with small (u < 5) and large (u > 40) average number of
pileup interactions [9].

T€CO>

(P

()

Ryt ((pr)m) = (6.2)

The generated and reconstructed jets are matched spatially, on the basis
that their distance is R/2 from each other. Here, R is the tunable jet dis-
tance parameter. This criteria results in 100% matching efficiency for jets
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Figure 6.2: The RC offset measured in data (markers) and simulation (his-
tograms) versus 7 is shown on the top. The offset is normalized by the av-
erage number of pileup interactions (u). Different types of PF candidates
are represented. Associated charged hadrons are associated with recon-
structed pileup vertices and thus removed from the list of PF candidates in
the jet clustering by the CHS algorithm. In contrast, unassociated charged
hadrons are not mitigated by CHS. At the bottom, the ratio of data over
simulation, representing the offset scale factor applied for pileup in data, is
also shown for PF and PFchs [30)].

with pr above around 30 GeV [9]. After matching the jets, the momentum
response is computed with Equation where (p7°°) is the mean pr of
the reconstructed jets in a given pthC bin, and ( thl> is the mean of the
particle-level jet pt in the same bin. Finally, the correction is determined
by fitting a function to the inverse of the mean response as a function of

(pe°) in fine bins of 7.
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6.3 Residual corrections

For experimental data, after pileup offset and simulated response correc-
tions, the remaining jet response discrepancy between experimental data
and simulation is mitigated with a series of residual corrections. Residual
corrections are determined by comparing the pr of a jet to the pr of a
reference object, and computing the response. By utilising the principle
of momentum conservation in the transverse plane, one can estimate the
energy scale of a recoiling jet by using a reference object with a energy scale
measured at high precision. Such an object can be a Z boson, a photon or
another jet.

Residual corrections are divided into relative and absolute corrections. For
the former, the correction is determined by extrapolating energy measure-
ments from the barrel region (|n| < 1.3) to the endcap region (1.3 < |n| <
3.0). This is achieved by exploiting dijet events, which contain two jets with
similar p, one in the barrel (tag jet) and one outside it (probe jet). Fig-
ure shows an illustration of the dijet topology. The corrections include
a pt dependence of the JES relative to the JES of the barrel jet.

Figure 6.3: Illustration of dijet topology [30].

To correct the jet momenta for ranges of 30-700 GeV, the absolute residual
corrections use three jet events ( Z — eTe™ +jet,Z — pu~ ™ + jet and
v + jet). The precisely measured pr of the Z boson or photon is used
to derive a correction for the recoiling jet. The absolute jet pr scale is
determined with a x? minimization.

By combining relative and absolute residual corrections, jets can be cali-
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brated over a wide range of pt and n values. As a result the precision of
the JES is about 1% for central jets of 200 GeV [9].

6.4 Flavour corrections

Jets may be characterised on the basis of the flavour of the quark initiating
the jet. Jets are assigned a flavour in a process known as tagging. In order
to tag a jet, particle jets are matched to the hardest nearby b or ¢ hadron
for heavy flavours or to the hardest nearby generator-level parton for light
flavours (u, d or s quark or gluon). This parton must be within AR < 0.25,
and be part of the hard scattering matrix element process [9]. Jets without
a matching parton have undefined flavour.

The downstream detector response is dependent on the jet fragmentation.
Therefore, additional corrections are derived from simulations by comparing
the transverse momenta of jets of different flavours. Jets from uw and d
quarks have the highest response, while jets arising from gluons have the
lowest due to high fragmentation into soft particles (which tend to fall
below tracker and calorimeter pr thresholds). ¢ and b quarks are found
between the two, as a result of the decay of heavy hadrons (e.g. B, A, D,
A.) into softer particles. QCD dijet samples are usually enriched in gluon
jets, while Z + jet and «+ jet are enriched in quark jets [9].

To determine the flavour corrections, the CMS uses an extension of the
technique described in Section for absolute residual corrections. Here,
the jet events are Z+jet(b-tagged), photon+jet(quark and gluon-tagged)
or Z+jet(quark and gluon-tagged). The reference object is easily identified
and reconstructed with high precision. In addition, it is ideally back-to-
back with the parton initiating the jet.

6.5 Systematic uncertainties

At CMS, any measurement of a physical quantity which includes the use of
jets has to include an estimation of the jet energy calibration-induced un-
certainty. In general, this is achieved by evaluating the measured quantity
when the jet energy is fluctuated up and down according to the total jet
energy uncertainty.
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The JES uncertainties are provided as systematic sources that include cor-
relations across pr and 7. At CMS the total uncertainty of the jet energy
correction is computed as a quadratic sum of the uncertainty of each differ-
ent source (of which there are currently 15). The uncertainties arise from
the modeling of physics phenomena such as showers and underlying events,
the modeling of the detector properties such as response and noise, and
as potential biases in the methodologies used to estimate the corrections.
Several of these uncertainties are related and can be combined into the
following groups:

Pileup offset.

n-relative calibration of JES.

pr-relative calibration of JES.

Jet flavour response.

Time dependence.

Each of these are discussed in the following.

As seen in Figure [6.4] the pileup offset uncertainty is dominant at low pr.
The uncertainty in scale factors for the n dependence in data is corrected
by a source from this group. However, the main systematic uncertainty lies
in the offset jet pr dependence, derived from simulation. It is about 1%
for jet momenta equal to 30 GeV [9]. The n-dependent source is evaluated
by varying the offset energy density within one standard deviation. The
pr-dependent source is created by estimating the difference between the
particle-level offset and the RC offset. An additional uncertainty estimates
the bias introduced by the data-based calibration for no-pileup conditions
(this is optional and therefore not included by default in the quadratic
sum).

For n-relative corrections the main uncertainties arise from the JER and the
ISR+FSR bias corrections. The JER uncertainty is evaluated by varying
the JER for each detector region independently, while applying smearing
to the simulation. Smearing is used to introduce measurements errors. The
uncertainty arising from the ISR+FSR, are estimates from the differences
obtained by comparing PYTHIA and HERWIGH+ simulations.

The uncertainty in pp-relative corrections is extracted from a global fit to
Z/v + jet and multijet events. The uncertainty is related to the lepton
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momentum scale for muons in Z(— pp) + jet and the single-pion response
in ECAL and HCAL. Additional uncertainty is added to correct for the
bias arising from the exclusion of neutrinos and ISR outside of the detector
acceptance. Shape uncertainties for the pr dependence are additionally
computed as the jet response differences due to the different fragmentation
models implemented in PYTHIA and HERWIG++.

Following pileup offset uncertainties, the flavour uncertainty is the high-
est at low pp (about 1.5%). The flavor uncertainties are assigned based
on PyTHIA and HERWIGH++ differences, which are propagated through a
mockup of the data-based calibration chain with dijet and Z/v+jet events.
The uncertainty is computed from uds/c/b-quark and gluon responses [30].
The flavor differences in PYTHIA and HERWIGH++4 are largest for gluon jets,
while the two simulations agree well on both light-quark and heavy-flavour
jets.

The JES in the endcaps shows some residual difference between the luminosity-
weighted average of corrections per data-taking period per year. Prescaled
triggers samples from different run periods with different weights leads
to slight scale differences between different data sets. This time depen-
dence uncertainty is estimated as the root-mean-squared variation of the
n-dependent correction factors determined with dijet events, from approx-
imately ten different data-taking periods [9].
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Figure 6.4: Jet energy uncertainty sources and total uncertainty (quadratic
sum of individual uncertainties) as a function of jet pp (top) and jet n
(bottom). Run I uncertainty without flavour and time sources are shown

for comparison [30].



Chapter 7

Analysis reproducibility and
software practices

Previous chapters discussed how high energy physicists rely heavily on large
data sets and as a result require a lot of computational power. Typically,
each analysis group builds their analytical pipeline of computational steps
by using scripting languages such as Bash [31] and Python [32]. These
pipelines are often hard to maintain, lack portability and may be difficult
to compare to other pipelines. A further problem is that the pipelines lack
a description of either the environment or the software packages used. This
reduces, or completely prevents, reproducibility of the analysis in a different
context.

This approach uses the imperative paradigm. Here, the analyst is respon-
sible for changing the state of the program by using explicit statements.
In this thesis the benefits of an approach in which the description of the
control flow (i.e. the order and execution of the individual statements) is
removed from the analyst responsibility will be presented. This is referred
to as the declarative paradigm.

Declarative rather than imperative programming enables the analyst to
focus on the solving the task without having to spend time implement-
ing details such as job orchestration. The analyst’s focus is therefore on
expressing what should be executed, without focusing on how to execute
it. As a result, the computational tasks of the analysis are automated and
the productivity of the analyst is improved. A further benefit of declarative
programming is the separation of physics knowledge from specific program-

47
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ming skills; high-level programming skills are no longer required to perform
physics analysis, making it more accessible to a wider range of people [33].

This chapter will discuss the meaning of analysis reproducibility in high
energy physics. The inherent challenges will be addressed, as will the steps
steps that can be taken towards achieving reproducibility, such as embrac-
ing declarative programming. In addition, the software practices of the
novel methodology described in this thesis will be considered. To suc-
cessfully automate the computation of jet energy corrections, detailed in-
formation concerning both the computational steps and the computational
environment is needed. The former is achieved with a computational work-
flow, and the latter using container technology. In this chapter, both will
be discussed in detail.

7.1 Analysis reproducibility

The meaning of the term reproducibility is not constant across all scientific
disciplines. In this thesis, the term is equivalent with “computational repro-
ducibility”. This means that the computational results should be achieved
with a high degree of agreement when the study is reproduced with the
same input data, computational steps, methods, code and conditions of
analysis [34].

The typical stages in a high energy physics analysis are described in Fig-
ure The stages include online data collection, offline computing pro-
cesses and finally the statistical analysis. The online and offline data pro-
cessing usually takes place in global grid computing infrastructures using
automated scripts. In contrast, the physics analysis is performed by a
range of analysts working individually using a variety of computational ap-
proaches. However, this step lacks standardisation, providing a barrier to
effective reproducibility.

Challenges with reproducibility have been reported across many scientific
disciplines [35], including high energy physics. These challenges are often
attributable to a lack of a reliable communication strategy. For example,
physicists at CERN have reported that communication practices often rely
on engaging in personal communication with colleagues in order to find
resources [36]. CERN physicists also report that meetings and presenta-
tions are an important means of disseminating knowledge. However, these
forms of communication often do not leave a meaningful digital record of
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Figure 7.1: Typical stages in a high energy physics analysis. Following
online data collection, the experimentally derived data is further processed
offline (green arrows). To generate simulated events, the steps are mirrored
by event generators and detector simulations (blue arrows). The analyst
then compares the experimental and the simulated data against theoretical
models using statistical analysis.

the methodological information conveyed. This makes it very difficult to
physicists not physically present at the meeting to access this informa-
tion. A second example stems from the inherent complexity (due to the
sophisticated algorithms and the large amounts of data involved) of physics
analyses. Although efforts to comprehensively document the precise steps
of an analysis are sometimes made, the complexity of the analysis often
hides important details. A failure to repeat the steps accurately will lead
to different results being obtained. In both examples reproducibility is
poor.

CERN is currently making efforts towards combating the issues surrounding
reproducability. The CMS experiment is improving the preservation of
analyses by using a reproducible analysis platform called REANA [37]. This
platform allows researchers to express the computational data analysis steps
using a declarative approach. The REANA platform reads the structured
analysis description provided by the researcher and initiates analysis steps
on containerised compute clouds. In this thesis, the computation of the jet
energy corrections is designed to be executed on REANA.
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7.2 Computational workflows

In recent years, a number of efforts have been made to address the chal-
lenges associated with sharing and reproducing computational analyses.
One of the solutions has been to introduce computational workflows. A
computational workflow uses a declarative approach to specify the steps of
a process (e.g. a physics analysis) and their inter-connectivity. An inde-
pendent “workflow system” then orchestrates the step execution to various
deployment architectures. Computational workflows are highly portable
and may be reliably executed in different settings, ranging from single host
to high performance computing (HPC) clusters. In addition, computa-
tional workflows allow large-scale datasets to be processed, and can easily
be amended to exploit parallel data processing across several nodes. The
main benefits are portability and scalability, as well as ease of maintenance
and comparison. In addition, software technologies such as Docker [38] may
be leveraged, and most workflow systems monitor the executional progress
and exit gracefully in the event of a failure at any given step.

The computational steps of an analysis workflow can be represented as
a Directed Acyclic Graph (DAG). Each node represents a computational
step, with input and outputs, and the edges describe the interconnection of
the steps. A computational workflow allows you to express the DAG in a
structured manner. An illustration of this is presented in Figure [7.2] The
workflow is generally constructed using abstract formal language such as
JSON [39] or YAML [40)] formats. The order of job execution is determined
automatically by the workflow engine.

In this thesis the workflow language Yadage [41] was used to capture the
computational steps for computing the jet energy corrections. A schematic
chart of the workflow is presented in Figure

7.3 Parallelisation

A typical high energy physics data set is several terabytes in size and may be
composed of several thousands of files. To speed up processing of the data
and to avoid memory issues, the data is typically divided into independent
jobs which run in parallel and do not communicate with each other. This
type of data processing is referred to as being “embarrassingly parallel”. A
parameter known as “batchsize” describes the maximum number of data
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Figure 7.2: A simple computational workflow example expressed as a Di-
rected Acyclic Graph (DAG). The left-hand panel shows a graph consisting
of three nodes representing the computational steps A, B and C. The graph
edges represent the analysis flow. The right-hand panel expresses the com-
putational graph in an abstract formal language.

files in each job. The workflow language Yadage is particularly well-suited
for running workflows which are highly parallelisable.

In general, parallel programming increases the complexity of the control
flow. For example, coding errors may introduce a situation in which two
jobs are dependent on each other and therefore are never executed. Another
example is two jobs attempting to modify a shared resource at the same
time. As a result, software development processes such as debugging and
code maintenance increase in complexity.

A significant advantage of a declarative approach is the avoidance of these
problems. Computational workflows remove the majority of the burden of
code maintenance from the analyst by introducing implicit parallelism [33].
In the case of a physics analysis, the analyst expresses (in a declarative
manner) what the analysis should be doing, without having to consider how
the jobs are to be executed. The workflow engine automatically manages
the dispatch and orchestration of the parallel jobs. If the program runs
sequentially it will work equally well running in parallel. In either case, all
that is required of the analyst is the correct input of the job description.
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Figure 7.3: Schematic chart of the CMS offset and simulated response jet
energy corrections workflow. The abbreviations “PU” and “NoPU” refers
to with and without pileup respectively. The dotted lined boxes represents
abstract high-level concepts, while the white squares represents jobs of the
workflow. Three overlaid squares paired with three arrows signals a job
which is scattered and ran in parallel. In contrast, as single square is a
single job. Blue boxes signal input data while the green boxes represents
final outputs.

A parallelisation scheme created by the Jet and Missing Energy (JME)
group at CMS, was used to overcome the challenge of the large event sample
when computing the jet energy corrections. First, events with and without
pileup overlay are separated into files according to lumisections. A list
containing the event, run number and lumi section for each file is then
created. Next, a subset of with pileup overlay files are matched to the
subset of without pileup overlay which contains the same information. This
enables running over pairs of with and without pileup files in parallel, which
is done up until computing the offset correction. Since no matching between
with and without pileup events are necessary after this step, here after,
separating the with pileup files simply means dividing the files into bunches
of desired size. Parallelisation is used as much as possible, only merging
the files when requiring all the statistics; before computing a correction or
validating the result.
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7.4 Container technology

The capture of the computational steps of an analysis is not in itself ad-
equate for effective reproducibility. Computational analyses are designed
and run in a specific computing environment. Reproducibility problems
may arise as documentation of an environment is often insufficient to ac-
curately replicate the environment for future analyses. As a solution, con-
tainer technology may be used to capture the computational environment
as well as necessary software packages.

Virtual machines (VM) have been used to simulate computing environments
since the 1960s [42]. VMs are software which allows functional emulation
of a specific physical computer on a different computer. Containers are
lightweight counterparts to VMs, offering virtualization at the operating
system level as opposed to the hardware level. Containers allow the pack-
aging of an application, with its dependencies, so that it can be run in
isolation from other processes. Container technology enables the analyst
to work in a computing environment that has been frozen with respect to
the libraries and conditions of the analysis. As a result, the analyst can
use the same software that analysts were using several years ago without
having to download all the relevant years-old libraries.

Two widely adopted open source container technologies are Docker and
Singularity [43]. The former is used for development, testing, and deploy-
ment across various software enterprises, while the latter was specifically
designed for HPC clusters.

Containers are powerful additions to computational workflows as they pack-
age the precise computational components required to execute each step.
For instance, containers ensure that the step performing data selection has
the necessary data selection libraries installed, while the step requiring spe-
cific CMS SoftWare (CMSSW) has access to the necessary release. Further
information regarding containerizing CMSSW is provided in Appendix [A]
Another major benefit is the portability that containers provide. Analysts
can download containers and recreate the analysis environment on their
own system, data center or cloud provider.

In this thesis a lightweight Docker image only containing the base operating
system (Centos7) was used. Cern VM File System (CVMFS) was mounted
during run time to access CMSSW for compiling the code and for execution.
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7.5 Continous integration and delivery

Computational workflows and containerization are practises which facili-
tates portable, shareable and reproducible analyses. Together with auto-
mated systems they allow the tracking of changes to the source code, input
data and computing environment. As a result, such changes can be tested
and if needed reversed automatically.

Analysts typically use a source code management system (also known as
version control) such as GitHub [44] or GitLab [45] for developing their
analysis code. Traditional sequential development methods are often used,
where deployment follows the planning, developing and testing stages. Soft-
ware engineering practises such as continuous integration (CI) and contin-
uous delivery (CD) allow a different approach of code management, where
all four stages cycle continuously with the software always being in a de-
liverable state. An illustrative comparison between traditional sequential
development methods and CI/CD is presented in Figure

Sequential development CI/CD
methods
Plan and Develop
Version design
Planand Develop control Analyse  Publish
design andtest  Result
Constant
deliverable
state
Version
Analyse control
Result and test

Figure 7.4: Schematic illustration comparing traditional sequential devel-
opment methods and CI/CD. The main distinction is that CI/CD cycles
all four stages (planning, developing, testing and deploying) continuously,
allowing the software to be in a constant deliverable state.

CI commonly means that the developer continuously integrates their changes



7.5 Continous integration and delivery 55

with the main codebase. This is achieved by automating the compilation
and test phases of the workflow. The system is configured to automatically
perform the tasks after the integration of code changes [46]. In so doing,
one may avoid challenges that can occur when when integration is delayed.
CD is an extension of CI. CD ensures that the software is always ready to
be released [47].

The main benefits of CI/CD are avoiding errors as the coding mistakes
are identified early by the automated tests. This allows the developer
to spend less time testing and solving issues, leaving more time for code
improvement. In addition, CI allows the analyst to often and automatically
examine how changes in the source code, input data and computational
environment affects the output.

For these reasons, CI/CD have gained widespread popularity in the soft-
ware industry. However, despite these benefits it has not yet been adopted
by most physicists. The CMS experiment has a lifespan of decades, includes
coding contributions from a large number of developers and is constantly
being upgraded to achieve higher precision. Due to the lack of standardi-
sation of the individual analyses within the wider CMS experiment, intro-
ducing CI/CD would greatly increase coding efficiencies, minimise the need
for manual testing and maintain code quality.

REANA has developed a GitLab-REANA bridge that allows researchers
to use GitLab as the source code management platform to develop their
workflows, and REANA as a CI service to run them. The jet calibration
workflow of this thesis was developed in hand with this integration.
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Chapter 8

Results

In this chapter further details are presented about the simulated samples
that were used when computing the jet energy corrections discussed in this
thesis. The average value of the ratio of measured jet pp to particle-level
jet plr}td is referred to as the response. As a ratio close to one indicates a
well calibrated jet, the response is used to validate the computed energy
correction. The response of the computed corrections are presented, as are
the benefits of automating the computation. The corrections are computed
for jets with two different jet distance parameters (R=0.4 and R=0.8).
There is also a consideration of the benefits of using a declarative, rather
than imperative, paradigm.

8.1 Sample description

The main input to the workflow were two simulated QCD multijet samples
(with and without pileup overlaid), each consisting of tens of millions of
events. Both samples had a size of a few terabytes. The first step of the
preparatory phase consists of matching particle-level jets to PF jets. In
this step, a preliminary filter is applied to the data in order to extract
only information which is useful for downstream analysis. This speeds
up the analysis. This step is typically split into several hundred parallel
computing jobs, each lasting several hours, and is performed with specific
tools implemented in CMSSW. The output of this preparatory phase is
an analysis formatted sample which has a reduced size of a few hundred
gigabytes. This step is summarised in the two first rows of Table
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Sample Byte size | Production time

Simulated QCD samples O(10 TB) | O(1 week)
Analysis formatted samples O(100 GB) | O(1 day)
Combined with/without pileup | O(1 GB) O(1 hour)

Control distributions O(1 MB) O(1 min)

Table 8.1: Sequential summary of the byte size and production time of the
analysis samples.

The samples then enter the jet energy calibration workflow described in
this thesis. The corresponding jets from the samples with and without
pileup are combined to calculate the offset and resulting corrections. If
we exclude the creation of the QCD samples and the subsequent analysis
formatted sample (they are typically only run once in the beginning and
are not part of the jet energy calibration workflow captured in this thesis),
this creation of the combined sample is the most time-consuming part of
the workflow. The combined data set is reduced to a few gigabytes in size
and the files containing the subsequent corrections and control distributions
are of the order of megabytes. The data set sizes for the derivation of the
simulated response corrections are similar.

8.2 Correction computation with R=0.4

Here, the result from computing the pileup offset and response corrections
for jets, with jet distance parameter R=0.4, is illustrated. In Figure[8.1] the
offset-corrected response (as a function of jet |n|) before and after applying
response corrections are presented. The simulated jet response for jets
ranging from low to high pr is shown in Figure (left). The response is
stable for the majority of the barrel region, maintaining a value between
0.90 and 0.95. At |n| > 1 the response decreases, with a noticeable dip in
the transition between the barrel and endcap regions. After a slight upturn,
the response decreases throughout the endcap region, reaching a low point
when entering EC2 (with the exception of jets with pp > 400 GeV).
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In the endcap and forward regions, the responses for jets of different pr
diverge. The general response then increases in the forward region, but
a distinction between the jets with different pr remains. The response is
lower for low pr jets, in particular in the region around |n| = 3.0 where it
decreases to 0.59 and 0.65 for jets with pr equal to 30 GeV and 60 GeV
respectively.

The response, after applying the pileup offset and response corrections, as a
function of reconstructed 7, is shown in Figure (right). The response has
improved accuracy, and is within +0.01 in the barrel region. The response
decreases around |n| = 2, but then improves and returns to +£0.01 for jets
with 3.5 < |n| < 5.
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Figure 8.1: The left-hand panel shows the simulated jet response versus jet
In|. The simulated response is shown for different values of jet pp. On the
right is the response after applying the pileup offset and response correc-
tions, versus reconstructed 7. The response is shown for particle-level jets
with energies between 1-10000 GeV. The jets are clustered from simulated
QCD samples using the anti-k; algorithm. The jets are reconstructed with
jet distance parameter R=0.4 from PF candidates having been subjected
to CHS.

In Figure the response as a function of the particle-level jet pp fel g
shown (1) before any corrections, (2) after correcting for pileup offset and
(3) after correcting for pileup offset and the non-linear detector response.
To illustrate the dependence of the response on jet 7, distributions corre-
sponding to different values of 1 are shown separately. Before any correc-
tions are applied, the response is in general higher than 1 for jets with pr
< 100 GeV excluding jets with 1.3 < |n| < 2.5 in which the limit is set at
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about 30 GeV. After correcting for pileup offset, jets with 2.5 < |n| < 3.0
have a noticeably lower response. The response for these jets reaches 0.56
as the pr decreases. After correcting for both pileup offset and the non-
linear detector response, the jet response is stable for jets with pr in the
ranges from 30 to 2000 GeV. For jets with pr < 30 GeV, excluding jets
with 2.5 < |n| < 3.0, the response stays within +0.05. For jets with
2.5 < |n| < 3.0 the response decreases as the jet pr decreases, finally
reaching 0.79.

8.3 Correction computation with R=0.8

Here, the results from computing the pileup offset and response corrections,
for jets with jet distance parameter R=0.8, are illustrated. The simulated
jet response for jets ranging from low to high pp (Figure left) will
be considered first. As with R=0.4, the detector response is stable for the
majority of the barrel region, remaining between 0.90 and 0.95 for jets with
pr > 60 GeV. Similarly to R=0.4, in the endcap and forward regions the
response diverges for jets with different pp. However, for R=0.8, there is
already a noticeable divergence in the barrel region for jets with low pr.
Again, there is a slight dip in the transition between the barrel and endcap
regions. Similarly to R=0.4, the response in generally lower for low pr jets.
The response in the forward region follows a similar curve as for R=0.4.

The response, after applying the pileup offset and response corrections (Fig-
ure right), is also similar to that of R=0.4. The response is within +0.01
in the barrel region. However in contrast to R=0.4, the response remains
within that limit for longer, up to |n| < 4. Additionally, the barrel and
endcap regions are characterised by reduced response variation.

The response at different stages of the workflow (Figure are now con-
sidered. Before applying the corrections the response is higher than 1 for
jets with pp < 100 GeV. This is similar to the results for R=0.4, but also
includes jets with 1.3 < || < 2.5). Similarly to R=0.4, after computing
and correcting for pileup offset, jets within 2.5 < |n| < 3.0 have the lowest
response (reaching 0.60 at pr equal to 0 GeV). After correcting for both
pileup offset and the non-linear detector response, the jet response is stable
for jets with pr in the ranges 50 — 2000 GeV. For jets with pt < 50 GeV
the response decreases with pr, decreasing to 0.85 for jets in the barrel and
endcap region, and 0.57 for jets with 2.5 < |n| < 3.0.
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Figure 8.2: These graphs show the response, with statistical uncertainties,
at various stages of computing the jet energy corrections. The response

is measured in bins of pgfd before any corrections (top), after correcting

for pileup offset (bottom left) and after correcting for pileup offset and the
non-linear detector response (bottom right). The response is shown for
different values of |n|. The jets are clustered from simulated QCD samples
using the anti-k; algorithm. The jets are reconstructed with jet distance
parameter 0.4 from PF candidates having been subjected to CHS.
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Figure 8.3: The left-hand panel shows the simulated jet response versus jet
In|. The simulated response is shown for different values of jet pp. On the
right is the response after applying the pileup offset and response correc-
tions, versus reconstructed 1. The response is shown for particle-level jets
with energies between 1-10000 GeV. The jets are clustered from simulated
QCD samples using the anti-k; algorithm. The jets are reconstructed with
jet distance parameter 0.8 from PF candidates having been subjected to
CHS.

8.4 Automation and the declarative approach

It was found that the jet energy calibration workflow could be successfully
automated using the methodology described in this thesis. The benefits
associated with this automation are now considered.

Workflow automation allows the monitoring of simulated sample genera-
tion, as well as automatic computation of the corrections (independent of
analyst input). The workflow can be started as soon as the input data
sets are available, and runs to completion without the need for further user
input. In addition, the application of the declarative paradigm to the work-
flow greatly reduces the time needed to obtain the results. As a result the
running time of the workflow decreases from two days to approximately two
hours. This is achieved in part by removing responsibility for code execu-
tion from the analyst. This enhanced autonomy, coupled with a reduced
running time, means that first pass calibration results are available almost
immediately.



8.4 Automation and the declarative approach 63

Uncorrected (13 TeV)

© e ———rrrr————]

2 1-35_ o, QCD Monte Carlo

s;) 128 %, Antik, R=0.8, PF+CHS -

by E oi' 3

g oty E

i Sppeer ;

09 =3

085

0.7F 3

£ —+ <13 E

065 4-13< <25 7

0.5 +25< | <3.0

o4f o, B0ghieso

20 100 200 10002000

p?}d (GeV)
Pileup-corrected (13 TeV) Pileup- and response-corrected (13 TeV)
o —rr————————rr————— o e
8 13? QCD Monte Carlo E 8 13? QCD Monte Carlo E
§ 1.2F Anti-k; R=0.8, PF+CHS § 1.2 Anti-k; R=0.8, PF+CHS
o} a 3 o} E 3
e E c . 3
1F . e s * eve
£ S cos. ] F o 9
£ oo pb g boeo 853, T k|
0.9  eestiitit E 0.9, E
F 83&?990 o * | 1 B E
0.8# o ] E 0.8 e E
0.7F 3 0.7F =
+mM<13 E E + <13 E
0.6§ 4-13<ml<25 7 0.6 +-13<n<25 -
0.5 +25<n| <3.0 5 0.5 +25<nf<3.0 7
0.4E 4+-8.0<<5.0 ] 0.45 —3.0<|<5.0 ]
“E Lol Lol L R Lol Lol M-

20 100 200 1000 2000 20 100 200 1000 2000

p_;ln_tcl (GeV) p$tcl (GeV)

Figure 8.4: The response (average value of the ratio of measured jet pp
to particle-level jet p%td), with statistical uncertainties, at various stages
of computing the jet energy corrections. The response is measured in bins
of pgf  before any corrections (top), after correcting for pileup offset (bot-
tom left) and after correcting for pileup offset and the non-linear detector
response (bottom right). The response is shown for different values of |n|.
The jets are clustered from simulated QCD samples using the anti-k; algo-
rithm. The jets are reconstructed with jet distance parameter 0.8 from PF

candidates having been subjected to CHS.
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Another result is the increased ease of code maintenance. The compu-
tational steps are saved with the environment in one place under version
control. Source code changes, changes to the job description and changes to
the computational environment are all automatically saved and versioned
between runs. This brings improved reproducibility. With the addition
of CI, the analyst is able to test changes at any stage. This allows, for
example, the analyst to take into account an improved parameterisation.
The restarted workflows are versioned and do not overwrite previous it-
erations, thereby conserving the full provenance of results and facilitating
comparisons between previous runs.

However, it is worth noting that this method is not without its challenges.
As with all physics analyses, the analyst typically rerun workflows many
times with altered conditions, either to fix a problem or to study the re-
sults with altered parameters. With this new automated approach, manual
intervention is still required to do this.



Chapter 9

Discussion

The results of the thesis are discussed in detail. Firstly, the similarities and
differences between the computed jet response for jet distance parameter
R=0.4 and R=0.8 will be considered. Secondly, the advantages to automat-
ing the jet energy calibration workflow will be presented. This will include
the benefits of shifting from the imperative to the declarative paradigm. Fi-
nally, potential sociological and technological challenges to the widespread
adoption of automated declarative analyses will be discussed.

9.1 Comparing corrections with R=0.4 and R=0.8

Examining the response figures for R=0.4 and R=0.8, it is clear that the
general structure for both cases follows the same curve. As seen in Fig-
ure (left) and (left), in the barrel and endcap regions, there is a
general trend of decreasing jet response as |n| increases. With increasing
|n|, the distance which the particles have to travel through the tracker, and
correspondingly the amount of material traversed, increases. As a result, at
higher ||, there is a greater chance of particles decaying before depositing
their energy in the calorimeters, leading to a decrease in the response. The
detector performance is particularly poor in the transition regions. The
reason is again the larger amount of material in front of the calorimeters,
and the correspondingly high rates of nuclear interactions in the tracker. As
the EC2 region (2.5 < |n| < 3.0) is outside tracker coverage, the response
decreases due to a lack of tracks to be used by event reconstruction.

65



66 9 Discussion

Although the pattern for the jet response when R=0.8 is broadly similar to
that of R=0.4, there are a few differences suggesting a dependence between
the jet response and the jet distance parameter R. Jets with larger distance
parameter tend to contain a larger fraction of low-energy particles. Low-
energy particles have a lower response compared to particles from hard
scatter, lowering the response for low pr jets with large R. This can be
seen in Figure (left) and (left). Comparing jets of 30 GeV in both
figures, the response for jets with R=0.8 is about 0.85 throughout the barrel
region, while jets with R=0.4 is at 0.9. A similar, but less severe, effect can
be seen for jets of 60 GeV. In contrast, the high pt jets are not affected
by the jet distance parameter, staying at 0.95 in both cases.

Before correcting, the measured jet pr is greater than the particle-level jet
p’fd for low pr jets with both R=0.4 and R=0.8. This can be seen in the
top of Figure and This is largely due to low energy pileup. When
comparing the top and bottom left figures of Figure[8.2)and [8.4] the response
after applying pileup-offset corrections give the biggest improvements in
accuracy for jets with pp < 100 GeV (R=0.4) and pr < 400 GeV (R=0.8).
The observed difference between jets of different R is again explained by
the increased amount of particles from pile-up covered by the larger jet
area.

The larger the R, the larger the area in (7, ¢)-plane that is covered by the
jet. As an effect, larger jet distance parameters average the jet response
over a larger area. As a result, sharp features in the detector response
versus 7 are smeared. This can be seen in Figure[8.1] (right) and [8.3] (right).
Comparing the two figures, the response for jets with R=0.4 appear more
spread out, while the response for jets with R=0.8 follow a smooth curve.

9.2 Benefits of automation and the declarative
approach

The results obtained from the automation of the jet energy calibration
workflow strongly suggests that capturing complex experimental particle
physics analyses with declarative workflow languages is both achievable and
advantageous. The main benefits are that the workflow is quick, portable,
scalable, and easy to maintain and compare to previous versions.

The reduced running time was expected, and may be explain by two fac-
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tors. Firstly, by automating the code execution, the workflow can be per-
formed independently of the analyst. This speeds the analysis as it can
progress without the need to wait for analyst input, which may be delayed
if the analyst is working on another task or it is out of working hours.
The running time is also enhanced because of improved resource availabil-
ity. In the established approach, the analyst dispatches jobs to computing
servers through HTCondor. The HTCondor system is widely used, lead-
ing to queueing times which are often significant, slowing the analysis. In
contrast, the jet energy calibration workflow described in the thesis runs
in the REANA cluster. At the time of writing (February 2021) the RE-
ANA cluster has 10 nodes and 80 cores available. The traffic on REANA
is relatively low, greatly reducing the waiting time before the analysis can
begin and increasing the analysis speed. On REANA, the workflow runs
with an average of two hours. Secondly, it is also possible to introduce a
further automated step to initiate the analysis pipeline. By monitoring the
generation of the simulated samples (e.g. with a cron job) the correction
computation may be automatically started and ran to completion with-
out analyst input. This removes any lag-time between simulated sample
generation and beginning of the analysis.

The resulting reduced run time provides quick feedback on the data set
quality to the CMS collaboration, enhancing the efficiency of the experi-
ment.

The declarative approach further reduces workload of the analyst. Changes
to the job orchestration is eased by the help of the computational work-
flow. To give one example, with the computational workflow of this thesis,
changing the input only requires changing the path at one place in the
script. This is true even when the number of files changes. In contrast,
with an imperative approach, changing the number of files might affect the
interconnection between downstream jobs, requiring more code handling.
The reduced workload frees up time for the analyst. Instead of repeatedly
running the largely technical and tedious parts of work, the analyst’s time
can be allocated to improving the analysis.

As discussed in Section to help ensure the reproducibility of compu-
tational results, clear and complete information about any computational
methods, data and conditions that support the published results should
be shared. In our case, reproducibility is facilitated by keeping the full
description of these in one place. The computational steps and associated
parameters are stored and versioned by storing the computational workflow
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under version control. The computational environment where the analysis
was originally executed, such as operating system and library dependencies
are saved with the use of container technology. In addition to reproducing
the final result, any intermediate results and outputs are guaranteed with
the complete analysis pipeline captured by the computational workflow.

9.3 Challenges of automation and the declarative
approach

The current common practice of experimental particle physicists is cen-
tered around the imperative approach rather than declarative. While there
are clear advantages to the new declarative approach, there may be a few
obstacles to its widespread adoption. Despite requiring less extensive pro-
gramming skills compared to the established approach, declarative pro-
gramming does require the analyst to think differently about the problem
at hand. The use of declarative programming necessitates more than simply
learning a new software tool, it requires a new way to structure the whole
analysis. This may lead to some initial resistance from analysts. However,
once the extensive benefits of declarative programming are understood, we
anticipate the analysts to buy in to this approach.

Additional challenges foreseen by us are more technological in nature. As
described in Chapter |8, manual intervention is still necessary when rerun-
ning workflows. This is common practice when considering the effects of
different conditions. The non-automated and imperative nature of the es-
tablished approach allows the process to be restarted partway through,
without the need to return to the beginning. This is desirable as the initial
steps are often the most time-consuming. This is because the data sets
must first be filtered to only contain information relevant for the down-
stream analysis and converted to a simplified data format, which enables
faster analysis. In contrast, the automated declarative approach requires
the entire process to be repeated to obtain new results. The duplicative
and redundant rerunning of analyses represents an inefficiency of the cur-
rent state of the automated declarative approach. It is possible to manually
intervene to avoid the need to return to the start of the analysis. However,
this process is more difficult than it is in the imperative approach. Future
development addressing this issue will facilitate wide-spread adoption of
this methodology.
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Conclusion

This thesis describes the successful automation of the CMS jet energy cor-
rections (derived from simulation) computations. This was achieved using
the declarative paradigm, as opposed to the more commonly used impera-
tive paradigm. While the widespread adoption of this new approach must
overcome anticipated challenges of a sociological and technological nature,
these are considered surmountable in light of the extensive benefits.

The workflow description and containerisation allowed preservation of the
computational tasks of the analysis together with the full description of the
job orchestration and the execution environment. Accompanying source
code management facilitated easier code maintenance, enhanced analyst
productivity and simple comparisons between runs. Additionally, the wider
declarative approach brought the benefits of reduced analysis running time
and increased analysis portability and scalability. Importantly, higher levels
of reproducibility were facilitated. In conclusion, automation of the jet
calibration has the potential to enhance productivity and free the analyst
to spend more time improving the corrections. This can lead to a better
understanding of the JES and its uncertainties, facilitating more precise
downstream analysis measurements and improving the CMS experiment as
a whole.
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Appendix A

CMSSW Docker image building
service

The CERN Open Data portal uses virtual machines (VMs) to provide ac-
cess to CMS-specific software and conditions. VMs with CMS SoftWare
(CMSSW) facilitate execution reproducibility on machines without access
to the framework. VMs are often used for educational purposes, for example
by teachers and students at workshop events. As container technology has
become more popular, there has been a movement towards system-agnostic
containerized versions of CMSSW. Containers are more light-weight than
VMs and therefore require less allocated space and download time. The
main advantage of containerized versions of CMSSW mirrors that of VMs;
they provide an interface facilitating access to computing tools for working
with CMS data. Additional benefits include allowing:

e Teachers and students to avoid the need to spend hours setting up
the necessary software, often for use in a short lesson.

e Easy management of the environment and dependencies when run-
ning on the batch system.

e Developing of analysis in a self-contained environment.
e Offline development.
e Access to CERN VM File System (CVMFS).

e Shared common setup between developers of larger projects.
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e Analysis preservation and reproducibility.

We created a platform for building Docker containers, with installed CMSSW
releases, on demand. The CMSSW Docker image building service (cmssw-docker .
web.cern.ch/)) is a part of the HEPContainers project. The goal of this
project is to converge all HEP containers into one place, making it easy for
physicists in the HEP community to use and distribute containers created
specifically for their kind of work.

The platform has a frontend created in REACT and backend coded in
Golang. The platform avoids the need for a database by utilising GitLab.
When a request is made in the frontend by the user, a HT'TP request to
the backend is made. The backend utilises the GitLab API to create an
Gitlab issue, storing the necessary information. This include, the CMSSW
release, SCRAM ARCH version, reason for request and email of the re-
quester (if entered). The issue (request) stays open until approved. The
administrators of the site approves the request by interacting with the issue
(more exactly by adding the label “Approved”). A webhook, triggered by
the event, then provides the backend with the information of the requested
image. The information is parsed and the GitLab API is used to start a
pipeline on the GitLab CI. A tool known as kaniko is responsible for build-
ing the container images. Building of the image may take few hours until
completion. When the status of the pipeline changes, a HT'TP request is
made to the backend via another webhook. If the build is successful the
requester is provided with an email for how to access the requested Docker
image. In case of issues, the administrators are warned.

Users navigate through requests via the web page created by the admin-
istrators. On the other hand, the administrators manages all requests
through the exploitation of GitLab.


cmssw-docker.web.cern.ch/
cmssw-docker.web.cern.ch/
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