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a b s t r a c t 

Recent studies utilizing electrophysiological speech envelope reconstruction have sparked renewed interest in 

the cocktail party effect by showing that auditory neurons entrain to selectively attended speech. Yet, the neural 

networks of attention to speech in naturalistic audiovisual settings with multiple sound sources remain poorly 

understood. We collected functional brain imaging data while participants viewed audiovisual video clips of life- 

like dialogues with concurrent distracting speech in the background. Dialogues were presented in a full-factorial 

design, comprising task (listen to the dialogues vs. ignore them), audiovisual quality and semantic predictability. 

We used univariate analyses in combination with multivariate pattern analysis (MVPA) to study modulations 

of brain activity related to attentive processing of audiovisual speech. We found attentive speech processing 

to cause distinct spatiotemporal modulation profiles in distributed cortical areas including sensory and frontal- 

control networks. Semantic coherence modulated attention-related activation patterns in the earliest stages of 

auditory cortical processing, suggesting that the auditory cortex is involved in high-level speech processing. Our 

results corroborate views that emphasize the dynamic nature of attention, with task-specificity and context as 

cornerstones of the underlying neuro-cognitive mechanisms. 
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. Introduction 

Listening and comprehending speech in noisy environments is so ef-

ortless for humans that we often ignore its computational demands.

lthough artificial intelligence (AI) platforms can transcribe noise-free

peech with ever increasing accuracy, the AI transcription of speech in

oisy conversational settings has proven much less satisfactory (for re-

ent advances, see Ephrat et al., 2018 ). The superior performance of

umans compared to computers relates to attentional selection that

nables speech comprehension in noise. We still know little about

he neural processes underlying such attentional selection. One rea-

on is that research on speech comprehension (e.g., Friederici, 2011 ;

riederici and Gierhan, 2013 ) has advanced largely in isolation from

esearch on selective attention. Indeed, attention-related modulation

f neural responses to speech sounds has classically been presumed

o comprise simple mechanisms that non-specifically increase the gain

nd fidelity of neuronal responses ( Briggs et al., 2013 ). This view

as, however, changed during the last decade thanks to method-
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logical advances that enable studying selective attention in ecolog-

cally valid settings with multiple sound sources. These studies, us-

ng electrocorticography (ECog; Golumbic et al., 2013 ; Mesgarani and

hang, 2012 ; O’Sullivan et al., 2019 ), electroencephalography (EEG;

’Sullivan et al., 2015 ; Riecke et al., 2019 ) and magnetoencephalogra-

hy (MEG; Ahissar et al., 2001 ; Zion Golumbic et al., 2013 ), have shown

hat when listeners attend to one speech stream in the presence of com-

eting speech streams, auditory neurons differentially track changes in

he speech-sound envelope of the attended stream. Furthermore, func-

ional magnetic resonance imaging (fMRI) studies suggest that atten-

ion modulates processing in auditory cortex (here core, belt and para-

elt, Moerel et al., 2014 ) and surrounding regions when listening to

peech in the presence of noise (e.g., Alho et al., 2006 ; Alho et al.,

003 ). 

Since the pioneering studies on selective listening ( Cherry, 1953 ),

t has been debated whether attentional selection occurs based on

imple physical features of the attended voice (e.g., location or

itch) or whether it reflects higher-level (e.g., semantic) processing
ber 2020 
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f speech sounds. Early psychophysical studies suggested that at-

entional selection of speech operates on low-level auditory features

 Broadbent, 1954 ). Later studies showed that unattended words may

low down processing of coinciding attended words when the attended

nd unattended words are semantically related, supporting late selec-

ion models ( Deutsch and Deutsch, 1963 ; Lewis, 1970 ). The results of

reisman and colleagues ( Treisman et al., 1974 ) partly reconciled these

iews by showing that the distracting effect of semantic similarity be-

ween unattended and attended words decreases with time, probably

ecause attention becomes more effectively entrained to attended voice

 Hansen and Hillyard, 1988 ; Näätänen et al., 1992 ). To explain such

ndings, Näätänen (1990) suggested that during selective listening there

s a gradual buildup of a so-called ‘attentional trace’ in the auditory cor-

ex. This trace represents the physical features (e.g., location or pitch)

hat distinguish the relevant sounds from the irrelevant ones, and all

ncoming sounds are compared with this trace and only the matching

nes are selected for further processing. Thus, the assumption that se-

antics do not influence early speech processing has remained and has

eceived some support from electrophysiological studies. For example,

emantic manipulations in attended sentences do not modulate event-

elated potentials (ERP) until 250–500 ms after stimulus presentation

see, e.g., Connolly et al., 2001 ; Kutas and Hillyard, 1980 ; Lau et al.,

008 ), suggesting that these modulations are generated by higher-level

peech processing, beyond the primary and adjacent auditory cortex.

et, some fMRI ( Tuennerhoff and Noppeney, 2016 ; Wild et al., 2012 )

nd EEG/MEG studies ( Luo and Poeppel, 2007 ; O’Sullivan et al., 2019 ;

eelle et al., 2013 ; Sohoglu et al., 2012 ) have suggested that speech in-

elligibility modulates low-level speech processing in the auditory cor-

ex, presumably by enhancing the processing of the acoustic and pho-

etic features of speech while concurrently improving semantic process-

ng. However, some recent studies suggest that semantic features alone

ay modulate processing in auditory cortex: A recent EEG study, utiliz-

ng continuous natural speech and speech-amplitude-envelope-decoding

nalyses, showed that the semantic association strength of a word to its

entential context modulated cortical tracking of the speech-amplitude

nvelope ( Broderick et al., 2019 ). Importantly, this semantic modulation

as evident as early as 50–100 ms from word onset, suggesting modula-

ion of early cortical processing by semantics. Thus, there is increasing

vidence that higher-order information such as phonology and seman-

ics intervenes in low-level auditory processing (see also, Rutten et al.,

019 ). 

In the present study, we used fMRI to systematically investigate at-

entional modulation of speech processing during a simulated audio-

isual cocktail-party-like setting. In contrast to the recent advances

n speech envelope analysis using electrophysiological measurements,

here are currently much less fMRI studies on attention-related pro-

esses of speech in settings with multiple sound sources. Furthermore,

nlike previous studies that have mostly used auditory speech only and

 single speaker, here we instead utilized audiovisual (AV) speech with

wo speakers interacting with each other. In our novel paradigm, par-

icipants attended to video clips of dialogues between a male and a

emale speaker with a distracting speech stream played in the back-

round ( Fig. 1 A). To increase attentional demands, we modulated the

uditory quality by noise-vocoding ( Boersma and Weenink, 2001 ) and

isual quality in the videos by masking ( Sumby and Pollack, 1954 ). We

lso modulated the semantic context: Half of the dialogues had a coher-

nt discourse while in the other dialogues the discourse was incoherent

nd consisted of mixed lines from different dialogues (see Fig. 1 D). We

mployed a fully factorial design where participants performed two dif-

erent tasks: 1) AV speech task, where the participants attended to the

ialogue while ignoring distracting speech, and 2) visual control task,

here the participants ignored the dialogue and the distracting speech,

nd instead counted rotations of a cross presented near the mouth of

ither speaker. Comparing these two tasks enabled us to separate mod-

lations of brain activity due to attentive processing of AV speech from
timulus-dependent activations and the switching of attention between

he left and right hemifields. 

We used a combination of univariate analyses and multivariate de-

oding/classification to study attentive processing of AV speech. We

xpected that attentive processing of AV speech would modulate ac-

ivations in a widespread network consisting of the auditory cortex and

djacent STG/STS regions involved in sensory processing of speech.

he AV quality of the videos was thought to interact with attention-

elated brain activity in two alternative and even opposing ways: Ei-

her good AV quality might cause stronger entrainment of attention to

peech ( Ding et al., 2014 ; Evans et al., 2016 ; Golumbic et al., 2013 ;

ong et al., 2015 ; Leminen et al., 2020 ), or poor AV quality might

ead to enhanced attention-related modulations of brain activity due

o increased effort. Moreover, improved semantic clarity might modu-

ate activity either only in the higher-order auditory regions such as the

TG/STS ( Näätänen et al., 1992 ; Tylen et al., 2015 ), or also in the low-

evel processing regions of the auditory cortex ( Broderick et al., 2019 ). 

. Methods and materials 

.1. Participants 

Functional magnetic resonance imaging (fMRI) data were collected

rom 23 adult participants (14 females, age range 19–30 years, mean

4.3 years). fMRI data were excluded based on pre-established crite-

ia. Two participants were excluded due to excessive head motion ( >

 mm) and two participants due to anatomical anomalies that effected

oregistration. Thus, data form 19 participants (12 females) was used

n the analyses. Participants were right-handed native Finnish speakers

ith normal hearing, normal or corrected vision, and had no history

f psychiatric or neurological illnesses. Handedness was verified by the

dinburgh Handedness Inventory ( Oldfield, 1971 ). Before the experi-

ent, a written consent was obtained from each participant. The exper-

ment was approved by the Ethics Committee of the Hospital District of

elsinki and Uusimaa, Finland. 

.2. Preparation of stimulus materials 

The stimuli consisted of dialogues between two (female and male)

ative Finnish speakers. Consent has been obtained from the two indi-

iduals (see, Leminen et al., 2020 ). The dialogues were related to neutral

veryday subjects such as the weather. The dialogues consisted of seven

ines (ca. 5.4 s of duration) followed by a ca. 3.5 s break (2.9–4.3 s).

hus, the total length of each dialogue was 55–65 s (mean 59.2 s). Talk-

rs spoke their lines in an alternating fashion. In half of the video clips,

he female talker started the conversation. 

The original 36 dialogues ( Leminen et al., 2020 ) were recorded so

hat the talkers sat next to one another with their faces slightly tilted

owards each other (see Fig. 1 A). This enabled us to keep the setting as

atural as possible with the talkers’ faces visible. For more details on

he recordings, (see, Leminen et al., 2020 ). 

In the present study, we used 24 of the original dialogues for the

oherent context conditions. The rest of the dialogues were used to

onstruct 24 new dialogues with an incoherent plot for the incoherent

ontext conditions. This was achieved by shuffling lines from different

ialogues. First, the audio stream was removed from the video. There-

fter, the video image was edited with Adobe Premiere Pro CC -software

Adobe Inc, San Jose, California, USA). To prevent participants from

oticing the changes between the dialogues, the transition from one di-

logue to another always occurred on the side where the talker was

ilent. In other words, if the female was talking, half-way into the line

he video image of the male talker would change into that of another di-

logue (see Supplementary video material 1–8; https://osf.io/agxth/ ).

ransitions between the two dialogues were made as smooth as possible

sing Adobe Premiere (Adobe Inc, San Jose, California, USA) morph-cut

https://osf.io/agxth/
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Fig. 1. The audiovisual (AV) cocktail-party paradigm used in the current study. (A) Participants were presented with video clips (ca. 1 min in duration) of male and 

female speakers discussing neutral topics, such as the weather, while a continuous audiobook was played in the background. Speech from the two talkers alternated 

with a short break between talkers. Participants performed two tasks: 1) an AV speech task, where they attended to the dialogue while ignoring the audiobook and 

answered questions about each line of the dialogue immediately after the video-clip finished, and 2) visual control task, where the participants ignored the dialogue 

and audiobook, and instead counted rotations of a cross presented below the neck of the talker who was speaking at the moment (see 2.2–2.4 details). (B) The 

semantic context of the dialogue was either coherent (left), that is, each line logically followed the previous one, or incoherent (right), where successive lines were 

unrelated. (C) Videos were presented at two levels of auditory quality: Poor auditory quality, where the audio stream of the dialogue was noise-vocoded ( Boersma and 

Weenink, 2001 ) with four logarithmically equidistant frequency bands above 0.3 kHz (i.e., the fundamental frequency was untouched), and good auditory quality, 

where it was noise-vocoded using 16 bands above 0.3 kHz (white horizontal lines on the spectrograms denote the frequency band borders). (D) Visual quality of the 

faces was modulated by masking the speakers’ faces with different amounts of dynamic white noise. 
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unction. The lighting of the videos was edited to fade small differences

etween the different clips. 

The original dialogues used for creating the shuffled dialogues were

hosen based on the location and posture of the speakers so that there

ould be minimal visual transition between each line of the shuffled

ialogues. However, because slight differences in lightning and posture

f the speakers, we chose to divide the videos into pools of six videos that

ere maximally similar. Note that each new incoherent dialogue had

even lines. Thus, each of the five line were from a separate dialogue,

nd the remaining two from one dialogue. To secure that all lines were

qually unpredictable, we made sure that the two lines from the same

riginal dialogue were separated by at least 4 other lines. 

Two small grey squares (size 1.5° × 1.5 °) were added to each video

elow the faces of the speakers. A white cross (height 0.5 °) was placed

n the middle of the square below the face of the talker who was speak-

ng. This cross faded out immediately as the talker ended his/her line
nd reappeared 1.5 s later. Thus, most of the time there were two crosses

resent (see Suppl. Video material 1–8; unlike in our experiments, these

ideos have English subtitles). In the visual control task, the disappear-

nce of the cross indicated that the participant should turn their atten-

ion to the other side of the frame. The cross changed from a multipli-

ation sign ( × ) to a plus sign ( + ), or vice versa, randomly 9–15 times

uring each dialogue. The cross rotated only on the side where the talker

as speaking. During each of the seven lines, the cross rotated 1–4 times

every 1.25–2.5 s). 

Before adding the audio streams back to the videos, they were noise-

ocoded (see, Leminen et al., 2020 ). We divided the audio streams into

 and 16 logarithmically spaced frequency bands between 0.3 and 5 kHz

sing the Praat software (version 6.0.27, Boersma and Weenink, 2001 ).

he talkers’ F0 (frequencies 0–0.3 kHz) was unchanged to maintain

 clear male-female difference. According to the behavioural ratings

N = 5) done in our previous publication ( Leminen et al., 2020 ), the



P. Wikman, E. Sahari and V. Salmela et al. NeuroImage 224 (2021) 117365 

s  

u  

v  

q

 

w  

m  

2  

R  

h  

t  

s

 

t

 

t  

W  

t  

t  

w  

f  

l  

2

2

 

c  

m  

a  

t  

d  

t  

4  

e  

s  

o  

d  

1  

f  

c  

f

 

w  

t  

m  

t  

v  

e  

a  

a  

s  

fi  

t  

t  

s  

e  

a  

k

2

 

t  

p  

t  

t  

d  

c  

s  

p

 

t  

c  

v  

t  

t  

a  

p  

t  

i  

‘  

t  

p  

o

 

t

2

 

t  

s  

i  

f

2

 

S  

i  

s  

a  

m  

r  

w  

a  

s  

a  

m  

f  

t  

n  

i  

o

 

c

2

2
 

l  

w  

o  

i  

q  

r  

w  

i  

w  

N  
peech with 4 noise-vocoded frequency bands was considered almost

nintelligible (poor auditory quality), and the speech with 16 noise-

ocoded frequency bands was considered intelligible (good auditory

uality). 

To manipulate the amount of visual speech seen by the participants,

e added dynamic white noise onto the speakers’ faces (two levels of

agnitude: good and poor visual quality; for details see Leminen et al.,

020 ). This was done by using custom-made Matlab scripts (Matlab

2016, Mathworks Inc., Natick, Massachusetts, USA). According to be-

avioural ratings (N = 5, Leminen et al., 2020 ), the visual noise rendered

he mouth movements and facial features poorly visible in the poor vi-

ual quality conditions. 

Finally, the poor and good quality audio files were recombined with

he poor and good quality videos with a custom Matlab script. 

As the last step to render the videos into a cocktail-party-like set-

ing, we added a continuous background speech stream to the dialogues.

e chose a freely available audiobook about cultural history (a Finnish

ranslation of The Autumn of the Middle Ages by Johan Huizinga, dis-

ributed online by YLE, the Finnish Broadcasting company). The book

as read by a female native Finnish professional actor. The F0 of the

emale voice was lowered to 0.16 kHz. Additionally, the audiobook was

ow-pass filtered at 5.0 kHz (for more information see, Leminen et al.,

020 ). 

.3. Procedure 

The videoclips described above were used in our 16 experimental

onditions defined by Task (AV speech task, visual control task), Se-

antic Context (coherent, incoherent), Auditory Quality (good, poor)

nd Visual Quality (good, poor). Note that we had three runs, each con-

aining eight of the 24 coherent video clips (in all coherent context con-

itions) and eight of the 24 incoherent video clips (in all incoherent con-

ext conditions). Thus, all the participants were presented with all the

8 dialogues. Every other run started with the AV speech task, and ev-

ry other with the visual control task. Within the functional runs, the AV

peech task and the visual control task were presented in an alternating

rder. The order of conditions and dialogues presented was pseudoran-

omized. Because we could not entirely randomise the videos into the

6 conditions per run, we used the Latin square to construct four dif-

erent versions of the experiment (see Suppl. Table 3), six participants

ompleted the first version, five the second, four the third and four the

ourth version. 

Stimulus presentation was controlled using Presentation 20.0 soft-

are (Neurobehavioral Systems, Berkeley, California, USA). The audi-

ory stimuli were presented binaurally through insert earphones (Sensi-

etrics model S14; Sensimetrics, Malden, Massachusetts, USA). Before

he experiment, the audio volume was set to a comfortable level indi-

idually for each participant . It was approximately 75–86 dB SPL at the

ar drum. The video clips (size 26° × 15°) were projected onto a mirror

ttached to the head coil and presented in the middle of the screen on

 grey background. In the middle of each run, there was a break of 40

. During the break, the participants were asked to rest and focus on a

xation cross (located in the middle of the screen, height 0.5°). The dis-

racting audiobook (presented with a sound intensity 3 dB lower than

he voices of viewed male and female speakers) started randomly 0.5–2

 before video onset and stopped at the offset of the video. The differ-

nces in dialogue durations were compensated by inserting periods with

 fixation cross between the instruction and the onset of the dialogue,

eeping the overall trial durations constant. 

.4. Tasks 

During the AV speech task, the participants were asked to attend to

he videos and ignore the background speech. After every dialogue, the

articipants were presented with seven statements which each related

o the occurrence of a topic in each line from the dialogue by pressing
he ‘Yes’ or ‘No’ button on a response pad with their right index or mid-

le finger, for example, “Did the boy drop his phone? ”, “Was there a

at on the table? ”. A new statement was presented every 2 s. After the

even statements, the participants were provided with feedback on their

erformance. 

During the visual control task, the participants were asked to attend

o the fixation cross in the videos and calculate how many times the

ross rotated from a multiplication sign ( ×) to a plus sign ( + ) and vice

ersa. Every time the cross disappeared, the participants were supposed

o shift their attention to the other fixation cross on the other side of

he frame. The participants were also instructed to ignore the dialogues

nd the audiobook. At the end of the videoclip, the participants were

resented with seven statements about the rotating cross ( “Did the cross

urn X times? ” the X being between 9 and 15 in an ascending order). As

n the AV speech task, the response was given by pressing either the

Yes’ or ‘No’ button on a response pad. If the participants were not sure,

hey were instructed to answer ‘Yes’ to all the alternatives they deemed

ossible. After the seven statements, the participants received feedback

n their performance. 

Please, refer to Supplementary Videos 1-8 for schematic examples of

he stimulus materials used for the two tasks. 

.5. Pre-trial 

Before the experiment, the participants practised the tasks outside

he scanner. In the practice phase, the participants performed the AV

peech task and the visual control task, using a coherent dialogue not

ncluded in the actual experiment. The dialogue was presented with dif-

erent auditory and visual qualities. 

.6. Data acquisition 

Functional brain imaging was carried out with 3T MAGNETOM

kyra whole-body scanner (Siemens Healthcare, Erlangen, Germany) us-

ng a 20-channel head coil. The functional echo planar (EPI) images con-

isted of 43 continuous oblique axial slices (TR 2600 ms, TE 30 ms, flip

ngle 75°, voxel matrix 64 × 64, field of view 19.2 cm, slice thickness 3.0

m, in-plane resolution 3 mm × 3 mm × 3 mm). The three functional

uns consisted of 616 volumes, thus in total 1 848 functional volumes

ere measured from each participant in one session (session duration

pproximately 75 min). Additionally, electroencephalography was mea-

ured from each participant during the functional runs. Unfortunately,

fter collecting the EEG data we noticed that there was a jitter of tens of

illiseconds in the fMRI pulse timing causing so much variation in the

MRI artifact that neither template matching, nor ICA-based approaches

o clean the EEG data were successful. Therefore, these EEG data are

ot publishable. After the functional runs, high-resolution anatomical

mages (TE 3.3 ms, TR 2 530 ms, voxel matrix 256 × 256, in-plane res-

lution 1 mm × 1 mm × 1 mm) were acquired from each participant. 

We collected three runs of fMRI data from 19 participants, each run

ontaining 16 conditions outlined in Fig. 3 . 

.7. Data analysis 

.7.1. Analysis of behavioural data 
The total number of questions in the experiment was 336. We col-

ected the number of correct button presses in each task block. Misses

ere treated as incorrect button presses. Mean and standard error

f mean was used to establish that the participants were perform-

ng the task as expected. To analyse participants´ performance in the

uizzes during the audiovisual and the visual control task, two sepa-

ate repeated-measures analysis of variance (ANOVA) were computed

ith 3 factors: Semantic Context (coherent, incoherent), Auditory Qual-

ty (good, poor) and Visual Quality (good, poor). Statistical analyses

ere carried out with IBM 18 SPSS Statistics 25 (IBM SPSS, Armonk,

ew York, USA) software and the results were visualized with Matlab
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2018a (Mathworks Inc., Natick, Massachusetts, USA). Due to technical

ssues, the first two participants could not answer all of the statements in

he AV speech tasks. There were nine values missing from the first par-

icipant and six from the second. These values were replaced with the

ean from all other participants’ scores in the condition in question. 

.7.2. First-level fMRI data analysis 
Pre-processing of the fMRI data was carried out using SPM 12 (Sta-

istical parametric mapping; https://www.fil.ion.ucl.ac.uk/spm/ ). Pre-

rocessing included motion correction, slice timing correction, high pass

ltering (1/130 Hz), and low-pass filtering. Registration to the high res-

lution structural images was carried out using the FLIRT BBR function

part of FSL FMRIB’s Software Library, http://www.fmrib.ox.ac.uk/fsl ,

enkinson et al., 2012 ). First-level analysis of the preprocessed and co-

egistered data was performed using SPM 12. At this step, a general lin-

ar model with 120 explanatory variables was fitted to the time-series

ata from each voxel. The variables were [112 lines, i.e., 16 condi-

ions × 7 lines per condition: Task (AV speech task, visual control task),

emantic Context (coherent, incoherent), Auditory Quality (good, poor),

isual Quality (good, poor)], as well as instructions, quizzes, and six

otion correction parameters. To extract ‘attentive audiovisual-speech-

rocessing-related modulations’ (AttnAVSMs) of brain activity, we also

erformed a second general linear model (GLM) analysis, where we sub-

racted linearly each of the dialogue line regressors during the audiovi-

ual task from their corresponding visual task dialogue line regressors.

hat is, brain activity for each line of the AV speech task (8 condi-

ions × 7 lines per dialogue) was contrasted with brain activity for the

ine of the visual control task of the same run with the same auditory and

isual quality, level of coherence, and position in the dialogue. Main ef-

ects and interaction terms were built in the first-level GLM. To decrease

he amount of multidimensional statistical maps we only estimated the

ain effects of the factors Task, Auditory-, Visual Quality and Semantic

oherence for the mass group level univariate effects (see 2.7.5 ). 

.7.3. Psychophysical interactions (PPI) analysis 
First the data was preprocessed as above. Thereafter, the fMRI data

ere projected onto the Freesurfer ( Fischl, 2012 ) average surface based

n the participants’ own Freesurfer surface (surface smoothening: 5mm 

2 

ull width half maximum smoothening). The PPI model was conducted

sing FSL with a model including a psychological regressor (the AV

peech task or the visual control task), a physiological regressor (mean

ime series separately for the left and right hemisphere in Task main ef-

ect STG/STS clusters), and PPI (interaction between psychological and

hysiological regressors) as explanatory variables. The model also in-

luded all the rest of the explanatory variables of the original model

see 2.7.2 ). 

.7.4. Decoding analysis 
Support vector machine (SVM) decoding with leave one run-out

ross-validation ( Cortes and Vapnik, 1995 ) was used to classify the AV

peech Task and the Visual Control Task. Each line constituted an ex-

mplar and each voxel a feature in the analysis. This was conducted

ith the decoding toolbox (TDT, Hebart et al., 2015 ), using the beta-

mages from the first-level GLM in the participants’ anatomical space.

e used searchlight-based ( Kriegeskorte et al., 2006 ) decoding with a

adius of 6 mm (isotropic), and with default settings of TDT; L2-norm

VM with regularizing parameter C = 1 running in LIBSVM ( Chang and

in, 2011 ). All other decoding analyses were performed using the At-

nAVSMs (same method as above). Here we estimated all possible main

ffects and interactions between Auditory Quality, Visual Quality and

emantic Context. 

.7.5. Group-level fMRI analysis 
For the group-level analyses, the first-level results (contrasts, decod-

ng accuracies etc.) were projected to the Freesurfer average (fsaver-

ge) using the participants’ own Freesurface surface (surface smoothen-
ng: 5mm 

2 full width half maximum smoothening). Group level statis-

ics were based on a two level-procedure using a one-sample t-test per-

ormed using the glm-fit function of the Freesurfer software. Clusters

ere defined using permutation inference (a robust method for control-

ing false discoveries; Greve and Fischl, 2009 ) in Freesurfer, with the

nitial cluster forming threshold z = 4, cluster probability p < 0.01 for

he univariate analyses, and z = 2.8, cluster probability p < 0.01 for the

ultivariate analyses. Clusters smaller than 100 mm 

2 were discarded. 

.7.6. Definition of left Heschl’s gyrus (HG) ROIs and pairwise decoding 
Heschl’s gyrus (HG) was anatomically defined in each participant

sing their anatomical surface. In case of duplications or partial dupli-

ations of HG, the most frontal one was chosen. These ROIs were used

s masks in pairwise decoding analyses where each possible AttnAVSM

ondition (8 conditions, i.e., Semantic Context × Auditory Quality × Vi-

ual Quality) was decoded from each other in pairs, resulting in 28 pair-

ise decoding analyses for each ROI. The method for decoding was the

ame as above. 

.7.7. Trend analysis, clustering and visualisation of ROI data 
To gain an understanding on the temporal profile of the AttnAVSMs

cross the dialogues, we modelled linear trends (i.e. monotonic),

uadratic trends and a combination of these two (linear-quadratic

rends) at the first-level GLM. 

We used the significant clusters from our linear-quadratic trend anal-

ses (initial cluster threshold, z = 4; permutated cluster significance, p

 0.01) to define our ROIs for clustering analyses. We calculated the

ean for each AttnAVSMs in each of the ROIs (56 AttnAVSMs in 52

OIs). Then we calculated correlations using the 56 AttnAVSMs across

he 52 ROIs. The resulting representational dissimilarity matrix (RDM;

-correlation) is shown in Suppl. Fig. 5 . This RDM was visualized in

wo ways: First, by 2D Multidimensional scaling (using Matlab function

mdscale’), and then by hierarchical clustering and dendrography using

atlab function ‘linkage’, which applies Euclidean distances between

he ROIs ( Fig. 7 ). For further inspection, the dendrogram was thresh-

lded using a maximum of 20 clusters. 

.8. Data availability 

Due to concerns regarding participant privacy, structural MRI data

nd raw functional MRI data will not be made openly available.

owever, anonymised fMRI data which have been transformed into

tandard space and behavioural data may be made openly available.

he data used to generate the figures in the study are shared using

he Open science framework under Attention and Memory networks

 https://osf.io/agxth/ ). Other anonymised data is available from the

orresponding author on reasonable request. The computer code used

o derive the findings of this study is available from the corresponding

uthor upon reasonable request. 

. Results 

.1. Semantic context, auditory quality and visual quality modulate 
ntelligibility of the video materials 

We performed a three-way repeated measures ANOVA (Semantic

ontext, Auditory Quality, Visual Quality) on the performance in the AV

peech task. As expected ( Fig. 2 , left), recollection of the dialogues was

ignificantly affected by Semantic Context (F 1,18 = 107.2, p = 1 × 10 − 8 ,

DR-corrected p = 1.4 × 10 − 7 , 𝜂2 = 0.86), Auditory Quality (F 1,18 = 40.7,

 = 5.2 × 10 − 6 , FDR-corrected p = 4.7 × 10 − 5 , 𝜂2 = 0.64) and Visual

uality (F 1,18 = 32.4, p = 2.1 × 10 − 5 , FDR-corrected p = 7 × 10 − 4 ,
2 = 0.69) presumably due to better intelligibility of coherent dia-

ogues and dialogues with a better auditory or visual quality. The effect

f Auditory Quality was, however, stronger for incoherent dialogues,

ndicated by an interaction between Semantic Context and Auditory

https://www.fil.ion.ucl.ac.uk/spm/
http://www.fmrib.ox.ac.uk/fsl
https://osf.io/agxth/
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Fig. 2. Performance in the audiovisual (AV) speech task and the vi- 

sual control task. In the AV speech task, performance was significantly 

modulated by all three factors. Further, there was an interaction be- 

tween Semantic Context and Auditory Quality. There were no signif- 

icant differences between the different conditions during the visual 

control task. Error bars denote ± standard errors of the mean. 
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uality, which was not significant after FDR-correction (F 1,18 = 5.9,

 = 2.6 × 10 2 , FDR-corrected p = 9 × 10 − 2 , 𝜂2 = 0.25). 

Performance in the visual control task was analysed using a similar

hree-way ANOVA. This analysis yielded no significant effects ( Fig. 2 ,

ight; F < 2.0, p > 0.17 in all cases), which was expected, as manipula-

ions of the dialogues were irrelevant to this task. The lack of significant

ffects of the manipulations of the dialogues on visual task performance

lso suggests that the dialogues were not processed to a high degree dur-

ng the visual control task, as more intelligible dialogues would increase

rrors in the visual task had they been covertly attended. 

To further evaluate how much participants processed the dialogues

uring the visual control task, we conducted a separate control exper-

ment with 18 new participants undergoing EEG data collection in a

eparate study (to be reported later) using the same paradigm. In this

ontrol experiment, participants were presented with a dialogue they

ad not seen/heard before and told to ignore the dialogue and perform

he visual control task. However, at the end of the task, participants

ere asked one question about each of the lines of the dialogue they

ad been instructed to ignore. Each participant was presented with only

ne dialogue, as the participants might covertly start attending to the

ialogues during the visual task once they knew that questions about the

ialogues would be asked afterwards. In this control experiment, the di-

logues were presented with good AV quality and coherent context, i.e.

he dialogue that would be most difficult to ignore during the visual task.

ecollection of the to-be-ignored dialogues was on average 57% correct,

hat is, slightly above the chance level (t 17 = 2.23, p = 0.04, d’ = 0.52).

et, it should be noted that the participants performed on average 5%

etter in all conditions of the control experiment compared with per-

ormance described above, presumably due to the lack of MRI scanner

oise in the control experiment. Thus, also the results from the control

xperiment suggested that the to-be-ignored dialogues were minimally

rocessed during the visual control task. 

.2. Attentive processing of audiovisual speech is associated with extensive 
ctivation modulation across the brain 

First, we conducted an omnibus univariate four-way repeated mea-

ures ANOVA, with the factors Task (AV speech task, visual control

ask), Semantic Context (coherent, incoherent), Auditory Quality (good,

oor) and Visual Quality (good, poor). 

Brain regions showing significant modulation of activity in relation

o attentive processing of the AV speech (in comparison to the visual

ontrol task, i.e., independently from stimulus-level activity) are shown

n Fig. 3 A (initial cluster threshold, z = 4; permutated cluster signifi-
ance, p < 0.01). As expected, the AV speech task was associated with

nhanced activations (shown in red) in relation to the visual control task

n extensive brain networks covering the auditory and visual cortices.

ignificant effects were also found in medial frontal and parietal regions,

n line with our previous study using a similar paradigm ( Leminen et al.,

020 ). However, in corroboration with previous studies on selective

istening to auditory (and not audiovisual) speech ( Alho et al., 2006 ;

lho et al., 2003 ), there were no strong attention-related modulations

f dorsolateral prefrontal cortex activity during the audiovisual task, al-

hough such activity is typically prominent during selective attention to

on-speech sounds ( Alho et al., 1999 ; Degerman et al., 2006 ; Salmi et al.,

007 ; Seydell-Greenwald et al., 2014 ; Tzourio et al., 1997 ). 

As expected, the comparison of the visual control task with the AV

peech task was associated with stronger activations (shown in blue in

ig. 3 A) in the visual cortex ( Alho et al., 1999 ; Salo et al., 2013 ). Acti-

ations were also seen in the superior parietal lobule and motor cortical

egions presumably associated with detection of the visual targets and

ounting them ( Stevens et al., 2000 ; Yoshiura et al., 1999 ). The other

ignificant main effects of the omnibus ANOVA are depicted in Supple-

entary (Suppl.) Fig. 1 . 

Thereafter, we used multivariate pattern analysis (MVPA) to identify

dditional brain regions that contain information, which can be used

o classify brain activity modulations as belonging to the AV speech

ask or the visual control task. Classification was performed using sup-

ort vector machine decoding and leave-one-run-out cross-validation

 Hebart et al., 2015 ). This analysis ( Fig. 3 B) revealed that it was possible

o correctly classify the activity patterns related to either of the two tasks

ith a remarkable accuracy in a multitude of cortical areas that showed

o univariate differences between the tasks ( Fig. 3 C). For example, dor-

olateral, supplementary, premotor, primary motor, and superior pari-

tal cortical regions with no univariate effect showed extensive bilateral

ecoding accuracies falling between 62% and 80% across participants.

oreover, the average decoding accuracies in certain regions of the vi-

ual cortex (approximately the primary and secondary visual cortices)

ere above 80%, with some voxels showing even 100% decoding accu-

acies across participants. Importantly, the participants were presented

ith similar stimulus materials in the two tasks, and thus, the average

ecoding accuracies depicted in Fig. 3 B were independent of stimulus-

evel manipulations. 

Note that small differences in the timing and control of eye move-

ents might partly explain differences in activation patterns between

he tasks in the frontal eye field (FEF) and supplementary, premotor

nd primary motor cortical regions involved in controlling and execut-

ng eye-movements. However, we have unpublished data from a sepa-
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Fig. 3. The AV speech task strongly modulates activations in extensive cortical neural networks. (A) Significant clusters (initial cluster threshold z = 4; permutated 

cluster significance p < 0.01) for the univariate main effect of Task. Red denotes regions where activations were stronger for the AV speech task than for the visual 

control task, while blue denotes regions showing an opposite effect. (B) Results from an MVPA analysis (using Support Vector Machine decoding and a searchlight 

radius 6 mm) to classify the lines of dialogues as associated with the AV speech task or the visual control task. The average (N = 19) decoding accuracies above 62% 

are shown. Note that a 60% decoding accuracy is generally considered as a substantial decoding accuracy ( Hebart et al., 2015 ), and all regions that show above 62% 

decoding accuracy are significantly above chance (z > 2.8). (C) Regions without significant univariate effects but with significant multivariate effects. 
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ate EEG experiment with the same experimental manipulations as the

resent ones (18 new participants; described in 3.1; to be reported in full

ater) suggesting that it is unlikely that the two tasks significantly dif-

ered in regards to eye-movements. We identified ICA components in the

EG data (128 channels, Brain Vision Analyzer 2) related to horizontal

nd vertical eye movements and used support vector machine to classify

he eye-movement ICAs for each line of the dialogues as belonging to

he AV speech task or the visual control task. The mean classification

ccuracies across subjects were low and non-significant for both of the

CA components: 0.497 (t 17 = 0.702, p = 0.492, d’ = 0.161) and 0.523

t 18 = 2.017, p = 0.059, d’ = 0.4627). 

.3. The AV speech task modulates connectivity between the STG/STS and 
rontoparietal regions 

As seen in Fig. 3 A depicting results from the univariate analysis, the

V speech task was not associated with activity enhancements in fron-

oparietal regions. In contrast, MVPA ( Fig. 3 B) revealed that it is possible

o classify frontoparietal activity patterns related to the lines of the di-
logues as belonging either to the AV speech task or the visual control

ask with a high accuracy (70–80%). However, MVPA does not elucidate

he reason for successful classification. Moreover, since frontal regions

ay participate in attention-related tasks by changing their functional

onnectivity with sensory regions ( Braun et al., 2015 ; Davison et al.,

016 ; Smirnov et al., 2014 ), we conducted an exploratory psychophys-

cal interaction (PPI) analysis to investigate which brain regions were

unctionally interacting with the STG/STS during the AV speech task.

he first-level analysis was conducted using a model with a psycholog-

cal regressor (AV speech task), a physiological regressor (mean time

eries of the significant main effect of Task separately for the left- and

ight-hemisphere STG/STS clusters), and a PPI regressor (interaction be-

ween psychological and physiological regressors) as explanatory vari-

bles. As seen in Fig. 4 , the results of this PPI analysis (initial cluster

hreshold, z = 4; permutated cluster significance, p < 0.01) showed no

egions with enhanced connectivity with STS/STG regions during the

V speech task. However, dorsolateral prefrontal regions, parietal re-

ions, higher-level visual cortex regions, low-level (core, belt) auditory

ortical regions, and multiple medial cortical regions showed decreased
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Fig. 4. Psychophysical interactions (PPI) analyses indicate decreased connectivity between the STG/STS and frontoparietal regions during the AV speech task. (A 

and B, top) The two STG/STS clusters (left, right) where there was a significant univariate task effect (AV speech task > visual control task, see Fig. 3 A) were chosen 

as seed points for the PPI analysis. (A and B, bottom) Significant (initial cluster threshold z = 4; permutated cluster significance p < 0.01) results from the PPI analyses 

conducted separately for the left-hemisphere (A) and right-hemisphere (B) STG/STS clusters. No regions showed significantly increased connectivity with STG/STS 

regions, but a number of regions showed significantly decreased connectivity, including dorsolateral prefrontal, parietal, higher level visual-cortex, low-level (core, 

belt) auditory-cortex and medial cortical regions. 
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onnectivity with the bilateral STG/STS clusters during the AV speech

ask. These decreased connectivity patterns were evidently task-specific,

s similar results were not found when an analogous PPI analysis was

onducted using the activity in the same cluster during the visual control

ask (Suppl. Fig. 2 ). 

.4. Modulations related to attentive processing of AV speech are 
ependent on semantic context and AV quality 

In order to study whether attention to the AV speech causes com-

lex dynamic modulation of neuronal responses during the dialogues,

e extracted ‘attentive AV-speech-processing-related modulations’ (At-

nAVSMs) by contrasting each line during the AV speech task with the

orresponding line during the visual control task. For example, fMRI

ata for the first line of a dialogue in the AV speech task with a coherent

ontext, good auditory quality and good visual quality was contrasted

ith fMRI data for the first line in the visual control task of the same run

ith coherent context, good auditory quality and good visual quality.

ecause similar stimulus materials (see 2.2–2.4) were presented in the

wo tasks, differences in line processing depended on the task performed

y the participant. 

We performed MVPA decoding analyses, with similar methods as

bove, to classify the different stimulus level manipulations (e.g., good

s. poor auditory quality) based on AttnAVSMs. Since classification anal-

ses take into account both the mean and the variability of the activation

n the region studied, significant classification may result simply due

o a difference in mean activation (i.e., a simple univariate effect). To

ighlight the additional information provided by the MVPA, the regions
howing only a significant multivariate effect and those showing both a

ignificant univariate and a significant multivariate effect are shown in

ig. 5 using different colours. 

As seen in Fig. 5 A, Semantic Context was significantly classified us-

ng AttnAVSMs (one-sample t-test, initial cluster threshold z = 2.8, per-

utated cluster significance p < 0.01) in the left STG/STS. Importantly,

n accordance with our pivotal hypothesis, semantic context modulated

ttnAVSM patterns in the supratemporal plane including core auditory

ortex ( Moerel et al., 2014 ) in Heschl’s gyrus (HG). 

Auditory Quality, in turn, was significantly classified in bilateral

TG/STS regions, with left-hemisphere STG/STS regions also showing

n expected univariate effect ( Evans et al., 2016 ; McGettigan et al.,

012 ); i.e. AttnAVSMs were stronger when the auditory quality of the

ialogue was good than when it was poor ( Fig 5 B, red). AttnAVSMs

ere also modulated by Auditory Quality in extensive regions of the

ight frontal cortices. This suggests that although frontal regions do not

eem to be automatically strongly activated when performing speech

treaming tasks (see Fig. 3 A), the level of auditory quality modulates

ask signals in these regions. 

As expected, Visual Quality could be accurately classified based on

ttnAVSMs in right-hemisphere STG/STS regions. However, many re-

ions that showed significant decoding accuracies between good and

oor visual quality, also showed a univariate difference. That is, visual,

rontal, and medial cortical regions all showed both a multivariate de-

oding effect and a univariate task effect with stronger activations when

he AV speech task was performed with poor visual quality compared

o good visual quality ( Fig. 5 C). These findings likely reflect increased

ffort needed to process bimodal speech with noisy visual inputs. 
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Fig. 5. Semantic Context, Auditory Quality and Visual Quality can be significantly decoded from attentive audiovisual-speech-processing-related modulations (At- 

tnAVSMs). (A) Based on AttnAVSMs and using the same MVPA methods as in Fig. 3 B-C, we first classified AttnAVSMs as being associated with coherent or incoherent 

dialogues. The regions where this classification analysis yielded significant decoding accuracy based on a one-sample t-test (initial cluster threshold z = 2.8, permu- 

tated cluster significance p < 0.01) are shown in purple and blue. We also tested whether there was a significant univariate effect in each cluster separately. Two 

clusters (left parietal, right frontal pole) showed a significant univariate effect, because task modulation signals were stronger for the events with incoherent context 

than those with coherent context (blue). (B) Auditory Quality (poor vs. good) was classified using the same MVPA method as above. Here two clusters in the left 

STS region also showed a significant univariate effect (good > poor; red). (C) Classification of Visual Quality (poor vs. good) where many clusters also showed a 

significant univariate effect (poor > good; blue). 
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Previous studies (e.g. McGettigan et al., 2012 ) have suggested that

here are complex interactions between auditory and visual quality as

ell as intelligibility of speech input in the neural processing of speech

n various brain regions. Therefore, we also classified the interaction

ffects of the Semantic Context, Auditory Quality and Visual Quality

anipulations. For example, in the Auditory Quality × Visual Quality in-
eraction, we used AttnAVSMs to classify each line as belonging to one

f two categories. Category 1 contained all the conditions with good

uditory and good visual quality (gagv) and the conditions with poor

uditory and poor visual quality (papv). Category 2 contained all the

onditions with poor auditory and good visual quality (pagv) and all the

onditions with good auditory and poor visual quality (gapv). See also
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uppl. Table 1 for the different combinations of conditions used in each

f the interaction analyses. Significant decoding accuracies for the inter-

ctions Semantic Context × Auditory Quality, Semantic Context × Visual

uality, and Auditory Quality × Visual Quality can be found in Suppl.

ig. 3 . 

Importantly, significant decoding accuracies for the three-way in-

eraction Semantic Context × Auditory Quality × Visual Quality were

ound, amongst other regions, in bilateral HG ( Fig. 6 A). Because the

ocation of HG in normalized anatomical space shows significant in-

erindividual variation ( Kang et al., 2004 ), we wanted to confirm that

he cluster centred on left-hemisphere HG in Fig. 6 A was indeed due to

ignals originating from HG and not from adjacent regions. To this end,

e defined HG individually on the cortical surfaces (see 2.7.6) of each

f the 19 participants. HG was thereafter divided into a medial and a

ateral region. As can be seen in Fig. 6 B (top), the two subdivisions of HG

howed substantial overlap across participants and were centred on HG

n the mean cortical surface. We performed the same classification anal-

sis as in Fig. 6 A separately in these two regions of interest (ROIs). We

ound that multivariate classification was significant in the medial left

G (t 18 = 2.4, familywise-error rate corrected p = 0.03) approximately

here the primary auditory cortex putatively is located ( Moerel et al.,

014 ), but not in the lateral left HG ( Fig. 6 B). 

To explore possible explanations for the interaction between Seman-

ic Context, Auditory Quality, and Visual Quality in HG, we conducted

airwise classification between each of the eight AttnAVSM levels (i.e.,

ombination of the three factors, see Fig. 6 B, lower). Thereafter, we

ested which of the four pairs with the two levels of Semantic Context

coherent vs. incoherent) resulted in decoding accuracy significantly

bove chance levels. The only pair to show significant classification ac-

uracy of Semantic Context was the pair with good auditory and vi-

ual quality. This suggests that the interaction effect was related to the

act that AttnAVSMs in HG were mostly modulated by semantic context

hen the auditory and visual qualities were good. 

.5. Different brain networks are revealed based on temporal changes in 
ttnAVSMs 

Next, we evaluated temporal modulation of AttnAVSMs over the

imecourse of the dialogue using polynomial trends, that is, linear,

uadratic or linear-quadratic trends across the dialog lines. We only

ncluded the first six lines in each dialogue, because the seventh was

mmediately followed by the questions related to the video (see 2.4),

hich might confound the fit of our models (e.g., because of the visual

resentation of the questions). 

All three analyses yielded extensive significant clusters, but the best

t was found for the linear-quadratic models, and therefore the linear

nd quadratic models are not reported. That is, in most cortical regions,

ttnAVSMs did neither monotonically decrease nor increase, but instead

enerally showed an inverted u-shape profile (see Fig. 7 and Suppl.

ig 4 ). We also tested whether the linear-quadratic task modulations

nteracted with Semantic Context, Auditory Quality, and Visual Qual-

ty (the same comparisons were not made for the linear and quadratic

rends for brevity and to constrain the amount of effects studied). The

esults of these analyses are shown in the Suppl. Fig. 4 . 

Next, we explored these clusters in more detail. We used the signif-

cant clusters from our linear-quadratic trend analyses (initial cluster

hreshold, z = 4; permutated cluster significance, p < 0.01; see 2.7.7 for

etails) to define our ROIs for multidimensional scaling analyses (see

ig. 7 , bottom, left, for the brain regions associated with the labels, and

uppl. Table 2 for the label names). First, we performed a dissimilar-

ty analysis (see 2.7.7) on the extracted average AttnAVSMs in each of

he ROIs (Suppl. Fig. 5 ). To visualize these data, we projected the dis-

imilarity matrix on a 2D plane using multidimensional scaling ( Fig. 7 ,

op, right). We also calculated linkages (see 2.7.7.) between the ROIs

ased on the dissimilarity matrix that were visualized with a dendro-

ram ( Fig. 7 top, left). 
As can be seen in the dendrogram ( Fig. 7 top), the similarity be-

ween the regions forms a hierarchical structure. On the first level of

he hierarchy, two branches could be identified, the right-hemisphere

emporoparietal junction (TPJ) which differed from all other brain struc-

ures. On the second level of the hierarchy, five clusters could be identi-

ed, starting from the bottom: (1) a TPJ cluster, (2) a cluster of occipital

egions, (3) a cluster of regions previously associated with processing of

onceptual information (e.g., Binder et al., 2000 ), (4) a large cluster of

egions related to sensory and control processes in speech processing

 Friederici, 2011 ), and (5) a large cluster of frontoparietal and medial

rain regions. For further inspection, we chose to threshold the dendro-

ram using an intermediate height threshold (dashed grey line in Fig. 7 ,

op, left). This yielded six networks, with two or more anatomical re-

ions, and 14 networks with only one anatomical region. For the sake

f brevity, we chose the six networks for further inspection, excluding

he 14 single-region networks. The anatomical locations and labels for

hese six brain networks are shown in Figure 7 (bottom, left). 

The average AttnAVSM profiles are plotted for an exemplar ROI from

ach of the six networks identified. The first network (‘Secondary control

etwork’; blue) consists of frontal and medial regions. In this network,

he AttnAVSMs first rise up to the third line and thereafter plateau un-

il the end of the dialogue. A similar profile was found for the second

etwork (‘Sensomotor control network’; green) comprising adjacent su-

erior frontal regions. The bilateral visual cortices comprised their own

ub-network (‘Visual network’; purple). Here AttnAVSMs were initially

trong, monotonically decreasing after the second line. A slightly differ-

nt profile was found for a network consisting of premotor regions and

he bilateral inferior frontal gyri (‘Primary control network’; orange).

ere the AttnAVSMs were initially strong, but started to steadily de-

rease half-way into the dialogue. The most central network (‘Multidi-

ensional speech network’; red), consisted of regions previously asso-

iated with low-level auditory processing of speech ( Friederici, 2011 ),

uch as the auditory cortex and STG/STS, but also regions associated

ith somato-motor processing. Here AttnAVSMs first steadily increased

ut started to decrease after the third line. The last and smallest network

‘Conceptual network’; light green) consisted of the left anterior middle

emporal gyrus and orbitofrontal cortex. This network showed a similar

emporal profile as the Multidimensional speech network. 

. Discussion 

In line with previous studies (e.g., Alho et al., 2006 ; Alho et al.,

003 ; Leminen et al., 2020 ), we observed that attentive processing of

V speech strongly modulates neural activity in STG/STS as well as in

ther regions, including the frontal and visual cortical areas. Specifi-

ally, we found that it is possible to classify activity patterns as belong-

ng to the AV speech or the visual control task with a classification accu-

acy falling between 80 and 100% across participants in many regions.

his is a substantially higher accuracy than previously reported for fMRI

ultivariate classification studies of selective attention ( Bonte et al.,

009 ; Haynes and Rees, 2005 ; Häkkinen and Rinne, 2018 ; Kamitani and

ong, 2005 , 2006 ; Rosenberg et al., 2015 ). The high accuracy is prob-

bly due to the complex lifelike AV stimuli that are more variable than

imple ones (e.g., tones), and therefore cause less neural adaptation

 Richter et al., 2018 ). Also, lifelike AV speech may engage participants

ore than less naturalistic tasks. Additionally, we found that seman-

ic context modulated attentional processing of speech in the STG/STS

s expected, but, interestingly, also in the belt and core regions of the

uditory cortex, supporting the notion that semantic information influ-

nces low-level auditory processing. Thus, the present results provide

s with substantial evidence for resolving the long-standing debate be-

ween the early and late selection theories of attention. Lastly, atten-

ional modulations of brain activity were not uniform during the course

f the dialogue. Instead, a novel combination of polynomial trend anal-

sis and multidimensional scaling revealed that attentional modulation

as distinct temporal profiles in different brain regions. Taken together,
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Fig. 6. The interaction effect between Semantic Context, Auditory Quality and Visual Quality could be decoded with significant accuracy using AttnAVSMs. (A) 

The interaction between Semantic Context, Auditory Quality and Visual Quality was decoded with significant accuracy (one-sample t-tests, initial cluster threshold 

z = 2.8, permutated cluster significance p < 0.01) in, amongst other regions, bilateral HG (i.e., putative core/belt auditory cortex) based on AttnAVSMs. (B, top) 

Overlap (yellow) of the extracted medial and lateral part of HG in the left hemisphere across all 19 participants. The same interaction effect as in (A) was decoded 

in the two HG ROIs in each participant’s anatomically defined ROI. The medial part of HG showed a significant effect, while the lateral part did not. (B, bottom) 

Pairwise decoding for each of the conditions revealed that the interaction effect was related to the fact that in HG, the semantic context effect resulted in significant 

classification accuracy only in conditions when both the auditory and visual quality was good. This combination is highlighted in the classification matrix with a red 

square. Abbreviations: co, coherent; inco, incoherent, pv, poor visual quality; gv, good visual quality; pa, poor auditory quality; ga, good auditory quality; FWER, 

Familywise-error rate. 
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Fig. 7. Multidimensional scaling based on AttnAVSMs reveals six brain networks. We used the clusters identified by our linear-quadratic trend analyses (see Suppl. 

Fig. 4 ) as ROIs for a subsequent multidimensional scaling analysis. First, we calculated dissimilarities for each ROI-ROI pair (Suppl. Fig. 5 ). Next, we calculated 

the linkage between each ROI based on the dissimilarity matrix. Top: The linkages are visualized both using a dendrogram and multidimensional scaling. Based 

on the dendrogram, we used an intermediate threshold (grey dashed line), which yielded six sub-networks with two or more regions (14 regions comprised their 

own cluster). In the dendrogram, we also show the YEO17 ( Yeo et al., 2011 ) brain networks containing each ROI. All regions belonging to our first network are 

control/salience regions in YEO17, but the remaining five networks show some divergence from the YEO17. Bottom, left: The anatomical locations of these 6 different 

networks are visualized with anatomical labels. Bottom, right: The temporal profiles in an exemplar region from each of the networks (see top, A–F), with the order 

based on the similarity distance between the networks. Abbreviations can be found in Supplementary Table 1. Error bars denote ± standard errors of the mean. 
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ur results support a new conceptualization of attention-related modu-

ations, where attention not just simply increases the gain and fidelity

f neuronal responses in the sensory cortex, but attentional modulations

nstead arise as neuronal networks strive to solve complex tasks in de-

anding environments. 

There is a common conception that selective attention modulates

timulus processing in sensory cortices through fairly simple non-

pecific mechanisms that increase the gain and fidelity of neuronal re-

ponses to task-relevant stimuli ( Briggs et al., 2013 ). Yet, in the current

tudy we found that activity patterns related to attentive AV speech pro-

essing (AttnAVSMs) in the auditory cortex and its vicinity were mod-

lated by both the semantic coherence and the AV quality of the video

timuli. Accordingly, it is important to note that these activity pattern

odulations were not explained by simple activity enhancement or de-

rease during the different conditions, but instead semantics and AV

uality modulated how the information structure in the auditory cor-

ex was utilized during attentive processing of AV speech. Thus, our

esults suggest that attention-related modulation in the sensory cortex

s much more task- and context-specific than previously assumed, cor-

oborating observations that attention-related modulation in the sen-

ory cortex is fine-tuned to offer the most efficient neural coding strate-

ies for the task at hand ( Maunsell and Treue, 2006 ; Navalpakkam and

tti, 2007 ). The current study supports the emerging view that attention-

elated modulations of neural activity patterns arise as neuronal net-

orks strive to solve and/or learn how to solve specific tasks in differ-

nt contexts ( Angeloni and Geffen, 2018 ; Kilgard, 2012 ; Scheich et al.,

007 ; Scheich et al., 2011 ). 

There is a long-standing debate concerning the role of semantics

n modulating low-level neural processing of speech ( Broderick et al.,

019 ). While neurophysiological studies show that the primary au-

itory cortex is modulated by speech intelligibility ( Luo and Poep-

el, 2007 ; Peelle et al., 2013 ; Sohoglu et al., 2012 ; Tuennerhoff and

oppeney, 2016 ; Wild et al., 2012 ), evidence of semantic modulations

as remained elusive (with a few exceptions, Broderick et al., 2019 ;

e Heer et al., 2017 ). In the present study, we manipulated semantic

oherence at the sentence level. Surprisingly, these semantic manipu-

ations were associated with modulation of neuronal processes in left-

ateralized STG/STS regions including HG, providing evidence that in

ertain situations semantic content in fact modulates low-level speech

rocessing. From a predictive coding framework ( Kragel et al., 2018 ;

äätänen et al., 2001 ; Schroeger et al., 2015 ; Winkler et al., 2009 ), one

ould argue that this semantic influence at the low-level auditory cortex

eflects predictive feedback from higher-level semantic networks. 

Interestingly, significant semantic modulation of HG AttnAVSMs was

imited to the conditions with good AV quality ( Fig. 6 ). This unexpected

esult could be interpreted to suggest that the semantic modulation of

ttentive speech processing in HG was related to the increased effort

eeded to make sense of the input when successive lines were unrelated

o each other. However, several observations argue against a simple task

ifficulty explanation. First, note that there were similar performance

ifferences related to AV quality ( Fig 2 , left), but AV quality was not

ssociated with strong modulations of AttnAVSMs in the supratempo-

al plane. Second, previous studies have consistently shown that gen-

ral task difficulty does not simply enhance activations in auditory cor-

ex. For example, during auditory discrimination tasks, task difficulty

oes not modulate STG activation ( Harinen et al., 2013 ; Harinen and

inne, 2013 ; Häkkinen et al., 2015 ; Rinne et al., 2009 ; Rinne et al.,

012 ), while in auditory working memory tasks, a higher memory load

auses decreased, not increased STG activation ( Harinen et al., 2013 ;

arinen and Rinne, 2013 ; Häkkinen et al., 2015 ; Rinne et al., 2009 ;

inne et al., 2012 ; Wikman and Rinne, 2018 ). Thus, is it possible that

he semantic effect in the auditory cortex is related to higher demands

n working memory when the content of the dialogue was semantically

nrelated? We also find this unlikely as in the current study the semantic

ontent changed AttnAVSM activation patterns in the auditory cortex,

ithout causing general decrease or increase in absolute activations in
he auditory cortex, while previous studies (see above) have shown that

ncreasing auditory working memory load attenuates activations in the

uditory cortex (also outside the primary auditory areas). It should be

oted, however, that the univariate main effect of semantic coherence

observed across tasks; see Suppl. Fig. 1 a) might be related to decreased

orking memory load for the semantically coherent dialogues. Also, it

s important to note that poor audiovisual quality of speech might also

ncrease working memory load (which also partly might explain the

emory-task performance in our task, see Fig. 2 ). Yet, neither good au-

itory nor good visual quality increased activations in primary auditory

egions. 

Instead of the simple task difficulty explanation for the semantic

odulations of HG activity there are at least three other post hoc alterna-

ives to explain these results. First, using the framework presented above

or attention-related modulations, we suggest that the information struc-

ure or changes in the information structure of core auditory neurons

ight be used to help with semantic uncertainty when the AV speech

s clear and one can see the faces of the speakers. However, when the

V quality is poor, the low intelligibility of speech input cannot be used

o enhance comprehension, leading to recruitment of alternative brain

etworks and neuronal strategies to solve the task instead of HG. Sec-

nd, it is possible that the comprehension of speech input is supported

ore strongly by low-level auditory regions only when the intelligibil-

ty of the speech input is optimal, that is, with good AV speech quality

nd semantic context. However, we want to underline that speech in-

elligibility is also influenced by auditory and visual quality (see the

ehavioral results in Fig 2 ). Yet, these factors did not strongly modu-

ate AttnAVSMs in the auditory cortex and were associated with distinct

nd different higher-order cortical activation patterns than the semantic

nfluences ( Fig. 3 A–C). Thus, if the semantic influence on AttnAVMs is

riven through its effect on speech intelligibility, it is probably caused by

istinct mechanisms from the supposedly bottom-up effects on speech

ntelligibility caused by audiovisual quality. Third, it may be that the

eneral conception of primary auditory cortex as a simple, low-level

ound-analyser ( Scheich et al., 2007 ) might be flawed. For example, re-

ent studies in mice have suggested that there are neurons or neuronal

ssemblies in the primary auditory cortex that store long-term auditory

ngrams ( Weinberger, 2011 ). Therefore, as humans are a considerably

ore complex species than mice, it is not inconceivable to envision that

emantic information, at least in a rudimentary form, might be processed

t the level of the primary auditory cortex. Such semantic effects could

e driven by neural connections formed between higher-level semantic

egions (such as the temporal pole) and the auditory cortex when learn-

ng semantic associations (see for example, Patterson et al., 2007 ). Such

pointers’ can be used to reactivate the whole memory trace, including

epresentations stored in the auditory cortex ( Cowan, 2008 ). 

In our previous study, we found that attentive AV speech process-

ng was associated with activity modulations in the medial frontal cor-

ex and particularly in the orbitofrontal cortex ( Leminen et al., 2020 ).

he ad hoc explanation for these activation enhancements was that

hey were related to the social or emotional nature of the listening task

 Buckley et al., 2009 ). To resolve the function of orbitofrontal AV speech

ask-related activations we reasoned that mixing the lines from differ-

nt dialogues would destroy the social context and thus reduce activity

n brain regions specifically involved in social cognition. However, the

evel of semantic coherence in the dialogues did not strongly modulate

ttnAVSMs in the orbitofrontal cortex in the current study ( Fig. 5 A).

e nevertheless replicated the result of our previous study, as atten-

ive processing of AV speech modulated orbitofrontal activity. Further-

ore, both auditory and especially visual quality ( Fig. 5 B–C), that is,

he amount of social sensory information, modulated orbitofrontal At-

nAVSMs. We therefore suggest that the AV presentation of speech (in

ontrast to auditory-only presentation, Alho et al., 2006 ; Alho et al.,

003 ) enhances social engagement of participants regardless of seman-

ic coherence per se, resulting in the recruitment of orbitofrontal cortex.

his is further supported by the fact that our multidimensional scaling
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nd dendrography analyses ( Fig. 7 ) found similarities between the ac-

ivity pattern in the orbitofrontal cortex with other nodes previously

uggested to be involved in the processing of social/conceptual infor-

ation ( Binder et al., 2009 ). 

One perplexing finding in fMRI studies on speech-related attention

s the lack of frontal activation in such tasks. Although the frontal cor-

ex is routinely activated in studies on selective attention ( Gazzaley and

obre, 2012 ) including selective auditory attention that use simple audi-

ory stimuli ( Alho et al., 1999 ; Degerman et al., 2006 ; Salmi et al., 2007 ;

eydell-Greenwald et al., 2014 ; Tzourio et al., 1997 ), selective attention

o speech does not strongly activate the frontal cortex ( Alho et al., 2006 ;

lho et al., 2003 ; Evans et al., 2016 ; Leminen et al., 2020 ). We suggest

hree possible explanations for the lack of strong frontal activations in

V speech tasks: 1) The degree of frontal involvement in different tasks

ay depend on task automaticity ( Chein and Schneider, 2012 ), with

ighly automatised tasks, like listening to speech in noise, recruiting

ainly sensory networks, while novel tasks recruit the prefrontal cortex

 Chein and Schneider, 2012 ). Thus, although the present AV speech task

as deemed very demanding by the participants even in the easiest con-

ition (coherent dialogue, good AV quality), it was not associated with

trong activation modulations in prefrontal regions ( Fig 3 A). In contrast,

V quality modulated AttnAVSMs in dorsolateral prefrontal regions pre-

umably because listening to noise-vocoded speech with blurred faces is

 more novel task ( Cole et al., 2016 ). 2) The prefrontal cortex might not

e involved in perceptual tasks through changes in its absolute activa-

ion per se, but rather by changing its connectivity with sensory regions

 Braun et al., 2015 ; Davison et al., 2016 ; Smirnov et al., 2014 ). The

esults of our PPI analysis ( Fig. 3 ) supports this notion, since the con-

ectivity between speech-related sensory areas and the frontal cortex

ecreased during the AV speech task, but not during the visual control

ask. This pattern might be due to certain frontal neurons connecting

o inhibitory interneurons in the sensory speech processing areas. Thus,

ctivation of frontal neurons during the AV speech task would cause

ransient inhibition in sensory regions, leading to an overall decrease

n functional connectivity between the two regions. Such connections

ave been suggested to reorganize the pattern of activity in local neu-

onal assemblies in a task-dependent manner ( Braun et al., 2015 ). 3)

he decreased functional connectivity between speech sensory regions

nd frontal regions during the AV speech task might also reflect that

he two regions are performing entirely different types of neural com-

utations during the AV speech task. In other words, functions in these

wo regions become less related to each other than during rest, causing

 desynchronization during the AV speech task. Further studies using

or example TMS during AV speech tasks could be used to resolve these

hree possible theories. 

Lastly, the present study shows that it is important not to consider

ttention-related modulations as static, but rather as processes that

hange over time in a complex manner. The present combination of

inear-quadratic trend analyses, multidimensional scaling and dendrog-

aphy revealed that AttnAVSMs changed during the dialogue with dis-

inct temporal profiles in different clusters ( Fig. 7 ). We propose that

he central network for performing the AV speech task was the network

omprising speech sensory and sensomotor regions (Multimodal speech

etwork). In this network, the attention-related modulations were ini-

ially weak, gradually increasing to the middle of the dialogue, and then

radually decreasing back to the initial levels ( Fig. 7 ). One possibility

s that these temporal changes were due to task performance becoming

ore automatic and less effortful during AV speech. Kilgard (2012) has

uggested a Darwinian framework to explain similar perplexing findings

elated to plasticity and changes in sensory cortex related to complex

ognitive/perceptual tasks. According to Kilgard, when the task is ini-

ially learned, all possible neuronal networks that might be useful to

olve the task at hand are recruited. Gradually, the unnecessary, less

nformative neuronal networks are pruned out, and the most efficient

etwork ends up performing the task (sparse coding). Thus, it might

e that the temporal profiles of AttnAVSMs in the Multimodal speech
etwork reflect such dynamics in a micro-time scale. That is, each new

ialogue could be considered as a new opportunity for neurons in the

peech-sensitive networks to refine their performance in the AV speech

ask, seen as a gradual increase and thereafter decrease in recruited neu-

onal resources in this network. The activity profiles in the remaining

ve networks support this notion: The Visual network and the Primary

ontrol network showed different profiles from the Multimodal speech

etwork. In these two networks, AttnAVSMs peaked two lines before

he Multimodal speech network. This might indicate that these two net-

orks act as primary controllers of the Multimodal speech network, pro-

iding strategic top-down control and contextual information. This kind

f control in the Multimodal speech network would be critical in the be-

inning of the AV speech task when the task is not yet automatic in this

etwork. The Secondary and Sensomotor control networks showed an

pposite time profile to the Primary control and Visual networks. Here

ttnAVSMs did not emerge until halfway into the dialogue. These Sec-

ndary and Sensomotor control networks are related to computations

f a higher abstraction level, such as task strategies ( Chein and Schnei-

er, 2012 ). Thus, we propose that in the beginning of the dialogue, the

V speech task networks (the Multimodal speech network and the Vi-

ual and Primary control networks) are first recruited automatically, and

hen towards the end of the dialogue, the task performance gradually

utomatises and the amount of neural resources recruited in these net-

orks wanes. This enables resources to be allocated to neural networks

hat are critical for forming new task performance strategies, that is, the

econdary and Sensomotor control networks. Therefore, these frontal

nd medial networks are activated towards the end of the dialogue. Such

trategies could henceforth be used to optimize task performance in later

ask occurrences. To explore whether our current data give support for

his notion, we compared AttnAVSM profiles in the left STG/STS region

Suppl. Fig. 4 , red) for the first run (little optimization) to those of the

hird run (optimized performance). Indeed, there was a non-significant

rend for stronger AttnAVSMs in the left STG/STS during the first run

ompared to the third run (F 1,18 = 3.6, p = 0.07, 𝜂2 = 0.168; Suppl.

ig. 6 A). This is probably not related to fatigue or decreased effort to-

ards the end of the experiment as there was a slight (non-significant)

ncrease in the accuracy of behavioral performance in the third run com-

ared with the first (F 1,18 = 1.51, p = 0.23, 𝜂2 = 0.08; Suppl. Fig. 6 B). It

hould be noted, however, that we did not design the current experiment

o compare data from different runs. Therefore we hope that these re-

ults will inspire later studies regarding temporal changes in task effects

n speech-related brain activity. 

Another possible explanation for the temporal profiles in the Sec-

ndary and Sensomotor control networks is that many regions in these

etworks are part of the so-called default mode network (see also

ig. 7 for YEO17 networks). These regions have been implemented in,

or example, attention towards internal representations and non-task

elated thoughts ( Zvyagintsev et al., 2013 ). Thus, as the present AV lis-

ening task became more automatic towards the end of each dialogue,

he participants might have, for example, started to monitor their own

ehavior more strongly. 

. Conclusions 

In conclusion, the present results suggest that attentive processing of

V speech in a cocktail-party-like setting is associated with distinct mod-

lation of neuronal responses in both sensory and other cortical regions

hat follow predictable temporal profiles. Further, our results reveal se-

antic influence on attentional selection of speech sounds in regions

ssociated with low level speech processing (already at HG) – a finding,

hich despite great efforts, has been hard to verify in previous studies.

ogether, our results support emerging notions that speech processing

n the auditory cortex can be modulated by high-level semantic informa-

ion and that task-specificity, context, and temporal dynamics influence

ow, when, and whether attention modulates the neural responses to

ound. The exact micro scale neural dynamics that underlie the perfor-
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ance of abstract speech tasks, however, remain unresolved. Therefore,

omputational and neuronal level work that takes the abstract dynamics

f attentive processing of speech into account will ultimately help us to

nderstand the complex interplay between sensory, frontal control, and

ther cortical networks underlying the remarkable human capability of

nderstanding speech in noisy “cocktail-party ” settings – an ability that

e often take for granted. 
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