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Text mining methods provide a solution to the task of extracting relevant information from large
text datasets. These methods can be applied to extract the relevant parts of Suomi24 internet
health discussion to analyze how people discuss and negotiate their health through words, which
represents medication or symptoms. Semantic similarities between these two concepts can be
examined by learning the word vector representations from data and exploring the vector space
using Word2Vec, a popular word embedding method.

This thesis reviews how the training of word similarity models is affected by increasing corpus size
using text retrieval methods.The effects of corpus size are examined by comparing the measured
cosine similarity distances between word vectors representations in two different vector spaces.
Word vector representations are learned using two different sized corpora. The first corpus includes
only messages from the health discussion area of Suomi24. The second corpus includes the same
messages as the first corpus, but also messages from other discussion areas, which include health
related words.

Cosine similarities are evaluated on using concept vocabularies including relevant health related
words. Increasing the number of training examples by almost 30 % did not have a drastic effect on
the qualities of the training data. The results did not indicate a distinct connection between corpus
size and the measured cosine similarity distances between word vector representations of health
related words.
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sanojen vektoriesitys, word2vec, suomi24, tekstilouhinta, tiedonhaku

Tekstilouhinnan menetelmien avulla pystytään erottelemaan ja poimimaan oleellista tietoa suurista
tekstiaineistoista. Näitä menetelmiä hyödyntäen voidaan tutkia Suomi24-keskustelupalstan vies-
tejä ja sitä, miten käyttäjät puhuvat omasta terveydestään. Kahden käsitteen välistä semanttista
samankaltaisuutta voidaan tarkastella vektoriavaruudessa kouluttamalla Word2Vec-malli, joka
oppii sanojen väliset suhteet muodostamalla dataan sisältyville sanoille vektoriesitykset.

Tutkielmassa selvitetään korpuksen koon vaikutusta sanojen samankaltaisuusmallien koulutta-
misessa. Korpuksen koon vaikutusta tutkitaan vertaamalla mitattuja kosinin samankaltaisuuden
etäisyyksiä sanojen vektoriesitysten välillä kahdessa vektoriavaruudessa, jotka ovat muodostettu
hyödyntämällä erikokosia korpuksia. Työssä käytetään kahta korpusta, joista yksi sisältää vain
viestejä Suomi24:n terveyskeskustelualueelta. Toinen korpus sisältää terveyskeskusteluviestien
lisäksi viestejä muilta keskustelualueilta, jotka sisältävät terveysaiheisia sanoja.

Kosinin samankaltaisuutta arvioidaan hyödyntämällä käsitelistoja olennaisista terveysaiheisista sa-
noista. Kun datan määrää kasvatetaan lähes 30 prosenttia, huomataan, että kasvattamisella ei ole
huomattavaa vaikutusta datan ominaispiirteisiin. Tulokset eivät osoittaneet selkeää yhteyttä kor-
puksen koon ja mitattujen terveysaiheisten sanojen vektoriesitysten kosinin samankaltaisuuksien
välillä.
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Introduction

Text mining or text retrieval is the process of extracting meaningful and actionable
information from unstructured text data. The goal is to identify and locate the parts
including information we are interested in. Text mining methods are solutions to
how to solve the task of finding relevant items from text matching the specific
information request (Lagus, 2000).

Today people produce enormous amounts of data when they interact with digital
services in their everyday lives. Data produced by social media is one of the most
interesting research topics as social media has emerged as a place to exchange in-
formation and experiences. Using social media produces data when people are
publishing content on their own profile, but also browsing and other actions are
logged by the services. Notably users are recording their own actions and feelings,
when they are using social media in the form of written posts, messages or other
kinds of updates. Hence social media offers a new kind of digital research area to
study human behavior and interactions between other individuals.

One important resource in this digital research is Suomi24 online discussion data,
which is a very extensive collection of messages posted to a popular Finnish speak-
ing online forums since 2001. Discussion in the message boards of Suomi24 is usu-
ally very topic oriented compared to other social media platforms, where users
mostly communicate using their own names. Anonymity provides privacy for
open discussion as users can share their experiences and thoughts truthfully and
be direct without worrying that their own messages would affect their social life
offline.

For these reasons, Suomi24 provides a safe environment for people to discuss their
health. People can address their own health concerns and seek peer support from
others dealing with the same kind of health related issues. Most of all social media
provides a new kind of point view of how people actually relate to medicine and
their illnesses.

Using text mining methods, we can extract relevant parts of health discussion and
analyze the texts to observe relations between these health related concepts, such
as medication or symptoms. These collections of concepts are created utilizing
data analysis, linguistic tools and limited human input to discover and recognize
these relevant concepts from messages posted to the health section.
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This thesis reviews how the training of word similarity models is affected by in-
creasing corpus size using text retrieval methods. The effects of corpus size are
examined by comparing the measured distance between word vectors represen-
tations in two different vector spaces. The focus is on how health related words,
mainly words representing symptoms or drugs, are mapped in two different vector
spaces. The location of the word vector representation reflects the semantic sim-
ilarity between two words, which means that we can also examine how adding
more training examples influences the location of defined word embeddings in
vector space.

Machine learning methods are used to produce word vector representations for
each word found in the training data. Using these word embeddings, words with
similar vectors can be located and observed by computing the cosine similarity
distance between these word vectors in a vector space. The training process of
producing the word embeddings is repeated and a new model is trained with data
including the health discussion data and the messages from other discussion areas
containing relevant health domain words.

Chapter 1 introduces previous research about text mining social messages posted
in Finnish discussion boards. Also characteristics of online health discussion are
described and what relevant information can be extracted from these discussions
using computational text retrieval methods. A novel method based on earlier re-
search is introduced, which utilizes human input to classify word embeddings to
produce concept vocabularies of domain specific relevant words.

Chapter 2 covers introduction to statistical language modeling and word vector
representations. Suomi24 discussion dataset is described in more detail in Chapter
3. Results and findings are reported in Chapter 4.

The final Chapters 5 and 6 summarize the results and provide discussion on poten-
tial continuations of the research and how the evaluation process can be improved.
Challenges and limitations encountered during the process of this thesis are con-
sidered and the solutions to solve these problems examined. Concluding with
summarization of the results and how the results relate to the research questions
of the thesis. In closing, the results are observed from the perspective of proposed
future research.



Chapter 1

Background

Traditional medical research is focused on specific research questions such as the
effectiveness and possible side effects or general safety regarding other unexpected
health problems. Despite the extensive research conducted, drugs are not always
perceived the same way intended by pharmacologists and other healthcare profes-
sionals. Direct access to internet-based medical advice and other types of digital
health services has affected the traditional doctor-patient setting due to patients,
or health consumers, being more informed (Autio et al., 2012; Hardey, 2001).

Since the early years of internet discussion, people have been discussing health,
symptoms and drugs from their own perspective or sharing the experiences of
someone close to them. Suomi24, a popular Finnish message board, has offered a
platform for such discussion since it was launched back in 1998. Suomi24 discus-
sions are openly available as a dataset, which includes every message posted since
20011. The health discussion is one of the most common topics in Suomi24, which
makes the health discussion alone a very valuable resource as a domain specific
textual dataset of Finnish language(Lagus et al., 2016).

One important factor in this peer-to-peer online discussion is medication, which af-
fects how health and illness are discussed (Ylisiurua, 2017). Earlier research project
called Medicine Radar (also called Lääketutka in Finnish) researching the health
discussion of Suomi24 was focused on exploring and visualizing the discussion it-
self and how drugs are perceived in the absence of healthcare professionals (Lagus
et al., 2018).

This earlier research also focused on capturing words that represent the same con-
cept, specifically drugs and symptoms and creating concept vocabularies using an
augmented intelligence method for concept-oriented analysis. This method com-
bines machine learning methods, such as Word2Vec (Mikolov, Chen, et al., 2013) to
discover and capture concepts from the colloquial health discussions with human
input, which was used to ultimately decide whether the captured word refers to

1In September 2020 data from 2001–2017 was available
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the same specific concept.

These concepts are initially captured applying the distributed representations of
words trained using only the health discussion as corpus. However the health
discussion is not only limited to the health section of the forums. Using the concept
vocabularies data can be supplemented by adding messages, which include health
related discussion, but are posted outside the health section. A message posted
outside health discussion is added to training corpus, if a message includes any of
the word forms captured in the concept vocabularies.

These produced concept vocabularies are specific for the health domain and can
also be used in evaluation of word embedding of the same domain. Using them
in intrinsic evaluation of word embedding is not possible, since the concept vo-
cabularies only include lexemes of the same lemma and possibly some prevalent
misspelled word forms. However the captured concepts can be considered to be
semantically related, when similarity is defined as co-hyponymy (Turney et al.,
2010). This means that two words have any kind of semantic relation, i.e. if they
share any kind of attributes, then two words are semantically related. Examples
include words that are synonyms (“hospital” and “medical center”) or words that
are functionally or frequently associated (“paramedic” and “ambulance”).

Motivation to generate such a collection is that as nothing equivalent exists in
Finnish to our knowledge. Producing a comprehensive vocabulary manually
would be time-consuming and as there are many fundamental issues that would
require both medical and linguistic knowledge. For example, referring to the same
medicine can depend on the context as medicines usually have multiple different
marketing names or they are known by their colloquial nickname. Drug names
can be easy to misspell and listing each possible misspelled form would take too
much time. In addition, some can treat illegal substances as medication, which can
be interpreted as personal medication even if it is not recommended by healthcare
professionals. This novel method was presented originally in Lagus et al. (2018)
provides a straight-forward solution to these issues by using computational
methods, but retaining the final decision for human review.



Chapter 2

Theory

In this chapter, we focus on the theorectical aspects of how word vector representa-
tions are produced starting from introduction to statistical language modeling. The
following sections focus on how word embeddings are produced using Word2Vec
(Mikolov, Chen, et al., 2013) and how Word2Vec models can be used to predict
contextually similar words. The most important parameters of Word2Vec training
are explored from the perspective of word similarity tasks.

2.1 Statistical Language Modeling

Statistical language modeling is one way to process natural language input that al-
lows computing probabilities for any sequence of character symbols. These char-
acter sequences can be anything from words to sentences or from paragraphs to
text documents. In language modeling, the main interest is in probabilities of
word sequences, and the goal is to assign a probability P(w1:m) to any sequence
of words w1, . . . , wm. This can be achieved using the chain rule of probabibility
and by conditioning each word in the sequence on its the preceding words. This
is density estimation of the distribution of P(w1:m) over word sequence w1, . . . , wm
(Goldberg, 2017):

P(w1:m) = P(w1)P(w2|w1) . . . P(wm|w1:m−1) =
m

∏
i=1

P(wi|w1, . . . , wi−1) (2.1)

Now each word is predicted conditioned on every preceding word. Using this
formulation in computing is not demanding when predicting the next individual
words, but modeling an entire sentence is harder, because this method would re-
quire computing all the possible sentences. Typically the solution is to use the
Markov assumption, that states the future is independent of the past given the
present. In other words, a kth order Markov-assumption assumes that the next
word depends only on the last k words in the sequence:

P(wi+1|w1:i) ≈ P(wi+1|wi−k, ... ,i) (2.2)



6 Chapter 2. Theory

Now Equation 2.1 can be reformulated using the Markov assumption, where k = i:

P(w1:m) ≈
m

∏
i=1

P(wi|wi−k, ... ,i−1) (2.3)

Even when conditioning on only the previous k words, the word order of the se-
quence has a substantial impact on results as this model does not take linguistic
information into account, but only tries to match the given text pattern with the
data. Also the conditional probabilities of words are not truly considered even un-
der the Markov assumption, because possible dependencies beyond the window
of k words are ignored.

2.2 N-gram Models

One of the simplest and also one of the most frequently used language models is
the N-gram model. An N-gram is a sequence of adjacent words or letters of length
N. More formally, N-gram models are based on the Markov assumption, where
k = N − 1. For example, if we are observing the sentence “Quick brown fox jumps
over the lazy dog” and we extract every bigram (an N-gram of size 2), which consists
of two adjacent words, such as “Quick brown” or “fox jumps”. Respectively a trigram
is a N-gram for N = 3 and it is a sequence consisting of three adjacent words.

The N-gram model itself is a probabilistic language model, which uses the statisti-
cal properties of N-grams to predict the next item in sequence, e.g. a sentence. The
N-gram statistics are essentially based on co-occurence frequencies for words and
are used for predicting the occurence of a word wi from the occurence of the N − 1
words wi−(N−1), . . . , wi−1 preceding it. For example a bigram model predicts the
conditional probability of the next word by conditioning on only one preceding
word. Accordingly a trigram model approximates the same probability by using
the conditional probability of past two words.

The conditional probability for words wi, . . . , wm is computed the same way as in
Equation 2.3, but now setting k = N − 1:

P(w1:m) ≈
m

∏
i=1

P(wi|wi−(N−1),...,wi−1
) (2.4)

The maximum likelihood estimate of the probability of a word wi in context H =
wi−(N−1), . . . , wi−1 can be acquired by counting the number of times wi has ap-
peared in the context H and normalizing it with the number of the N-grams in-
cluding the context words (Jurafsky et al., 2008). First compute the count of the
N-gram C(·) and normalize with the sum of all the N-grams that include the same
words as in H:

P(wi|wi−N+1, . . . , wi−1) =
C(wi−N+1, . . . , wi−1, wi)

C(wi−N+1, . . . , wi−1)

⇐⇒ P(wi|H) =
C(H × wi)

C(H)

(2.5)
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As the probabilities for sentences that are not included in the training set would
assigned a zero, we need to redistribute the probability mass from the most fre-
quent occurences and redistribute it to events with otherwise zero probabilities.
These methods are called smoothing techniques, of which the most common are
presented in detail in Chen et al. (1999), Jurafsky et al. (2008).

2.3 Word Vector Space Representation

Early work on representing words in vector space were presented already in the
1990’s, for example in Kohonen et al. (1996), Lagus (2000), Kohonen (2001). A new
way to calculate the word vector representations that made the general approach
widely popular was introduced by Bengio et al. (2003). Every word in the vocab-
ulary is associated with a distributed word feature vector, which is a real-valued
vector in Rn. These vectors represent the different aspects and features of the word
by assigning real valued numbers to the elements of the feature vector. Feature
vectors that represent words as vectors can be also called simply word vectors. The
term word embedding is also used to generally describe word vector representation
and feature learning techniques that are based on representing words in a vector
space as real valued points.

Word vector presentations are in principle similar to the RGB color model, which is
one of the mostly used techniques to represent colors on digital screens. In the RGB
color model, colors are composed by adding red, green and blue light together to
create a new color. To put it simply, each of the three color channels (red, green,
blue) are represented by a value, which resembles intensity of the light beam. Since
each color channel is eight bits, each color channel has 28 = 256 different possible
values, which range from 0 to 255. This color model also allows labeling different
colors and shades with more recognizable names to distinguish different colors
more intuitively.

For example, a color considered to be “Blue” can be formulated vector (0, 0, 255).
Following this example, the color “Cyan” is represented by the vector (0, 255, 255).
Both Blue and Cyan are vectors of R3, basic arithmetical operations can be applied
to these vectors. As we know that the color cyan can be created by mixing blue
with green, we can also formulate it as an operation of adding vectors together to
form a new vector:

blue + green = cyan ⇐⇒ (0, 0, 255) + (0, 255, 0) = (0, 255, 255)

Similarly these vectors can be multiplied or divided by real numbers to acquire a
new color:

blue × 1
3

⇐⇒ (0, 0, 255) × 1
3

= (0, 0, 85) = "navy blue"
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Of course this is just a simple example how to produce labels for different colors.

The same kind of approach applies to words, but instead of representing color
channels, each element in word vectors represent a different dimension of the
word’s meaning. The dimensions of the vectors repsenting word’s meaning can
be observed as multidimensional continuous points in geometric space.

According to the distributional hypothesis words with similar contexts tend to have
similar meanings. Contextually similar words are expected to have similar word
vectors which implies that the points should be mapped to neighboring points in
the same vector space.

Now we can apply linear algebra and other numerical operations to words using
their representations in vector space, that we could not otherwise apply to tex-
tual data directly. For example, following the example in Mikolov, Sutskever, et
al. (2013), if we have the words “Finland”, “Helsinki”, “Estonia” and “Tallinn”,
we could expect the following result when using the word vector representations
vec(·) of these words:

vec(“Helsinki”) − vec(“Finland”) + vec(“Estonia”) = vec(“Tallinn”)

This result suggests than when subtracting “Finland” from “Helsinki” and adding
“Estonia” we would receive the word “Tallinn”, because it would be the most sim-
ilar vector with the vector we receive from this simple addition and subtraction
operation.

The context for a word is usually taken to be the surrounding words in a given word
sequence located in the training dataset. The distance between different words is
taken into account when learning the weights based on how contextually close the
words are. As mentioned above, elements in a word vectors represent different
dimensions of the meaning of a word, but in more detail the elements are equiva-
lent to the word’s distributed weights across dimensions. The value of the weight
defines how close the word in question is to that dimension’s meaning.

In this word vector space we can measure the distance of two non-zero vectors
using cosine similarity, which is a similarity measure defined to equal the cosine
angle of the vectors projected in a multidimensional vector space:

cos(A, B) =
AB

�A��B� =
∑n

i=1 AiBi�
∑n

i=1 A2
i

�
∑n

i=1 B2
i

(2.6)

In cosine similarity, larger values indicate higher similarity as the cosine angle be-
comes smaller.
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2.4 Word2Vec

Word2Vec is a recent and popular embedding technique, which was proposed by
Mikolov, Chen, et al. (2013). Word2vec is not a single model, but rather a group of
models, which depend on the choice of model architecture and parameterization of
that architecture. The two model architectures that can be used to train the model
are the Continuous Bag-of-Words (CBOW) Model and the Skip-gram Model, and both
of them are based on shallow neural networks, that consist of only of two layers.

Let W = {w1, . . . , wT} be a word sequence containing T words, represented as a
set. In CBOW, the model predicts the target word wt based on a given a set of
surrounding context words {wt−n, . . . , wt−1, wt+1, . . . , wt+n}. The CBOW architec-
ture is similar to the Feed-Forward Neural Network Language Models proposed
by Bengio et al. (2003). Their language model used neural networks to learn the
distribution word representations simultaneosly with the probability of words or
phrases.

In the traditional language model, which predicts the next word based on the
n preceding words, the word order matters. However in the CBOW model n
words before and after the target word wt are used. The preceding and follow-
ing words of wt are called the surrounding context words or the context window.
The order of words in the context window does not matter in CBOW, because
it uses the continuous word vector representations, which mean that computation
of such vectors is commutative. On the contrary to CBOW predicting the next
word given it surroudings, the Skip-gram model predicts the surrounding con-
text words {wt−n, . . . , wt−1, wt+1, . . . , wt+n} when given one target word wt. The
Skip-gram model will be covered in more detail in Section 2.5.

Choosing between these two architectures is essentially a task-specific decision,
because the architectures have differences in two two important aspects: perfor-
mance and accuracy, which should taken into consideration when dealing with
large vocabularies and datasets. Whereas CBOW is considered faster, Skip-gram
performs better learning uncommon and infrequent words according to studies by
Tomáš Mikolov, the main author of Word2Vec (Mikolov, Chen, et al., 2013; Mikolov,
Sutskever, et al., 2013). Other studies measuring the performance and comparing
the architectures indicate better performace of Skip-gram compared to CBOW in
some task settings (Lai et al., 2016; Th et al., 2015).

In this thesis we focus on Skip-gram, because Skip-gram vectors have shown better
results in word similarity tasks compared to CBOW (Chiu et al., 2016).

Other important factors are the size of context windows c, the subsampling rate
of frequent words and the number of dimensions used in the embedding process.
The size of context window c can have an effect on accuracy, but it can also increase
training time (Lison et al., 2017). In large vocabularies the most common words
usually provide less useful information than rare words, because most common
words would be often associated with many uninformative words such as articles
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or conjunctions. However some of the problems concerning articles or conjunc-
tions could be also solved applying preprocessing before making analysis from
the data. As for the issue of word dimensionality, it has been shown that after
certain point there is no notable gain in accuracy (Chiu et al., 2016).

In conclusion, the decision about the optimal configuration is extremely task spe-
cific and all of these aspects mentioned above should be taken into consideration.

2.5 Skip-Gram

The main object in the training of the Skip-gram model is to maximize the clas-
sification of one word in the sentence based on the other words in the sentence.
Skip-gram tries to find other word representations that can be used to predict the
surrounding context words given one word. The Skip-gram architecture is visual-
ized in Figure 2.1.

The objective can be formalized to maximize the average log probability of a word
being a context word given trainings words w1, w2, w3, . . . , wT:

1
T

C

∑
−c≤j≤c

j �=0

log
�

p(wt+j|wt)
�

, (2.7)

where wt is the target word andc is the size of context window (the number of
context words).

Let V be the size of our vocabulary and N the dimensionality of word vectors. Dur-
ing training,the input word vwI is one-hot encoded into a vector x = {x1, . . . , xV},
which means that only one of the V elements in vector x is 1 and all other elements
are zeroes.
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Figure 2.1: Skip-gram architecture

Learning of word embeddings in Word2Vec requires two weight matrices: the em-
bedding matrix W of size V × N and the context matrix W � of size N ×V.1 At first,
the elements in both matrices W and W � are initialized with random values, but
they are also updated during training. The update process is described in more
detail in Section 2.6 and the model architecture with weight matrices is visualized
in Figure 2.2.

Each row of the embedding matrix W is an N dimensional vector representation vw
for one vocabulary word w. Likewise every input word wI is also in the vocabulary,
so the location of the non-zero element xk in vector x corresponds to the index of
the input word’s vwI location in the vocabulary.

Now because vector x is binary and we know that the only non-zero element is the
kth element, we can simply take only the kth row from W instead of multiplying
the whole matrix W with vector x. This N dimensional vector projection of input
word wI will be the hidden layer h:

h = WT · x = WT
(k,.) := vT

wI
(2.8)

Next the vector projection h ∈ RN will be multiplied with v�
wj

T, the jth column of
context weight matrix W �, to get the score uc,j, which measures how close input

1Regardless of notation, the context weight matrix W � is not a transpose matrix of W, and it’s
consider to be independent of W.
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words are to the context window. Even though the jth column of matrix W � is
the vector representation of the meaning of the word wj in the vocabulary, these
weight are not outside the training process.

We receive the net input of every unit j on every panel c of the output layer. We
know that each output panel c uses the same weight matrix, which means that
scores uj for each word wj are the same for every panel c, so

uc,j = uj = v�wj

T · h , for c = 1, 2, 3 . . . , C. (2.9)

At the output layer, to obtain the posterior distribution of words from the scores
uc,j, we need Softmax, a log-linear classification model, to normalizes the values to
probabilities:

Softmax(xi) =
exp xi

∑j exp xj
(2.10)

Now p(wt+j|wt) (2.5) is the conditional probability of observing a context word
(outside word) wO given input word (target word) wI and can be reformulated
using Softmax:

p(wc,j = wO,c|wI) = yj

= Softmax(uc,j)

=
exp

�
uc,j

�

∑V
j�=1 exp

�
uj�

�

=
exp

�
v�wO

TvwI

�

∑V
i=1 exp

�
v�wi

TvwI

� ,

(2.11)

where vw and v�w are the input and output vector representations and V the size of
vocabulary.

The dot product in the numerator, v�wO
TvwI , measures the similary between vector

representations of the outside word WO and the target word wI . Values produced
by this dot product express similarity between these vectors, as when both vectors
have large values in the same dimensions, the resulting value will be high, see for
example Jurafsky et al. (2008).

On the other hand, the dot product in the denominator v�w
TvwI is computational ex-

pensive, because it requires computing dot products between target word wI and
all other words in vocabulary. Computing these dot products make the training
impractical and time consuming with large vocabularies. Mikolov et al proposed
two new training algorithms in Mikolov, Sutskever, et al. (2013): hierarchical soft-
max and negative sampling, which both optimize the computation of the updated
output vectors. These two training algorithms are applicable to both Skip-gram
and CBOW, but in this thesis we will be introducing them only using Skip-gram,
because we are focusing on the similarity between target words and model gener-
ated context words.
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2.6 Updating Weights

To find the optimal values for both weight matrices W and W �, prediction error
of words must be minimized during training. A loss function evaluates how well
words are modelled from the data. The objective is to maximize the probability of
output words wO,1, . . . , wO,C given the input word wI :

max p(wO|wI) = max yj∗

= max log yj∗

= log (p(wO,1, . . . , wO,C|wI)

= log
C

∏
c=1

exp(uc,j∗c )

∑V
j�=1 exp

�
uj�

�

=
C

∑
c=1

uc,j∗ +
C

∑
c=1

log
V

∑
j�=1

exp(uc,j)

=
C

∑
c=1

uj∗c + C · log
V

∑
j�=1

exp(uj�) := −E,

(2.12)

where j∗ is the index of the cth output word in the output layer and E is the loss
function, which is being minimized.

The loss function of Skip-gram E is optimized in using Stochastic Gradient Descent
(SGD), which uses the error gradients of the loss function to learn optimal values
of a weight matrix. In addition, because computation with all vocabulary words
during every iteration is computationally expensive, with SGD the weights can be
updated one training word wt at a time. Thus the values of the hidden units h are
updated at the same time.

2.6.1 Update Equation for Context Matrix

The error derivative of output layer’s input is obtained by taking the derivative of
E with respect to the net input of panels uc,jto the prediction error of the output
layer ec,j (Rong, 2016):

∂E
∂uc,j

= yc,j − tc,j := ec,j, (2.13)

where tc,j is a indicator function 1c,j{j = j∗}, where tj = 1 only when the jth unit
is the actual output word, otherwise tj = 0.

The second required error derivative is the derivative of the loss function E with
respect to the weight matrix of the output layer W �:

∂E
∂w�

ij
=

C

∑
c=1

∂E
∂uc,j

· ∂uc,j

∂w�
ij

= EIj · hi, (2.14)
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where EIj = ∑C
c=1 ec,j is the sum of prediction errors of every context word c and

hi is expanded from Equation (2.8):

hi =
V

∑
k=1

xkwki (2.15)

Let η > 0 be the learning rate, then the update equation for weights w�
ij in context

matrix W � is:

w�(new)
ij = w�(old)

ij − η ·∇E

= w�(old)
ij − η · EIj · hi

(2.16)

This update equation requires checking the probability yc,j for every “vocabulary”
word and comparing it with its estimate tc,j. The values of w�

ij are adjusted by
subtracting or adding proportion of hi determined by prediction error ec,j on the
basis of how well yc,j is estimated.

2.6.2 Update Equation for Embedding Matrix

Following Equation (2.16), the weight in embedding matrix W are updated in sim-
ilar way by taking the derivative E with respect to the output of the hidden layer
hi (Rong, 2016) :

∂E
∂hi

=
V

∑
j=1

∂E
∂uj

· ∂uj

∂hi

=
V

∑
j=1

C

∑
c=1

ec,j · w�
i,j

=
V

∑
j=1

EIj · w�
i,j := EHi

(2.17)

Now we obtain the sum of output vectors of every vocabulary word weighted by
their prediction error fo EH = {EH1, . . . EHN}

The second derivative is computed with respect to every weight in W:

∂E
∂wki

=
V

∑
j=1

∂E
∂hi

· ∂hi

∂wki

=
V

∑
j=1

C

∑
c=1

ec,j · w�
i,j

� �� �
=EHi

·xk

= EHi · xk

(2.18)
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Thus the update equation for embedding matrix W is:

w(new)
ij = w(old)

ij −∇E

= w(old)
ij − η · EHT,

(2.19)

where wij is the only non-zero row in W, which will be updated while other rows
in W are not updated this instance.

Figure 2.2: Skip-gram architecture with weight matrices
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2.7 Hierarchical Softmax

Learning the output vectors is very expensive, because updating v�
w for every vo-

cabulary word wj we need to compute net input uj, probability prediction yc,j,
prediction error EIj. Particularly when vocabulary size is large, the number of re-
quired iterations increases, which affects the training time considerably. In order
to reduce training time and to optimize computational efficiency, Word2Vec can be
trained using two different training algorithms: negative sampling or hierarchical
softmax.

Negative sampling is more straightforward solution based on noise contrastive es-
timation, where the weights are updated using sample negative examples. The
output word is considered as positive sample and the log-likelihood ((2.12) is
minimized using negative sampling. Main benefit of using negative sampling
is to learn accurate representation for common words in the corpus (Mikolov,
Sutskever, et al., 2013).

In this section we introduce hierarchical softmax (Mnih et al., 2008; Morin et al.,
2005), where |V| dimensional output softmax layer is replaced with a binary Huff-
man tree representation, where the leaves of the tree represent the vocabulary
words. A unique path from root to each leaf exist and the paths are used to estimate
the probability of the word, which are represented by the leafs of the Huffman tree
(Figure 2.3). Similar paths in the tree are assigned with similar probabilities, which
means that rare words will inherit their parent vector representations in the tree.
Thus word vector representations of infrequent words are influenced by the more
frequent words in the same corpus, which also rectifies the preference of updating
weights with respect to the most common words in the corpus.

Figure 2.3: An example binary Huffman tree for the hierarchical soft-
max model.

Now each of the V − 1 inner units of the tree have an output vector v�n(w,j), which
replace the output vector representations for words. The probability of a word
being the output word wO is:

p(w = wO) =
L(w)−1

∏
j=1

σ
�

[[n(w, j + 1) = ch(n(w, j))]] · v�n(w,j)
Th

�
, (2.20)
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where ch(n) is the left child of unit n, v�n(w,j) the vector presentation of the inner
unit n(w, j), h = vwI is the output value of the hidden layer and [[x]] is an indicator
function:

[[x]] =

�
1 if x is true,
−1 otherwise

and σ(x) is

σ(x) =
1

1 + exp(−x)

We can replace p(wc,j = wO,c|wI) Equation (2.11) with (2.20) and use it to maximize
the probability of a word being an output word wO, which means that hierarchical
softmax is a multinomial distribution among all words. Basically we try to predict
should we follow the path to the left of the right during tree traversal.

Complexity is now reduced to O(log(|V|)) from O(|V|), making the faster training
time the main improvement over regular softmax. Because of taking less time to
train, now the training algorithm can observe even the rarest words and adjust the
weights more often compared to a model trained with regular softmax trained in
the same time (Chen et al., 2018).



Chapter 3

Data

In this chapter, Suomi24 is introduced as a social media and the discussion in the
forums are described. The following subsections focus on preprocessing the data
from computational approach, before any natural language processing methods
can be applied.

3.1 Suomi24

Suomi24 is one of the Finland’s largest social networking services, which has
been operating since 1998. Over the recent 20 years, the discussion forums have
established its position as the most popular and commonly recognized service
of Suomi24. Today Suomi24 has around 1.9 million monthly visitors, which is
roughly 41% of total internet-users in Finland1. In 2017, on average 10 600 new
messages were posted each day of the year.

Key characteristic for taking part in discussion is that the discussion forums do
not require any registration, but users have to select a nickname. These nicknames
are not unique and they can be used interchangeably by different people. If a user
decides to register, then the selected nickname cannot be chosen by unregistered
users. Only under 10% of users are registered (Lagus et al., 2016). Privacy pro-
vided anonymity allows discussion on Suomi24 is described to be more focused
on the discussion topic rather than creating new or maintaining current social con-
nections of the user. Anonymity allows users to write about difficult and inti-
mate topics truthfully, but on the other hand it lowers the bar of misbehaving and
trolling of other users.

All the messages from Suomi24 discussion boards are openly available for research
purposes from the Language Bank of Finland. Data is provided by initial cooper-
ation with Aller Media, the former owner of Suomi24 until December 2019. The
promised update cycle was set to every 6 months and the newest messages from

1FIAM December 2019
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the message boards posted during this time period would be added to data. At the
moment, the dataset includes years 2001–2017.

The dataset does not contain any background information about the users, which
means that identifying users demographically is not possible. Messages posted
by unregistered users cannot be traced or linked with any individual users and
one users can therefore use several different nicknames when participating in the
discussion.

The dataset is considered one of a kind due its time span, coverage of various
topics and the remarkable number of sent messages. It consists mostly everyday
conversation in colloquial Finnish in a written text format. The language used in
the forums represents rather spoken Finnish than written Finnish, which means
that it records interaction of users digitally in the same way that these discussions
would take place person to person. Discussion forums also expanded the reach
beyond the scope of traditional change of thoughts taking place offline, since the
emergence of social media enable more people to be engaged with the discussion.
Having the access to messages posted as early as 2001 is itself also a valuable re-
source to be explored in various fields of research, i.e. linguistics or social sciences.
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Figure 3.1: Distribution of messages posted to Suomi24 by year

3.2 Health Discussion

This thesis focuses on messages posted to the health discussion section of Suomi24,
which one of the most popular topics in the forums overall (Lagus et al., 2016). The
possibility to write anonymously and the fact that users cannot be recognized in
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the forums allows users to share information that they would not normally want to
share publicly, specifically regarding health issues of their own for social support
(Lagus et al., 2015). Additionally users are interested in information on specific
treatments or drugs and possible adverse effects. Health related forums provide
a suitable platform for such peer to peer discussion of stigmatic health concerns,
that are otherwise not easy to be openly addressed.

Medical internet discussion is partially a new way to address your own concern
and discuss them with others. Important element in online health discussion is
that is based on peer to peer discussion, where all participants are treated as equal.
In the conventional setting, such as doctor’s appointment, the other side of con-
versation is a healthcare professional and has medical expertise. In particular, the
discussion is mostly focused on medication, which is central to how people discuss
health and illnesses (Ylisiurua, 2017). Talking without a presence of professional
users can explore openly their personal emotions and relationships with medica-
tion. Medication is often also criticized for being either inadequate or too excessive
and causing either medical malpractice or overdiagnosing, which are both relevant
concerns of the healthcare system.

Online discussion does not replace the medical advice given by professionals, but
users having access to vast amount of information online including medical in-
formation, has also affected the general doctor-patient -relationship (Autio et al.,
2012). Having this kind of access has made patients more aware of their own health
by searching information online more independently. The open access to medical
information has also enabled false or possibly dangerous information to spread
more easily.

3.3 Medicine Radar

Lagus et al. (2018) developed a tool called Medicine Radar2 to explore Suomi24
health discussion for people with no further technical skills. Medicine radar gen-
erally depicts the main points and topics of discussion by focusing on common
concerns about how different drugs are perceived and how they affect the every-
day lives of individuals.

Many parts of this thesis are based on the previous work done in the Medicine
Radar project. Medicine Radar included two interesting details from text mining
perspective:

1. Word2Vec model, which was trained with health discussion messages and
used to assess similarity of two words and to look for other health related
concepts.

2. Concept vocabularies of symptoms and drugs, which are produced with
methods described in Lagus et al. (2018).

2Also known as Lääketutka in Finnish. Available at laaketutka.fi
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The initial idea was to utilize the previous work done in Medicine Radar by using
the same Word2Vec model for comparison with other models trained with differ-
ent sized random samples from the same data. However, after trying to replicate
the setting and use the same data to repeat the training of a Word2Vec model, this
setting turned out practically impossible due to various reasons regarding docu-
mentation and the updates in the data structure made after finishing the original
project.

The original idea, when starting this thesis work, was to evaluate the effects of
corpus size by training models with less data. Instead the focus was set to applying
the same method for generating domain vocabularies, which was introduced and
used in Medicine Radar project, to expand the data with messages outside the
health discussion area. The idea is to identify messages including health related
words, but which are posted to other discussion areas. This is in a way the opposite
of the original idea, where the focus was to simply research the effect of corpus size
by gradually increasing the sample size of messages chosen randomly from orginal
data and comparing the results with the model trained with all avalaible data. The
focus is now on how the word vector representations are affected when messages
from other domains are included also in the data. The level of noise in the data
can increase for this reason as the discussion context can be very different from
the medicinal context that we are mostly interested in. The evaluation process is
describing in more detail in Chapter 4.

3.4 Preprocessing

The Suomi24 discussion data is available to download in verticalized text format
(VRT), which is a token-oriented columnar text format. Each line includes a single
word and its annotation attributes, such as lemma or part of speech, which are
separated by tabs. The structure of the text follows XML-formatting style, where
structural attributes are represented by tags, which can include also XML-style
attributes. Syntactic annotations in the data have been created using Turku De-
pendency Treebank3.

VRT allows spaces in structure tags, whereas regular XML, where attributes are
name tokens, does not support spaces in attributes. Implementations of load-
ing and importing VRT files in to statistical computing environments, such as R
or Python, did not exist to our knowledge or they were not directly applicable.
Also the VRT version of Suomi24 data has been updated after completing work on
Medicine Radar. This resulted in multiple issues with the data that was originally
used in the Medicine Radar project, such as discrepancies in dependency annota-
tions. Reproducing exactly the same data was considered too time-consuming and
despite the efforts, there would be no guarantee that the we would receive similar
results as in Lagus et al. (2018). In addition to possible reproducibility problems,

3https://bionlp.utu.fi/fintreebank.html
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the newer VRT version 1.1 offers improvements over the older version, such as
providing each calendar year as single file and empty and dummy messages are
removed. Unlike in Medicine Radar, the year 2017 is included in the data. The

Figure 3.2: Example of one Suomi24 message saved in VRT file for-
mat

dataset including years 2001–2017 consist of 17 files totaling 409.2 gigabytes (GB)
in size. File sizes range from 3.4GB to 39.3 GB. These files are processed as text files
and read line by line into memory until a line with </text> closing tag is read. Af-
ter this the read lines are combined in to single string of characters and spaces from
XML attributes are removed in order to process the strings as regular XML strings.
Processing messages as XML strings allows straight-forward extraction of the mes-
sage attributes, in this case topic in which the post was originally posted in. This
information is used to acquire the distribution of messages by topic, which can be
examined in Figure 3.2. At first, the string containing metadata and the message
itself is discarded if it was not posted in the health discussion section. After this
each paragraph from the message is processed so that each word form is extracted
from each line line and to compose a string including the original message as it was
written originally. In addition, from each captured line we extract also the lemma
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Table 3.1: Discussion topic distribution of Suomi24 and the expanded
data

Entire Suomi24 data Expanded data

Topic English No. Messages % No. Messages %

Ajanviete Pastime 1 865 077 2.25 % 8 684 0.20 %
Ajoneuvot ja liikenne Vehicles and Traffic 5 597 208 6.76 % 19 821 0.46 %
Harrastukset Hobbies 2 837 355 3.42 % 6 181 0.14 %
Koti ja rakentaminen Home and Building 2 205 838 2.66 % 6 872 0.16 %
Lemmikit Pets 1 886 413 2.28 % 44 862 1.05 %

Matkailu Traveling 1 653 976 2.00 % 15 649 0.37 %
Muoti ja kauneus Fashion and Beauty 573 714 0.69 % 6 907 0.16 %
Nuoret Youth 1 321 794 1.60 % 7 773 0.18 %
Paikkakunnat Local 8 041 052 9.70 % 32 369 0.76 %
Perhe Family 2 318 156 2.80 % 54 687 1.28 %

Ruoka ja juoma Food and Drink 375 875 0.45 % 3 287 0.08 %
Ryhmät Groups 2 933 842 3.54 % 24 156 0.57 %
Seksi Sex 1 462 593 1.77 % 11 686 0.27 %
Suhteet Relationships 10 036 730 12.11 % 34 694 0.81 %
Talous Economy 1 276 627 1.54 % 4 427 0.10 %

Terveys Health 3 788 232 4.57 % 3 788 232 88.64 %
Tiede ja teknologia Science and Technology 4 514 735 5.45 % 19 554 0.46 %
Työ ja opiskelu Work and Studies 1 760 080 2.12 % 8 550 0.20 %
Urheilu ja kuntoilu Sport and Exercise 1 421 601 1.72 % 10 943 0.26 %
Viihde ja kulttuuri Entertainment and Culture 4 746 767 5.73 % 30 003 0.70 %

Yhteiskunta Society 22 240 943 26.84 % 134 437 3.15 %
Total 82 858 608 - 4 273 774 -
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of each word. Each message is therefore available in the original spelling, but also
in lemmatized format. Both messages are lowercased to avoid any problems in-
terpreting words caused by different letter cases of the same word. Punctuation
marks are padded with spaces on both sides. Identifiable information, such as
user names, email addresses of registered users are removed. Every unnecessary
formatting is removed by replacing them with either spaces or empty characters.
Stop words are also removed before using the data in Word2Vec training.

3.5 Concept Vocabularies

To extract relevant concepts, identifying different forms of the words representing
these concepts is a common problem in information retrieval. For health discus-
sion we focus mainly on capturing medicines and symptoms, which both represent
the most relevant concepts in the health domain. To capture the correct words we
have to not only consider whether a word represents a medicine or a symptom,
but do two words refer to the same medicine or symptom.

As explained in Lagus et al. (2018), such vocabulary does not exist in Finnish
and creating something from scratch would require a lot of manual effort. In the
method introduced in the Medicine Radar vocabularies were constructed by user
selecting the initial input words. Word2Vec model trained with messages from
the health discussion suggests other similar words using cosine similarity (2.6) to
find the closest vector representation of another word. Word2Vec models are able
to find semantically and syntactically similar words in a large corpus, but in this
process the main focus is in semantics. User then can decide whether or not the
suggested word represents the input words or not.

After the suggestions start to deteriorate from the seed word’s meaning, user can
stop and move to the next seed word. All the accepted words are also used as
new seeds for future searches. The vocabularies can be supplemented manually
by adding words using i.e. regular expressions or by parsing a list of medicine
names available online. Finally the drug list is stemmed and the symptom list is
both stemmed and lemmatized.

We use the exact same keyword lists produced in Lagus et al. (2018), which are
openly accessible4. Since we naturally could not exactly replicate the augmented
AI (humanand articial inteligence) interactive process of seed word creation, we
decided to instead use the exact same keyword lists as were already produced by
this process in Lagus et al. (2018). However, the Word2Vec model that we use
is naturally not exactbly the same, so direct comparison in vector spaces is not
possible. The Word2Vec model used in the process described above was trained
using the health discussion messages from 2001–2016 and is therefore not the same
model that is used in the evaluation section of this thesis. Figure 3.3 presents the

4https://github.com/futurice/laaketutka-prereqs
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occurrences of the most common concept vocabulary words in the health discus-
sion data and in the expanded data. Also the word occurrences from Medicine
Radar project are included in comparison.
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Figure 3.3: Most common drug and symptom words

These two lists can be considered as a collection of relevant health concepts in
Finnish language. Generation process involves human decisions around the se-
mantics of the words, but word vector representation provide a tool to explore
the semantic relations. Currently, there are no simple and straightforward method
or applicable language resources in Finnish to be used to solve problems around
interpreting language using only computational data mining methods. Most com-
mon problems are interpreting ambiguous words especially if they share a stem
or lemma with another word meaning a totally different thing. Also Word2Vec
models can map two words that are related to each other, but they mean different
things, such as a two drug classes can be related to each other, but they refer to
different types of medication.
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Results

4.1 Models and Training Data

Word2Vec model parameters and training datasets are summarized and described
in Table 4.1. Model 1 was trained using only messages from health discussion
and Model 2 was trained using the expanded data including the same messages as
Model 1, but also messages from other discussion areas. Context window size is set
5 and also words that appear less than 5 times in the data are not used in training.
Both models were trained using the lemmatized forms of words. Vocabulary size
|V| is 28.6 % larger when using expanded data. The number of messages grew by
12.9 %, but there is no noticeable change in the number of words in an average
message. Based on these numeric statistics, expanding the data does not affect
the characteristics of captured messages in terms of number of words included to
trainings.

Comparing two word vector similarity models is not very straightforward, since
there is no ground truth model that captures every word accurately. Model perfor-
mance can not be evaluated using metrics like precision, recall or accuracy, because
text retrieval is a human-centered process, which makes performance evaluation
difficulties. It would require classification by human experts, who can identify and
classify items as relevant or non relevant to rigorously evaluate performance of
models. In this thesis, using such experts to classify drug or symptoms words was
not possible. Ideally a list of word semantic relations, where items are represent-
ing the key concepts in a certain domain would be a suitable solution. Word2Vec
models could be evaluated using intrinsic evaluation by comparing the expected
results with the result produced by the model. In our knowledge this kind of list
did not exist in Finnish language and producing such a list would require expertise
in pharmacology and linguistics, which means that we had to utilize other existing
resources.

Both models produce 100 dimensional vectors for each word in their vocabulary,
but we cannot make any conclusions based on the values, i.e. compare the value in
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Table 4.1: Training data and Model architectures and parameters

Model 1 Model 2

Training data
Years 2001-2017 2001-2017
Threads 549 484 848 076
Messages 3 761 198 4 246 740
Avg. length of message (std) 43.26 (61.45) 48.78 (104.64)
Min 0 words 0 words
25% 12 words 13 words
Median 27 words 28 words
75% 54 words 57 words
Max 10 538 words 11 862 words
Model architecture Skip-Gram Skip-Gram

Word2Vec model
Training algorithm Hierarchical Softmax Hierarchical Softmax
Window size 5 5
Dimensions 100 100
Minimum count 5 5
Resulting vocabulary size 638 821 821 374

the same dimension in two different vector spaces. However we can visualize the
vector as a heatmap. The 15 most frequent drugs and symptoms are visualized in
Figure 4.3. English translations of these words are available in Table 4.2.

In this figure, the color represents the value Word2Vec has mapped for each word
embedding. We can notice that the majority of dimensions include similar values.
Most prominent remark is that the word “magnesium” has the most deviant val-
ues in some dimensions in both models. This is most probably due to the fact that
magnesium can be interpreted as the element used in various other purposes, but
also in medicinal use. From symptom words, we can observe that word “vuoto”
(leakage, drain) also deviates from other words, because it has a different mean-
ing in other contexts. Unexpectedly, its word embedding seems more similar with
other symptom words in Model 2 than in Model 1. In Figure 4.2 one notable fea-
ture that differentiates the Expanded dataset from both Medicine radar original
data as well as from including only the health discussions is the rising of rokote
(inoculation) as the most frequent word from the second place.
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Figure 4.1: Distribution of new messages included in training data
by year
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Figure 4.2: The most common drug and symptom words calculated
from the health discussion messages

Comparing two word vector similarity models is not very straightforward, since
there is no ground truth model that captures every word accurately. Model perfor-
mance can not be evaluated using metrics like precision, recall or accuracy, because
text retrieval is a human-centered process, which makes performance evaluation
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Table 4.2: Translations of the most common drug and symptom
words from Finnish to English

Drugs Symptoms

Finnish English Finnish English

kannabis cannabis kipu pain
rokote innoculation masennus depression
antibiootti antibiotics ahdistus anxiety
masennuslääke depression medication polttaa burn
kortisoni cortisone kuolema death

särkylääke pain medication stressi stress
kipulääke pain medication vuoto leakage

burana
particular pain
medication brand syöpä cancer

bentsoja bentsodiatsepines tulehdus inflammation
mielialalääke antidepressant turvotus swelling

ssri SSRI väsymys tiredness
unilääke hypnotic särkeä ache

cipralex
particular depression
medication brand jännittää be nervous

magnesium magnesium tuska pain
diapam diazepam päänsärky headache

difficult. It would require classification by human experts, who can identify and
classify items as relevant or non relevant to rigorously evaluate performance of
models. In this thesis, using such experts to classify drug or symptoms words was
not possible. Ideally a list of word semantic relations, where items are represent-
ing the key concepts in a certain domain would be a suitable solution. Word2Vec
models could be evaluated using intrinsic evaluation by comparing the expected
results with the result produced by the model. In our knowledge this kind of list
did not exist in Finnish language and producing such a list would require expertise
in pharmacology and linguistics, which means that we had to utilize other exist-
ing resources. Both models produce 100 dimensional vectors for each word in their
vocabulary, but we cannot make any conclusions based on the values, i.e. compare
the value in the same dimension in two different vector spaces. However we can
visualize the vector as a heatmap. The 15 most frequent drugs and symptoms are
visualized in Figure 4.3. In this figure, the color represents the value Word2Vec has
mapped for each word embedding. We can notice that the majority of dimensions
include similar values. In Figure 4.3, the host prominent remark is the word “mag-
nesium” has the most deviant values in some dimensions in both models. This is
most probably due to the fact that magnesium can be interpreted as the element
used in various other purposes, but also in medicinal use. From symptom words,
we can observe that word “vuoto” (leakage, drain) also deviates from other words,
because it has a different meaning in other contexts. Unexpectedly, its word em-
bedding seems more similar with other symptom words in Model 2 than in Model
1.
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Figure 4.3: Visualizing word vector representations of the 15 most
common drug and symptom words

4.2 Word Analogy Tasks

The most often used evaluation method of Word2Vec models is solving analogy
tasks, suchs as described in Section 2.3. In our knowledge, there exists no such
dataset of Finnish related words and creating such dataset would require linguis-
tic and pharmacological expertise, which means that without such classified data,
we can not measure the model performance or accuracy in solving analogy tasks
involving drug and symptom words. In spite of the lack of sufficient resources,
we can explore some of these analogies. Following the country capital example
in Section 2.3, we have two positive examples of a symptom, “särky” (ache), and
a a drug, “Burana” and a negative example of a symptom word,”masennus" (de-
pression). A good result would be to receive a word that can be interpreted as a
medicine related to depression. Using this examples, Model 1 suggest the most
similar, i.e. shortest distance in vector space, to this analogy word vector repre-
sentation is “särkylääke” (painkiller) and Model 2 suggest “panadol”, which is a
marketing name for paracetamol.

Continuing with this test setting, we give two positive examples of one drug and
one symptom word and the negative example word alternates between one drug
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Table 4.3: Results of solving analogy tasks

Positive
example 1

Positive
example 2

Negative
example

Model 1 Model 2

Solve drug word analogy task
särky ache burana burana masennus depression särkylääke painkiller panadol panadol
syöpä cancer sytostaatti cytostatic drug allergia allergy sädehoito radiation therapy sädehoito radiation therapy

ahdistus
anxiety anksilon anksilon paniikki panic voxra voxra voxra voxra

Solve symptom word analogy task
zyrtec zyrtec allergia allergy sytostaatti cytostatic drug allergialääke allergy medicine allergiaoire allergy symptom
alprox alprox paniikki panic anksilon anksilon paniikkikohtaus panic attack pelkotila state of fear
prozac prozac masennus depression särky ache depressio depression ssrilääkkeet SSRIs

and one symptom word. A good result in this test is to receive a similar drug-
symptom word combination. The results in Table 4.3 indicate that in this task
setting neither of the models do not perform very well. Both models suggest in all
the example cases a word related to the positive examples, rather than the negative
example. Based on these results, it seems that at least these health related concepts
are mapped very close to each other in both vector spaces. It could be so that
health words are in a cluster of their own in vector spaces, but based on this small
experiment we can not conclude the effects of corpus size in this scenario.

4.3 Word Vector Space

Using t-distributed stochastic neighbor embedding (t-SNE) (Maaten et al., 2008)
we can reduce the dimensions from 100 to 2 and plot some of the word embed-
dings in two dimensional planes. In Figure 4.4, on the left we have the 10 most
similar words to “kannabis” (cannabis) and on the right the 10 most similar words
to “kipu” (pain). Both input words are the most frequent words in the data with
lots of training examples.

Use of cannabis is not legal in Finland neither in medical nor recreational use.
Model 1 shows that similar words include alternative or colloquial names (“mari-
huana”, “ganjan”, "hamppu), but also different spellings both misspelled and dif-
ferent grammatical cases. Other words refer to illegal substances and recreational,
but also some of the words indicate discussion around medicinal use.

For symptom words, most of the words are substantives or verb related differ-
ent kinds of pain, but one of the words, “kivuta” is a lemma meaning the word
climbing, which is not related to pain. Figure 4.5 represents the most similar word
to both same input words, but in the Model 2, which was trained using the ex-
panded data. On the left we see that now the most similar are strongly related
to recreational use and only one word can be undoubtedly interpreted as related
to medicinal use. The most probable explanation is that recreational cannabis use
is more prevalent topic in other discussion areas as well and therefore the word
embeddings are influenced by the introduction of these messages as training ex-
amples. For words similar to pain nonetheless are still different kind of pain. The
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Figure 4.4: Most similar drug and symptom words in original vector
space

word meaning climbing, “kivuta”, is still present among the 10 most similar words.
One interesting observation is that Model 2 includes two words, “kipulääkitys”
and “kipulääke”, which refer to pain medication. This result would be something
that could be expected to be more prevalent in especially health discussion, but the
inclusion of new messages clearly indicate the contrary.
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It is easy to be fooled by the easiness to draw conclusions between the distances
between two word embeddings, but it is important to remember that these plots
were created from high-dimensional data originally, where the distance should be
measured using measure appropriate for vector spaces, i.e. cosine similarity.

4.4 Evaluation of Cosine Similarities

The most important measure in word similarity models is cosine similarity (Equa-
tion (2.6)), because it measures the similarity between two vectors of an inner
product space. Using the cosine of the angle between two vectors, it determines
whether two vectors are pointing in roughly the same direction. We use cosine
similarity to evaluate the effect of corpus size by computing the distances between
two words in both models. We create three lists of word pairs using the concept vo-
cabularies. We classify each concept either as a drug or a symptom word and cre-
ate three comparison groups. First group includes only a pair of two drug words,
the second group includes a pair of two symptom words and the third group in-
cludes one drug and one symptom word. The measured cosine similarities in these
groups are visualized in Figure 4.6. Median of measures does not change drasti-
cally in any of the groups when trained using additional data. We can also see
that the highest cosine similarity does not grow in any of the groups, but we see
that the lowest measured cosine similarity is larger in all of the groups. There is
no clear indication of improvement of capturing semantic similarity except in the
groups of two drug words where the median is a bit higher and the quartile limits
grow smaller meaning that most of measured similarities are between 0.50-0.75.
Relationships between the cosine similarity measured from Model 1 and the co-
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Figure 4.6: Box plot of measured cosine similarity
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sine similarity measured from Model 2 are represented in Figure 4.7. In this figure,
we expect a result where the point falls in the x = y diagonal line. For example in
the leftmost picture many of word pairs with a cosine similarity between 0.50-0.75
has measured much lower similarity score in Model 2, which can be caused by
noise in the expanded data. On the other hand, the group of only symptom words
show that both of the models measured the same value of cosine similarity. The
group one drug and one symptom word seems to have very mixed results as there
is some deviation, but also the measured similarities are much smaller in general
than in the two other groups.
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Conclusions

The results show that no clear connection exists between corpus size and the mea-
sured cosine similarity distances in two vector spaces. Also increasing the size of
data by almost 30% did not have an effect on the characteristics of training data,
but further researching the differences of the datasets would require more detailed
qualitative text analytics. The level of noise in data was unexpectedly very min-
imal. Adding training examples to domain specific corpus from other discussion
areas did not have an explicit effect on cosine similarities.

We observed that drug words were more sensitive for the effect of adding data.
This is most probably due to the fact that most of the expanded messages come
from societal discussion and that also illegal substances were included in the
Medicine Radar project which provided the basis of concept vocabularies. The
effect of new training samples was less prevalent in results involving symptom
words as measured cosine similarities were reasonably as they were with the
cosine similarities measured from the health discussion. The combined group of
a single drug and a single symptom word provided mixed results. Results of this
group were affected by the results of both of the other groups as pairs of drug
words were more influenced than the pairs of symptom words.

Drug names are also very distinguishable and unambiguous when compared to
symptoms. This means that context can be misinterpreted when dealing with
symptoms more often than when observing words representing drugs. Naturally
the symptom words can appear in everyday conversations that are not related to
health specifically.

To conclude, it seems that the most prominent effect of corpus size was that the
health words seem to be in a cluster of their own separate from the other words
included in training examples. Word2Vec does not seem to be able to differentiate
drugs and concepts itself, but the expanded training data included discussion less
favorable to drugs in terms of learning the semantic similarity.



Chapter 6

Discussion

There is clearly a need for better Finnish language resources to evaluate natural
language processing tasks. Detailed language resources could improve evalua-
tion in a similar text mining framework. Full potential of Word2Vec or the con-
cept vocabularies of Medicine Radar was not utilized. Problems persisted when
combining the method to produce concept vocabulary with word similarity model
training. In most cases, the medicinal words in Suomi24 data were not lemmatized
properly. This is most probably due to Finnish Dependency Parser not recognizing
the word in order to process it properly. Often the captured expressions included
long compound words, which are very common in Finnish.

The word lists of the Medicine Radar project are the most applicable resources
available for text mining Finnish health related non-medicinal texts. The same
concept vocabularies produced in the project can be applied so that we can utilize
the same lists to catch the different expressions and spelling from other datasets
and from other domains as well.

Using external domain expertise from other fields of research would provide sup-
port to develop also methods to evaluate the performance and accuracy of word
similarity models. Creating analogy datasets of very domain specific word analo-
gies would enable a more simple way to evaluate the semantic similarities between
words represented by their vectors.

The future research could also focus on different metrics to compare the measured
similarities, methods to rank the relationships between two words or to measure
the strength or statistical power of the relationship. Also the setting used in this
thesis could be reversed by studying the effects of corpus size by decreasing the
number of training examples.

Word similarity models representing domain specific and relevant concepts pro-
vide a great opportunity to combine quantitative methods with qualitative re-
search. That would imply studying both the methodology behind producing the
word embeddings as well as analyzing the concepts and what they represent.
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