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Scalar weak gravity conjectures (SWGCs) attempt to pinpoint the ranges of couplings consistent
with a fundamental theory of all interactions. We identify a generic dynamical consequence of these
conjectures for cosmology and show that SWGCs imply a particular behavior of the scalar fields
in the early universe. A scalar field that develops a large expectation value during inflation must
relax to the minimum of effective potential at a later time. SWGCs imply that a homogeneous
distribution of the field is unstable with respect to fragmentation into localized lumps, which could
potentially lead to significant consequences for cosmology.

While string theory has potential to explain all forces
of Nature, the large number of possible vacua has so far
stymied the efforts to connect its predictions to the Stan-
dard Model (SM). However, it appears that a significant
portion of the observable parameter space of low-energy
effective field theories (EFTs) belongs to the “swamp-
land” [1, 2] region that is forbidden in more fundamental
quantum-gravity theory (see e.g. Ref. [3–5] for summary).
In this Letter we will describe a generic pattern of dynam-
ics in the early universe that is implied by some of the
proposed conjectures.

It has been suggested that some relations between cou-
pling constants, such as those describing the relative
strengths of gravity and other interactions, must be satis-
fied in the low-energy EFT. A quantum theory of gravity
appears to require that gravity must be “weaker” than
any gauge interaction [6]. While the original “weak grav-
ity conjecture” (WGC) [6] referred only to gravity and
gauge interactions, it has been proposed that interactions
mediated by scalar fields must also be stronger than grav-
ity in appropriate units [7, 8]. There are several versions
of this conjecture, which we collectively refer to as “scalar
weak gravity conjectures” (SWGCs). Further studies are
necessary to identify which particular formulation best
captures the self-consistency conditions arising from a
fundamental theory.

We will show that various proposed versions of SWGC
appear to have a common set of implications for the
early universe cosmology, and we will identify some com-
mon patterns of behavior for the scalar fields. Scalar
fields are known to exist in nature, as confirmed by the
discovery of the Higgs boson. Many additional scalar
fields are predicted by string theory. We will see that,
if SWGCs hold, then in an expanding universe a broad
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range of scalar fields evolve into inhomogeneous config-
urations consisting of isolated solitonic lumps of scalar
condensate. While such configurations may be short-
lived, their formation can have profound implications.
In particular, primordial black holes (PBHs) or stable
field lumps can form and can presently exist as a form
of dark matter (DM). We will show that the conditions
for the early-universe inhomogeneities of scalar fields are
parametrically similar, if not identical, to the constraints
arising from SWGCs. The basic reason for this connec-
tion has to do with attractive forces: SWGCs imply that
scalar-mediated forces are attractive and stronger than
gravity. In turn, the attractive forces lead to instabilities
that cause an initially homogeneous solution to fragment
into lumps.

There is a strong support for the idea that the early
universe underwent a stage of inflation, during which the
space-time was approximately de Sitter, and the energy
density was dominated by the inflaton field slowly rolling
toward the minimum of its effective potential from some
initial condition, often assumed to be random/chaotic.
While the inflaton plays a singularly important role, the
rest of the scalar fields get engaged in a non-trivial dy-
namical behaviour. Namely, a light spectator scalar field
φ acquires a non-zero expectation value 〈φ〉 during infla-
tion, such that the energy density in each scalar degree
of freedom is U(〈φ〉) ∼ H4

I , where HI is the Hubble pa-
rameter during inflation [9–14].

When inflation is over, the scalar field φ must evolve
toward the minimum of its effective potential. While the
initial condition set by inflation is φ ≈ const on super-
horizon scales, in general, the field does not remain ho-
mogeneous due to an instability associated with attrac-
tive self-interaction forces [13, 15]. In contrast, repulsive
forces assist in stabilizing the homogeneous solution, as
illustrated in the (unphysical) example of repulsive grav-
ity [16].

Gravitational force is attractive, and it causes a well-
known instability that renders a homogeneous distribu-
tion of mass unstable to fragmentation. However, for
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a spectator field, which does not significantly contribute
to the energy density, the gravitational instability is in-
effective. Even if a scalar field comes to dominate the
energy density, the gravitational instability has a limited
effect. On superhorizon length scales, the instability can-
not grow due to causality. On smaller scales, the fate of
the instability depends on the presence of any repulsive
self-interactions. In the absence of any repulsion, for ex-
ample in the case of a universe filled with pressureless gas,
density perturbations grow on subhorizon scales. In the
case of an atomic hydrogen gas, the pressure is non-zero,
but its effects are communicated with the speed of sound,
which is much smaller than the speed of light. The effects
of pressure are important on the scales smaller than the
sound horizon known as the Jeans scale. On the scales
greater than the Jeans length, fragmentation and collapse
ensue. In the case of radiation, the pressure is non-zero
(and is of the same order or magnitude as the energy den-
sity), and the speed of sound is close to the speed of light.
In this case, the pressure prevents the instability from de-
veloping on subhorizon scales, while causality prevents it
from developing on superhorizon scale. The latter has
to do with the fact that gravity controls both the rate
of gravitational instability and the expansion rate, with
which the instability competes.

In the case of a scalar field, there is a possibility of
an attractive force unrelated to gravity (and, therefore,
unrelated to the expansion rate). The self-interaction
couples to the occupation density of scalar quanta and
not the energy density. Hence, the instability can be
fast and effective even for a spectator field [15]. There is
also a possibility of repulsive self-interaction. If attrac-
tive self-interaction dominates over repulsion, and if it is
strong enough to counter the effects of expansion of the
universe, then a homogeneous field configuration is un-
stable with respect to fragmentation. It is intriguing that
SWGCs impose the same conditions on the scalar field,
namely, the dominance of attractive self-interaction over
repulsion and over gravity.

When attractive self-interactions are present, a time-
dependent spatially homogeneous solution is often found
to be unstable, and the field fragments into solitonic
lumps [15], known as Q-balls [17]. The case of real scalar
field fragmenting into oscillons is similar. Fragmentation
can be analyzed by finding the unstable modes [15] or
by identifying the regime of negative pressure [18, 19].
For example, for an effective potential Veff ∝ |φ|n with
n < 2, the self-interaction creates negative pressure and
leads to fragmentation into field lumps [20]. The con-
dition n < 2 corresponds to the potential energy rising
slower than that for non-interacting scalar field (n = 2),
which means the self-interactions are attractive.

Nearly flat potentials arise along the flat directions in
supersymmetric extensions of the standard model, and
such potentials admit Q-balls [17], which are the final
state of fragmentation [15]. An illustrative example is a
polynomial potential in which the cubic term represents
the attractive interaction, while the quartic term is re-

pulsive:

V (φ) = 1
2m

2φ2 − A

3 φ
3 + λ

4φ
4 . (1)

Potentials of this kind can appear in theories with super-
symmetry. For example, in the Minimal Supersymmetric
Standard Model (MSSM), there are tri-linear terms of
the form H̃Q̃q̃ where H̃ is the Higgs field, Q̃ is a squark
SU(2) doublet and q̃ is the squark singlet. In addition,
there are quartic terms of the form H̃†H̃Q̃†Q̃, |Q̃†Q̃|2,
etc. The potential respects the global U(1) symmetry
corresponding to the baryon number conservation. Pa-
rameterized in terms of some linear combination of H̃,
Q̃, q̃ denoted as φ, the MSSM scalar potential takes the
form of Eq. (1) in the φ direction. Below we discuss ap-
plication of SWGCs to potential of Eq. (1).

SWGCs can be formulated in terms of the derivatives
V ′′, V ′′′, V ′′′′ of the potential V , which are controlled by
the coefficients m,A, λ, respectively. We have chosen
A ≥ 0 without loss of generality, since the sign can be
changed by the transformation φ→ −φ. Since there is al-
ways a direction in which the cubic term is negative, the
coupling A contributes to bringing the potential below
the non-interacting case V ∝ φ2, and, therefore, the cu-
bic term represents an attractive interaction. Similarly,
λ > 0 represents a repulsive force generated by the scalar
field, since the term φ4 grows faster than φ2.

Q-ball solutions exist if the homogeneous distribution
is not the minimum of energy at fixed global charge, or,
equivalently, when there exists some field value φ0 6= 0
such that [17]

V (φ0)
φ2

0/2
< m2 ≡ V ′′(0) =⇒ A >

3λφ0

4 . (2)

For any positive A, there is a value φ0 that satisfies this
inequality, which implies that Q-balls exist whenever A >
0. In the following analysis, we assume A2 < 9λm2/2 so
that φ = 0 is the global minimum. In this case, Q-balls
exist for any charge Q. In the false vacuum there is a
maximal charge beyond which the Q-ball expands and
causes a phase transition [21]. The condition of Eq. (2)
can be generalized to the case of multiple fields [15].

Instability of a homogeneous solution can be studied
by means of Floquet analysis [15]. The stability of the
homogeneous solution φ = Φ(x, t)eiΩ(x,t) can be analyzed
by adding a small perturbation δΦ, δΩ ∝ eS(t)−~k~x and
searching for growing modes with Re(α) ≡ Re(dS/dt) >
0. The dispersion relations [15, 22] imply that the fastest
growing mode for the potential ((1)) has the Floquet ex-
ponent

αmax = φ(A− 2λφ)
4
√
m2 −Aφ+ λφ2

. (3)

Assuming the energy density in the φ field is smaller but
not significantly less than the critical density, V (φ) =
fρc, where f < 1, the Hubble parameter is H ∼



3

mφ/
√

6fMPl. The instability has time to develop and
become nonlinear if αmax > H. Comparing H with αmax,
one obtains the condition for the instability to overcome
the expansion:

αmax

H
∼ AMPl

m2 & 1 , (4)

where we have assumed that f is not much smaller than
one (f . 1) and used Eq. (2) and the fact that λφ2, Aφ .
m2 (we note that this is correct to an O(1) uncertainty,
even if λφ2 and Aφ are as large as O(m2)). As shown by
both analytic calculations and numerical simulations [15,
23, 24], the unstable growing modes eventually enter a
non-linear regime and fragment into Q-balls.

The case of real scalar field is analogous. Let us con-
sider a real scalar field φ with potential (1) as before. In
the non-relativistic limit, the Lagrangian can be written
as [25]

Leff = 1
4

[
Φ†(2im∂t − ∂2

t +∇2)Φ− Veff − iΓ
]
,

Veff '
(
− 5A2

12m2 + 3λ
8

)
|Φ|4 + λ2

128m2 |Φ|
6 ,

(5)
where φ = (Φe−imt+h.c.)/2 with complex Φ. This theory
has an approximate U(1)-symmetry rotating the phase of
Φ, and Γ represents the U(1)-breaking imaginary terms,
which we neglect. Then, we can identify a Q-ball solution
for Φ when the coefficient of |Φ|4 is negative:

λ <
10A2

9m2 . (6)

We note that the mass term is hidden within the ki-
netic terms. The oscillon solution φ(x) is nothing else
but a real component projection of the Q-ball solution
Φ(x, t)e−imt. The same condition can be derived by us-
ing the ε-expansion method as done in Ref. [26], where
their condition λ > 0 is identical to our Eq. (6). Calculat-
ing the Floquet exponent for small φ using the method of
Ref. [27], one can verify that Eq. (4) is the condition for
the instability to grow faster than the expansion of the
Universe. Thus the interplay of scalar-mediated forces
and gravity determines the cosmological history of the
scalar condensate.

The WGC [6] states that in a theory compatible with
quantum gravity ultraviolet (UV) completion there is a
particle m with U(1) charge q satisfying

√
2qe ≥ m/MPl,

where e is the U(1) gauge coupling. This statement is
supported by substantial circumstantial evidence and ar-
guments related to black holes [6] (see also, e.g., Ref. [28–
37]). The WGC implies that force mediated by a gauge
boson (spin 1) is stronger than that mediated by the
graviton (spin 2), namely

Fgauge

[
= (qe)2

4πr2

]
≥ Fgravity

[
= m2

8πM2
Plr

2

]
. (7)

Due to association with gauge fields, this can be distin-

guished as the “gauge WGC” (GWGC). It has been also
argued that a version of WGC can be applied to axions.

SWGC restricts scalar-mediated (spin 0) interac-
tions [7, 38–40]. Some versions of the conjecture also
involve gauge forces [7, 40] and require that there ex-
ists a state such that the repulsive gauge force overcomes
the combined attractive forces due to scalar and gravity
interactions. We will not discuss such variants of the con-
jecture, since a condensate with a non-zero gauge charge
is energetically difficult to form, and gauge Q-ball size is
limited due to Coulomb repulsion [41].

In an earlier formulation of SWGC [7] there is a par-
ticle φ of mass m coupled to a light scalar η with a
field-dependent mass m2(η)|φ|2, resulting in a tri-linear
coupling ∂ηm. The SWGC then requires 2(∂ηm)2 ≥
(m/MPl)2, which physically means that scalar interac-
tions are stronger than gravity. For m2 = V ′′, SWGC
implies

1
2(V ′′′)2 ≥ (V ′′)2

M2
Pl

. (8)

The SWGC is on a weaker footing than WGC and is
not supported by arguments related to black holes and
local symmetries. In particular, the SWGC as stated in
Eq. (8) has been found [42] to be in phenomenological
tension with the swampland de Sitter conjecture [43] as
well as its refinements [44–50]. Some potential counter-
examples involve axion-like particles and fifth-force con-
straints [51, 52].

A different version of SWGC, the strong SWGC (SS-
WGC) [8], requires that

2(V ′′′)2 − V ′′V ′′′′ ≥ (V ′′)2

M2
Pl

. (9)

The inclusion of quartic contact contribution in Eq. (9)
makes SSWGC an “ultraviolet/infrared (UV/IR) mix-
ing” statement [8], and one obtains a tower of states when
the equality is saturated. SSWGC is consistent with the
SM Higgs, it allows axion-like particles, and it could also
avoid the fifth-force searches [42].

At present, evidence supporting the SSWGC is sparse.
In particular, we note that the constraint implied by SS-
WGC (2(V ′′′)2 − V ′′V ′′′′ ≥ 0) remains even in the de-
coupling limit of gravity MPl →∞, in contrast with the
WGC, SWGC (8) and other swampland conjectures.

The SSWGC (9) has a clear physical interpretation.
The first term represents the attractive force mediated
by the scalar field F attraction

scalar ∼ (V ′′′)2 , while the second
term is repulsive force F repulsion

scalar ∼ V ′′V ′′′′. Hence, the
inequality (9) is simply the statement that the net at-
tractive force mediated by the scalar field is greater than
the force mediated by gravity:

F net
scalar = F attraction

scalar − F repulsion
scalar & Fgravity . (10)

In this language, the inequality of Eq. (8) represents the
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FIG. 1: Schematic summary of forces affecting the
scalar field behavior in the early universe. Only the
region labeled “OK” is consistent with GSWGC, and
scalar field fragmentation is allowed in the same region.
Lines “Att.=Grav.” and “Att.=Rep.” correspond to
parameters for which the attractive interactions equal
gravitational and repulsive interactions, respectively.

special case of Eq. (10) when the repulsive contributions
can be neglected.

The above expressions are just various incarnations of
the statement that the gravity is the weakest force, and
that the scalar attraction is more important. This has
profound implications for the scalar dynamics in expand-
ing universe. We emphasize that our analysis does not
require that conjecture of Eq. (9) is a universal statement
applicable to the whole landscape of the string vacua
and our considerations are of value even if the conjec-
ture holds only in a particular corner of the quantum
gravity landscape. We also note that our study does not
rely on the de Sitter swampland conjecture of Ref. [43] or
its refinements [44–50]. Moreover, our arguments are not
sensitive to the specific numerical coefficients in Eq. (9)
and will qualitatively hold even if Eq. (9) is changed to

2c(V ′′′)2 − c′V ′′V ′′′′ ≥ (V ′′)2

M2
Pl

, (11)

where c and c′ are some O(1) positive constants (this in-
equality reduces to SSWGC for c = c′ = 1). For definite-
ness, we use the more general version of the conjecture
as stated in Eq. (11), which we call the generalized scalar
weak gravity conjecture (GSWGC).

To analyze Q-ball and oscillon formation in the context
of GSWGC, we apply the conjecture to the potential of
Eq. (1). This results in

8cA2 − 6c′λm2−12cAλφ+ 54c′λ2φ2

≥ (12)
1
M2

Pl
(m2−2Aφ+ 3λφ2)2 ,

which in the regime of Aφ, λφ2 . m2 reduces to

8cA2 − 6c′λm2 &
1
M2

Pl
(m2)2 . (13)

This inequality represents the competition between three
coefficients m,A, λ. It is instructive to consider the lim-
iting cases of Eq. (13) when two of the terms dominate
over the third. This corresponds to the edges of the tri-
angle on Fig. 1 that graphically represents the interplay
between coefficients m, A and λ.

The (A = 0) edge of the triangle represents vanishing
attractive scalar interactions, which is not allowed by the
condition of Eq. (13), which requires A > 0. Thus the
condition of Eq. (2) is automatically satisfied, and Q-balls
always exist in the theory. In the case (λ → 0), which
represents lack of repulsive scalar interactions, Eq. (13)
reduces to

A &
m2

√
8cMPl

. (14)

In view of Eq. (4), this implies that not only Q-balls
exist, but that instabilities can overcome expansion, and
Q-balls (as well as oscillons) can form. Finally, in the
weak gravity limit (MPl →∞), the condition is

4cA2

3m2 & c′λ . (15)

From Eq. (6), this condition implies that oscillons exist
in the theory for the case of real scalar field. We conclude
that the GSWGC implies existence and formation of os-
cillons as well as Q-balls. The left-hand side of Eq.(15) is
the strength of the attractive interaction. The right-hand
side is the parameter that controls the binding energy of
two scalars exchanging a scalar mediator. This equation
is, therefore, a statement that repulsion is weaker than
attraction, which implies that a localized configuration is
favored compared with free particle states.

Thus, GSWGC implies that, for a potential with a true
vacuum at φ = 0, there exists a Q-ball solution for any
value of charge Q. Small Q-balls with charges Q satisfy-
ing ε ≡ QA2/(27Sψm2) � 1, where Sψ ' 4.85 [53, 54],
are described by thick-wall approximation and satisfy
dE/dQ ' m(1− ε2/2) [55], where we assumed Eq. (15).
Large Q-balls, with much larger charge Q, can be de-
scribed by the thin-wall approximation [17], satisfying
dE/dQ ' m

√
1− 2A2/(9λm2). The GSWGC condition

(15) implies dE/dQ . m
√

1− c′/(6c) in the thin-wall
regime. When the energy per unit charge, dE/dQ, is
smaller than the masses of other particles that interact
with φ, the Q-ball is absolutely stable and can be a dark
matter candidate. If the Q-balls are unstable, as we will
discuss below, they can naturally lead to dark matter in
the form of PBHs.

An interesting and counter-intuitive example is the
massive scalar field with a running mass, V (φ) =
1
2m

2φ2(1 + k log(φ/Mpl)), where k is a small constant.
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This potential is approximately realized for flat directions
in gravity-mediated supersymmetry-breaking models in
the context of MSSM (e.g. [20, 56]). If k is positive, one
can check that the GSWGC is satisfied but a Q-ball so-
lution does not exist. However, the potential does not
admit a stable vacuum either, because the logarithmic
function diverges in the limit φ → 0. For values φ . m,
the potential must be modified so that it has a global
minimum at the origin. Then, near the origin, V (φ) can
be expanded as in Eq. (1), in which case the GSWGC
implies the existence of a Q-ball solution as we discussed
above.

We have shown that GSWGC suggests existence of
solitonic field lumps in the theory. Furthermore, at least
for some regions of the parameter space, the GSWGC
implies that field instabilities can overcome expansion,
allowing for solitons to form in the early universe. This
has important consequences for cosmology, especially for
dark matter. If the Q-balls are stable (due to a global
U(1) symmetry), they constitute a dark matter candi-
date [15]. On the other hand, unstable Q-balls and oscil-

lons can be the building blocks of primordial black holes,
which can be the dark matter [14, 57–59]. We note that
for PBHs formed from scalar field fragmentation the nec-
essary perturbations are decoupled from perturbations
generated during inflation. Hence, they can evade po-
tential conflict with swampland conjectures that restrict
inflaton potential and inflationary perturbations [60].

In addition to dark matter, our results have implica-
tions for Affleck–Dine baryogenesis [61], where Q-balls
play an important role (see Ref. [13] for review). Fur-
thermore, formation of Q-balls or oscillons in the early
Universe could generate gravitational waves observable
in upcoming experiments [62–64].
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