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Resumo

Resumo

Com a crise econômica global, que atingiu seu auge no segundo semestre de 2008, e di-
ante de um mercado abalado pela instabilidade econômica, as instituições financeiras tomaram
medidas para proteger os riscos de inadimplência dos bancos, medidas que impactavam dire-
tamente na forma de análise nas instituições de crédito para pessoas físicas e jurídicas. Para
mitigar o risco dos bancos nas operações de crédito, a maioria destas instituições utiliza uma
escala graduada de risco do cliente, que determina a provisão que os bancos devem fazer de
acordo com os níveis de risco padrão em cada transação de crédito. A análise de crédito envolve
a capacidade de tomar uma decisão de crédito dentro de um cenário de incerteza e mudanças
constantes e transformações incompletas. Essa aptidão depende da capacidade de analisar situ-
ações lógicas, geralmente complexas e de chegar a uma conclusão clara, prática e praticável
de implementar.

Os modelos de Credit Score são usados para prever a probabilidade de um cliente
propor crédito e tornar-se inadimplente a qualquer momento, com base em suas informações
pessoais e financeiras que podem influenciar a capacidade do cliente de pagar a dívida. Essa
probabilidade estimada, denominada pontuação, é uma estimativa do risco de inadimplência de
um cliente em um determinado período. A mudança constante afeta várias seções bancárias,
pois impede a capacidade de investigar os dados que são produzidos e armazenados em com-
putadores que frequentemente dependem de técnicas manuais.

Entre as inúmeras alternativas utilizadas no mundo para equilibrar esse risco, destaca-
se o aporte de garantias na formalização dos contratos de crédito. Em tese, a garantia não
“garante” o retorno do crédito, já que não é computada como pagamento da obrigação dentro do
projeto. Tem-se ainda, o fato de que esta só terá algum êxito se acionada, o que envolve a área
jurídica da instituição bancária. A verdade é que, a garantia é um elemento mitigador do risco
de crédito. As garantias são divididas em dois tipos, uma garantia individual (patrocinadora) e
a garantia do ativo (fiduciário). Ambos visam aumentar a segurança nas operações de crédito,
como uma alternativa de pagamento ao titular do crédito fornecido ao credor, se possível, não
puder cumprir suas obrigações no prazo. Para o credor, gera segurança de liquidez a partir da
operação de recebimento. A mensuração da recuperabilidade do crédito é uma sistemática que
avalia a eficiência do mecanismo de retorno do capital investido em garantias.

Para tentar identificar a suficiência das garantias nas operações de crédito, esta tese
apresenta uma avaliação dos classificadores inteligentes que utiliza informações contextuais
para avaliar se as garantias permitem prever a recuperação de crédito concedido no processo de
tomada de decisão antes que a operação de crédito entre em default. Os resultados observados
quando comparados com outras abordagens existentes na literatura e a análise comparativa das
soluções de inteligência artificial mais relevantes, mostram que os classificadores que usam
garantias como parâmetro para calcular o risco contribuem para o avanço do estado da arte,
aumentando o comprometimento com as instituições financeiras.
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Extended Abstract in Portuguese

Introdução

Esta seção resume os 4 anos de trabalho de investigação no âmbito da tese de doutora-
mento intitulada “Decision Support System for Risk Assessment in Credit Operations Against
Collateral”. Esta tese foca-se no estudo e proposta de estratégias e metodologias de análise de
dados para identificar a suficiência das garantias nas operações de crédito, esta tese apresenta
uma avaliação dos classificadores inteligentes que utiliza informações contextuais para avaliar
se as garantias permitem prever a recuperação de crédito concedido no processo de tomada
de decisão antes que a operação de crédito entre em default. Na primeira etapa é descrito o
enquadramento da tese, definido o problema abordado e os principais objetivos do estudo. Em
seguida, a hipótese de investigação é descrita e são apresentadas as principais contribuições
deste trabalho para o avanço do estado da arte.

Enquadramento do Tema

A implementação do Novo Acordo de Basiléia (Basiléia III) traz como desafio a estima-
tiva de parâmetros críticos para a modelagem do risco de crédito, como a Perda por Inadim-
plência; a probabilidade de inadimplência e a exposição dado o incumprimento. A pesquisa
avançou e os aspectos fundamentais para a implementação dos parâmetros já estão equaciona-
dos. A perda por inadiplência exigida pela Basiléia III tem sido objeto de intenso debate do setor
financeiro no Brasil e no exterior.

Nos esforços para reduzir a complexidade dos padrões internacionais da contabilidade
existente que trata de instrumentos financeiros, especialmente as Normas Internacionais de
Contabilidade, e em resposta à crise financeira de 2008, o Conselho Internacional de Nor-
mas Contábeis, juntamente com a Contabilidade Financeira Standards Board, estão revisando
esses padrões. As Normas Internacionais de Contabilidade estabelecem procedimentos para
transações contábeis e de divulgação envolvendo instrumentos financeiros. A norma também
contém definições relacionadas a esses instrumentos e determina procedimentos contábeis es-
pecíficos para o reconhecimento inicial, avaliação baixa e subsequente desses itens.

Gitman [1] se pergunta sobre a atividade de verificação de crédito de uma empresa
e procura determinar se deve ser concedido crédito a um cliente e quais limites quantitativos
devem ser impostos. A classificação de risco no contexto bancário pode ser vista sob três as-
pectos: primeiro, o risco do cliente que indica a capacidade atual de incorrer em uma dívida
do cliente. Gitman [1] usa análises de crédito sobre o risco do cliente para o modelo dos cinco
C’s. O risco da proposta é o segundo aspecto, que avalia o objetivo, a finalidade, o valor e o
prazo do crédito e sua adequação e ponderação das garantias. E o terceiro ponto, que indica a
qualidade (suficiência e liquidez) que as garantias têm para mitigar o efeito.

A orientação da análise de risco do cliente possui cinco dimensões principais da ca-
pacidade creditícia do cliente. São eles: Caráter, referente ao histórico de conformidade do
requerente com suas obrigações financeiras e contratuais; Capacidade, referente ao poten-
cial do requerente para pagar o crédito solicitado; Capital, referente à saúde financeira do
requerente; Garantia, referente à quantidade de bens disponíveis pelo requerente para garan-
tir crédito; Condições, relativas às condições econômicas e da indústria existentes, bem como
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elementos especiais que podem afetar o solicitante e o credor.

A mensuração da recuperabilidade é uma tecnologia que avalia a eficiência do mecan-
ismo de retorno do capital investido em bens, combinando o tempo necessário para recuperar
uma propriedade em um determinado sistema “fluxos de caixa a valor presente”, em que todos
os custos retornam efetivamente ao caixa durante toda a vida útil do ativo. Na prática, se não
houver recuperabilidade, isso poderá gerar uma diminuição nos ativos por perda. O rastrea-
mento do relacionamento das empresas com o mercado bancário ocorre a partir de setores que
têm acesso ao banco de dados das instituições, que armazena e fornece carteira de crédito
mensal de diversas empresas e pessoas físicas encaminhadas aos bancos. Dessa forma, o cont-
role das instituições bancárias sabe o que pode ou não conceder com mais precisão, reduzindo
perdas futuras de empresas insolventes

Os modelos de pontuação de crédito são usados   para prever a probabilidade de um
cliente propor crédito tornar-se inadimplente a qualquer momento, com base em suas infor-
mações pessoais e financeiras que podem influenciar a capacidade do cliente de pagar a dívida.
Essa probabilidade estimada, denominada pontuação, é uma estimativa do risco de inadimplên-
cia de um cliente em um determinado período. Essa crescente preocupação não foi causada em
grande parte pelas fraquezas das técnicas existentes de gerenciamento de riscos que se rev-
elaram pela recente crise financeira e pela crescente demanda por crédito ao consumidor. A
mudança constante afeta várias seções bancárias porque impede a capacidade de investigar os
dados que são produzidos e armazenados em computadores que frequentemente dependem de
técnicas manuais [2].

O teste de redução ao valor recuperável é usado para demonstrar e medir a perda de
recuperabilidade do valor contábil de um ativo de longa duração. Uma perda por redução ao
valor recuperável ocorre quando o valor contábil excede o valor recuperável de um ativo ou
grupo de ativos, a longo prazo, incluindo o valor do dinheiro ao longo do tempo.

As informações existentes sobre credit scoring são principalmente de um estudo sobre
a evolução dos indicadores financeiros para algumas empresas, que não tiveram sucesso ou
continuaram suas atividades durante o período avaliado. A falha ou o sucesso da estrutura de
gerenciamento é avaliado por um indicador conhecido como pontuação de corte, que é definido
por uma combinação linear de indicadores financeiros.

Os modelos de pontuação exemplificam uma maneira de reconhecer, quantificar e con-
trolar o risco corporativo de falência [3]. Seu caráter multidimensional pesquisa um diagnóstico
financeiro da entidade permite a avaliação do risco com mais facilidade e de forma correta.

Delimitação do Problema

A Resolução Brasileira Nº. 3721, de 30/04/2009, pelo Conselho Monetário Nacional, in-
stituído no art. 4, item XI, alínea c, “avaliação periódica da adequação das garantias” ou seja, a
estrutura de gerenciamento de risco de crédito deve prever o estabelecimento de critérios e pro-
cedimentos claramente definidos e documentados, acessíveis aos envolvidos na gestão de con-
cessão e crédito processo para gerenciar a suficiência das garantias em períodos subsequentes.
No sistema bancário, os modelos predominantes de pontuação de crédito são desenvolvidos a
partir de janelas estáticas e mantidos inalterados por anos. Nesse cenário, os dois mecanismos
básicos de memória, memória de curto e longo prazo, são fundamentais para o aprendizado,
mesmo se você estiver usando classificadores de modelos de decisão, se este não for o modelo
certo.

A essência do negócio bancário, na tomada de decisões de crédito, são os modelos de
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Probabilidade de Inadimplência (PD), para determinar o custo de capital e o contrato de preço.
Além disso, os bancos centrais e a regulamentação internacional evoluíram drasticamente para
um cenário em que o uso desses modelos favorece a obtenção de padrões de firmeza para a
avaliação do risco de crédito no sistema bancário. No setor bancário, a avaliação do risco de
crédito geralmente depende de modelos de pontuação de crédito, modelos de PD.

As garantias são divididas em dois tipos, uma garantia individual (patrocinadora) e a
garantia do ativo (fiduciário). Ambos visam aumentar a segurança nas operações de crédito,
como uma alternativa de pagamento ao titular do crédito fornecido ao seu credor, se possivel-
mente não puder cumprir suas obrigações no prazo. Para o credor, gera segurança de liquidez
a partir da operação de recebimento. A mensuração da recuperabilidade do crédito é uma
sistemática que avalia a eficiência do mecanismo de retorno do capital investido em garantias.

As garantias fiduciárias geram um alto custo operacional e são difíceis de seguir ”in
loco” para os procedimentos de reavaliação de um ativo, por isso precisam de atenção especial,
dado o grande volume de mercadorias e a insuficiente capacidade técnica e operacional. De
acordo com a resolução, não há obrigação ou abordagem de investigação que use características
de garantia como variável em um sistema para apoiar a tomada de decisão, mesmo produzindo
um alto custo em operações de crédito. Com base nessa dificuldade, é necessária uma avaliação
conceitual de um modelo inteligente de verificação de recuperabilidade da concessão de crédito
contra garantias.

O trabalho tem como objetivo demonstrar a importância das variáveis qualitativas e
quantitativas do processo de concessão de crédito de bancos e assim propor uma metodologia
alternativa para instituições financeiras, baseadas na suficiência e principalmente sua liquidez.
Descobrir a expectativa de recuperação da garantia real, utilizando classificadores inteligentes.
Identificar padrões de maturidade para atualizar os dados de bens no Garantia das instituições
financeiras. Mapear todas as variáveis das garantias. Criar um mecanismo para gerenciamento
de recuperação em Sistemas de Crédito Pontuação utilizando parâmetros de maturidade dos
processos de suporte e apoio ao classificador aplicados a machine learning.

Objetivos de Investigação

O principal objetivo desta tese é a proposta e a avaliação de desempenho de um modelo
inteligente que utiliza informações contextuais para avaliar se as garantias permitem prever a
recuperação de crédito concedido no processo de tomada de decisão antes da operação de
crédito entrar em default.
Para alcançar este objetivo principal, foram definidos os seguintes objetivos parciais:

• Revisão do estado da arte em pontuação de crédito, tecnologias e abordagens inteligentes
de sistemas de suporte à decisão, que utilizam técnicas de mineração de dados e apren-
dizado de máquina;

• Avaliação de desempenho dos sistemas de pontuação de crédito existentes para escolher o
melhor que será usado como referência para avaliar e validar as contribuições propostas;

• Proposta, projeto e construção de um novo sistema inteligente de suporte à decisão para
pontuação de crédito;

• A avaliação de desempenho das abordagens propostas através de experimentos reais en-
volvendo operações de crédito contra garantias;
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• Proposta de um modelo de pontuação de crédito inteligente para estimar a recuperabili-
dade de uma operação de crédito com garantia como ativo.

Principais Contribuições

A primeira contribuição desta tese é uma revisão do estado da arte na identificação dos
classificadores mais utilizados para análise de risco de crédito e seu desempenho nos sistemas de
suporte à decisão. Inicialmente, o trabalho apresenta uma visão geral do processo que observa
a avaliação do conteúdo e avalia sistematicamente a comunicação gravada, sendo apresentada
em dois grupos de critérios, primeiro uma análise exploratória para detectar os classificadores
e uma revisão sistemática dos trabalhos que utilizam o crédito. Modelos de pontuação para
estimar a recuperabilidade de uma operação de crédito com garantia como ativo. Isso foi feito
para preparar os classificadores e fornecer consistência à análise com ou sem garantias [4]. Esta
pesquisa foi publicada em textit IEEE Systems Journal [5].

A segunda contribuição é comparar o desempenho da pontuação de crédito de conjun-
tos nebulosos e árvores de decisão com base em uma rede neural artificial para prever o valor
recuperado usando uma amostra de 1890 tomadores de empréstimos. que usam operações de
crédito. Esta contribuição foi aceita no Neural Computing and Applications, da Springer.

A terceira contribuição foi enviada em uma edição especial intitulada “Future Hybrid
Artificial Intelligence and Machine Learning for Smart Expert Systems” para a revista Expert
Systems (Wiley). Este trabalho tem como objetivo entender como os modelos preditivos podem
fornecer diferentes estimativas de recuperação esperada com base nos mesmos conjuntos de
dados. Ele compara a eficiência da regressão logística com a de uma regressão linear na pre-
visão de se a recuperação é devida em uma operação de crédito.

A quarta contribuição desta tese propõe determinar a melhor combinação de parâme-
tros a serem usados com RNAs e a abordagem do BN para lidar e avaliar com precisão o risco de
crédito. A principal contribuição deste estudo é o modelo de aprendizado de máquina proposto
ou a combinação deles, que é uma abordagem rara ao problema de mensuração do risco de
crédito. O estudo destaca a lacuna existente que impede os sistemas de inteligência abordarem
questões de modelagem bancária. Esta contribuição foi submetida a uma revista internacional.

Finalmente, a última contribuição introduz uma avaliação da estabilidade dos dois
modelos com base nas variáveis   escolhidas. O método usado pelos bancos na tomada de decisões
sobre empréstimos não é claro; no entanto, a implementação de modelos lineares clássicos em
sistemas bancários está adequadamente documentada. Para este artigo, a abordagem elástica
transparente foi usada como referência. Esta pesquisa mostra vantagens da abordagem de RF
sobre o algoritmo SVM: velocidade e simplicidade operacional, e o SVM possui o benefício de
uma maior precisão de classificação que a RF. Esta contribuição foi submetida a uma revista
internacional.
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Principais Conclusões

Esta tese abordou a condição real e essencial para os sistemas de apoio à decisão,
desde o Acordo de Basiléia até os dias atuais. Este trabalho deixa claro a importância do sistema
DSS e a ”inteligência” envolvida neles. Uma evolução e a importância do DSS nas instituições
bancárias de variáveis qualitativas e quantitativas de um banco para concessão de processos
de crédito, descrevendo os muitos classificadores que podemos usar. Portanto, a abordagem
proposta fornece uma maneira e uma análise para avaliar o risco de crédito.

O capítulo 2 apresentou o trabalho de pesquisa intitulado “Classification Methods Ap-
plied to Credit Scoring with Collateral”. O artigo fornece uma revisão aprofundada do estado
da arte da análise e inclui 84  estudos neste trabalho para propor uma metodologia estatística
de uso para realizar uma meta-análise a fim de comparar os resultados dos métodos de clas-
sificação. O resultado mostra que o SVM é o classificador mais usado para as pontuações de
crédito e, embora o sistema tenha um bom desempenho, ele não aplica abordagens com garan-
tias. Este artigo apresenta uma revisão e avaliação detalhadas dos métodos classificadores de
pontuação de crédito existentes. É realizada uma extensa revisão da literatura com foco nos
métodos de classificação aplicados na pontuação de crédito. Ele se concentra principalmente
em métodos para classificar um solicitante de operações de crédito com a suficiência de garan-
tias, mas também consideraremos brevemente outros problemas associados no setor de crédito
ao seu provável comportamento de pagamento (por exemplo, ’inadimplência’ ou ’não inadim-
plente’ com reembolsos) . A análise deste trabalho propõe uma metodologia estatística de uso
para realizar uma meta-análise para comparar os resultados dos métodos de classificação. Ele
mostra alguns casos que consideram várias distribuições de probabilidade e também dados de
sobrevivência. Também elabora que a garantia não é a primeira abordagem para a pontuação de
crédito. Existe uma estatística satisfatória disponível para a garantia, a distribuição posterior
de probabilidade depende dos dados apenas por meio dessa estatística e, portanto, em muitos
casos, podemos reduzir nossos dados sem perda de informações. O resultado geral mostra que
a garantia não é a primeira abordagem para a pontuação de crédito, mas quando usada pode
ser um valor alto nos métodos dos modelos de classificação.

O capítulo 3, intitulado “Machine Learning and Decision Support System on Credit Scor-
ing”, está comparando o desempenho da pontuação de crédito de conjuntos nebulosos e árvores
de decisão com base em uma rede neural artificial para prever o valor recuperado. Este artigo é
um estudo inicial de garantias como uma variável no cálculo da pontuação de crédito. A lógica
difusa faz algumas suposições implícitas que podem dificultar ainda mais o processo de tomada
de decisão pelos concedentes de crédito. O estudo conclui que ambos os modelos permitem
modelar a incerteza no processo de pontuação de crédito. Portanto, são necessários mecanis-
mos que ajudem a caracterizar cenários tão complexos. A literatura sugere que a aplicação de
múltiplos critérios para tomada de decisão pode facilitar a resolução desses problemas. Outros
modelos, como lógica fuzzy, redes neurais artificiais e modelos de árvore de decisão, explici-
tamente consideram os relacionamentos subjacentes e reconhecem as incertezas (como riscos
operacionais). Além dos métodos com vários critérios, ferramentas complementares adicionais,
como conjuntos nebulosos ou simulações numéricas, estão sendo cada vez mais usadas no pro-
cesso de pontuação de crédito. Embora a lógica difusa seja mais difícil de implementar, ela
modela com mais precisão a incerteza.
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No capítulo 4, intitulado “Support System on Credit Operation Using Linear and Logis-
tic Regression”, o objetivo é entender como os modelos preditivos podem fornecer estimativas
diferentes da recuperação esperada com base nos mesmos conjuntos de dados. A análise prediti-
va, que é o método de obter conhecimento dos conjuntos de dados existentes para decidir guias
e prever resultados e tendências futuras, inclui técnicas de classificação e técnicas de regressão.
Técnicas de classificação como análise de árvore de decisão, análise estatística, redes neurais,
máquinas de vetores de suporte, raciocínio baseado em casos, classificadores bayesianos, algo-
ritmos genéticos e conjuntos aproximados ajudam a identificar padrões em grandes conjuntos
de dados não estruturados e a gerar conjuntos de agrupamentos. As técnicas de regressão in-
cluem regressão linear e regressão logística. Um modelo simples de regressão logística pode
ser facilmente estendido a um modelo de regressão logística múltipla, integrando mais de uma
variável de previsão, o que indica uma dificuldade crescente na obtenção de várias observações
com um número crescente de variáveis  independentes.

O capítulo 5, intitulado “Artificial Neural Network and Bayesian Network Models for
Credit Risk Prediction”, compara redes bayesianas com redes neurais artificiais para prever o
valor recuperado em uma operação de crédito. O estudo explora esse problema e descobre que
as RNAs são uma ferramenta mais eficiente para prever o risco de crédito do que a abordagem
ingênua Bayesiana (NB). As RNAs foram usadas para estudar o sistema nervoso e a maneira como
o cérebro processa as informações. Uma RNA requer um algoritmo de processamento para mod-
elar o cérebro de humanos e compreende um grande número de nós interconectados (neurônios)
trabalhando como um sistema para resolver problemas de reconhecimento de padrões ou clas-
sificação de dados. O presente estudo demonstra que vários algoritmos podem ser usados   em
paralelo para resolver o problema em questão, que no caso apresentado aqui é a concessão de
empréstimos. Várias estratégias para identificar a escolha de recursos (ou variáveis), algoritmo
e critérios podem fornecer uma solução. Por exemplo, no novo Big Data e na era digital, a
transparência é crítica. Estratégias baseadas em aprendizado profundo também são necessárias
para treinar dados sobre o aplicativo, e algoritmos de aprendizado de máquina e seu uso devem
ser regulados para garantir a precisão. A abordagem comparativa foi usada para gerar os me-
lhores resultados das iterações. Os resultados mostram que os modelos de RNA e RN fornecem
resultados confiáveis, mas o modelo de RNA é mais valioso para prever o risco de crédito.

No Capítulo 6,“Comparative Study of Support Vector Machines and Random Forests
Machine Learning Algorithms on Credit Operation”, mostrou vantagens da abordagem de RF em
relação ao algoritmo SVM: velocidade e simplicidade operacional, e o SVM tem o benefício de
maior precisão de classificação que o RF. O objetivo dessa abordagem é implementar a técnica
de aprendizado de Máquina de Vetor de Suporte para prever a probabilidade de inadimplência.
Os dados precisavam de treinamento, cada um consistindo em valores para o conjunto de var-
iáveis   de entrada e saída. As variáveis   foram escolhidas e apenas aquelas cujo comportamento
era previsível foram incluídas. Para o atual estudo comparativo, as variáveis   de dados foram
consideradas os principais indicadores de risco e os empréstimos foram considerados os sujeitos.
Os dados coletados para este estudo eram de um banco e consistiam apenas em empréstimos
de curto prazo, uma vez que representam a parcela mais significativa dos empréstimos. Um
conjunto de dados de 1890 arquivos de crédito foi obtido e os sujeitos foram classificados como
clientes menos arriscados ou arriscados. A variável mais constante é a probabilidade de inadim-
plência juntamente com uma variável dummy, Y é igual a zero para um cliente menos arriscado
e um para clientes arriscados. Isso significa que Y = 1 quando o pagamento está atrasado e Y =
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0 quando o pagamento é efetuado em tempo útil. As classificações SVM foram implementadas
para prever os potenciais membros da classe. O objetivo principal deste estudo foi comparar
as técnicas de aprendizado de máquina SVM e RF com base no desempenho em instituições de
crédito e mais precisamente na determinação do valor de recuperação. O conceito de risco
de crédito é caracterizado por uma imprecisão que complica a formulação de uma definição
limitada para a identificação de fatores de risco, e formas funcionais adequadas para aproxi-
mar e prever seu valor não é tarefa fácil. De maneira semelhante, o alcance e a complexidade
do conceito de risco de crédito tornam obsoletos os modelos matemáticos tradicionais. Este
estudo comparou o desempenho de duas abordagens, a SVM e a RF, abordando o problema da
avaliação de risco de crédito. No estudo, as variáveis   foram escolhidas em relação aos dados
coletados dos registros dos bancos. Apesar das inúmeras capacidades de máquinas de vetores
de suporte e algoritmos de previsão de florestas aleatórias, a preocupação com a estimativa
de risco de crédito mal foi abordada com relação aos algoritmos de aprendizado de máquina e
muito menos a uma combinação deles. O estudo atual, portanto, preenche lacunas existentes
que permeiam sistemas inteligentes de questões extremamente intrigantes de modelagem de
bancos. O foco principal foi a ideia de insolvência como uma técnica de caracterização do risco
de crédito. O artigo compara os algoritmos SVM e RF para prever o valor recuperado em uma
tarefa de crédito. A execução dos sistemas inteligentes projetados utiliza testes e algoritmos
para autenticação do modelo projetado.

O trabalho teve como objetivo demonstrar a importância de variáveis qualitativas e
quantitativas no processo de concessão de crédito aos bancos e, assim, propor uma metodolo-
gia alternativa para as instituições financeiras, baseada na suficiência e, principalmente, na
sua liquidez. Descubrir a expectativa de recuperação da garantia real, usando classificadores
inteligentes e identificar padrões de maturidade para atualizar dados de ativos na Garantia das
instituições financeiras, assim como o mapeamento todas as variáveis de garantia e criar um
mecanismo para gerenciar a recuperação em sistemas de pontuação de crédito usando parâmet-
ros de maturidade dos processos de suporte e classificador aplicados ao aprendizado de máquina.

O principal objetivo desta tese foi criar um modelo que utilize informações contex-
tuais para avaliar se as garantias permitem a recuperação de crédito concedido no processo
de tomada de decisão que pode ajudar os tomadores de decisão na operação de crédito. A
perda por redução ao valor recuperável está relacionada à desvalorização de ativos ou valores
mobiliários devido à falta de compradores ou excesso de oferta, como pode ocorrer no setor
imobiliário. Em certas áreas, os preços de apartamentos novos podem não estar “a par” dos
preços anteriores. Assim, diremos que os novos preços estão em uma situação de impairment.
O Modelo de Avaliação de Risco de Clientes adotado pelos Bancos tem como função classificar
os clientes de acordo com o nível de risco, proporcionando maior segurança às decisões de
crédito e outros serviços financeiros e bancários, sem se tornar um elemento que inibe o poder
competitivo da instituição no mercado. Para tanto, a pesquisa se baseia em estudos anteri-
ores, buscando detectar uma abordagem viável. Os sistemas investigados em cada subtópico
nos apresentam técnicas de mineração de dados como uma solução necessária e mostram a ne-
cessidade de encontrar o melhor classificador que será usado para atender aos objetivos desta
pesquisa.
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Perspectivas de Trabalhos Futuros

Para concluir esta tese, são sugeridas as seguintes direções de investigações futuras
que resultaram do trabalho desenvolvido:

• Realizar uma nova pesquisa literária para analisar outra maneira de medir uma meta-
análise, como taxa de risco ou diferença de risco; além disso, pesquisas de alta qualidade
são publicadas em periódicos científicos; outras formas de publicação podem ser incluídas
nesta lista em futuras investigações. Não obstante essas limitações, nossa revisão sis-
temática fornece informações importantes sobre a literatura de pesquisa sobre técnicas
de classificação aplicadas à pontuação de crédito e como essa área vem se movendo ao
longo do tempo;

• A força particular das árvores de decisão baseadas em redes neurais artificiais é sua
tendência a ajudar a compreender decisões seqüenciais e dependências de resultados. O
modelo pode desempenhar um papel complementar a outras ferramentas de pontuação,
como ativos fuzzy, em que as classes que ele cria podem ser usadas como fuzzy sets. No
entanto, um algoritmo de árvore de decisão requer que o atributo de destino tenha ape-
nas valores discretos. Outra desvantagem é que ele apresenta um desempenho ruim em
termos de interações complexas nas quais as árvores de decisão são redesenhadas toda
vez que novos dados são adicionados ao modelo. Além disso, as árvores de decisão são
sensíveis ao conjunto de treinamento, atributos irrelevantes e ruído. Criar um modelo
usando fuzzy pode ser integrado, por exemplo, redes neurais, levando a maior precisão
de previsão;

• Como vários fatores podem afetar a acessibilidade e o endividamento excessivo, é um de-
safio fazer previsões para o futuro. A avaliação de acessibilidade geralmente é baseada
em dados de aplicativos, relatórios de crédito e estimativa de gastos. Pouca informação
sobre os modelos implementados de acessibilidade está disponível em domínio público,
exceto pelas soluções oferecidas pelas agências de crédito. Há ainda menos informações
sobre modelos para operações de crédito. A literatura existente sobre modelos de aces-
sibilidade e superendividamento também é escassa. No entanto, pode ser preferível uma
abordagem dinâmica para a avaliação da acessibilidade, que leve em consideração pos-
síveis mudanças nas receitas e despesas e permita prever o futuro. Crie uma validação
abrangente dos métodos sugeridos com outro banco de dados de pontuação de crédito e
seja capaz de fazer comparações;

• O método proposto é útil para identificar uma nova maneira que tenha uma forte possibi-
lidade de ser mais avançada do que os classificadores anteriores semelhantes. Segundo,
no método proposto, propriedades e funções foram categorizadas manualmente em gru-
pos representativos, mas um tópico futuro automatizará essa tarefa usando tecnologias
semânticas. Aplique o conceito de processamento de linguagem natural (NLP) para anal-
isar o sentimento adicionado à pontuação de crédito.
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Abstract

Abstract

With the global economic crisis, which reached its peak in the second half of 2008, and
before a market shaken by economic instability, financial institutions have taken steps to protect
the banks’ default risks, which had an impact directly in the form of analysis in credit institutions
to individuals and to corporate entities. To mitigate the risk of banks in credit operations, most
banks use a graded scale of customer risk, which determines the provision that banks must
do according to the default risk levels in each credit transaction. The credit analysis involves
the ability to make a credit decision inside a scenario of uncertainty and constant changes and
incomplete transformations. This ability depends on the capacity to logically analyze situations,
often complex and reach a clear conclusion, practical and practicable to implement.

Credit Scoring models are used to predict the probability of a customer proposing to
credit to become in default at any given time, based on his personal and financial information
that may influence the ability of the client to pay the debt. This estimated probability, called the
score, is an estimate of the risk of default of a customer in a given period. This increased concern
has been in no small part caused by the weaknesses of existing risk management techniques
that have been revealed by the recent financial crisis and the growing demand for consumer
credit.The constant change affects several banking sections because it prevents the ability to
investigate the data that is produced and stored in computers that are too often dependent on
manual techniques.

Among the many alternatives used in the world to balance this risk, the provision of
guarantees stands out of guarantees in the formalization of credit agreements. In theory, the
collateral does not ensure the credit return, as it is not computed as payment of the obligation
within the project. There is also the fact that it will only be successful if triggered, which in-
volves the legal area of the banking institution. The truth is, collateral is a mitigating element
of credit risk. Collaterals are divided into two types, an individual guarantee (sponsor) and the
asset guarantee (fiduciary). Both aim to increase security in credit operations, as an payment
alternative to the holder of credit provided to the lender, if possible, unable to meet its obliga-
tions on time. For the creditor, it generates liquidity security from the receiving operation. The
measurement of credit recoverability is a system that evaluates the efficiency of the collateral
invested return mechanism.

In an attempt to identify the sufficiency of collateral in credit operations, this thesis
presents an assessment of smart classifiers that uses contextual information to assess whether
collaterals provide for the recovery of credit granted in the decision-making process before
the credit transaction become insolvent. The results observed when compared with other ap-
proaches in the literature and the comparative analysis of the most relevant artificial intelli-
gence solutions, considering the classifiers that use guarantees as a parameter to calculate the
risk contribute to the advance of the state of the art advance, increasing the commitment to
the financial institutions.
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Chapter 1

Introduction

This section summarizes the four years of research work under the Ph.D. thesis entitled
“Decision Support System for Risk Assessment in Credit Operations Against Collateral”. This
thesis focuses on the study and proposal of data analysis strategies and methodologies to identify
the sufficiency of collateral in credit operations. Credit granted in the decision-making process
before the credit operation defaults. In the first stage, the thesis framework is described,
the problem addressed, and the main objectives of the study are defined. Then, the research
hypothesis is described, and the main contributions of this work to state of the art are presented.

1.1 Focus and Scope

The implementation of the New Basel Capital agreement (Basel III) brings as a challenge
the estimation of critical parameters for the credit risk modeling, such as the Loss Given Default
(LGD); the Probability of Default (PD); Exposure at Default (ED). Research has advanced and
the fundamental aspects for the implementation of the parameters are already equated, LGD
required by Basel III has been the subject of intense debate by the financial industry in Brazil
and abroad.

In efforts to reduce the complexity of international standards of existing accounting
dealing with financial instruments, especially the International Accounting Standards (IAS 39),
and in response to the 2008 financial crisis, the International Accounting Standards Board (IASB),
together with the Financial Accounting Standards Board (FASB), are reviewing such standards.
The IAS 39 establishes procedures for accounting and disclosure transactions involving financial
instruments. The standard also contains definitions related to such instruments and determines
specific accounting procedures for the initial recognition, low and subsequent evaluation of
these items.

Gitman [1] wonders about the credit check activity of a company and seeks to deter-
mine whether it should be granted credit to a client and what quantitative limits that should be
imposed. The risk classification in the banking context can be seen from three aspects, first,
the client risk that indicates the current capacity to incur a debt of the client. Gitman [1] uses
credit analyses on client risk for the five C’s model. Proposal risk is the second aspect, which
evaluates the objective, purpose, value and credit term and their suitability and weighting of
guarantees it is the third point, that indicates the quality (sufficiency and liquidity) that the
guarantees have to mitigate the effect.

The guidance of the analysis of client risk has five key dimensions of the client’s cred-
itworthiness. They are: Character, regarding the applicant’s history of compliance with its
financial and contractual obligations; Capacity, referring to the applicant’s potential to pay off
the credit requested; Capital, regarding the financial health of the applicant; Collateral, re-
ferring to the amount of goods available by the applicant to ensure credit; Conditions, relating
to economic and industry conditions existing as well as special elements which may affect both
the applicant and the lender.
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The measurement of recoverability is a technology that evaluates the efficiency of the
mechanism of the capital return invested in goods, matching the time required to recover a
property on a given system “cash flows at present value”, in which all costs returns effectively
to the cashier for the entire lifetime of the asset. In practice, if recoverability doesn’t exist
this may generate a decrease in assets for loss. The tracking of relationship of companies with
the banking market occurs from sectors (Credit Risk Center) that have access to the institutions
database which stores and provides monthly loan portfolio of several companies and individuals
sent to the banks. With that, control of banking institutions know what may or may not grant
with greater precision, reducing future losses from insolvent companies

Credit scoring models are used to predict the probability of a customer proposing to
credit default at any given time, based on your personal and financial information that may
influence the ability of the client to pay the debt. This estimated probability, called the score,
is an estimate of the risk of default of a customer in a given period. This increased concern has
been in no small part caused by the weaknesses of existing risk management techniques that
revealed itself by the recent financial crisis and the growing demand for consumer credit. The
constant change affects several banking sections because it prevents the ability to investigate
the data that is produced and stored in computers that are too often dependent on manual
techniques [2].

The impairment test is used to demonstrate and measure the loss of recoverability of
the carrying amount of a long-lived asset. An impairment loss occurs when the carrying amount
exceeds the recoverable amount of an asset or group of assets, long-term, including the value
of money over time.

The existing information on credit scoring is mostly of a study on the evolution of
financial indicators for some companies, which were not successful or continued their activity
during the evaluated period. The failure or the success of management structure is assessed
by indicator known as the cutoff score which is defined by a linear combination of financial
indicators.

The scoring models exemplify a way to recognize, quantify and control the corporate
risk of bankruptcy [3]. Its multidimensional character surveys a financial diagnostic of the en-
tity and allows a relevant ranking of companies, considering certain financial outcomes that
integrated into a score function. Currently, there is no universal scoring model which could be
used by all financial institutions, because each institution preserves its approach to dealing with
clients.

Model-based DSS integrate different kinds of mathematical and analytical models for
simulation and prediction of trends. These systems exploit resolution and detail of simulation
models, avoiding limitations of the approximations often used for optimization. The key issue is
the choice of appropriate models and software, and the definition of data format. The following
subsection is dedicated to present problem definition.

1.2 Problem Definition

The Brazilian Resolution Nº. 3721 of 30/04/2009, by the National Monetary Council
(NMC), establishes in Art. 4, item XI, point c, the ”periodic assessment of the adequacy of
guarantees”, i.e., the credit risk management structure should predict the establishment of
criteria and procedures clearly defined and documented, accessible to those involved in the
granting and credit management process to manage the sufficiency of collateral in subsequent
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periods. In the banking system, predominating credit scoring models are developed from static
windows and kept unchanged for years. In this setting, the two basic mechanisms of memory,
short-term and long-term memory are fundamental to learning, even if you are using decision
model classifiers, if it is not the right model.

The essence of the banking business, in credit decision-making, are Probability of De-
fault (PD) models, to determine the cost of capital and in price agreement. Moreover, central
banks and international regulation have dramatically evolved to a setting where the use of these
models favors to achieve firmness standards for credit risk valuation in the banking system. In
banking, credit risk assessment usually depends on credit scoring models, PD models.

The guarantees are divided into two types, a guarantee with individual (sponsor) and
guarantee of the asset (fiduciary). Both aim to enhance security in credit operations, as a
payment alternative to the credit holder provided to your lender if possibly can’t honor its
obligations on time. For the creditor, it generates liquidity security from receiving operation.
Measurement of credit recoverability of credit is a systematic that evaluates the efficiency of
the mechanism of return of capital invested in collateral.

Fiduciary guarantees generate a high operating cost and are difficult to follow “in
loco” for the revaluation procedures of an asset, that is why it needs particular attention, given
the large volume of goods and insufficient technical, operational capacity. According to the
resolution, there is no obligation or approach to investigation that, that uses characteristics of
collateral as a variable in a system to support decision making even producing a high cost in
credit operations. Based on that difficulty, a conceptual evaluation of an intelligent model for
recoverability verifying of credit grant against collateral is necessary.

1.3 Research Objectives

The main objective of this thesis is the proposal and performance evaluation of an
intelligent model that uses a context-aware information to evaluate whether guarantees al-
low predicting credit granted recovery on decision-making process before the credit operation
comes into default.

To reach this main goal, the following partial objectives were defined:

• Review of the state of the art on smart decision support system credit scoring, technologies
and approaches that use data mining, and machine learning techniques;

• Performance evaluation of existing credit scoring systems in order to choose the best one
that will be used as a reference to evaluate and validate the proposed contributions;

• Proposal, design, and construction of a new smart decision support system for credit scor-
ing;

• Performance evaluation of the proposed approaches thought real experiments involving
credit operations against collateral;

• Proposal of a smart credit scoring model to estimate the recoverability of a credit operation
with a collateral as asset.
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1.4 Main Contributions

The first contribution of this thesis is a review of the state of the art on identifying
the most used classifiers for credit risk analysis and their performance on the decision support
systems (DSSs). The work initially introduces an overview of the process that observes the eval-
uation of the content and systematically evaluates the recorded communication is presented
in two groups of criteria, first an exploratory analysis was performed to detect the classifiers
second a systematic review of papers that use the credit scoring models to estimate the re-
coverability of a credit operation with collateral as an asset. This was done to prepare the
classifiers and to provide consistency to the analysis with or without collateral[4]. This survey
was published on IEEE Systems Journal [5]

The second contribution is comparing the credit scoring performance of fuzzy sets and
decision trees based on an artificial neural network to predict the recovered value using a sam-
ple of 1890 borrowers.This work aims to investigate collateral as a variable in the calculation of
credit scores in systems that use credit operations.This contribution was published in the Neural
Computing and Applications, from Springer [6].

The third contribution was submited in a special issue entitled “Decision support sys-
tem on credit operation using linear and logistic regression” from Expert Systems (Wiley). This
work aims to understand how predictive models can provide different estimations of expected
recovery based on the same data sets, it compares the efficiency of the logistic regression with
that of a linear regression in predicting whether recovery is proper in a credit operation was
published on Wiley[7].

The fourth contribution of this thesis proposes the determination of the best combi-
nation of parameters to use with ANNs and the BN approach to handle and precisely evaluate
credit risk. The main contribution of this study is its proposed machine learning model or the
combination of them, which is a rare approach to the problem of credit risk measurement. The
study highlights the existing gap that prevents intelligence systems from addressing bank model-
ing concerns. This contribution was published on Journal of Artificial Intelligence and Systems
[8] .

Finally, the last contribution introduces an evaluation of the stability of the two mod-
els based on the variables chosen. The method used by banks in making loans decisions is
unclear; however, implementation of classical linear models in banking systems is adequately
documented. For this paper, the transparent elastic approach was used as a benchmark. This
research shows advantages of the RF approach over the SVM algorithm which are its speed and
operational simplicity, and SVM has the benefit of higher classification accuracy than RF. This
contribution was published on Software: Practice and Experience [9] .

1.5 Thesis Statement

This Thesis proposes several machine learning classifiers for improvement of credit
risk operations on financial institutions using ensemble learning classifiers. An output is a score
model that explains the chance of a given entity, a private individual or a company, becoming a
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defaulter (insolvent) in a future period. The current approaches do not use the set of entries of
collateral, increasing the impairment of Financial Institutions. Furthermore, this study claims
that a new smart credit scoring model based on decision support systems should predict the
right amount of collateral to compensate the credit operation.

1.6 Document Organization

This thesis comprises seven chapters, which are organized as follows. The first chap-
ter introduces and focuses on the topic of the study, presents the work’s motivation, identifies
the problem delimitation, defines the thesis objectives, highlights the main contributions, and
includes the thesis statement. The document’s organization is also included in this chapter.
Except for this, and the concluding chapter, all other chapters are based on papers published
in, or submitted to, international journals.

Chapter 2 presents the survey paper entitled “Classification Methods Applied to Credit
Scoring with Collateral.” The paper provides an in-depth review of the state-of-the-art of the
analysis includes 84 studies in this work to propose a using statistical methodology to conduct a
meta-analysis to compare the results of classification methods.

Chapter 3, entitled “Machine Learning and Decision Support System on Credit Scoring”,
compares the credit scoring performance of fuzzy sets and decision trees based on an artificial
neural network to predict the recovered value. This paper is an initial study of collateral as a
variable in the calculation of the credit score.

Chapter 4, entitled ”Support System on Credit Operation Using Linear and Logistic
Regression,” aims to understand how predictive models can provide different estimations of
expected recovery based on the same data sets.

Chapter 5, entitled “Artificial Neural Network and Bayesian Network Models for Credit
Risk Prediction”, compares Bayesian networks with artificial neural networks for predicting re-
covered value in a credit operation. The study explores this problem and finds that ANNs are a
more efficient tool for predicting credit risk than the Naïve Bayesian (NB) approach

In Chapter 6 “Comparative Study of Support Vector Machines and Random Forests Ma-
chine Learning Algorithms on Credit Operation”, shows advantages of the RF approach over the
SVM algorithm which are its speed and operational simplicity, and SVM has the benefit of higher
classification accuracy than RF.

Chapter 7 summarizes the main conclusions of the thesis and suggests future work that
can emerge from the conducted work.

In the Appendices three contributions are presented, three poster presentations in
international conferences. In Appendix A, entitled “Decision Support Systems to Predict a Suf-
ficiency of Collateral for Credit Risk Operations”. An evaluation of existing credit scoring clas-
sifiers methods to choose the best one that will be used as a reference to evaluate and validate
the proposed contributions.
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Appendix B, entitled “Intelligent Decision Support System on Credit Scoring,” intro-
duces an Intelligent Decision support systems (IDSS) and Knowledge-based Expert Systems (KES)
are two of the strongest general paths on Machine Learning (ML)

Appendix C (“Using Natural Language Processing with Sentiment Analysis to Improve
Credit Score on Collateral Reports”) proposes an evaluation of existing credit scoring classifiers
methods to choose the best one that will be used as a reference to evaluate and validate the
proposed contributions.
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Classification Methods Applied to Credit
Scoring With Collateral

Germanno Teles, Joel J. P. C. Rodrigues , Senior Member, IEEE, Kashif Saleem , and Sergei A. Kozlov

Abstract—Credit operations are indispensable in the organiza-
tional development of financial institutions. However, misconduct
in these operations occurs, and this can lead to financial loss.
These consequences are caused by incorrectly granting credit or
incorrectly assigning customer ratings and can compromise a credit
portfolio. The result shows that support vector machine is the most
commonly used classifier for credit scores, and while the system
performs well, it does not apply approaches with collateral. The
analysis includes 84 studies in this article to propose using statistical
methodology to conduct a meta-analysis to compare the results of
classification methods. It shows some cases that consider various
probability distributions and also survival data. It also elaborates
that collateral is not the first approach for credit scoring. The credit
scoring system can then give several starting credit scores according
to the classifier the user wants to use.

Index Terms—Basel Accords, Bayesian network (BN), collateral,
credit scoring, decision support system, neural network (NN),
support vector machine (SVM).

I. INTRODUCTION

NO INDUSTRY is risk free. Risks can be minimized, man-
aged, shared, accepted, and transferred, but not ignored

[1]. The risk of default (credit risk) was considered by Angbazo
[2] among the determinants of pure spread, along with interest
rate volatility. According to Angbazo, the optimal spread rep-
resents an insurance not only against interest rate volatility, but
also against the risk of default by the borrowers. Thus, a positive
relationship between the spread and the credit risk is expected.
However, similar to risk aversion, the impact of the credit risk on
spread formation may differ depending on the nature of the loan.
[2] The banking sector is regarded as one of the most uncertain
industries as credit operations pose some of the greatest risks [3].

Manuscript received June 25, 2019; revised August 15, 2019; accepted August
21, 2019. This work was supported in part by National Funding from the
Fundação para a Ciência e a Tecnologia under Project UID/EEA/50008/2019,
in part by the Government of the Russian Federation under Grant 08-08, in
part by the Brazilian National Council for Research and Development (CNPq)
under Grant 309335/2017-5, and in part by Ciência sem Fronteiras of CNPq,
Brazil, under process number 200450/2015-8. (Corresponding author: Joel J.
P. C. Rodrigues.)

G. Teles is with the Instituto de Telecomunicações, Universidade da Beira
Interior, Covilha 6201-001, Portugal (e-mail: germanno.teles@ubi.pt).

J. J. P. C. Rodrigues is with the Instituto de Telecomunicações, Universidade
da Beira Interior, Covilha 6201-001, Portugal, with the Federal University of
Piauí, Teresina 64049-550, Brazil, with the Center of Excellence in Information
Assurance, King Saud University, Riyadh 11451, Saudi Arabia, and also with
ITMO University, St. Petersburg 197101, Russia (e-mail: joeljr@ieee.org).

K. Saleem is with the Center of Excellence in Information Assurance (CoEIA),
King Saud University, Riyadh, Saudi Arabia (e-mail: ksaleem@ksu.edu.sa).

S. A. Kozlov is with ITMO University, St. Petersburg 197101, Russia (e-mail:
kozlov@mail.ifmo.ru).

Digital Object Identifier 10.1109/JSYST.2019.2937552

The complexity of the banking industry and the credit issuing
procedures generate more significant risks. Credit operations
against collateral can help mitigate the risks involved.

At the beginning of 2004, the Basel Accord was reinforced by
the Basel banking committee, expanding the applications of the
credit score to manage and monitor the risk of operations, along
with the existing policies and procedures in granting of credit.
The work carried out by the institutions on risk classifications
was incorporated into the institutions themselves with the Basel
III agreement from 2013, providing far more valuable estimates
of the risk of default. Reference [4] described the obligations and
methodologies that must be followed and the forms that must
be published for any significant change to be produced by the
institution [4].

The analysis of client risk has five key dimensions to establish
a client’s creditworthiness. They are as follows.

1) Character, regarding the applicant’s history of compliance
with its financial and contractual obligations.

2) Capacity, referring to the applicant’s potential to pay back
the requested credit.

3) Capital, regarding the financial health of the applicant.
4) Collateral, referring to the amount of goods available with

the applicant to ensure credit.
5) Conditions, relating to current economic and industry

conditions as well as special factors that may affect both
the applicant and the lender.

Credit scoring models are used to predict the probability of
a customer requesting credit to become a defaulter at any given
time, based on the costumer personal and financial informa-
tion that may influence the ability of the customer to pay the
debt [5], [6]. This estimated probability, called the score. A
significant part of the increased concern has been caused by
the weaknesses of existing risk management techniques that
have been revealed by the recent financial crisis and the growing
demand for consumer credit. The constant change affects several
banking sections because it affects the ability to investigate the
data that are produced and stored in computers, which are too
often dependent on manual techniques [7].

Glass [8] defines meta-analysis as an analysis of analyses,
that is, a statistical analysis that aims to combine results already
found in previous analyses of different studies of the same
interest. The meta-analysis aims to combine studies performed
under different conditions, with different levels of precision and
by groups of researchers from different regions and formations.
Thus, broader conclusions are expected than those obtained by
the studies that compose the systematization [9].

1937-9234 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
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This article presents a review and evaluation of the existing
credit scoring classifier methods. An extensive review of the
literature focusing on classification methods applied in the credit
scoring is performed. Then, the main contributions of this article
are as follows.

1) A review of the state of the art on identifying the most used
classifiers for credit risk analysis and their performance on
the decision support systems (DSSs).

2) Comparison analysis of the most relevant solutions con-
sidering the classifiers that use collateral as a parameter
for calculating the risk.

3) Identification of the promising open research issues for
further studies.

A research process that observes the evaluation of the content
and systematically evaluates the recorded communication is
presented in [10]. Thus, the following two groups of criteria
are considered in this article to choose studies connected with
the credit scoring to stay involved in this article.

1) An exploratory analysis was performed to detect the clas-
sifiers that have patterns and other elements that could
compromise the results of this article. This was done to
prepare the classifiers and to provide consistency to the
analysis with or without collateral.

2) A systematic review of papers that use the credit scoring
models to estimate the recoverability of a credit operation
with collateral as an asset.

The remainder of this article is organized as follows. Section II
introduces the conceptual classification scheme for the sys-
tematic literature review and highlights some important prac-
tical aspects of credit scoring. Section III shows the concep-
tual classification design for the systematic literature review.
Section IV addresses a behavior of the credit scoring system
related work, followed by a summary of the credit scoring classi-
fiers. Section V discusses the credit scoring classifiers and identi-
fies open research topics on the topic. Finally, this article presents
a summary of lessons learned and conclusion in Section VI.

II. CREDIT SCORING

Currently, the credit scoring is considered an important tool to
prequalify borrowers and assist managers in making better risk
decisions for the business. The use of models that enables the
managers/authorities to decide whether or not to grant credit is
considered in an objective, standardized, and impartial manner,
which is not guaranteed in the judgmental analysis. This enables
the client to be treated in a personalized way, regardless of the
service channel.

The way of banks classify risks is with the use of the proposal
risk. It assesses the objective, purpose, value, credit term, and
the applicant’s suitability. Weighting of guarantees is the last
aspect that indicates quality (sufficiency and liquidity) that the
guarantees must mitigate effect.

Several techniques that apply statistics and artificial intelli-
gence are applied in the credit scoring, such as decision trees
(DT), neural networks (NN), linear discriminant analysis, logis-
tic regression (LR), Bayesian networks (BN), and support vector
machine (SVM). However, the use artificial intelligence is still
limited, despite being a powerful tool for pattern recognition.

This is because of its “black box” nature. It does not know either
the dependency on the relationships between the variables of the
model, or the contribution of each variable.

According to Ala’raj [11], the all those classifiers introduce
on credit score approach are well-known base classifiers in
this domain are used o his work they show results, analysis,
and statistical tests demonstrate the ability of the proposed
combination method to improve prediction performance against
all base classifier.

Jadhav [12] considered classification as an example of super-
vised learning as training data associated with class labels and
focus on study of various classification techniques, showing its
advantages and disadvantages.

The work of Moro et al. [13] presents a study on business
intelligence on a bank institution showing the potentially benefit
business, increasing the visibility and recognition of research
achievements.

The behavior of an AI can be reinforced by the work of Abid
et al. [14] that use this classifier on analyses of costumers’
loans default payment allowing providing an effective decision
support system for banks.

There are two types of models for measuring and estimating
the probability of a customer becoming a defaulter. They are the
following [15].

1) Credit Scoring—Obtained from the registration informa-
tion provided by customers, such as type of residence,
income level, age, occupation, level of education, relation-
ships with financial institutions, and consultations with
credit bureaus.

2) Behavioral Scoring—It is a scorsing system based on
behavioral analysis and uses the information that the com-
pany already has regarding the customer on the renovation,
maintenance, and granting of a new credit line. It may
include information related to consumer habits, payment,
and income commitment, amongst others.

Credit scoring models are used to estimate the probability
of a customer proponent to credit become default during a
particular period, based on the costumer’s personal and financial
information, which may influence the ability of the customer to
repay the debt. This estimated probability, called the score, has a
value between 0 and 100, and is an estimate of the risk of default
of a customer for a given period.

III. METHODOLOGY

A systematic review is an option for cataloguing and classify-
ing important scientific contributions to an area on a systematic,
qualitative, and quantitative information of the content in the lit-
erature [16]. It consists of an observational study method applied
to systematically estimate the content of registered information.

The systematic review limits the study qualification to journal
papers, especially considering “credit scoring” as a keyword
related to “machine learning,” “decision support system,” “clas-
sification,” or “statistic” topics.

It included 139 papers in the study. It was reduced to the
systematic review to 84 documents according to three interroga-
tories on the conceptual summary over the methods: What is the
type of the primary classification method? Is the paper using

Chapter 2. Classification Methods Applied to Credit Scoring With Collateral

9



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

TELES et al.: CLASSIFICATION METHODS APPLIED TO CREDIT SCORING WITH COLLATERAL 3

collateral as an independent variable? How many times was that
paper cited?

It was used as a statistical method with meta-analysis and
compare findings in each of the methods. The statistical anal-
ysis which combines the results of several independent studies
considered by the analyst to be combinable [17].

The meta-analysis was divided into two groups cited be-
fore 2014 and after 2015, assuming that the Basel III dead-
line to implementation. By performing a meta-analysis, it will
be capable of reducing the difficulties of understanding due
to sampling variation and quantifying between study varia-
tions. Meta-analysis can also assist in answering questions
not posed by individual studies. It will imply to understand
the comparative effectiveness of multiple interventions for the
same condition and settle debates emerging from conflicting
studies.

With the BN approach, it is observed that 12 studies are shown
since 2001, where the credit score can be calculated, sometimes
using the collateral [18]–[29]. The NN method appears more
frequently applying on the credit score since 2000 with a great
number of citation [30]–[41]. The methodical distributions of
citation are evidence reviewed, during the period using fuzzy
on the studies [42]–[53]. It was observed that in some periods,
the number of citations is equal to zero. Those studies are
automatically excluded from the meta-analyses [25], [54]–[64].
A certain level of capacity control applied with SVMs produces
a high level of quality for the performance of the out-of-sample
attributes [65]–[76].

Making the LR model more broadly applicable requires the
consideration of suggestions of methods of including previ-
ously rejected applications for credit in the building-up step
of the model [60], [77]–[88]. The linear regression, despite
the few studies, can be identified on a little using collateral
[89]–[101].

The Forest plot shows that the point estimate describes each
study and the 95% confidence interval. So, the square in the
middle for each study is the point estimate. Also, the size of
the square differs between studies so that the more extensive
study takes a more substantial, and the square is more significant
because it takes more weight in the meta-analysis.

The analysis of the credit scoring with collaterals from various
viewpoints reach to a variation of questions and research meth-
ods. For example, the term “collateral” exists 1 610 000 results
and 534 000 “credit scoring” on Google Scholar. So, to obtain
a significant meta-analysis, it defined criteria for separating the
relevant studies of the large amount of previous work. Therefore,
studies with hybrid methods with collateral as the independent
variable were excluded. Some studies have been excluded due
to lacking statistical information.

It has initiated our search for relevant publications queering
journals, conferences, and some books pairing terms of “credit
score” with “decision support system,” “bank intelligent sys-
tem,” “Basel Accords,” “BN,” “NN,” “SVM,” “Fuzzy,” “decision
tree,” “linear regression,” or “LR.” After regarding the abstracts
of the studies returned by our search query, it downloaded those
that show any promise of containing empirical estimates of the
utilized collateral on credit score.

IV. CLASSIFICATION METHODS IN CREDIT SCORING

Credit operations are most frequent in the banking industry.
Therefore, it is important to analyze the DSS for assessing the
risk factors on credit operations against collateral in the banking
industry. The credit risk assessment in credit operations is largely
used in all banks globally. Therefore, the assessment of the
credit risk has a lot of disagreement and even a gloomy process
[102]. There should be a variety of risk methods that should be
used for assessing risk. Also, the credit risk is one of the main
functions of the banking industry organizations, such as banks
categorizes the customers based on their profile. It may range
from the financial contextual of the customers to the individual
aspects of the clients [103].

It is a very effective decision tool that can act as a DSS
for the assessment of the risk factors that are involved against
collateral. Owing to its active nature, noisy and incomplete
data can be used to extract inferences when they are provided.
The most remarkable feature of the BN is its ability to provide
both qualitative and the quantitative information. Therefore, it
can be applied in all domains [104]. With regard to issuing
and paying back credits, both kinds of features are involved in
the objective and the subjective factors. Every bank has their
own opinion, which cannot be changed [105]. However, the
conclusion may change when the banker knows the borrower
very well. Furthermore, the risk of each type of credit varies
as they are different. For instance, the required conditions for
providing working capital credit are that the estimated credit
risk of the transaction must be below the admissible level and
the current credit potential of the customer and the ability of the
customer to provide collateral must be acceptable. Each of these
factors has a particularly special meaning [106]. For example,
the current ability of the customer to pay back the borrowed
credit is used to determine whether the customer can pay back the
requested credit and interest on time [107]. When determining
the credit risk class, the economic and financial strength of the
person must be stated [108].

In attempting to understand how risks relating to credit oper-
ations can be assessed, the manner in which loan applications
are categorized into either bad or good applications by financial
institutions must be considered. The bad applications are the
applications that are rejected because of the low probability
of the applicants returning the loans. Institutions, therefore,
must employ loan officers to make credit decisions or recom-
mendations for the organization. Every institution must have
rules in place to govern the evaluation in the worthiness of
loan applications. Several reasons have been suggested for why
human beings make poor decisions when it comes to evaluating
the creditworthiness of an individual. Some of the reasons are
that the business data repository stores historical data from the
hidden data, there is a considerable gap of data when the decision
depends on the knowledge of skilled employees, and the fact that
humans are inclined to arbitrariness.

The determination of loan applications tends to be flawed
with regard to human beings. The use of a knowledge discovery
system is key to make decisions regarding loan applications.
This will enable an easier assessment of the risk [109].
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For the development of a model, there are two main segments
of the system as shown in the neuro-based construction model.
The initial section is the part that deals with the decision making
by considering the basic decision rules [110]. The high accuracy
in decision making is a symbol that all the risk factors have
been considered; therefore, it is easy to access all the possible
risks that can be incurred during the credit operations against
the collateral [111]. Through this, it becomes easier to perform
credit operations with confidence and to avoid any factors that
can amount to risk in the process [112]. Experts select the actions
that are either created by the DT or developed using the standards
of the organization that is being borrowed from.

In the fuzzification, the input from the databases is converted
into a particular fuzzy set using three different input variables
[113]. Each variable is assigned a percentage scale that results
in the construction of an input membership function which
highlights the threshold on the variables that are helpful in the
development of the system-based rules.

According to Abdou [114], in credit scoring, the fuzzy credit
rating techniques are based on a hierarchical method. Thus,
the process begins with the user (could be a credit officer)
connecting to the provided credit interface, which is connected
to the database. The database has all the clients’ information that
feeds the fuzzifier that subsequently begins the fuzzy process.

Researchers indicate that the performance of NNs, SVM,
and BNs is higher than any of the individual classifiers applied
independently. Similar experiments have yielded that the perfor-
mance of the three base learners improves the overall accuracy
of the sample classification while also enabling the identification
of the most vital features in the dataset of choice [30]. Therefore,
the combined assessment method proves to be a useful method of
feature selection and classification problems. The combination
of methods is based on the fact that each method represents its
characteristics and features. Each method has its requirements,
which makes the application of a combined method broad in the
credit scoring classification [116].

A. Analysis of the BN

Developing BNs is the main challenge [117]. In this section,
the steps and other requirements to develop a functional BN are
provided. Once the tool has been developed, it is very easy to use
it, as it can consider both the objective and the subjective factors
that are involved [118]. Furthermore, this system can make
decisions even with incomplete data. It assesses the existing
information and makes the necessary calculations before making
the final decision [119]. The only challenge involved in using
a BN-based tool is that an expert is required to operate it. It
requires the expert to be very competitive and look at all the
data that have been presented to them [120]. If the bank sets its
criteria, it should be consistent and constant with regard to all
the branch offices of the bank.

The financial institution or the institution involved should
determine the objective and subjective factors with regard to
its goal and strategy [121]. From the analysis of the BN as a
decision tool that can be used as a DSS, it can be seen that it
is very effective and can be used to show the risks involved in

the credit operations. Most of the risks are associated with the
collaterals.

Bayesian learning is computationally costly. This holds true
even when the network structure is already provided. Moreover,
BNs tend to perform poorly on high-dimensional data. Finally,
BN models can be hard to interpret and require Copula functions
to separate out effects between different parts of the network.

B. NNs in Decision Support System

The need for a decision, in most cases, is subject to the urgency
in an environment with large amounts of information. NNs can
be used in specialized systems to improve the decision making
in corporations. “This is because they serve the operations, the
management, and the planning levels of an organization and
aids in the decision-making process that can change rapidly
and cannot be easily predetermined” [122]. The maturation of
the artificial intelligence techniques and a blend of Internet
empowering and entry have contributed to the improvement of
decision-making support under uncertain and risky conditions.
This assists in providing the ability to improve the quality of the
decision by making suggestive solutions compared to those that
are made by humans alone [123].

In a second step for all groups, the DTs are built to obtain the
rules that are fed into the NN for displaying the clients that are
not expected to repay the loan [124]. When these techniques are
used together with the established rules, it becomes possible to
make a quality decision that will assess all the risk factors that
are involved.

NNs are limited in that they require a large dataset, the black
box of the node so if you want to know what causes the output,
despite the training dataset is too large.

C. DT Neuro-Based Model Design

Developing a DT model is proposed to be lined up with the
intelligent decision-making process in a complicated procedure
in computational and organizational decision making such that
it can be in line with the current complex and dynamic en-
vironments [125]. The risks involved in the credit operations
have intensified because of the changing nature of the economic
environment [126]. Therefore, DT is more efficient in working
with the involved complexities, together with the increasing
volume of data that are needed in the decision-making process
[127].

For most of the papers that has been mentioned, instability is
the main obstacle. The information fed to the model must be well
defined to change variables, duplicate data must be excluded, and
altering the sequence midway can lead to significant changes and
might require redrawing of the tree.

D. Application of Fuzzy and Fuzzy Logic in Risk Assessment

The method of fuzzy logic, if necessary, is capable of handling
the previously described linguistic terms. In situations where
the specialists validate and acquire knowledge, the diffuse logic
provides a structure capable of identifying relevant issues mak-
ing inferences on the evaluation of the risks. This model makes
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inferences and uses estimation from unclear information and
data. For highly complex models, diffuse logic theory can be
used to identify risks. Therefore, the application of fuzzy logic
can be sufficient in assessing the credit risks associated with
credit operations because it is able to make accurate decisions
from the available information.

E. SVM in Risk Assessment

SVM has been extensively used in the suppression of the
subjective ad hoc elements in the process of decision making
and strengthening of sustainability and accountability, as well
as reduction of corruption [128]. The application of the SVM is
based on the fact that it enables the classification of arbitrarily
complex cases through the shaping of arbitrarily complex sets of
decisions. SVMs can identify special data points from decision
sets in a parsimonious manner [129]. Capacity control is used
to avoid overfitting, with penalties applied to the number of the
support vectors of the models.

F. Logistic Regression

LR represents one of the most prominent methods used for
conducting the credit scoring. It represents one of the most
successful methods despite being one of the earliest. The method
provides for both the dependencies structure of the explanatory
variable as well as the statistical significance of the variables.

The LR model is extremely suitable for the determination of
good credit versus bad credit paid back versus default such that
it is well suited to predictive modeling subsequent to datasets
containing a binary indicator variable.

Some of studies do not have any citation but this is acceptable
because some studies are published after 2014. A simple linear
function is also obtained through the application of additional
information to the model parameter, and it can be associated
with each of the predictor class values after coarse coding [130].
Therefore, the final credit score, which also determines the credit
risk, is a simple sum of individual use of the scores that can be
obtained from the scorecard.

G. Linear Regression

Linear regression has developed to become one of essential
components in the data analysis concerned with the descrip-
tion of the relationship between response variables and other
independent variables. In the credit scoring applications, linear
regression has been extensively used as the two class problems
that can be represented by a dummy variable [131].

Linear regression can be used in credit analysis for assessing
factors, such as guarantees, default rates, and historical payments
by a customer, which can then be compared with the cutoff point
of a bank.

V. COMPARISON ANALYSIS AND DISCUSSION

In this section, it has presented a more detailed analysis and
discussion of the most relevant solutions described above.

The problems of credit risks have been consistently addressed
in artificial intelligence journal publications [132]. The primary
concern has been that personal data are used and there is also a

growing fear that an algorithm could replace human beings in
decision making. These questions are genuine, and this article
emphasizes the appropriate algorithms with regard to decision
making in lending institutions. Algorithms can be implemented
to simplify a process while at the same time increasing its
fluidity as well as increasing speed [133]. Algorithms include a
set of code modeled to achieve set objectives. For example, an
algorithm designed to perform a recruitment process introduces
several discriminatory conditions based on individual profiles. A
similar approach is adopted by lending institutions when making
lending decisions to banks. It is, therefore, of the essence to
understand the underlying challenges and find ways to manage
the use of algorithms.

As a kind of classification technique implemented in a credit
scoring model, the choice of method is frequently associated
with the subjectivity of the state-of-the-art methods. A correct
prediction shows whether a credit spread to a candidate will
probably end in profit for the lending institution.

Each study reviewed by an estimator effect or the result, it has
used odds ratio to measure of impact is a weighted average of
the results of the individual studies, so the full measure of effect
is represented by the blue diamond.

In this article, it is interested in identifying the importance of
collateral among the credit scores on classifications methods. A
related methodology was adopted by Hamdaoui et al. [134] in
the context of a meta-analysis to choose potential indicators of
heterogeneity in previous observational results concerning the
influence of guarantee.

It was used as a random effects model in assuming there is a
distribution of true effects is different, and it assumed there is
a variation of them. This variation is called effects heterogene-
ity that refers to the credit score classification methodological
diversities among a set of studies.

The critical part of the random effects model is figuring out
the weight, and the weight equals the inverse of the variance.
However, instead, the variance has two components. One is the
within study variance. The second is the between study variance.
The density matches the inverse of the variance, but the between
study variance modifies the variance.

Some key aspects emerge from Table I. First, it is of common
practice to use a small number of datasets, many of which
contain only a few cases and independent variables, separately
of the classification are adopted the possibility of happening
of inconsistencies among predictions presented by the different
classifier.

Second, the number of classifiers per study varies some sta-
tistical hypothesis testing is often neglected or employed inap-
propriately. Common mistakes include using parametric tests or
performing multiple comparisons without controlling the family
wise error level. Most studies rely on a single performance
measure or measures of the same type. In general, performance
measures split into three types.

The one without a collateral set of studies misses an essential
aspect of scorecard performance because financial institutions
require the probability of default.

It was reviewed that the validation method, the SVM is the
most used with randomization, the partitioning of the datasets
in two different branches. The fitting of the model is, therefore,
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TABLE I
SUMMARY OF CREDIT SCORING CLASSIFIERS

based on the training set, which aims at predicting the cases in
the test set. The model can generate the data if the second dataset
demonstrates an excellent performance such that overfitting is
wholly avoided at the first subset with the training set.

The results can be summarized as follows on Table I, seven
classification methods for risk credit measure which can be
applied to decision support systems, and only three, linear
regression, fuzzy, and BN show some papers using the collateral
as an independent variable.

The general condition to authors is that they must demonstrate
proof of the effectiveness of their score process on any simulated
as real datasets as well. “There are many times in which the
number of datasets used is small or engages the use of some other
real datasets that present proof of the rating method owing to the
hassle associated with acquiring information at the credit score.”
A study conducted by Bijak and Thomas [135] is an example that
employed 16 different accessible datasets to testify the measures
of performance and which were used in the application for a
credit card.

VI. CONCLUDING REMARKS

A. Lessons Learned

In this article, we reviewed an essential facet of the business
as it can drive business into creating value or transform the entire
business. As much as data can be used toward the completion
of simple tasks, the real power of data is drawn from the use of
analytical tools used to extract useful knowledge.

There are at least two datasets that mostly used the Australian
and German in the credit score determination and evaluation
[72]. These credit scoring datasets are the most common.
Besides, there is the Benelux credit dataset, which originates
from Belgium, the Netherlands, and Luxembourg institutions.
These are the three types of datasets that are available publicly.
Different subsets under the Benelux include the Bene1 and
Bene2, as well as the behavioral dataset. The Australian credit
approval dataset is a multivariate dataset, which allows several
instances. It is categorical, considers integers and real numbers.
This type of dataset is extensively used for classification
purposes. It is a new dataset because of the mix of attributes
including nominal with both small, and significant numbers of
values, as well as continuous.

The other type is the Credit Fraud dataset, which falls under
the German credit dataset category [72]. This type is also multi-
variate, allowing several instances to be considered. It provides
two datasets, which include the original dataset and a modified
dataset that has been edited to include several indicator variables
aimed at making it suitable for the algorithm unable to cope with
categorical variables. The attributes can either be qualitative or
numerical while the dataset demands the use of a cost matrix,
whereby the columns represent the predicted classification while
the rows represent the accrual classification. The other type
of dataset is the data mining dataset, which is used for data
mining, which allows the description of several types of datasets
depending on the experiment under consideration. They perform
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different tasks, and the size depends on the type of data being
mined.

The distributed file system requires analytics of data to have
a solid IT infrastructure that can support the work. Database
management is an important part of data analytics [136]. An
ecosystem exists that mainly deals with database systems includ-
ing NoSQL and object-oriented-types. Database management
systems that are well known include Oracle, SQL, and Sybase.
Dataset selection faces the challenge of allocating the number
of input variables.

The access to information is considered secure nowadays
due to the modernization of the web as well as the creation of
large data storage center. However, data availability on the credit
history of businesses and customers is still facing challenges in
terms of access. Careful consideration is required before releas-
ing any data containing confidential information on applicants
[137].

B. Conclusion

In the banking system, the predominant credit scoring models
are generated from static windows of time and kept unchanged,
possibly for years. In this setting, the two primary mechanisms
of memory, short-term memory and long-term memory, are
fundamental to learning, even if you are using the decision model
classifiers which cannot be the right model.

In review, it was conducted a study of the current and essential
components for some decision support systems starting from the
Basel Agreement until now. This article clarifies the meaning
of the DSS system and the “intelligence” involved in them
with development at the financial institutions of the qualitative
and quantitative variables into credit operations for granting
credit process by describing the many classifiers that it can use.
Therefore, the proposed approach provides a way and analysis
for evaluating the credit risk. Most of these papers do not take
into account endogenous variables, which may decrease their
significance.

This article describes the importance of using the DSS to help
decision makers in credit operations. This article is based on
recent studies and identifies approaches and technologies used
in several areas. This article, regarding the use of these systems
on the credit scoring is vast and is divided into subtopics, such
as knowledge-based systems, data-based systems, and model-
based systems. During the preparation of this article, several
papers regarding these subtopics are analysed, enumerating the
different methods.

A detailed meta-analysis of the classifiers presented in this
article used in the credit score within some areas of knowledge,
the model of a smart system to give support to the decision
making still presents several challenges one of them being the
approach of collateral.

The meta-analysis reports that this heterogeneity also has an
important impact on the primary outcomes. For future works, it
can analyze some other way to measure the meta-analysis such
as risk ratio or risk difference. The authors also get a comparison
of the random model to the fixed model, to check if there is no
difference between them. It can introduce some studies with
hybrids (combined) methods on the credit score.

The primary objective of this article lies in the creation of a
model that uses context-aware information to evaluate if guaran-
tees allow credit granted recovery on decision-making process
capable of helping decision makers in credit operation. For this
objective, this article is based on previous studies, attempting
to detect a viable approach. The systems investigated in each
subtopic present the data mining and machine learning tech-
niques as a necessary solution, as well as show us the necessity
of finding the best classifier that will be used for meeting the
objectives of this article.
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Abstract
Among the numerous alternatives used in the world of risk balance, it highlights the provision of guarantees in the

formalization of credit agreements. The objective of this paper is to compare the achievement of fuzzy sets with that of

artificial neural network-based decision trees on credit scoring to predict the recovered value using a sample of 1890

borrowers. Comparing with fuzzy logic, the decision analytic approach can more easily present the outcomes of the

analysis. On the other hand, fuzzy logic makes some implicit assumptions that may make it even harder for credit-grantors

to follow the logical decision-making process. This paper leads an initial study of collateral as a variable in the calculation

of the credit scoring. The study concludes that the two models make modelling of uncertainty in the credit scoring process

possible. Although more difficult to implement, fuzzy logic is more accurate for modelling the uncertainty. However, the

decision tree model is more favourable to the presentation of the problem.

Keywords Machine learning � Decision trees � Fuzzy logic � Credit scoring � Performance evaluation

1 Introduction

Decision-making is an important factor in achieving suc-

cess in selecting borrowers using large amounts of infor-

mation and knowledge. Identifying less risky borrowers is

crucial in successful credit scoring. The financial sector is

not only volatile but also very competitive. The probability

of failure to deliver the desired outcomes is high for indi-

vidual borrowers, and the lenders must take appropriate

steps to confront the situation and mitigate the associated

risks to achieve favourable debt repayment outcomes

[1, 2]. The selection process for the borrowers should lead

to the identification of safer borrowers who have the ability

and willingness to pay back debt within the set repayment

period. Some credit scoring methods currently in existence

are criticized for being inadequate in addressing the bor-

rower’s ability to repay debt with minimal risk within the

given time [3].

Probability models are widely used in the quantification

and assessment of risk. These models have become integral

in the informed decision-making processes related to

uncertainty in many application areas [4–12]. However,

such frameworks based on the conventional theory may not

be able to describe some uncertainties in the most appro-

priate manner because imprecise data, insufficient experi-

ence datasets, and the complex cause-effect relationships

make it difficult to assess the different risk types using only

the conventional probability models [13–15]. Of particular

concern is the misunderstanding of the cause of the risk and

its characteristics [7, 16].

Credit scoring is a collection of many different tasks,

processes, and requirements that need to be considered in

their entirety [2, 17–23]. Consequently, it is difficult and

arduous to make credit lending decisions in such environ-

ments [24–33]. Therefore, mechanisms that help to char-

acterize such complex scenarios are needed. The literature

suggests that the application of multiple criteria for deci-

sion-making can facilitate the resolution of these issues [9].

Other models, such as fuzzy logic, artificial neural net-

works, and decision tree models explicitly consider the
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underlying relationships and recognize the uncertainties

(such as operational risks). In addition to the multi-criteria

methods, additional complementary tools such as fuzzy

sets or numerical simulations are increasingly being used in

the credit scoring process. These tools have been applied in

lender decision-making as far as dealing with the aspects of

financial risks are concerned. The capability of these tools

to deal with uncertainty enables the credit grantor to deal

with the issues in a manner that conventional methods

would not [6, 34]. The advantage of our approach is that it

uses features that are independent to use collateral as a

parameter for calculating risk.

The concept of Fuzzy sets also known as the possibility

theory was first introduced by Lukasiewicz (cited in

Rescher [35]. Later, Zadeh [36] extended the work on this

theory to identify Fuzzy sets as a mathematical model for

the characterization and quantification of uncertainty [37].

Since then, the fuzzy set theory has been used as a method

for modelling of risk in many applications, including credit

scoring in the financial sector [32]. The usefulness of this

model is such that it can be used to characterize and

quantify uncertainty using fuzzy sets in the absence of

sufficient data to estimate uncertainty through the con-

ventional statistical estimation of frequencies [38]. The

basis of the fuzzy set theory is on a group of elements or

data that share some common characteristics within their

memberships [39, 40]. As sufficient data on borrowers may

not be readily available to the lender, the application of the

fuzzy set theory can play an essential role in the quantifi-

cation of uncertainty in borrower selection decisions.

Then, this work aims to investigate study of collateral as

a variable in the calculation of the credit scoring applied to

systems that are using credit operations. The main contri-

bution of this work includes a compare the performance of

fuzzy sets with that of artificial neural network-based

decision trees on credit scoring to predict the recovered

value using a sample of 1890 borrowers.

The paper is organized as follows. Section 2 presents

theoretical background, introducing the related works and

discussing used fuzzy methods and decision trees proce-

dures on classifying credit scoring approach. Section 3

presents results analysis and shows which model is superior

in terms of accuracy and which is superior in terms of

fitting the data correctly. Section 4 performs the discussion

about the issues of fuzzy and decision tree models bring

forward a comparison of those two models. Finally, Sec-

tion 5 provides the conclusion and suggestions for further

works.

2 Theoretical background

In the decision trees technique, a set of rules presented as a

tree are used to make decisions [41]. For example, one can

build a classification tree for credit risk based on a person’s

income, age, among other parameters. The benefit of this

model is that, unlike most of the credibility models, the tree

expresses the reasoning process behind the framework. The

usual algorithm for decision tree building includes classi-

fying sets under a root node by assigning all the training

data to the best splitting attribute (see Fig. 1).

The primary objective of a decision tree is to divide a

group of data into fewer portions. On a qualitative data

used to build a person’s income, for instance, the root of

the tree asks if Income\ 92.5. If the answer is ‘‘yes’’, it

move to the next child, and it pass to the left child of the

node; if ‘‘no’’, it moves to the right. Proceeding in this way,

it finally succeeds at a final node.

The data comprehend a piece of information on the

credit history of customers of a lender. The population

consists of existing customer accounts of the lender. A

sample of customers is chosen randomly from the data

available on their performance. The main characteristics of

the customer information are the recovered and whether the

value rates are overdue. The data used in the analysis are

obtained from the lender’s database.

The underlying analysis techniques include fuzzy logic-

and artificial neural network-based decision trees to predict

credit recovery using a real dataset of 1890 records from a

bank in Brazil.

2.1 Credit scoring using fuzzy set theory
and fuzzy logic

Definition 1 Suppose that (X, Y, Z) is the target system.

X is a limited set object;

X ¼ x1 þ x2. . .; xnð Þ ð1Þ

Y is the object attribute set

Y ¼ y1 þ y2. . .ynð Þ ð2Þ

Z is the target set

Z ¼ z1 þ z2. . .znð Þ ð3Þ

and the fuzzy target set is Zi.

Fuzzy logic is applied because yj and the degree of

effect of yj on target Zi in the target system are uncertain.

Definition 2 ‘‘Generated real objected states target set is

defined as target state set z where one or more than one

objected attributes are inputted to the system. And the

objected states from the math model of the system are

defined as expected states’’ z0 [10, 31, 42–44].
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The fuzzy relation is

R : Y � Z ! 0; 1½ � ð4Þ

If there is ðy; zÞ 2 Y � Z;R, (y, z) is the degree of

relation from attribute y to state z. R is the binary relation

from set Y to set Z.

Fuzzy set on Y and fuzzy set on Z are denoted by A and

B, respectively. Then R can be expressed as implication

relations;

R ¼ A ! B ð5Þ

Then,

R y; zð Þ ¼ A ! Bð Þ y; zð Þ ð6Þ

And the algorithm regulated,

A ! Bð Þ y; zð Þ ¼ 1� A yð Þð ÞgB zð Þ ð7Þ

Definition 3 Suppose k 2 1
2
; 1

� �

(i) if 9 y; zð Þ makes R y; zð Þ C k, the effect relation R to

(y, z) is regarded as fuzzy k true, or as fuzzy k false.
(ii) if 8 y; zð Þ makes R y; zð Þ C k, the effect relation R is

regarded as fuzzy k true, or as fuzzy k false.

To calculate the effect characteristic of intersection

values y,

y ¼
\n

i¼1

Ui ð8Þ

Since Eq. (6) and 8U 2 E, membership of fuzzy set A

on Y is,

Y yj
� �

¼ 1; yj 2 U

0; yjx 62 U

�
j ¼ 1; 2. . .;mð Þ ð9Þ

According to formula (7),

Ai \ Aj ! Bi [ Bj

� �
y; zð Þ ¼ ½1� Ai \ AjÞ yð Þ g� ½ Bi [ Bj

� �
yð Þ

� �

¼ 1� Ai yð Þð ÞgBi zð Þ½ �g 1� Aj yð Þ
� �

gBj zð Þ
� �

¼ Ai ! Bið Þ y; zð Þg Aj ! Bj

� �
y; zð Þ

ð10Þ

Therefore, 8k 2 1
2
; 1

� �
;

ðAi ! BiÞ u; pð Þ� kðAj ! BjÞðu; pÞ� k

, ðAi \ Aj ! Bi [ BjÞðu; pÞ� k

2.2 Fuzzy data analysis procedure

Case–control matching is a traditional procedure used to

join records in the ‘‘case’’ representation with related

records in a typically much larger ‘‘control’’ example based

on a set of essential variables. So to explains the fuzzy

extension command for Statistical Package for the Social

Sciences (SPSS) that implements this method and some

recent improvements to it, which allows the input of a

custom function, is used. First, the data is reduced down to

only the variables used [38, 42, 45–48]. It was used on this

dataset to reduce the select bias and improve the internal

validity.

The Polytomous Universal Model (PLUM), an exten-

sion of the general linear model to ordinal categorical data,

was used to fit the logistic model predicting the probability

of the treatment. It uses contract value, collateral value,

main value delay, the balance value, tax rate value, tax

interest value, client size, seniority level, per cent used,

duration in years, duration in days, and delay in days as

predictors of the recovered value.

Income

High Risk

Educat ion

Yes

Dwel l ing
Status

High Low

High Risk

Low Risk

Low Risk

 92.5< 92.5

No

Fig. 1 Example of a decision

tree model
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The model is not good but as can be seen, the balance

value, tax rate value, tax interest value, client size,

seniority level, per cent used, and duration are not associ-

ated with credit repayment. Now a custom function with

which to restrict matches based on the probability of the

treatment and period in months is created. In this case,

another file is made in python and named PerFun.py in

which the following functions are placed:

The fuzzy logic algorithm above returns either the value

of 1 for credit default or 0 otherwise

[2, 9, 32, 39, 46, 49, 50]. Also, the algorithm takes only a

fixed set of vectors from the dataset. The first two elements

of the first function PerFun account for the period of

repayment, and the last element is the probability of

treatment. Next, the function returns the euclidean distance

[12, 38]. If the period is under 12 months, it returns the

value of 0. The second function sets the boundaries of the

period under consideration with values not too far away

from 12 to 24 months of repayment default.

The program code is then run in Python as follows.

import PerFun

To this end, a custom function in order to use the fuzzy

command is made. The custom function helps one to do

more complicated functions such as the buffer function,

which takes the probability of the treatment along with the

two spatial points of the period variable. The custom

function returns the values for all the predictor variables.

To conduct the credit score analysis involves a little more

data involvement. The cases and controls of the second

data of the just matched credit defaulters are reshaped in

the long format before merging with the original.
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2.3 Decision trees procedure

The customer data of a lending institution are imported into

RapidMiner Software to produce a decision tree for

addressing the current problem. RapidMiner is a data sci-

ence software program built by the organization of the

same name that provides an integrated environment for

data preparation, machine learning, deep learning, text

mining, and predictive analytics [51]. The steps for

applying decision trees for credit solutions include;

1. Importing the data from a spreadsheet,

2. Splitting data into training and testing samples,

3. Training the decision tree, and

4. Applying the model to the testing samples and

evaluating the performance.

Importing the data is easy using RapidMiner’s built-in

import operator to automatically load the data from a

spreadsheet into the software interface (Fig. 2).

As with all data modelling techniques, the dataset must

be split into training and testing sets to ensure that the

model works well on both sets [11, 13, 50]. The standard

practice is to split the available data into a training set and a

validation set [46, 52, 53]. ‘‘Typically 70–80% of the

original data of the dataset is split into the training set and

the remainder is set aside for validation’’ [26, 30, 54]. So,

in this step, stratified sampling is chosen with a split ratio

of 0.7 (70% training) to ensure that all variables have

similar distributions of class values. Finally, the XL oper-

ator output is connected to the Split Validation operator

input (the process causes some errors to appear because the

process is still incomplete) (Fig. 3).

As discussed earlier, five simple steps are used to create

decision trees by developing information contained in the

reduced data. The reduced data reduces the uncertainties

contained in the data before splitting thereby increasing

information through classification. So, the greatest increase

in information is achieved by reducing data as much as

possible. The three main options available in RapidMiner

Studio for decision tree splitting are.

1. Information gain is calculated as the difference

between the information before and after splitting the

data. The problem with this parameter arises when the

variables are very few with a large number of classes.

In this case, the variables have the tendency of

becoming root nodes and it becomes a challenge when

the case is extreme.

2. Gain ratio This is a better parameter than the

information gain whereby it overcomes the problem

with information gain because it considers the probable

number of branches before splitting the data.

3. Gini index provides supplementary information to the

gain ratio.

However, there are other parameters such as the ‘‘min-

imal gain’’ value whose default value is 0.1 but it can be

anything from 0 upwards.

The size of the dataset also determines the other deci-

sion tree parameters such as the ‘‘minimal size for a split’’,

‘‘maximal depth’’, and ‘‘minimal leaf size’’ indices.

Finally, the training ports and the model ports are joined

together (Fig. 4).

The last step involves checking the model validity using

performance operators such as accuracy, precision, recall,

receiver operating characteristic (ROC) and area under

curve (AUC) charts. The common methods of evaluating

the performance of classification models include confusion

matrices and Gain and Lift charts. A confusion matrix is a

table that is able to compare the model predicted and actual

classes from the labelled data within the validation set. The

main evaluation criteria in the confusion matrix are accu-

racy, sensitivity, and specificity. Whereas accuracy is the

indicator of overall model effectiveness, sensitivity mea-

sures the rate of true positives and specificity the rate of

false positives (Fig. 5).

3 Results analysis

The two models explored in this study show that both can

be applied effectively to credit scoring. Decision trees can

be used for the classification where it has discrete data

(continuous or nominal values). In the case where both the

input attributes and the output decision are continuous,

decision trees can be used to generate fuzzy rules. For
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Fig. 2 Step 1: showing how to import external data

Fig. 3 Step 2: splitting and validating data
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example, if the sets provide output values that provide at

most 2 sets, each training example will belong to 1 or 2

output classes or fuzzy sets.

Table 1 includes the Chi-Square goodness of fit test of

392.741 on 1 df (degrees of freedom), significant beyond

.001. Therefore, the null hypothesis that adding the vari-

ables to the model has not significantly increased our

ability to predict defaulters is rejected. Table 2 is the model

summary that includes the Pseudo-R2. It sees that the - 2

log likelihood statistic is .000. The - 2 log likelihood

measures how poorly the model predicts the decisions

whereby the smaller the statistic, the better the model.

Adding the variables reduced the - 2 log likelihood

statistic by 392.741 - .000 = 392.741. As such, the result

shows that the model is superior in terms of accuracy great.

It can also see that Nagelkerke’s R2 is 1.00, which indicates

that the model is superior in terms of fits the data perfectly.

Cox and Snell’s R2 is .26, which can be explained as 26%

probability of the prediction is explained by the logistic

model.

Table 3 illustrates ‘‘The cut value is .500’’ whereby the

likelihood of a case being classified into the ‘‘default’’

category is greater than .500; otherwise, the case is clas-

sified as in the ‘‘no default’’ category. The classification

tables show the percentage accuracy in classification

(PAC) of cases correctly classified as ‘‘no default’’ with the

independent variables added. It also indicates the sensi-

tivity, which is the percentage of cases that had the

observed characteristic that was correctly predicted by the

model. It also includes the specificity, which is the per-

centage of cases that did not have the marked characteristic

and were also accurately predicted as not having the

observed feature. Table 3 shows that 1278/1278 = 100% of

the subjects in default were observed. In other words, the

sensitivity of the prediction was 100%. It also sees that

45/45 = 100% were correctly classified into the ‘‘no

default category.’’ Thus, the specificity of prediction of

non-occurrences correctly predicted was 100%.

Table 4 shows the contribution of each predictor vari-

able to the model and its statistical significance. The results

show that all the independent variables did not add sig-

nificantly to the model (p[ .05). Although insignificant,

the largest effect size was due to the number of collateral

(b = - 24.53, p = 1.00), followed by duration in months

(b = - 13.56, p = 1.00), value tax interest rate (b = 6.56,

p = 1.00), and duration in years (b = 2.71, p = 1.00). The

results show that contract value, balance value, recovered

value, main value delay, and collateral values did not have

any effect at all, while DELAY in days had a very minimal

effect.

Fig. 4 Step 3: setting up the decision tree parameters
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Table 5 shows bootstrapping results that descend robust

approximations of regular errors and confidence periods for

the regression coefficients. It reveals that value tax rate and

value tax interest rate significantly added to the model

(p\ .05). In other words, number of collateral

(b = - 24.53, p = .05), value tax rate (b = - 2.34,

p = .02) and value tax interest rate (b = 6.56, p = .02) play

an influential role in determining whether the clients will

default on their repayments. Again, contract value, balance

value, recovered value, main value delay, and collateral

values, did not have any effect at all, while delay in days

had a very minimal effect.

Tables 6, 7, 8, and 9 present results of the expert dataset

results, which show the results are more or less the same as

those of the training dataset. Table 6 shows that

1837/1837 = 100% of the subjects ‘‘in default’’ were

observed. The overall percentage of the correct subjects

that were identified by the model in the expert dataset or

the sensitivity of the prediction was 97.2%. Comparatively,

Fig. 5 Step 4: evaluating the performance

Table 1 Omnibus tests of model coefficients

Chi square df Sig.

Step 1

Step 392.741 14 .000

Block 392.741 14 .000

Model 392.741 14 .000

Table 2 Model summary statistic functions

Step 2 2 log likelihood Cox and Snell R2 Nagelkerke R2

1 .000a .257 1.000

aEstimation terminated at iteration number 20 because maximum

iterations have been reached. The final solution cannot be found

Table 3 Classification table of percentage accuracy in classification

(PAC)a

Observed Predicted

OVERDUE Percentage correct

No default In default

Step 1

OVERDUE

No default 45 0 100.0

In default 0 1278 100.0

Overall percentage 100.0

aThe cut value is .500
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this model predicted 97.2% of the expert dataset correctly

as compared with 100% in the training dataset (see

Table 3). Table 7 shows the contribution of each predictor

variable to the model and its statistical significance in the

expert dataset. Like in the training dataset (i.e., Table 3),

the results show that all the independent variables did not

add significantly to the model (p[ .05). Although

insignificant, the largest effect size was due to the number

of collateral (b = - 34.79, p = 1.00), followed by duration

in years (b = - 14.97, p = 1.00), per cent used (b = 12.68,

p = 1.00), and value tax interest rate (b = 11.65, p = 1.00).

The results show that contract value, balance value,

recovered value, main value delay, client size, and collat-

eral values did not have any effect at whatsoever while the

rest had negligible effects. Tables 8 and 9 show the cor-

relation of the various variables in the training set and the

expert dataset with the recovered value. In Table 8, con-

tract value, value tax interest rate, client size, duration in

years, and per cent used were all negatively correlated with

recovered value. All the other variables had a positive

correlation with the recovered value. Similarly, in Table 9,

contract value, value tax interest rate, client size, duration

in years, and per cent used were all negatively correlated

with recovered value. All the other variables had a positive

correlation with the recovered value.

Table 10 shows the Kolmogorov–Smirnov test results

for the various independent-samples tests. The nonpara-

metric tests show that the contract value is not the same

across the categories of decisions (p[ .05). Therefore, the

null hypothesis is accepted. The same is observed for the

number of collateral (p[ .05) and collateral value

(p[ .05). There are significant differences in the means of

all the other variables, in which case the null hypotheses

are rejected and the alternative hypotheses accepted.

Table 11 shows the results of the decision approach. The

decision tree results in Table 11 show that the model cor-

rectly predicted 97.4% of defaulters. This is slightly higher

than what was predicted by the previous model that cor-

rectly predicted 97.2% of defaulters (see Table 6).

Table 4 Variables statistical significance contribution

B SE Wald df Sig. Exp (B) 95% CI for EXP (B)

Lower Upper

Step 1a,b

CONTRACT_VALUE1 .000 .003 .000 1 .988 1.000 .993 1.007

BALANCE_VALUE1 .000 .004 .000 1 .986 1.000 .993 1.007

COLLATERAL_VALUE1 .000 .000 .000 1 .996 1.000 1.000 1.000

NUMBER_OF_COLLATERAL1 2 24.529 25,929.218 .000 1 .999 .000 .000 –

RECOVERED_VALUE1 .000 .002 .000 1 .995 1.000 .996 1.004

VALUE_TX_RATE1 2 2.337 253.262 .000 1 .993 .097 .000 3.649E ? 214

VALUE_TX_INTEREST_RATE1 6.557 587.232 .000 1 .991 704.368 .000 –

VALUE_RATE_OVERDUE1 2.644 359.890 .000 1 .994 14.069 .000 3.068E ? 307

CLIENT_SIZE1 .930 965.552 .000 1 .999 2.534 .000 –

MAIN_VALUE_DELAY1 .000 .011 .000 1 .985 1.000 .979 1.021

SENIORITY_LEVEL1 2 .716 1316.866 .000 1 1.000 .489 .000 –

PERCENT_USED1 2 .116 27.920 .000 1 .997 .891 .000 5.188E ? 308

DURATION_IN_YEARS1 2.712 4453.449 .000 1 1.000 15.054 .000 –

DURATION_IN_MONTHS1 2 13.557 3412.583 .000 1 .997 .000 .000 –

DURATION_IN_DAYS1 .451 119.137 .000 1 .997 1.569 .000 4.031E ? 101

DELAY_IN_DAYS1 2 .019 2.233 .000 1 .993 .981 .012 78.131

Constant 23.385 27,376.297 .000 1 .999 14,325,648,374.858

aVariable(s) entered on step 1: CONTRACT VALUE, BALANCE VALUE, COLLATERAL VALUE, NUMBER OF COLLATERAL,

RECOVERED VALUE, VALUE TX RATE, VALUE TX INTEREST RATE, VALUE RATE OVERDUE, CLIENT SIZE, MAIN VALUE

DELAY, SENIORITY LEVEL, PERCENT USED, DURATION IN YEARS, DURATION IN MONTHS, DURATION IN DAYS, DELAY IN

DAYS
bVariable(s) entered on step 1: CONTRACT VALUE, BALANCE VALUE, COLLATERAL VALUE, NUMBER OF COLLATERAL,

RECOVERED VALUE, VALUE TX RATE, VALUE TX INTEREST RATE, VALUE RATE OVERDUE, CLIENT SIZE, MAIN VALUE

DELAY, SENIORITY LEVEL, PERCENT USED, DURATION IN YEARS, DURATION IN MONTHS, DURATION IN DAYS, DELAY IN

DAYS
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4 Discussion

4.1 Issues with decision trees in credit scoring

Decision trees clearly have many advantages. The experi-

encewith decision treemodelling in this study shows that it is

an excellent tool for representing graphics decision alterna-

tives efficiently, i.e., visual representation of complex

alternatives can be expressed quickly and clearly. The visual

appearance is particularly important in understanding

subsequent decisions and outcome dependencies. There-

fore, the model can be used to compare the relationships

between the changing input values and the various decision

alternatives. Furthermore, it appears that decision tree

models can play a complementary role to other scoring

tools. For example, decision can be used to easily explain

complex alternatives to non-professional users in ways that

fuzzy logic cannot. Not only do decision trees are capable

of representing any discrete-value classifier but also are

capable of handling datasets with errors and missing val-

ues. However, three disadvantages were encountered

notably; the algorithm requires that the target attribute has

only discrete values, poor performance with the presence of

more complex interactions, and over-sensitivity to the

training set, irrelevant attributes, and to noise. Poor per-

formance is mostly associated with the need to redraw the

tree every time the model is updated, i.e., data classified by

an already-trained Tree is added to the Tree as a training

data point. Unlike in most other supervised learning algo-

rithms, the addition of training instances is not incremental.

Put in other words, training of decision trees cannot occur

online, but rather only in batch mode. This limitation

became obvious when the classifier was updated. This is

significant because for other supervised learning algo-

rithms, for example, they begin classifying data once they

Table 5 Bootstrap for variables with standard errors and confidence intervals for the regression coefficientsa

B Bootstrap

Bias SE Sig. (2-tailed) 95% confidence interval

Lower Upper

CONTRACT VALUE .000 .000b .000b .071b .000b .000b

BALANCE VALUE .000 .000b .000b .059b .000b .000b

COLLATERAL VALUE .000 .000b .000b .099b .000b .000b

NUMBER_OF COLLATERAL 2 24.529 5.933b 11.456b .053b 2 41.839b 2 1.944b

RECOVERED VALUE .000 .000b .000b .109b .000b .000b

VALUE TX RATE 2 2.337 2 .159b 1.135b .016b 2 5.631b 2 1.090b

VALUE TX INTEREST RATE 6.557 2 1.083b .953b .016b 3.764b 7.455b

VALUE RATE OVERDUE 2.644 2 1.145b .674b .245b .315b 2.764b

CLIENT SIZE .930 .369b 1.930b .703b 2 3.101b 4.680b

MAIN VALUE DELAY .000 .000b .000b .059b .000b .000b

SENIORITY LEVEL 2 .716 2 .948b 1.598b .712b 2 5.223b 1.266b

PERCENT USED 2 .116 .032b .079b .156b 2 .243b .069b

DURATION IN YEARS 2.712 2 .029b 6.348b .687b 2 10.105b 17.086b

DURATION IN MONTHS 2 13.557 7.428b 7.107b .400b 2 22.353b 6.407b

DURATION IN DAYS .451 2 .250b .230b .447b 2 .187b .734b

DELAY IN DAYS 2 .019 .009b .006b .393b 2 .021b .000b

Constant 23.385 2 1.731b 15.498b .128b 2 5.105b 52.794b

aUnless otherwise noted, bootstrap results are based on 1223 bootstrap samples
bBased on 1035 samples

Table 6 Classification table of fuzzy modela

Observed Predicted

OVERDUE Percentage correct

No default In default

Step 1

OVERDUE

No default 0 53 .0

In default 0 1837 100.0

Overall percentage 97.2

aThe cut value is .500
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have been trained. The data can also be used to prepare the

already-trained classifier. However, the entire dataset needs

to be trained with decision trees, i.e., the original dataset

plus new instances need to be retrained.

As the data is classified stepwise one node a time until

the terminal node, only two possibilities are possible (left–

right) with decision trees. Therefore, there are other rela-

tionships between some variables that the decision trees

just are not able to learn. This is significant in the sense that

in the logistic regression, for example, it is able to see the

individual impacts of the variables in the model which is

impossible with the decision trees.

A practical limitation that was encountered with the use

of decision tree modelling technique is that it is not pos-

sible to use it in regression mode most probably because it

is predominantly used for prediction of discrete outcomes.

4.2 Issues with fuzzy logic in credit scoring

This study finds fuzzy logic as the most convenient method

for risk analyses. However, it was important to gain a

comprehensive understanding of the system processes in

order to conduct credit scoring using fuzzy logic. This

included identifying the sources of defaulting correctly and

consistently as well as identifying the input data for credit

scoring. The most important feature of the credit scoring

based on fuzzy logic principles is that the entire process

leads to the creation of mechanisms that can effectively

reduce the risk of default. Because of the analysis’s exact

output and mechanisms to ameliorate the risks, it can

repeat the scoring process on a regular basis with a valu-

able output.

Because of the application of quantitative data in the

fuzzy logic algorithms and methods, subjectivity is reduced

to acceptable levels. Therefore, it can better control the

process of creating relationships and dependencies between

input data and credit scoring. However, this should not be

misconstrued to imply that subjectivity is eliminated

entirely from the process of risk analysis.

Risk analysis basically implies an assessment of risk,

which is an activity associated with the measurement of the

strength of the overall system. Consequently, it provides

the information required for planned improvement of the

company’s operation based on the information obtained

from credit scoring. One of the benefits of using fuzzy logic

in credit scoring is that the whole system is very flexible

[8]. Although every situation that can be solved by fuzzy

logic can be solved using other methods, fuzzy logic is the

most efficient of all. Unlike in decision trees, the modifi-

cation of the fuzzy logic system requires only adding some

Table 7 Contribution of each predictor variable

B SE Wald df Sig. Exp (B) 95% CI for EXP (B)

Lower Upper

Step 1a

CONTRACT VALUE .000 .003 .001 1 .978 1.000 .994 1.006

BALANCE VALUE .000 .003 .001 1 .977 1.000 .994 1.006

COLLATERAL VALUE .000 .000 .000 1 .998 1.000 1.000 1.000

NUMBER_OF COLLATERAL 2 34.789 15,751.026 .000 1 .998 .000 .000 –

RECOVERED VALUE .000 .002 .000 1 .991 1.000 .997 1.003

VALUE TX RATE 2 3.641 137.979 .001 1 .979 .026 .000 7.357E ? 115

VALUE TX INTEREST RATE 11.645 362.399 .001 1 .974 114,119.379 .000 –

VALUE RATE OVERDUE .070 323.855 .000 1 1.000 1.072 .000 4.974E ? 275

CLIENT SIZE .000 .008 .001 1 .972 1.000 .986 1.015

MAIN VALUE DELAY 2 .001 605.169 .000 1 1.000 .999 .000 –

SENIORITY LEVEL 2 .023 14.433 .000 1 .999 .977 .000 1.885E ?12

PERCENT USED 12.683 1642.600 .000 1 .994 322,122.914 .000 –

DURATION IN YEARS 2 14.970 1813.071 .000 1 .993 .000 .000 –

DURATION IN MONTHS .468 55.962 .000 1 .993 1.597 .000 6.892E ? 47

DURATION IN DAYS 2 .012 1.110 .000 1 .992 .988 .112 8.708

Constant 36.288 15,941.435 .000 1 .998 5.752E ? 15

aVariable(s) entered on step 1: CONTRACT VALUE, BALANCE VALUE, COLLATERAL VALUE, NUMBER OF COLLATERAL,

RECOVERED VALUE, VALUE TX RATE, VALUE TX INTEREST RATE, VALUE RATE OVERDUE, CLIENT SIZE, MAIN VALUE

DELAY, SENIORITY LEVEL, PERCENT USED, DURATION IN YEARS, DURATION IN MONTHS, DURATION IN DAYS, DELAY IN

DAYS
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other variables rather than changing all or most of what has

already been done [9, 16].

The experience associated with the use of fuzzy logic

had its own drawbacks as well. These limitations are most

likely associated with the principles of the method, i.e., the

rules of combining membership functions into the min–

max rule for conjunctive (AND) and disjunctive (OR)

reasoning. The major drawback with these rules is that they

are not robust enough. This view is augmented by the

findings of other studies that proposed different rules of

combining the AND and OR clauses. Some studies have

proposed that instead of applying the minimum or the

maximum of the membership functions, the geometric

mean should be considered. There are many possibilities of

rules, but all-in-all, they are just arbitrary. One of the ways

that these limitations were minimized was by using enough

training data to train the fuzzy logic system to choose the

best rule for the classification. Lack of adequate data can

have deleterious consequences on the robustness of the

output. As such, fuzzy logic seems to be best suited for big

data classification and predictive analytics.

Perhaps the biggest challenge encountered with the use

of fuzzy logic is associated with the fact that the rules

assign similar importance to all factors that need to be

aggregated. For instance, it is possible that the role of the

value tax rate is not of the same importance to financial

defaulting as the role of seniority level. Therefore, this

problem is solved by not insisting on all membership

functions in the fuzzy logic model taking values between 0

and 1.

Consequently, fuzzy logic models can be integrated with

neural networks leading to superior prediction accuracy. In

other words, the incorporation of qualitative data into the

system increases the scope of the model. Furthermore,

instead of using standalone fuzzy logic models, it can be

used as a module in credit rating whereby the retail cus-

tomers can be rated and investigated further using artificial

intelligence techniques to make the model self-learning.

Integration of fuzzy logic models with other neural net-

works has been used in credit scoring to isolate risky

borrowers from those with high creditworthiness

successfully.

4.3 Comparison of the two models

The study suggests that fuzzy logic is preferable over the

decision trees method. However, care should be taken in

the interpretation of the effectiveness of this model. First,

the identification of the defaulters was done using dynamic

modelling, which was assumed to be perfectly discrimi-

natory. This is probably not true in real life.

All the assumptions were stated a priori in the decision

tree modelling. However, assigning equal weights, both toTa
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Table 9 Results of positive correlation with the recovered value

Constant CONTRACT

VALUE

BALANCE

VALUE

COLLATERAL

VALUE

COLLATERAL RECOVERED

VALUE

TX

RATE

TX

INTEREST

RATE

Constant 1 0.127 2 0.134 2 0.148 2 0.988 2 0.044 2 0.051 0.131

CONTRACT

VALUE

0.127 1 2 0.989 2 0.446 2 0.113 2 0.195 2 0.066 0.745

BALANCE

VALUE

2 0.134 2 0.989 1 0.465 0.12 0.158 0.073 2 0.791

COLLATERAL

VALUE

2 0.148 2 0.446 0.465 1 0.158 0.099 2 0.07 2 0.692

NUMBER_OF

COLLATERAL

2 0.988 2 0.113 0.12 0.158 1 0.024 0.019 2 0.154

RECOVERED

VALUE

2 0.044 2 0.195 0.158 0.099 0.024 1 0.094 2 0.121

VALUE TX

RATE

2 0.051 2 0.066 0.073 2 0.07 0.019 0.094 1 2 0.038

VALUE TX

INTEREST

RATE

0.131 0.745 2 0.791 2 0.692 2 0.154 2 0.121 2 0.038 1

VALUE RATE

OVERDUE

2 0.13 2 0.304 0.306 0.261 0.025 0.16 2 0.301 2 0.163

CLIENT SIZE 0.125 0.474 2 0.499 2 0.127 2 0.053 2 0.271 2 0.45 0.305

MAIN VALUE

DELAY

2 0.128 2 0.002 0.005 2 0.19 0.005 0.055 0.128 0.168

SENIORITY

LEVEL

2 0.212 2 0.414 0.429 0.632 0.132 0.169 0.103 2 0.399

PERCENT USED 0.02 2 0.067 0.071 0.549 0.067 2 0.02 2 0.41 2 0.334

DURATION IN

YEARS

0.088 0.216 2 0.238 2 0.735 2 0.136 2 0.022 0.048 0.456

DURATION IN

MONTHS

2 0.092 2 0.214 0.237 0.719 0.136 0.023 2 0.021 2 0.443

DURATION IN

DAYS

2 0.062 2 0.386 0.409 0.674 0.113 0.035 0.328 2 0.687

VALUE RATE

OVERDUE

CLIENT

SIZE

VALUE

DELAY

SENIORITY

LEVEL

PERCENT

USED

DURATION

IN YEARS

DURATION

IN MONTHS

DURATION

IN DAYS

Constant 2 0.13 0.125 2 0.128 2 0.212 0.02 0.088 2 0.092 2 0.062

CONTRACT

VALUE

2 0.304 0.474 2 0.002 2 0.414 2 0.067 0.216 2 0.214 2 0.386

BALANCE

VALUE

0.306 2 0.499 0.005 0.429 0.071 2 0.238 0.237 0.409

COLLATERAL

VALUE

0.261 2 0.127 2 0.19 0.632 0.549 2 0.735 0.719 0.674

NUMBER_OF

COLLATERAL

0.025 2 0.053 0.005 0.132 0.067 2 0.136 0.136 0.113

RECOVERED

VALUE

0.16 2 0.271 0.055 0.169 2 0.02 2 0.022 0.023 0.035

VALUE TX

RATE

2 0.301 2 0.45 0.128 0.103 2 0.41 0.048 2 0.021 0.328

VALUE TX

INTEREST

RATE

2 0.163 0.305 0.168 2 0.399 2 0.334 0.456 2 0.443 2 0.687

VALUE RATE

OVERDUE

1 2 0.437 0.299 0.481 2 0.004 0.131 2 0.14 2 0.232

CLIENT SIZE 2 0.437 1 2 0.241 2 0.405 0.255 2 0.048 0.035 2 0.057
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Table 9 (continued)

VALUE RATE

OVERDUE

CLIENT

SIZE

VALUE

DELAY

SENIORITY

LEVEL

PERCENT

USED

DURATION

IN YEARS

DURATION

IN MONTHS

DURATION

IN DAYS

MAIN VALUE

DELAY

0.299 2 0.241 1 0.368 2 0.653 0.193 2 0.148 2 0.422

SENIORITY

LEVEL

0.481 2 0.405 0.368 1 0.043 2 0.421 0.432 0.227

PERCENT USED 2 0.004 0.255 2 0.653 0.043 1 2 0.634 0.584 0.37

DURATION IN

YEARS

0.131 2 0.048 0.193 2 0.421 2 0.634 1 2 0.998 2 0.531

DURATION IN

MONTHS

2 0.14 0.035 2 0.148 0.432 0.584 2 0.998 1 0.519

DURATION IN

DAYS

2 0.232 2 0.057 2 0.422 0.227 0.37 2 0.531 0.519 1

Table 10 Kolmogorov–Smirnov test results regarding the fuzzy model

Hypothesis test summary

Null hypothesis Test Sig. Decision

1 The distribution of CONTRACT_VALUE1 is the same across categories

of OVERDUE

Independent-samples Mann–

Whitney U test

.910 Retain the null

hypothesis

2 The distribution of BALANCE_VALUE1 is the same across categories of

OVERDUE

Independent-samples Mann–

Whitney U test

.039 Reject the null

hypothesis

3 The distribution of COLLATERAL_VALUE1 is the same across

categories of OVERDUE

Independent-samples Mann–

Whitney U test

.163 Retain the null

hypothesis

4 The distribution of NUMBER_OF_COLLATERAL1 is the same across

categories of OVERDUE

Independent-samples Mann–

Whitney U test

.810 Retain the null

hypothesis

5 The distribution of RECOVERED_VALUE1 is the same across categories

of OVERDUE

Independent-samples Mann–

Whitney U test

.000 Reject the null

hypothesis

6 The distribution of VALUE_TX_RATE1 is the same across categories of

OVERDUE

Independent-samples Mann–

Whitney U test

.000 Reject the null

hypothesis

7 The distribution of VALUE_TX_INTEREST_RATE1 is the same across

categories of OVERDUE

Independent-samples Mann–

Whitney U test

.000 Reject the null

hypothesis

8 The distribution of VALUE_RATE_OVERDUE1 is the same across

categories of OVERDUE

Independent-samples Mann–

Whitney U test

.000 Reject the null

hypothesis

9 The distribution of CLIENT_SIZE1 is the same across categories of

OVERDUE

Independent-samples Mann–

Whitney U test

.002 Reject the null

hypothesis

10 The distribution of MAIN_VALUE_DELAY1 is the same across

categories of OVERDUE

Independent-samples Mann–

Whitney U test

.000 Reject the null

hypothesis

11 The distribution of SENIORITY_LEVEL1 is the same across categories of

OVERDUE

Independent-samples Mann–

Whitney U test

.043 Reject the null

hypothesis

12 The distribution of PERCENT_USED1 is the same across categories of

OVERDUE

Independent-samples Mann–

Whitney U test

.042 Reject the null

hypothesis

13 The distribution of DURATION_IN_YEARS1 is the same across

categories of OVERDUE

Independent-samples Mann–

Whitney U test

.000 Reject the null

hypothesis

14 The distribution of DURATION_IN_MONTHS1 is the same across

categories of OVERDUE

Independent-samples Mann–

Whitney U test

.000 Reject the null

hypothesis

15 The distribution of DURATION_IN_DAYS1 is the same across categories

of OVERDUE

Independent-samples Mann–

Whitney U test

.000 Reject the null

hypothesis

16 The distribution of DELAY_IN_DAYS1 is the same across categories of

OVERDUE

Independent-samples Mann–

Whitney U test

.000 Reject the null

hypothesis

Asymptotic significances are displayed. The significance level is .05
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defaulters and non-defaulters, may not truly reflect the true

values of the research population. Each estimate was

assumed to be independent and equally weighted. These

assumptions were addressed by conducting the sensitivity

analysis to affirm the robustness of the findings.

The fuzzy logic made no assumptions about the proba-

bilities even though it was assumed that the expert esti-

mates were comparable in scale thus limiting its

discriminatory effect on dimensions. However, a sensitivity

analysis cannot be performed to ascertain the robustness of

the fuzzy logic model. As such, if the expert data analysis

were not accurate and verifiable, this could result in a large

variation in the model’s outcome.

As compared with fuzzy logic, it is conceivable that a

decision analytic approach can more easily present the

outcomes of the analysis in a decision tree or a diagram.

Furthermore, the decision analytic approach explicitly

states the hypotheses and can be easily verified using

sensitivity tests. However, it can easily discourage its use

especially for those who are not familiar with probabilistic

concepts. Nevertheless, fuzzy logic makes some implicit

assumptions that may make it even harder for credit-

grantors to follow the logical decision-making process.

5 Conclusion and future work

This paper compares the performance of fuzzy sets with

that of artificial neural network based decision trees on a

credit scoring to predict the recovered value. The specific

objective is to determine the best model for predicting the

recovered value. The findings of the study show that arti-

ficial neural network-based decision trees are excellent for

representing graphics decision alternatives efficiently. The

particular strength of artificial neural network-based deci-

sion trees is in their tendency to help to comprehend

sequential decisions and outcome dependencies. The model

can play a complementary role to other scoring tools such

as fuzzy assets whereby the classes it creates can be used as

fuzzy sets. However, a decision tree algorithm requires that

the target attribute has only discrete values. Another dis-

advantage is that it performs poorly in terms of complex

interactions in which the decision trees are redrawn every

time new data is added to the model. Also, decision trees

are over-sensitive to the training set, irrelevant attributes,

and to noise. Coupled with the fact that data is classified

stepwise one node a time until the terminal node, it is

difficult to add a regression function to the model making it

is predominantly a classification model rather than a pre-

dictive one.

On the other hand, the findings of the fuzzy logic show it

to be the most convenient method for credit scoring. Our

ability to add the regression feature on the fuzzy logic

models increases its predictive capabilities. Because of this

predictive capability, the data miner can follow an entire

process that leads to the creation of mechanisms that can

effectively reduce the risk of default. Unlike the decision

trees, fuzzy logic allows for additive analysis of data using

the selected model. The model is also useful in credit

scoring because it helps in the better control of the process

of creating relationships and dependencies between the

datasets. In addition, it leads to the reduction of subjectivity

to acceptable levels thanks in part for the application of

quantitative data in the fuzzy logic algorithms. Further-

more, risk analysis based on fuzzy logic models provides

the information required for planned operational improve-

ment based on the information obtained from credit

scoring.

One of the most important concerns about fuzzy logic

credit scoring is that the rules of combining membership

functions are too simplistic which makes the model not

robust at all. This limitation is minimized by using other

arithmetic functions such as the mean instead of the min-

imum or the maximum of the membership functions.

However, the classification gains more credibility with

increasing the size of the training data to train the fuzzy

logic system to choose the best rule for the classification.

Lack of adequate data has adverse consequences on the

robustness of the output. It finds that the biggest challenge

encountered with the use of fuzzy logic is associated with

the fact that the rules assign similar importance to all

factors that need to be added together. The solution to this

problem can be found in using different values for the

different membership functions in the fuzzy logic model

rather than just taking values between 0 or 1.

It observes that both fuzzy logic- and artificial neural

network-based decision trees have benefits as well as

drawbacks. However, the most successful model for credit

scoring in financial institutions is the one that incorporates

various qualitative consumer aspects in addition to the

quantitative ones. Indeed, most of these models rely on

quantitative data for classification and modelling of

creditworthiness.

In conclusion, the two models made it possible to model

uncertainty in the credit scoring process. Although more

difficult to implement, fuzzy logic was the best for mod-

elling the uncertainty. However, the decision tree model is

Table 11 Confusion matrix of a

model developed using the

decision tree method

Predicted

0 1
P

Actual

0 NA 2.6% 35

1 NA 97.4% 1290
P

1325 1325
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more favourable to the presentation of the problem. The

assumptions were slightly different for both models. It was

difficult to determine which model produces the best

results. The two models explored in this study show that

both can be applied effectively to credit scoring, although

decision trees can complement fuzzy logic models by

generating fuzzy rules for these models.

For future works, fuzzy logic models can be integrated,

for example, with neural networks leading to superior

prediction accuracy. Incorporating qualitative data expands

the scope of the model thereby increasing its robustness. In

this regard, it is not surprising that standalone fuzzy logic

models are hardly used in contemporary credit scoring

practices, but rather they are integrated with neural net-

works for machine learning of consumer behaviour. For

example, the fuzzy support vector machine [55, 56] may

provide more favourable outcomes than the original ver-

sion of the algorithm. This practice of integrating stan-

dalone classification and predictive models with other

neural networks has been used in credit scoring to suc-

cessfully evaluating creditworthy from non-creditworthy

borrowers.

Acknowledgements This work was supported by the National

Funding from the FCT - Fundação para a Ciência e a Tecnologia

through the UID/EEA/50008/2019 Project; by the Government of the

Russian Federation, Grant 08-08; by Brazilian National Council for

Research and Development (CNPq) via Grant No. 309335/2017-5; by

Ciência sem Fronteiras of CNPq, Brazil, process number

200450/2015-8; and by the International Scientific Partnership Pro-

gram ISPP at King Saud University through ISPP #0129.

References
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Abstract

The act of lending is based on trust in the borrower to honour the obligation of pay-

ing back the lender. Greater spreads on credit operations may help predict the

expected recovery of the credit, based on the sufficiency and liquidity of the guaran-

tee. This study aims to understand how predictive models can provide different esti-

mations of expected recovery based on the same data sets. It classifies credit by the

formulation of a rule that describes the values of a categorical variable according to

some specified definition. It finds that a simple logistic regression model can easily be

extended to a multiple logistic regression model by integrating more than one predic-

tion variable, which indicates increasing difficulty in obtaining multiple observations

with an increasing number of independent variables. It compares the efficiency of

the logistic regression with that of a linear regression in predicting whether recovery

is due in a credit operation, and, thus, identifies the best model for this purpose.
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1 | INTRODUCTION

Technological advancements in machine learning can potentially contribute towards the creation of a powerful tool that allows for the prediction

of events based on large unstructured data sets in contexts where classical research tools perform poorly (Witten, Frank, Hall, & Pal, 2016). Not

only will such an invention be an end in itself, but it will also enable technical and scientific research in a broad continuum of sectors (Khondoker,

Dobson, Skirrow, Simmons, & Stahl, 2016). Machine learning offers advantages which classical statistical tools could not provide by helping in the

analysis of large unstructured data sets for highly accurate predictions (Bottou, Curtis, & Nocedal, 2018; Quinlan, 2014).

The main challenge in this process lies in formulating the perfect combination of old and new data, as well as the comparison between data

and unstructured data, which relies on distributed strings, data mining, and machine learning techniques. Conventionally, textual communication

such as e-mails, blogs, websites, and transcripts of phone conversations are the major sources of unstructured data; such data are difficult to cate-

gorize and require considerable pre-processing before they can be used in a model.

For example, the machine learning tools included in the software called Orange allow numerous industries to assess large sets of previously

unstructured data to generate accurate estimations of significant industry-specific transformations (Figure 1).

Predictive analytics, which is the method of obtaining knowledge from existing data sets to decide guides and predict future outcomes and

trends, include classification techniques and regression techniques. Classification techniques such as decision tree analysis, statistical analysis,

neural networks, support vector machines, case-based reasoning, Bayesian classifiers, genetic algorithms, and rough sets help identify patterns in

large unstructured data sets and generate cluster sets. Regression techniques include linear regression and logistic regression.
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1.1 | Classification and segmentation techniques for unstructured data sets

Machine learning techniques such as decision trees, logistic regression, Naïve Bayes, and random forest, which save time in classification of

unstructured data sets, have a variety of uses: they can help find similarities in customer behaviour, identify targets of a campaign, and categorize

documents. Brief descriptions of some of these techniques are given below.

Decision trees exemplify the “divide and conquer” formula: a training set is repeatedly divided until each division consists of examples from

only one class. The general algorithm for decision tree building involves the creation of a root node and the assignment of all of the training set

data to it. Next, the best attribute for splitting is selected, and a branch is added to the root node for each split value (i.e., the data is split into

mutually exclusive subsets along the lines of the specific split). Lastly, Steps 2 and 3 for each and every leaf node until the conditions for stopping

are reached (Figure 2).

1.2 | Naive Bayes

Here, probabilities of events are calculated from a decision tree by computing the relative frequency of each class in a leaf, and from a decision list

by examining the instances that a particular rule covers.

1.3 | Random forest

This technique involves the construction of decision trees using training sets to classify data and make predictions (regressions) based on the clas-

sified data of individual trees (Jadhav & Channe, 2016; Liaw & Wiener, 2002). Random decision forests can be used to rank the importance of var-

iables in a regression or classification problem in a natural way (Figure 3).

1.3.1 | Regression techniques

Two types of regression techniques used frequently in predictive analytics include linear regression and logistic regression. Linear regression

allows us to summarize and study relationships between two or more continuous (quantitative) variables. It consists of a set of dependent

(predicted) and independent (predictor) variables, given in the form of ratios or intervals (Kleinbaum, Kupper, Nizam, & Muller, 2013). This tech-

nique explains if and how well a set of variables predicts some phenomenon. Linear regression (Figure 4) requires sound theoretical or conceptual

reasons for the analysis (i.e., choice of dependent and independent variables). As a rule, independent variables must not be correlated (Jadhav &

Channe, 2016).
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Meanwhile, logistic (binomial) regression is used to estimate the probability of a binary response based on one or more predictors, and helps

determine whether the presence of a certain condition increases the probability of a given outcome by a specific percentage (Figure 5) as func-

tions that grow regularly at first, more quickly in the central growth period, and slowly at the end, levelling off at a maximum value after a period

of time (Finlay, 2014; Gandomi & Haider, 2015; Gualtieri & Curran, 2015; Gunasekaran et al., 2017). In logistic regression, the dependent

(predicted) variable is discrete (e.g., pass or fail, win or lose, alive or dead, positive or negative). The predictor can be either categorical or continu-

ous or a mix of both (Kleinbaum et al., 2013).

Naive Bayes classifiers, logistic regression, and decision trees are, in fact, three alternative ways of representing a conditional probability dis-

tribution (Jadhav & Channe, 2016).

Further, this study aims to investigate the collateral as a variable in credit-scoring calculations applied to systems that use credit operations.

The main contribution of this study includes a comparison of the performance of linear and logistic regression methods. The study highlights the

fact that greater spreads on credit operations may help predict the expected recovery of credit. The credit scoring data are transformed into num-

bers representing one quality; the logistic regression gives binary outcome variable and the linear regression gives a continuous one in a real-

world scenario.
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The remainder of the paper is organized as follows. Section 2 comprises the theoretical background of the study; it introduces the related

works and discusses the linear and logistic regression methods used in the procedures for classifying the credit scoring approach. Section 3 dis-

cusses an approach to predicting credit recoverability using a data set comprising 1,890 samples. Section 4 presents the results of the analysis

and identifies the superior model in terms of accuracy and closer fit with the data. The linear and logistic regression models are also compared

and their issues discussed. Finally, Section 5 provides the conclusion and suggestions for future work.

2 | MATERIALS AND METHODS

According to Anderson (2007), credit scoring is the statistical analysis of borrowers' data using relevant models to represent the information in

numerical values, which guide credit decisions. Scoring, in general, refers to the application of numerical tools to classify cases (such as of credit

lending) according to some real or perceived quality (in this context, risk, desirability, or reliability) to distinguish between different cases in order

to aid in objective and consistent decision making (for example, deciding whether to lend or not). For this, available data are transformed into uni-

form numerical values representing one single quality such as reliability. In credit scoring, the classification model is based on the behaviour of past

borrowers whose repayment details are already known (Anderson, 2007). The attributes identified from the training data sets enable the model to

evaluate the creditworthiness of new applicants. Based on the results of the statistical model combined with additional information about bor-

rowers, lenders can then decide whether credit should be given.

In summary, the development of a predictive model requires the researcher to analyse available data of past borrowers using statistical models to

identify the potential predictive or independent variables relating to creditworthiness. The outcome of the model, or the dependent variable, depends
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on changes in the predictor variables. Essentially, the purpose of credit scoring is to provide lenders with concrete information about applicants' credit-

worthiness before a decision on granting of credit is taken, and to estimate the probability of repayment (Abdou & Pointon, 2011; Altman, 1968; John

Banasik & Crook, 2007; Bandyopadhyay, 2006; Beaver, 1966; Bellotti & Crook, 2009; Berry & Linoff, 2004; Crook, Edelman, & Thomas, 2007;

Gouvea, 2007; Kočenda & Vojtek, 2009; Larose & Larose, 2015; Leon, 2008; Mirzaei & Iyer, 2014; Mishra & Silakari, 2012; Nasrabadi, 2007).

2.1 | Credit scoring using linear regression

As mentioned earlier, linear regression provides a model for determining the relationships between dependent and independent variables. In

credit scoring, the problem of categorization in this model can be represented using a dummy variable (Agresti, 2002; Akkoç, 2012; Baesens

et al., 2003; Brown & Mues, 2012). In one of the earliest applications of linear regression in credit scoring, the model was limited to the evaluation

of existing borrowers (Orgler, 1970). The author later used linear regression analysis for evaluating outstanding borrowers. Orgler observed that

the information provided during the credit application process had lower predictability than existing data of previous repayment behaviour, which,

unfortunately, were not reflected at the time of credit application. Similarly, the application of linear regression was extended to other informa-

tional aspects that could not be captured during the credit application process (Burr, 1988; Calvert, 2014; Chatterjee & Hadi, 2006; Chen,

Chiang, & Storey, 2012; Daniel, 2015; Draper & Smith, 1998; Hand & Henley, 1997; Hosmer & Lemeshow, 2013; Thomas, 2000). A simple linear

regression has the form of y = b0 + b1x. Thus, a multiple linear regression model that has multiple predictor variables can be represented

as y = b0 + b1xi1 + � � � + bnxin, where i is 1, 2, ..., m.

2.2 | Credit scoring using logistic regression

In logistic regression, the outcome variable is categorical, or binary (0 or 1). Wiginton (1980) reported that logistic regression provided superior

classification in credit scoring than does discriminant analysis. Other studies also compared the performance of logistic regression to other classifi-

cation models, such as random forests, in credit scoring. (Srinivisan & Kim, 1987).

The application of the maximum likelihood estimation technique helps overcome this limitation (Freund, Wilson, & Sa, 2006). Since issuing

credit to new applicants is a two-case problem of “yes” or “no,” logistic regression is likely the ideal statistical model for credit scoring rather than

linear regression (Hand & Henley, 1997).

π =
1

0
� � �� � �� � �� � �

� �
where1 is if it is overdue, and0otherwise:

Thus, this statistical tool has been applied widely in credit scoring (Abdou & Pointon, 2011; Crook et al., 2007; Desai, Crook, & Overstreet, 1996).

Other studies have evaluated additional scoring models, such as discriminant analysis and probit analysis, for building credit decision-making models

(Boyes, Hoffman, & Low, 1989; Greene, 1998; Orgler, 1970; Steenackers & Goovaerts, 1989; Zekic-Susac, Sarlija, & Bensic, 2004). According to

Anderson (2007), discriminant analysis is least used in credit scoring because of its likelihood of classification errors when predicting categories. Perhaps

the oldest model used for credit scoring is probit regression, which was applied in 1934 by Chester Bliss (Abbott, 2014).

Probit regression uses the inverse cumulative distribution function associated with a standard normal distribution. In probit regression, normal

distribution of the threshold values is assumed. In contrast, in discriminant analysis, the assumption is of multivariate normal distributions and

equal variances. In probit regression and likelihood ratio test, estimates of coefficients can be tested individually for significance. Since discrimi-

nant analysis coefficients lack the uniqueness of the estimates of coefficients of probit regression, they cannot be individually tested. However,

the probit regression model is more difficult to estimate than linear or logistic regression models.

Abdou (2009) and Banasik, Crook, and Thomas (2003) investigated and compared the performance of probit regression in credit scoring with

other statistical scoring models. Some studies reported that classification results of probit regression were better than those of discriminant analy-

sis, linear regression, and the Poisson model (Dionne, Artís, & Guillén, 1996; Greene, 1998). As such, the technique is widely accepted as a better

alternative to the logistic regression.

3 | PROBLEM AND DATA CALCULATION

This study takes into account known information of a lender's borrowers from the lender's database, specifically their credit history. The popula-

tion consists of existing borrowers. A sample of borrowers is chosen randomly based on their repayment details. The main aspects of borrower

information are credit recovery details and whether recovery is overdue.
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Regression techniques are used to analyse the data. Predictive analytics scoring models are generally based on more than one technique

(Bonnes, 2014). Therefore, both linear and logistic regressions are used to predict credit recovery using a data set of 1890 records.

First, borrowers who meet the following criteria are shortlisted:

1. The value rate is not overdue (i.e., the individual is a good borrower who has not defaulted) in the first year, which, for purposes of this study,

is considered the “learning period”; and

2. The selected individuals are observed to determine whether the value rates had become overdue.

An individual's survival time is given by T. Whether a default has occurred within 1 year is denoted by π (0, 1) π = 1 if credit is overdue,

0 otherwise.

3.1 | Simple linear regression model

In the following stage, a scatter plot of all points of the dataset is drawn to understand the nature of the correlation between the independent

and the dependent variables. The graph may be used to observe the relationship between the variables x and y to examine the quality of the

regression model. The data may be normalized to enhance the results of the data mining technique by scaling the values to a given range (−1, 1).

The direction of and the strength of the variables is defined using the correlation coefficient and covariance.

For n observations, if the mean x and y are given by Equations 1 and 2, respectively, most of the points will lie in the first and third quadrants

of the scatter plot if xi−�xð Þ yi−�yð Þ is positive. However, most points will lie in the second and fourth quadrants if is negative (Figure 6).

�x=
1
n

Xn
i−1

xi

 !
ð1Þ

�y =
1
n

Xn
i−1

yi

 !
ð2Þ

The following equation is used to calculate the covariance of the independent and dependent variables:

Cov x,yð Þ =
Xn
i−1

xi−�xð Þ yi−�yð Þ ð3Þ

Here, n represents the number of observations. Two cases of covariance exist:

1. There is a positive relationship between x and y if Cov(x, y) > 0; and

2. There is a negative relationship between x and y if Cov(x, y) < 0.
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Since adequate information may not be obtained by determining the covariance between the independent and the dependent variables, it is

important to discuss the correlation between the two variables as follows:

Cor x,yð Þ =

Pn
i=1

xi−�xð Þ yi−�yð ÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i=1

xi−�xð Þ2Pn
i=0

yi−�yð Þ2
s ð4Þ

Next, all values are scaled to the range [−1,1] by normalizing the equation (Cov x,yð Þ =
Pn
i−1

xi−�xð Þ yi−�yð Þ) Equation 3 (Kantardzic, 2011).

Equation 4 gives the covariance of the normalized independent and dependent variables where −1≤Cov(x, y)≤1.

Therefore:

1. There is a strong positive linear relationship between the independent and dependent variables if Cov(x, y) is around 1;

2. There is a strong negative linear relationship between the independent and dependent variables if Cov(x, y) is around −1; and

3. There is a non-linear relationship between the independent and dependent variables if Cov(x, y) is around 0.

Suppose the scatter plot of our dataset is linear. Then, the linear equation can be written as follows:

yi = α+ βxi + εi ð5Þ

where α represent the y-intercept and β represents the slope of the linear function. The error is defined as ε and i = 1, 2, …., n.

The standard least squares method is applied to estimate the values of α and β in order to construct the linear function. The aim is to minimize

the sum of the squares (S) of the regression line. Thus,

S= ϵ21 + ε
2
2 + ,…,ε

2
n =
Xn
i=1

ε2i : ð6Þ

The sum of the squares is minimized when S = 0 and a perfect regression line is produced.

ϵi = yi−α−βxi, i=1,2,…,n ð7Þ

Since S= ϵ21 + ε
2
2 + ,…,ε

2
n =
Pn
i=1

ε2i , therefore,

S= ϵ21 + ε
2
2 + ,…,ε2n =

Xn
i=1

yi−α−βxið Þ2: ð8Þ

The following equation gives the values of α and β:

β =
Xn
i=1

xi−�xð Þ yi−�yð Þ=
Xn
i=1

xi−�xð Þ2 ð9Þ

and

α= �y−β�x ð10Þ

The correlation between the independent variable x and the dependent variable y can be measured using the R-squared test, which gives the

ratio of the sum of squares of regression (SSR) to the sum of squared errors (SSE). SSR, which explains the variance, is calculated using the follow-

ing equation:

SSR=
Xn
i =1

byi−�yð Þ2 ð11Þ
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The sum of squared deviations for y is given by

SSD=
Xn
i=1

yi−�yð Þ2, ð12Þ

SSE =
Xn
i=1

yi−byð Þ2: ð13Þ

Therefore,

R2 =
SSR
SST

=

Pn
i=1

byi−�yð Þ2

Pn
i=1

yi−�yð Þ2
=
SST−SSE

SST
=1−

SSE
SST

� �
=

Pn
i=1

yi−byð Þ2

Pn
i=1

yi−�yð Þ2
ð14Þ

where byi =bβ0 +bβ1,n=1,2,…,n

The R-squared test measured the goodness of fit of the regression model where −1 ≤ 0 ≤ 1. The regression model is perfect when R-squared

equals 1. Therefore, the value of r is the square root of R-squared whose value is between 0 and 1.

3.2 | Multiple linear regression equation

The multiple linear regression model is derived from the simple linear regression equation above. Therefore,

yi = α+ β1xi1 + β2xi2 +…+ βmxim + εi, i=1,…,n ð15Þ

where m is the independent variable and y is the outcome variable. Thus, the model can be represented in matrix algebra as follows:

yi =
y1
yn

� �
=

α+ β1xi1 + β2xi2 +…+ βmx1m
α+ β1xn1 + β2xn2 +…+ βnxnm

� �
ð16Þ

3.3 | Logistic regression equation

Suppose x is the predictor variable and y, which is binary (0, 1), is the outcome variable. Then, the relationship between the probability and the

independent variable can be represented by the following logistic function:

π =Pr Y =1jX = xð Þ ð17Þ

The graph of this equation is a non-linear sigmoid curve. Using this sigmoid curve, the equation can be written as:

π =
eβ0 + β1x

1+ eβ0 + β1x
: ð18Þ

This equation can be rewritten as follows:

1−π =1−
eβ0 + β1x

1+ eβ0 + β1x
=

1
1+ eβ0 + β1x

ð19Þ
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Dividing Equation 18 by Equation 19 gives

π

1−π
= eβ0 + β1x: ð20Þ

Taking logarithm of both sides to the base of e of the resulting equation gives

ln
π

1−π

l m
= β0 + β1x, ð21Þ

where ln π
1−π

� �
is the logit transformation used in logistic regression to check whether the model fits the dataset. The π

1−π is the odds ratio where

π = Pr(Y = 1|X = x) and 1− π = Pr(Y = 0|X = x). The equation above is used to fit the data when the outcome variable is categorical with one or

multiple predictor variables, which may be categorical or continuous. The maximum likelihood is used to determine the coefficients. Thus, because

the independent variable is binary, for k independent variables, the equation can be written as follows:

ln
π

1−π

l m
= β0 + β1x1 + β2x2 +…+ βkxk ,x1,x2,…,xk ð22Þ

Next, maximum likelihood estimation or least squares estimation is used to determine the significance of the model,

ℓ βjxð Þ=
Yn
i=1

π xið Þ½ �yi 1−π xið Þ½ �1−yi , ð23Þ

after which the coefficients of the logistic regression function are calculated as follows:

ln ℓ βjxð Þð Þ=
Xn
i=1

yiln π xið Þð Þ+ 1−y1ð Þln 1−π x1ð Þð Þ½ � ð24Þ

The value of deviance D of the logistic model is calculated using

D= −2ln
Xn
i=1

yiln
πi
yi

� �
+ 1−yið Þln 1−πi

1−yi

� �� �
: ð25Þ

The following equation determines whether the predictor variable is significant:

G=2
Xn
i=1

yiln πið Þ+ 1−y1ð Þln 1−πið Þ½ �− ½
X

yi � ln
X

yi
	 


+
X

1−y1ð Þ � lnð
X

1−y1ð Þ−nln nð Þ�
( )

ð26Þ

Another way of testing the significance of the predictor variable is through the Wald test, as follows:

ZWald =
β1

Se β1ð Þ
� �

, ð27Þ

where β0 is assumed to be 0 and Se(β1) is the standard error.

The confidence level of 100(1-α)% is obtained from β0± z. Se(β0) and β1± z. Se(β1), where z is the critical score.

The corresponding coefficient is significant if β1 6¼ 0.

4 | RESULTS AND DISCUSSION

4.1 | Linear regression output

There were 14 independent variables in total. The “Recovered Value” was the dependent variable. Table 1 shows summary descriptive statistics

of the variables, including the means and standard deviations of the sample (N = 1890). The standard deviation values show great variability,
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especially for the collateral value, contract value, balance value, main value delay, and recovered value. A multiple linear regression analysis was

conducted to determine the significant predictors of the recovered values As shown in Tables 2 and 3, it was found that collectively, all the inde-

pendent variables had a significant relationship with the recovered value F (13, 1876) = 35.60, p = .000 R2 = .198 .

The regression coefficients (Table 4) show that only the contract value (t = 3.720, p = .000), collateral value (t = −7.660, p = .000), and main

value delay (t = −3.589, p = .000) are significant predictors of the recovered value. However, the t-values of collateral value and main value delay

are negative, implying strong negative relationships with the recovered value. The contract value has a strong positive relationship with the recov-

ered value, indicating that the higher the contract values asked on the credit operation, the more difficult it is to find the recovered value. Effects

of all the other variables are statistically insignificant.

Table 5 shows the correlation matrix between the different variables. The results indicate a strong and positive relationship between the con-

tract value and recovered value (r = .402, p < .05), balance value and recovered value (r = .405, p < .05), and main value delay and recovered value

(r = .283, p < .05). There is also a weak but statistically significant relation between collateral value and recovered value (r = .072, p < .05) as well

as between tax rate and recovered value (r = .064, p < .05).

4.2 | Logistic regression output

4.2.1 | Explained variance

Table 6 shows a summary of the model which explains the variation in the dependent variable (the equivalent of R2 in multiple regression) using

the Cox & Snell R Square and Nagelkerke R Square values. Sometimes referred to as pseudo R2 values because of their tendency to be lower than

the R2 values in multiple regression, they are explained in the same manner as the R2. The explained variance, according to the model summary,

TABLE 1 Descriptive statistics from
linear regression output

Mean SD Number of records

Recovered value 41,337.9328 569,948.66421 1890

Contract value 304,477.7335 1,523,440.18050 1890

Balance value 286,131.8563 1,384,559.50143 1890

Collateral value 19,936,961.3989 101,883,116.96788 1890

Value Tx rate 5.7750 3.44650 1890

Value Tx interest rate 5.1991 2.17972 1890

Value rate overdue 11.3492 2.65997 1890

Main value delay 31,285.5231 182,431.38267 1890

TABLE 2 Model summary relationship with the recovered value

Model R R Square Adjusted R Square SE of the estimate

Change statistics

R Square change F change df1 df2 Sig. F change

1 .445a .198 .192 512,218.06582 .198 35.600 13 1876 .000

aPredictors: Constant, Delay in days, Main value delay, Percent used, Client size, Value rate overdue, Seniority level, Collateral value, Duration in years,

Value tx interest rate, Value tx rate, Balance value, Contract value, Duration in days.

TABLE 3 ANOVAa

Model Sum of squares Df Mean square F Sig.

1 Regression 121,424,412,519,181.830 13 9,340,339,424,552.450 35.600 .000b

Residual 492,201,142,883,981.000 1876 262,367,346,953.082

Total 613,625,555,403,162.800 1889

aDependent variable: Recovered value.
bPredictors: Constant, delay in days, main value delay, percent used, client size, value rate overdue, seniority level, collateral value, duration in years, value

tx interest rate, value tx rate, balance value, contract value, duration in days.

10 of 19 TELES ET AL.

Chapter 4. Decision Support System on Credit Operation Using Linear and Logistic
Regression

49



T
A
B
L
E
4

R
eg

re
ss
io
n
co

ef
fi
ci
en

ts
a

M
o
de

l

U
ns
ta
nd

ar
di
ze
d
co

ef
fi
ci
en

ts
St
an

da
rd
iz
ed

co
ef
fi
ci
en

ts

t
Si
g.

9
5
.0
%

co
nf
id
en

ce
in
te
rv
al

fo
r
B

C
o
lli
n
ea

ri
ty

st
at
is
ti
cs

B
SE

B
et
a

Lo
w
er

bo
un

d
U
p
p
er

b
o
u
n
d

T
o
le
ra
n
ce

V
IF

1
(c
o
n
st
an

t)
−
2
6
7
,9
0
6
.0
4
7

1
1
5
,8
0
1
.6
9
0

−
2
.3
1
3

.0
2
1

−
4
9
5
,0
1
9
.7
1
8

−
4
0
,7
9
2
.3
7
6

C
o
nt
ra
ct

va
lu
e

.1
5
9

.0
4
3

.4
2
4

3
.7
2
0

.0
0
0

.0
7
5

.2
4
2

.0
3
3

3
0
.3
9
0

B
al
an

ce
va
lu
e

.0
6
9

.0
4
6

.1
6
9

1
.5
1
7

.1
2
9

−
.0
2
0

.1
5
9

.0
3
5

2
8
.9
5
5

C
o
lla
te
ra
lv

al
u
e

−
.0
0
1

.0
0
0

−
.1
9
1

−
7
.6
6
0

.0
0
0

−
.0
0
1

−
.0
0
1

.6
8
4

1
.4
6
2

V
al
ue

T
x
ra
te

5
,7
6
0
.5
8
1

4
,9
9
7
.8
5
8

.0
3
5

1
.1
5
3

.2
4
9

−
4
,0
4
1
.3
6
5

1
5
,5
6
2
.5
2
8

.4
6
8

2
.1
3
6

V
al
ue

T
x_
In
te
re
st

ra
te

9
,1
9
8
.8
4
2

6
,9
7
0
.8
5
0

.0
3
5

1
.3
2
0

.1
8
7

−
4
,4
7
2
.5
9
4

2
2
,8
7
0
.2
7
8

.6
0
2

1
.6
6
2

V
al
ue

ra
te

o
ve

rd
ue

2
,7
1
5
.1
0
3

6
,1
9
6
.9
8
8

.0
1
3

.4
3
8

.6
6
1

−
9
,4
3
8
.6
1
1

1
4
,8
6
8
.8
1
8

.5
1
1

1
.9
5
6

C
lie
nt

si
ze

8
,1
5
4
.1
2
3

9
,3
4
9
.2
0
9

.0
2
2

.8
7
2

.3
8
3

−
1
0
,1
8
1
.8
1
9

2
6
,4
9
0
.0
6
5

.6
5
2

1
.5
3
3

M
ai
n
va
lu
e
de

la
y

−
.3
9
6

.1
1
0

−
.1
2
7

−
3
.5
8
9

.0
0
0

−
.6
1
2

−
.1
7
9

.3
4
3

2
.9
1
1

Se
ni
o
ri
ty

le
ve

l
3
0
,5
2
1
.2
8
2

1
8
,1
1
1
.0
6
6

.0
3
7

1
.6
8
5

.0
9
2

−
4
,9
9
8
.6
7
2

6
6
,0
4
1
.2
3
6

.8
6
8

1
.1
5
2

P
er
ce
n
t
us
ed

6
3
7
.8
8
8

4
5
2
.9
7
9

.0
3
1

1
.4
0
8

.1
5
9

−
2
5
0
.5
0
8

1
,5
2
6
.2
8
4

.8
7
6

1
.1
4
2

D
u
ra
ti
o
n
in

ye
ar
s

4
4
,3
4
5
.2
3
0

5
6
,6
8
7
.5
1
2

.2
2
1

.7
8
2

.4
3
4

−
6
6
,8
3
1
.9
8
1

1
5
5
,5
2
2
.4
4
1

.0
0
5

1
8
5
.8
5
2

D
u
ra
ti
o
n
in

da
ys

−
1
1
4
.3
9
1

1
5
5
.8
8
2

−
.2
0
7

−
.7
3
4

.4
6
3

−
4
2
0
.1
1
1

1
9
1
.3
2
9

.0
0
5

1
8
6
.6
0
5

D
el
ay

in
da

ys
1
8
.3
1
6

2
1
.8
0
2

.0
2
0

.8
4
0

.4
0
1

−
2
4
.4
4
2

6
1
.0
7
3

.7
6
8

1
.3
0
1

a
D
ep

en
d
en

t
va
ri
ab

le
:R

ec
o
ve

re
d
va
lu
e.

TELES ET AL. 11 of 19

Chapter 4. Decision Support System on Credit Operation Using Linear and Logistic
Regression

50



T
A
B
L
E
5

C
o
rr
el
at
io
n
M
at
ri
x
be

tw
ee

n
th
e
di
ff
er
en

t
va
ri
ab

le
s

R
ec

o
ve

re
d

va
lu
e

C
o
nt
ra
ct

va
lu
e

B
al
an

ce

va
lu
e

C
o
lla
te
ra
l

va
lu
e

V
al
ue

T
x

ra
te

V
al
ue

T
x

in
te
re
st

ra
te

V
al
ue

ra
te

o
ve

rd
ue

C
lie

nt

si
ze

M
ai
n

va
lu
e

de
la
y

Se
ni
o
ri
ty

le
ve

l

P
er
ce

nt

us
ed

D
u
ra
ti
o
n

in
ye

ar
s

D
u
ra
ti
o
n

in
m
o
n
th
s

D
u
ra
ti
o
n

in
d
ay

s

D
el
ay

in d
ay

s

R
ec
o
ve

re
d

va
lu
e

1
.4
0
2
a

.4
0
5
a

.0
7
2
a

.0
6
4
a

.1
0
8
a

.0
0
8

−
.0
3
0

.2
8
3
a

.0
3
8

.0
3
1

.0
4
5

.0
4
4

.0
4
4

.0
1
1

.0
0
0

.0
0
0

.0
0
2

.0
0
6

.0
0
0

.7
1
9

.1
9
6

.0
0
0

.0
9
5

.1
8
2

.0
5
2

.0
5
4

.0
5
4

.6
2
2

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

C
o
nt
ra
ct

va
lu
e

.4
0
2
a

1
.9
8
1
a

.5
2
2
a

.1
3
9
a

.2
3
2
a

−
.0
0
8

−
.0
7
6
a

.8
0
0
a

.0
3
1

.0
3
0

.0
6
1
a

.0
6
3
a

.0
6
3
a

−
.0
2
4

.0
0
0

0
.0
0
0

.0
0
0

.0
0
0

.0
0
0

.7
3
1

.0
0
1

0
.0
0
0

.1
7
8

.1
9
4

.0
0
8

.0
0
6

.0
0
6

.2
9
7

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

B
al
an

ce

va
lu
e

.4
0
5
a

.9
8
1
a

1
.4
8
0
a

.1
3
9
a

.2
3
8
a

−
.0
1
0

−
.0
7
9
a

.8
0
0
a

.0
4
8
b

.0
2
4

.0
6
1
a

.0
6
2
a

.0
6
3
a

−
.0
4
2

.0
0
0

0
.0
0
0

.0
0
0

.0
0
0

.0
0
0

.6
6
9

.0
0
1

0
.0
0
0

.0
3
8

.3
0
7

.0
0
8

.0
0
7

.0
0
6

.0
6
5

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

C
o
lla
te
ra
l

va
lu
e

.0
7
2
a

.5
2
2
a

.4
8
0
a

1
.1
1
6
a

.2
0
8
a

.0
0
5

−
.0
7
6
a

.3
9
5
a

.0
4
8
b

.0
0
0

.0
2
4

.0
2
4

.0
2
4

−
.0
4
0

.0
0
2

.0
0
0

.0
0
0

.0
0
0

.0
0
0

.8
3
6

.0
0
1

.0
0
0

.0
3
7

.9
9
4

.2
9
9

.2
9
8

.2
9
3

.0
8
1

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

V
al
u
e
T
x

ra
te

.0
6
4
a

.1
3
9
a

.1
3
9
a

.1
1
6
a

1
.2
3
2
a

−
.5
8
8
a

−
.3
8
8
a

.1
1
1
a

.0
5
1
b

−
.0
7
8
a

−
.3
3
4
a

−
.3
3
7
a

−
.3
3
6
a

−
.2
3
5
a

.0
0
6

.0
0
0

.0
0
0

.0
0
0

.0
0
0

.0
0
0

.0
0
0

.0
0
0

.0
2
6

.0
0
1

.0
0
0

.0
0
0

.0
0
0

.0
0
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

V
al
ue

T
x

in
te
re
st

ra
te

.1
0
8
a

.2
3
2
a

.2
3
8
a

.2
0
8
a

.2
3
2
a

1
.1
9
9
a

−
.4
8
6
a

.2
0
8
a

.0
6
0
a

.0
0
1

−
.0
3
9

−
.0
3
7

−
.0
3
7

−
.0
1
8

.0
0
0

.0
0
0

.0
0
0

.0
0
0

.0
0
0

.0
0
0

.0
0
0

.0
0
0

.0
0
9

.9
6
1

.0
9
2

.1
0
7

.1
1
2

.4
3
4

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

V
al
ue

ra
te

o
ve

rd
ue

.0
0
8

−
.0
0
8

−
.0
1
0

.0
0
5

−
.5
8
8
a

.1
9
9
a

1
.0
8
0
a

−
.0
3
8

−
.0
4
9
b

.0
4
9
b

.2
8
1
a

.2
8
4
a

.2
8
4
a

.2
8
0
a

.7
1
9

.7
3
1

.6
6
9

.8
3
6

.0
0
0

.0
0
0

.0
0
0

.1
0
0

.0
3
5

.0
3
3

.0
0
0

.0
0
0

.0
0
0

.0
0
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

C
lie
n
t
si
ze

−
.0
3
0

−
.0
7
6
a

−
.0
7
9
a

−
.0
7
6
a

−
.3
8
8
a

−
.4
8
6
a

.0
8
0
a

1
−
.0
2
8

.0
3
4

−
.0
4
7
b

.1
5
1
a

.1
5
2
a

.1
5
2
a

.1
7
5
a

.1
9
6

.0
0
1

.0
0
1

.0
0
1

.0
0
0

.0
0
0

.0
0
0

.2
2
3

.1
3
6

.0
4
2

.0
0
0

.0
0
0

.0
0
0

.0
0
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

M
ai
n
va
lu
e

d
el
ay

.2
8
3
a

.8
0
0
a

.8
0
0
a

.3
9
5
a

.1
1
1
a

.2
0
8
a

−
.0
3
8

−
.0
2
8

1
.0
0
8

.0
4
1

.0
1
5

.0
1
9

.0
1
9

−
.0
1
3

.0
0
0

0
.0
0
0

0
.0
0
0

.0
0
0

.0
0
0

.0
0
0

.1
0
0

.2
2
3

.7
4
4

.0
7
2

.5
1
6

.4
2
1

.4
1
0

.5
8
4

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

Se
ni
o
ri
ty

le
ve

l

.0
3
8

.0
3
1

.0
4
8
b

.0
4
8
b

.0
5
1
b

.0
6
0
a

−
.0
4
9
b

.0
3
4

.0
0
8

1
−
.2
9
8
a

−
.1
8
6
a

−
.1
8
6
a

−
.1
8
7
a

−
.1
2
6
a

.0
9
5

.1
7
8

.0
3
8

.0
3
7

.0
2
6

.0
0
9

.0
3
5

.1
3
6

.7
4
4

.0
0
0

.0
0
0

.0
0
0

.0
0
0

.0
0
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

12 of 19 TELES ET AL.

Chapter 4. Decision Support System on Credit Operation Using Linear and Logistic
Regression

51



T
A
B
L
E
5

(C
o
nt
in
ue

d)

R
ec

o
ve

re
d

va
lu
e

C
o
nt
ra
ct

va
lu
e

B
al
an

ce
va

lu
e

C
o
lla
te
ra
l

va
lu
e

V
al
ue

T
x

ra
te

V
al
ue

T
x

in
te
re
st

ra
te

V
al
ue

ra
te

o
ve

rd
ue

C
lie

nt
si
ze

M
ai
n

va
lu
e

de
la
y

Se
ni
o
ri
ty

le
ve

l
P
er
ce

nt
us
ed

D
u
ra
ti
o
n

in
ye

ar
s

D
u
ra
ti
o
n

in
m
o
n
th
s

D
u
ra
ti
o
n

in
d
ay

s

D
el
ay

in d
ay

s

P
er
ce
nt

u
se
d

.0
3
1

.0
3
0

.0
2
4

.0
0
0

−
.0
7
8
a

.0
0
1

.0
4
9
b

−
.0
4
7
b

.0
4
1

−
.2
9
8
a

1
.1
9
5
a

.1
9
7
a

.1
9
7
a

.0
1
8

.1
8
2

.1
9
4

.3
0
7

.9
9
4

.0
0
1

.9
6
1

.0
3
3

.0
4
2

.0
7
2

.0
0
0

.0
0
0

.0
0
0

.0
0
0

.4
3
2

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

D
ur
at
io
n

in
ye

ar
s

.0
4
5

.0
6
1
a

.0
6
1
a

.0
2
4

−
.3
3
4
a

−
.0
3
9

.2
8
1
a

.1
5
1
a

.0
1
5

−
.1
8
6
a

.1
9
5
a

1
.9
9
7
a

.9
9
7
a

.4
0
7
a

.0
5
2

.0
0
8

.0
0
8

.2
9
9

.0
0
0

.0
9
2

.0
0
0

.0
0
0

.5
1
6

.0
0
0

.0
0
0

0
.0
0
0

0
.0
0
0

.0
0
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

D
ur
at
io
n

In m
o
n
th
s

.0
4
4

.0
6
3
a

.0
6
2
a

.0
2
4

−
.3
3
7
a

−
.0
3
7

.2
8
4
a

.1
5
2
a

.0
1
9

−
.1
8
6
a

.1
9
7
a

.9
9
7
a

1
1
.0
0
0
a

.4
0
8
a

.0
5
4

.0
0
6

.0
0
7

.2
9
8

.0
0
0

.1
0
7

.0
0
0

.0
0
0

.4
2
1

.0
0
0

.0
0
0

0
.0
0
0

0
.0
0
0

.0
0
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

D
ur
at
io
n

in
da

ys

.0
4
4

.0
6
3
a

.0
6
3
a

.0
2
4

−
.3
3
6
a

−
.0
3
7

.2
8
4
a

.1
5
2
a

.0
1
9

−
.1
8
7
a

.1
9
7
a

.9
9
7
a

1
.0
0
0
a

1
.4
0
8
a

.0
5
4

.0
0
6

.0
0
6

.2
9
3

.0
0
0

.1
1
2

.0
0
0

.0
0
0

.4
1
0

.0
0
0

.0
0
0

0
.0
0
0

0
.0
0
0

.0
0
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

D
el
ay

in

d
ay
s

.0
1
1

−
.0
2
4

−
.0
4
2

−
.0
4
0

−
.2
3
5
a

−
.0
1
8

.2
8
0
a

.1
7
5
a

−
.0
1
3

−
.1
2
6
a

.0
1
8

.4
0
7
a

.4
0
8
a

.4
0
8
a

1

.6
2
2

.2
9
7

.0
6
5

.0
8
1

.0
0
0

.4
3
4

.0
0
0

.0
0
0

.5
8
4

.0
0
0

.4
3
2

.0
0
0

.0
0
0

.0
0
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

1
8
9
0

a
C
o
rr
el
at
io
n
is
si
gn

if
ic
an

t
at

th
e
0
.0
5
le
ve

l(
tw

o
-t
ai
le
d)
.

b
C
o
rr
el
at
io
n
is
si
gn

if
ic
an

t
at

th
e
0
.0
1
le
ve

l(
tw

o
-t
ai
le
d)
.

TELES ET AL. 13 of 19

Chapter 4. Decision Support System on Credit Operation Using Linear and Logistic
Regression

52



ranges from 22.6% (Cox & Snell R Square) to 100% (Nagelkerke R Square). Therefore, it is essential to report the Nagelkerke R Square because it

provides the highest values.

4.2.2 | Category prediction

As mentioned earlier, logistic regression estimates the probability of an event occurring (in the present case, whether recovery is overdue). If the

estimated probability of the event occurring is ≥0.5 (better than even chance), the event is classified as occurring, that is, recovery is overdue.

Otherwise, the event is classified as not occurring, that is, no recovery is overdue. Therefore, logistic regression is essential in predicting whether

events can be accurately predicted from independent variables. The effectiveness of the predicted classification against the actual classification is

assessed using a classification table (Table 7). It is noted that the cut value is .500, implying that the probability of a case being classified into the

TABLE 6 Model summary between
variation in the dependent variable

Step −2 log likelihood Cox & Snell R Square Nagelkerke R Square

1 .000a .226 1.000

aEstimation terminated at iteration number 20 because maximum iterations was reached. The final solu-

tion cannot be found.

TABLE 7 Classification tablea

Observed

Predicted

Overdue

Percentage of correct classification.00 1.00

Step 1 OVERDUE .00 53 0 0.0

1.00 0 1837 100.0

Overall percentage 97.2

aThe cut value is .500.

TABLE 8 Variables in the equation

B S.E. Wald Df Sig. Exp(B)

95% C.I.for EXP(B)

Lower Upper

Step 1a Contract value .000 .003 .000 1 .987 1.000 .993 1.007

Balance value .000 .004 .000 1 .986 1.000 .993 1.007

Collateral value .000 .000 .000 1 .993 1.000 1.000 1.000

Recovered value .000 .002 .000 1 .995 1.000 .996 1.004

Value Tx rate −2.332 252.094 .000 1 .993 .097 .000 3.714E+213

Value Tx interest rate 6.566 576.560 .000 1 .991 .232 .000

Value rate overdue 2.649 352.889 .000 1 .994 14.142 .000 3.390E+301

Client size .922 961.971 .000 1 .999 2.515 .000

Main value delay .000 .011 .000 1 .985 1.000 .980 1.021

Seniority level −.711 1,309.999 .000 1 1.000 .491 .000

Percent used −.117 27.316 .000 1 .997 .890 .000 1.000

Duration in years 2.652 4,499.162 .000 1 1.000 14.182 .000

Duration in months −13.419 3,439.340 .000 1 .997 .000 .000

Duration in days .446 120.289 .000 1 .997 1.563 .000 3.837E+102

Delay in days −.019 2.207 .000 1 .993 .981 .013 74.218

Constant −1.173 6,038.804 .000 1 1.000 .309

aVariables: Contract value, balance value, collateral value, recovered value, value Tx rate, value Tx interest rate, value rate overdue, client size, main value

delay, seniority level, percent used, duration in years, duration in months, duration in days, delay in days.
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“recovery overdue” category is greater than .500. The percentage of accuracy in classification, which reflects the percentage of cases that can be

correctly classified, is added to the independent variables.

4.2.3 | Variables in the equation

Table 8 shows the contribution of each variable to the model and its statistical significance. The Wald test estimates the statistical significance for

each of the predictor variables. The “Sig.” column provides the statistical significance of the test. These results indicate that none of the indepen-

dent variables added significantly to the prediction model. However, keeping all other factors constant, the results show that the odds of recovery

being overdue is 710.232 times higher for the value tax interest rate, 14.142 times higher for the value rate overdue, 2.515 times higher for client

size, 1.563 times higher for duration in days, and 14.182 times higher for duration in years than the odds of no recovery being overdue.

Table 9 shows the correlation matrix of the independent variables. According to the results, only the balance value, value rate overdue, client

size, duration in months, and duration in days have a positive correlation with recovered value. All the other independent variables are negatively

correlated with the recovered value.

5 | CONCLUSION AND FUTURE WORK

Results reveal that while linear regression can be used for the prediction of a continuous variable in the credit process using collateral, it is not

suitable for categorical data. Out of linear and logistic regression, linear regression is more applicable in determining groups of variables that can

significantly predict an outcome. In contrast, logistic regression is better for predicting categorical variables, since it allows investigation of binary

data. However, binary data must be available for logistic regression analysis, which might imply the need to transform available data into 0 and

1 to allow easier decision making. In summary, the two models can be used in predictive analytics to supplement each other.

The simple linear regression model does not fit our data set well because the value of R is .445, which tends towards 0 rather than 1. Compar-

atively, the R in the logistic regression is greater. Therefore, the logistic regression model better describes the functional relationship between the

dependent and independent variables than the linear regression model does.
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Abstract
Credit risk threatens financial institutions and may result in irrecoverable consequences.
Tools for risk prediction can be used to reduce bank insolvency. This study compares
Bayesian networks with artificial neural networks (ANNs) for predicting recovered value in
a credit operation. The credit scoring problem is typically been approached as a supervised
classification problem in machine learning. The present study explores this problem and
finds that ANNs are a more efficient tool for predicting credit risk than the aı̈ve bayesian
(NB) approach. The most crucial point is related to lending decisions, and a significant
credit operation is associated with a set of factors to the degree that probabilities are used
to classify new applicants based on their characteristics. The optimum achievement was
obtained when the linear regression was equivalent to 0.2, with a mean accuracy of 85%.
For the naı̈ve Bayes approach, the algorithm was applied to four datasets in a single process
before the entire dataset was used to create a confusion matrix.

Keywords
Artificial intelligence, Neural network, Bayesian network, Algorithms, Credit risk,
Prediction

1. Introduction

Banks are exposed to a wide range of potential risks, ranging from those identified in
the budgetary and technological structure to those related to brand reputation and those
derived from the social and institutional environment. Because of the level of technology
associated with Big Data, computing power, and data availability, most lending institutions
have been compelled to renew their business models. Forecasting credit risk, active loan
processing, and monitoring model reliability are vital for transparency and decision-making.
From the viewpoint of machine learning, the problem has typically been approached as
a problem of supervised classification. In this study, binary classifiers are built based on
a machine model to predict the probability of loan default, and the results are compared
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with those from artificial neural networks (ANNs) to examine their reliability and efficiency.
A practical case is used to exhibit the applicability, efficiency, flexibility, and accuracy of
data mining approaches to model ambiguous events related to measuring credit risk for
financial institutions. However, aside from the technical questions necessary to understand it,
confidentiality issues raised from the use of personal data are also important. The application
of the ANN algorithm has long raised numerous ethical questions [1]. According to Williams,
Sweeney, and Anderson (2007), such problems continue to be addressed through discussions
on artificial intelligence. The underlying concern is the fear that an algorithm may take the
decision power away from a human. Given that these debates and questions are legitimate,
the present study focuses on the algorithms relevant to decision-making in the financial
sector, especially those used to simplify/increase fluidity and speed processes [2][41].

Algorithms are sets of codes designed to attain predefined objectives. For example, in a
recruitment process, they can discriminate among people based on their profiles. According
to Yaseen (2019) the all those classifiers introduce on credit score approach are well-known
base classifiers in this domain are used o his work they show results, analysis, and statistical
tests demonstrate the ability of the proposed combination method to improve prediction
performance against all base classifier. Baghban (2019) considered classification an example
of supervised learning as training data associated with class labels a focus on study of
various classification techniques, showing its advantages and disadvantages. The work
of Wu et.al. (2019) present a study on BI (Business Intelligence) on a bank institution
showing the potentially benefit business, increasing the visibility and recognition of research
achievements. The behavior of a BN can be reinforced by the work of Abid et.al.(2017) that
use this classifier on analyses of costumers loans default payment allowing providing an
effective decision support system for banks[66] [5][38][64] . The same approach is used in
providing loans to an enterprise, where a bank’s lending decisions are based on the algorithm
used [3]. Therefore, it is critical to comprehend the underlying problems and establish ways
to regulate the use of algorithms [4].

1.1. Artificial neural networks

The study of ANNs can be traced to Frank Rosenblatt (1958) who focused on perceptron
algorithms for the development of smart automated systems and software [6]. ANNs are a
reliable and efficient approach for predicting outcomes. The method received tremendous
support following the development of machine language. Odom and Sharda [43] applied
neural networks to the evaluation of credit risk. Initially, the network was based on the
Hebb system, which aimed to improve the input vector through perception and focused
on increasing the accuracy of the model. The perception neural network was followed by
backpropagation, developed by Rumelhart and McClelland [48]. Backpropagation refreshes
its weight through the maintenance of history, commonly known as neural processing.
However, more interest was focused on deep learning in 2008 when Angelini and colleagues
performed the first credit risk analysis used by banking management to compute capital
requirements. ANNs have also been used to calculate the variables necessary to evaluate
credit risk [22].

ANNs were used to study the nervous system and the way the brain processes information.
An ANN entails processing algorithm to model the brains of humans and comprises a large
number of interconnected nodes (neurons) working as a system to solve pattern recognition
or data classification problems, particularly in the field of biology [25],[28]. The purpose
of ANN research is to develop a computational system with relatively low computational
cost and time commitment. A range of tasks can be performed by ANNs, including
classification, pattern-matching, approximation, function optimization, data clustering, and
vector quantization. According to Rumelhart and McClelland, ANN properties initially
include the following [22]:
• The cycle or speed of the implementation of ANNs is in nanoseconds.
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• The processing time is rapid, and numerous operations can be performed
simultaneously.

• he complexity and size of an ANN is subject to the network design and application in
use.

• The data in ANNs are stored in contiguous memory sites that can become overloaded
when the limit is exceeded.

Learning is the primary property of ANNs, and this occurs in two forms: structure and
parameter learning. Parameter learning improves the weight linked to the network, whereas
structure learning concentrates on network topology and confirms whether there are any
changes within the framework [7]. Moreover, learning can either be supervised or
unsupervised depending on expert knowledge [56]. Within supervised learning,
reinforcement learning contains an activation function useful for calculating the exact
output [8]. This feature is applied to the overall input to determine the total network
production [9]c. Some types of activation functions include the binary step, hyperbolic
tangent, bipolar sigmoid curve, and identity functions [12].

1.2. Naı̈ve Bayesian (NB) approach

The NB was initially studied by applying Bayes’ theorem. The approach comprises a
supervised statistical classifier based on the assumption of conditional independence, where
probability models are estimated using labeled data (i.e., each instance is assigned to a
class) [10]. Mutual conditional probability distributions are used in the Bayesian classifier,
allowing class-based conditional independencies to function between variables, with a
graphical model used to depict the underlying relationships [13][63]. The random variables
form either a continuous or discrete relationship while the attribute within the data may
have a real Boolean variable to formulate the relationship [14]. Every arc in the acyclic
graph represents the dependence probability, and all variables are independent of the non-
descendant.

The formula of Bayes theorem is given as follows[15]:

P(A|B) = P(B|A)P(A)/P(B) (1)

where in a sample referred to as A, the chances of all events occurring is h. Further, P
(h—A) is consistent with Bayes’ theorem, which can be stated mathematically as in Eq. 1.
This classification is considered the optimal one [16] [59].

When the network topology and data are given in the multiple variables of a sample, data
training is impartial. The variables are then used to determine the entries in the continuous
probability table. This approach lowers computational costs and is suitable for problems
where a strong relationship exists between the variables [61]. The approach is also highly
advanced in comparison with support vector machines, and is also applicable to medical
diagnosis [62]. Compared with other algorithms such as particle swarm optimization, neural
networks, and machine language algorithms, studies based on support vector machines have
been promising for assessing credit risk [11].

The present study demonstrates that various algorithms can be used in parallel to address
the issue in question, which in the case presented here is loan provision [65]. Multiple
strategies for identifying the choice of features (or variables), algorithm, and criteria can
provide a solution. For instance, in the new Big Data and digital era, transparency is critical
[22]. Strategies based on deep learning are also necessary to train data on the application,
and machine learning algorithms and their use must be regulated to ensure accuracy.

The particular focus of this study is credit risk scoring and how distinct machine learning
models can help lenders identify default [17]. Further, the stability of these models is
examined based on the choice of variables or subsets. Although the methods used by banks
in their decisions to award loans remain unclear, the application of classical linear models
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in the banking sector is well known [29]. Finally, a transparent elastic approach is used
as the benchmark, and its fit and decision rules are compared. To the best of the authors’
knowledge, there are no solutions currently available in the literature for credit scoring
based on ANNs and Bayesian networks. Further, this study aims to determine the best
combination of parameters to use with ANNs and the BN approach to handle and precisely
evaluate credit risk. The main contribution of this study is its proposed machine learning
model or the combination of them, which is a rare approach to the problem of credit risk
measurement. The study highlights the existing gap that prevents intelligence systems from
addressing bank modeling concerns.

The paper is organized as follows. Section 2 presents the materials and methods, and
describes the datasets and attributes used to forecast credit risk, the research data, and the
prediction model. Section 3 reports the results and discusses the analysis when the training
and test datasets were created using the Bayes and ANN approaches and presents the analysis
defining a systematic method to handle and precisely evaluate credit risk. Finally, Section 4
summarizes the processes used to identify the best combinations and concludes the paper.

2. Data and methods

2.1. Research data

The dataset was collected from a financial institution, and a summary of 1,890 records was
accessed and retrieved. As some attributes were missing, the dataset required preprocessing.
The global mean approach was employed to replace the missing attributes (El-Shazly, 2002).
Each record/instance was assigned to one of two classes: 1 (risky) or 2 (non-risky). The
output of the processing represents the label as opposed to the value, where 1 indicates
credit risk and 2 represents security (Demerjian, 2007). The predictor attributes include
contract value, balance value, collateral value, number of collateral, recovered value,
value tx rate, value tx interest rate, value rate overdue, client size, main value delay,
seniority level, duration in years, duration in months, duration in days, and delay in days.
For accuracy, the attributes in the dataset were converted into classes, which is critical for
preprocessing as it improves the accuracy of the algorithms [19]. Numerous banks have
adopted these attributes to predict credit risk [67]. Moreover, to find the corresponding
class, the data were normalized for ANNs, as the output ranges between 0 and 1. After
normalization and conversion, the data were stored as a comma-separate values file and
retrieved for further processing. The dataset was then classed into sets based on the age of
the credit operation and trained. The weights were computed based on training and later
tested.

2.2. Prediction model

The proposed model constitutes two complementary phases, the NB and ANN phases. The
ANN phase is used to estimate the overall credit risk trend and establish the most significant
factors, whereas the NB approach determines the probability of credit default when all
variables have been measured [12][10]. Therefore, the two phases complement each other.
From a technical perspective, although the same raw data were used to implement the two
networks, no data flow exists between the systems [57]. Data implementation is independent
because of the distinct rationales behind the two policies. Specifically, the output from one
network cannot be used as an input of the other. The output was between 0 and 1 and the
outcome was marked 2 when the result ranged between 0.75 and 0; otherwise, it was 1.
The ANN was based on continuous raw data, most often coded in MATLAB, while the BN
input data were converted into Boolean before being coded in MATLAB. The outcome of
the two phases allows for validation and verification through the parallel and independent
implementation of the dataset.
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The proposed neural network is a multilayer perceptron (MLP) based on a feed forward
architecture. The popularity of this architecture can be attributed to its link to the robust
and powerful learning algorithm referred to as backpropagation learning. In the design
of ANNs, the most critical element is accurate identification of the learning algorithm
used in the training process [51][36]. In the present case, an active or supervised learning
mechanism is used and an appropriate learning rule is applied. Gradient descent is used to
adjust the relationship values and the Levenberg–Marquardt algorithm (LMA), one of the
most common algorithms in computing and mathematics, was used to compute optimization
problems that arise from generic curve fitting [24].

By selecting the chromosome with the lowest cost, the search process continued until
the weights were turned into the target solution [37][40]. The learned credit risk function
was configured using the autoregressive pattern to predict default risk via an MLP network
[42]. The default condition of a given day is subject to the credit level of the previous days.
Banks usually consider a time span of 30 days for credit strategies, and when confronting
shortages, they invoke proxy funding resources [14][23].

NBs were used to identify the most critical risk indicators among those chosen as the
model variables and their effect on each other and on the default risk measure was assessed.
NBs are useful for graphically representing probabilistic relationships between variables
[39]. They are crucial in data modeling, particularly when data are missing, because they
characterize variables based on a combination of graphical models and statistical
approaches. NBs can thus detect the possible relationships between variables and, thanks to
causal inferences, help predict their trend using probability distribution functions regardless
of the nature of the data [44]. Moreover, prior knowledge can be merged with existing data
to provide accurate results, thereby leading to correct inferences. This method, together
with Bayesian approaches, therefore prevents overfitting the data [49]. Hence, a Bayesian
knowledge base allows researchers to draw conclusions and inferences about the
relationships among the components of a system, making it the most suitable approach for
achieving the second objective of this study.

2.2.1. Key parameters

The results generated by both the NB and ANN phases are the product of supervised
learning. A network is produced starting from a random weight in the ANN classifier and
the distributions in the NB classifier. The resulting system is trained using the dataset
until the outcome is comparable to the distribution or pattern of the primary data[45].
The algorithms applied to the training data in the first and second phases were gradient
descent and maximum likelihood estimation, respectively [13] [14] [20] [63]. Training
based on algorithms is a standard procedure, and the parameters must be selected correctly.
The primary concern is estimating the appropriate parameters for the trained function and
probability distribution provided by ANNs and NBs to fit the data (Mileris, 2010). In the
model, there are two sets of parameters, namely the sets of weights and binomial distribution
parameters in ANNs and NBs, respectively.

During the first phase, the ANN characterizes a function of the datasets (input variables)
and attempts to locate the most appropriate coefficients (weights) for the variables. Once
the algorithm has learned the data, the target values can be estimated and hence default risk
can be predicted[61] [18]. The learning process in the second phase occurs by applying the
naı̈ve Bayes rule. Nodes are identified using input variables and considered to contain the
prior distribution. Similar parameters then define the previous characteristics of the network
nodes.
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2.2.2. Prediction and measurement of credit risk

Using the receiver operating characteristic (ROC) curve to evaluate a diagnostic test, an
ANN interpolates between the Gauss–Newton algorithm and the gradient descent method
[21]. Although the LMA is more robust than the Gauss–Newton algorithm, as with many
fitting algorithms, it only finds the local minimum, which is not necessarily the global
minimum [26]. To overcome this shortcoming, the genetic algorithm (GA) can be used
to search the space of possible solutions [19]. GA first generates a random vector as the
weight vector (chromosome), to which crossover and mutation are then applied. The output
vector is calculated using inputs and weights, and the differences between the output and
target values are introduced as the cost [36]. By selecting the lowest cost chromosome, the
searching process continues until the masses evolve into a suitable final solution. Finally, to
predict liquidity risk using an MLP network, the learned liquidity risk function is configured
with an autoregressive pattern based on the type of risk under analysis[28]. The liquidity
condition of a particular day strictly depends on the liquidity levels of the preceding days.
Considering the nature of the problem, a powerful computational tool is needed to estimate
and predict the credit risk function through the data provided. The ANN architecture with
computationally intensive learning and massive parallelism through examples renders it
suitable for the task at hand [34].

The ANN based on backpropagation and the naı̈ve Bayes algorithm were implemented in
MATLAB software. Initially, the data were divided into categories and the best combinations
of the parameters were determined based on the learning rate, epoch, model checking rate,
and number of neurons [27], as shown in Tables 1 and 2. The focus was not only on blending
the parameters but also ensuring the accuracy of these combinations.

Table 1. Training dataset

Supervised Learning (Naı̈ve Bayes Continuous)
Parameters
Lambda 0
Homoscedasticity assumption 1

Classifier Performances
Error Rate 0.4037
Value Prediction Confusion Matrix

Recall 1-Precision RISKY NON- RISKY Sum
RISKY 0.4721 59.63% RISKY 642 446 1088
NON-RISKY 0.7227 63.85% NON- RISKY 247 555 802

889 1001 1890

Table 2. Test dataset

Supervised Learning (Naı̈ve Bayes Continuous)
Parameters
Lambda 0
Homoscedasticity assumption 1

Classifier Performances
Error Rate 0.3615
Value Prediction Confusion Matrix

Recall 1-Precision RISKY NON- RISKY Sum
RISKY 0.6073 36.60% RISKY 201 82 283
NON-RISKY 0.3735 42.63% NON- RISKY 288 59 347

489 141 630
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3. Results and discussion

Twelve columns stood out in the data analysis: “Contract Value,” “Balance Value,”
“Collateral Value,” “Recovered Value,” “Value Tax Rate,” “Value Tax Interest Rate,” “Main
Value Delay,” “Duration in Years,” “Duration in Months,” “Duration in Days,” and “Delay
in Days.” These columns were eliminated immediately because the exercise focuses on
categories or classes of data that operate as predictors of creditworthiness. Rather than hard
figures and numbers, the true indicators of creditworthiness are scores. The columns that
qualified as scores were “Value Rate Overdue,” “Client Size,” “Seniority Level,” “Percent
Used,” and “Number of Collateral.” The most important point is that these variables are
related to lending decisions, and a significant credit operation is related to a set of factors to
the degree that probabilities are used to classify new applicants based on their
characteristics. Numeric data are removed, while specific classifications are preserved by
creating an object that eliminates the identified columns. The training and test datasets were
then created. The training dataset was used to train the model, whereas the test data were
used to assess the model’s accuracy. One-third and two-thirds of the data were allocated to
the two sets, respectively. Next, the learning rate was iterated and plotted with different
standards of accuracy to obtain a non-linear graph [31]. The optimum performance was
obtained when the linear regression was equivalent to 0.2, with mean accuracy of 85%. For
the naı̈ve Bayes approach, the algorithm was applied to four datasets in a single process
before the entire dataset was used to create a confusion matrix. The best outcomes of the
iteration were sourced using the comparative approach [33].

3.1. Bayes approach

Table 1 describes the results of the two Bayesian models, showing that the classification rate
improves when the indicators relating to “Value Rate Overdue,” “Client Size,” and “Seniority
Level” are introduced. The best classification rates are 59.63% and 63.85% for the two
classes. The criterion of the two types of errors (Type I and Type II) has been examined in
numerous studies. The assignment of variables is as follows:
X1: Number of collateral
X2: Value tx rate
X3: Value tx interest rate
X4: Value rate overdue
X5: Client size
X6: Main value delay
X7: Percent Used
X8: Duration in years
X9: Seniority Level

Type I error is also known as credit risk, which is the rate at which bad clients are
classified as profitable. Therefore, when a bank has a significantly high rate, which implies
that the rate of loan approval is too high, the potential for exposure to credit risk is
considerable. Type II error is commercial risk, which is the rate at which applications of
paying clients are rejected, with the bank experiencing an opportunity cost attributed to
good customers. In the present study, the Type I error is exceedingly high at 52.79%. The
introduction of seniority improves the outcomes and the classification rate rises. Further, the
model based on the entire dataset indicator reduces the Type I and Type II errors to 32.97%
and 39.27%, respectively. These findings show the correlation between value rate overdue
and seniority and credit risk, concurring with previous results [35].
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3.2. Artificial Neural Network approach

The objective of this approach was to estimate the credit risk function, and therefore
continuous data were necessary. The only preprocessing of the dataset conducted was data
normalization. As before, data were divided into two categories for training and testing at
ratios of one-third and two-thirds [47][60]. The selected network comprised three layers:
the MLP layer, the hidden layer, and an output layer [46]. The optimal structure was chosen
through trial and error with the network assessed using the micro & small enterprises(MSE).
The correlation between the output and target values, variance, mean residuals, learning
process error, and root MSE were all used in the assessment of the network [46]. Because
most of the hidden cases were sufficient for the network to perform optimally, several models
were implemented using a single network. Figure. 1 exhibits the outcome of the assessment
obtained from network training using the LMA.
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Figure 1. Analysis of the LMA-trained data.

The LMA was used to train the datasets; however, its inability to locate the global
minimum influences the results from this approach[52]. Furthermore, the accuracy of the
results was sufficient as long as the initial weights were a good approximation and the
signal-to-noise ratio exceeded five [28]. For this reason, a meta-heuristic search algorithm,
the GA, was used. Given that the GA has random behavior and is independent of its starting
point, its application guaranteed that the LMA was functioning correctly. In addition, apart
from overcoming the drawbacks of the LMA, the GA in figure 2 demonstrates that the
dataset was sufficient to be modeled by any preferable algorithm. As shown in Table 3,
the performance of the LMA was much better than that of the GA and it recognized data
patterns accurately. As a result, credit risk was modeled using the LMA. Moreover, both the
ANN and the Bayesian models provide reliable outcomes, but the former is more effective
in the prediction of credit risk with an average score of 82% (Table 4).

The ROC curve in figure 3 aids the visualization and shows the trade-off between recall
and precision. This allows the researcher to manipulate the false positive and true positive
metrics [53][55]. The relationships among false positives, true positives, false negatives, and
true negatives were further summarized using a simple confusion matrix. The probability
of the above case occurring was 1, representing a 100% correlation, with 0 depicting no
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relationship.
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Figure 2. Assessment of the learning process: Validation based on the GA.
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Figure 3. Classifier’s ROC curve and confusion matrix of the ANN and NB.

Hence, compared with the NB, the ANN was more accurate and efficient as well as more
promising for determining credit risk [30][58]. The Bayesian classification allocated the
data classes into the tables where the values and attributes of an entity were predicted to be
independent of others [31][32]. Because of the random nature of the ANN, the estimation
accuracy was hugely dependent on the cases selected for training [34]. Therefore, the
reported numbers could have changed slightly due to regular running. Similarly, the network
structure becomes complex and quality is reduced because more time is needed to train the
data[54].

This study addressed the issue of defining a systematic method to handle and precisely
evaluate credit risk. The vagueness and ambiguity that characterize the credit risk concept
complicate the formulation of an undisputable definition. Identifying the factors that
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Table 3. Comparative analysis of BN and ANN performance by GA

Comparison Metric Bayesian Networks Artificial Neural Networks
Run Time 175s 6s

Training Data MSE 9.1e−3 13e−10

Validation Data MSE 1.3e−2 3.3e−10

Test Data MSE 8.0e−3 1.7e−10

Table 4. Comparison of classification accuracy

Algorithm used Classification accuracy Correctly
classified cases

Incorrectly
classified cases

Naı̈ve Bayes 81.32% 1537/1890 353/1890
Neural Network 81.85% 1547/1890 343/1890

establish and influence credit risk to formulate a suitable functional form to estimate and
predict its value is a difficult task [27]. Similarly, the spread and complexity of the credit
risk phenomenon render traditional mathematical modeling techniques obsolete [50][37].

The present study proposed an approach that employs two of the most recent machine
learning methods—Bayesian networks and ANNs—to address this concern. In the model,
the variables were selected based on the data available from bank databases[52][55].
Despite the numerous capabilities of NBs and ANNs, machine learning methods, or a
combination of them have been seldom used to approach the problem of credit risk
measurement [54]. Therefore, this study bridged the existing gap that prevents intelligence
systems from challenging bank modeling concerns. In particular, the focus was on the
concept of insolvency as a characterization of credit risk [58]. As a result, inner factors
were used to construct a model whose attributes permit prediction of credit risk issues. The
case used bank data to demonstrate the accuracy, efficiency, flexibility, and rapidity of the
data mining approaches when modeling events related to the measurement of credit risk.
Implementation of NB and ANN can differentiate between the riskiest factors and estimate
subject risk through the training and learning process. The results were highly consistent.
Further, the binary outcomes gathered from the study depicted the ability of the NB–ANN
approach to validate the findings through a parallel and independent implementation of the
dataset.

4. Conclusion

The ANN algorithm based on backpropagation and the NB algorithm were implemented.
Data were divided into categories to determine the best combination of the parameters.
The best combinations were then observed, and the result was generated, gathered, and
presented. The focus was not only on blending parameters but also on ensuring the accuracy
of these combinations. As demonstrated, the optimum performance for ANNs was obtained
when the linear regression was equivalent to 0.2, with mean accuracy of 85%. For the NB
approach, the algorithm was first applied to four datasets in a single process and then the
entire dataset was used to create a confusion matrix. The best outcomes of the iteration were
sourced from the comparative approach. It was concluded that both the ANN and the NB
models provide reliable outcomes, but the former is more effective for predicting credit risk
with an average score of 82%. Future work may consider a comprehensive validation of the
suggested method with other credit scoring databases identified by the high noise level sets
method, with other methods such as forecasting routines used in the retail and consumer
investment areas.
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Summary
Corporate insolvency has significant adverse effects on an economy. With the
number of multinationals increasing rapidly, corporate bankruptcy can severely
disrupt the global financial environment. However, multinationals do not fail
instantaneously; objective strategies combined with a rigorous analysis of both
qualitative and quantifiable data can go a long way in identifying an organiza-
tion's financial risks. Recent advancements in information and communication
technologies have made data collection and storage an easy task. The challenge
becomes mining the appropriate data about a company's financial risks and
implementing it in forecasting a company's insolvency probabilities. In recent
years, machine learning has been incorporated into big data analytics owing to
its massive success in learning complex models. Machine learning algorithms
such as Support Vector Machines (SVM), Random Forests (RF), Artificial Neu-
ral Networks, Gaussian Processes, and Adaptive Learning have been used in the
analysis of Big Data to predict the financial risks of companies. In this paper,
credit scoring is explored with regards to data processed using the collateral as an
independent variable. The obtained results indicate that RF algorithm is promis-
ing for use in credit risk management. This research shows the advantages of the
RF approach over the SVM algorithm are its speed and operational simplicity,
and SVM has the benefit of higher classification accuracy than RF. The paper
compares the SVM and RF algorithms to forecast the recovered value in a credit
task. The execution of the projected intelligent systems uses tests and algorithms
for authentication of the projected model.

K E Y W O R D S

Big Data, credit operation, machine learning, random forests, support vector machines

1 INTRODUCTION

In recent years, the use of Machine Learning algorithms has been integrated in most contemporary credit risk predic-
tion methods. There are many Machine Learning algorithms that have been incorporated into credit risk prediction
models including Artificial Neural Networks (ANN), Naive Bayes, Dimensionality Reduction Algorithms, gradient
Boosting Algorithms, and Decision Trees.1 Different credit risk assessment models have been developed for the
various models.

Softw: Pract Exper. 2020;1–9. wileyonlinelibrary.com/journal/spe © 2020 John Wiley & Sons, Ltd. 1
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The use of Machine Learning algorithms in credit risk prediction for financial institutions raises numerous ethical
debates. In 2017, a public forum from National Commission on Informatics and Liberty was held with the key topic
of discussion being how personal data is used as well as the problems associated with Big Data and specifically the
General Data Protection Regulation directive.2 People are definitely afraid of how personal data is used and the fact
that with Machine Learning the decisional power on this data will be placed on algorithms only serves to heighten
these fears.

Choosing the appropriate machine learning algorithm depends on a couple of factors such as the size of data, the
quality required as well as the nature of the data being analyzed.3 Several questions also have to be answered before
the machine learning technique is selected, such as what is the desired result? What is the translation technique to be
implemented on the mathematical algorithm to generate commands in the subject computer? or How long does the
algorithm have to operate to acquire sufficient learning ?4-6

Deplying an effective credit system to predict the recovery value presents many challenges. Some of these challenges
can be recurrent with specific solutions; however, the general principles of credit risk solutions still apply. Machine
learning has been widely used in many of these solutions by programming computers to learn without any special
instructions.

Support Vector Machines (SVM) is usually described to produce better outcomes than other classifiers.7 The Random
Forests (RF) algorithm has demonstrated to manipulate huge dimensional data properly and is relatively resistant to
overfitting.8

This study then aims to investigate two machine learning algorithms, SVM and RF, on their applicability, efficiency,
flexibility, and accuracy in credit risk assessment. In this comparative study, two machine learning techniques are mod-
eled, that is, RF and SVM,9 focus on credit risk scoring and the impacts of distinct machine learning models to identify
defaults by lenders. The main contribution of this study describes the use of SVM algorithm and the RF algorithm in
addressing issues of recovery value loan provision.10 A sample dataset from a bank was implemented using the algorithms
with the objective of learning to classify and comparing a credit operation (recovery value), with different kernels and
kernel parameters. Results for RF and SVM will be analyzed and compared for varying sets of data. The results from the
various kernels are tuned with appropriate parameter settings. Besides the technical questions regarding understanding
machine learning algorithms, referrals to the various discussions associated with confidentiality arising from the use of
personal data in these algorithms are also discussed. It has been observed that multiple approaches can be implemented
to address the fundamental objective of identifying the choice of features/variables, the algorithm and the correspond-
ing criteria. In this digital era of Big Data, transparency is of utmost importance.11 It is necessary that terms used in this
field are ethical, clear, transparent, and appropriately defined. It is necessary to implement appropriate strategies to train
data based on deep learning,12 and machine learning algorithms and their implementation must be monitored to ensure
accuracy.

The paper goes further to evaluate the stability of the two models based on the variables chosen. The method used
by banks in making loans decisions is unclear; however, implementation of classical linear models in banking systems is
adequately documented. For this paper, the transparent elastic approach was used as a benchmark.

The remainder of the paper is organized as follows. Section 2 presents a theoretical background, introduces related
works, and discusses the problem of credit risk assessment on classifying the credit-scoring approach with SVM and RF.
Section 3 analyzes the results, hence demonstrating which classifier is superior in terms of accuracy and discusses the
issues of SVM, and RF models and draws a comparison between those two models. Finally, the conclusion and future
scope are provided in Section 4.

2 BACKGROUND AND RELATED WORK

Machine Learning is a subset of Artificial Intelligence that focuses on the development of strategies, methods, and algo-
rithms. Therefore, the development of algorithms that enable a computer system to learn from the provided data and
execute tasks and activities of design with sampling data together with performing tests on the new data. The field of
machine learning has some strong links to statistics in various ways. There are multiple approaches and methods cre-
ated for machine learning tasks. Neural Network techniques are widely used but have various limitations with regards to
generalization, developing prototypes that usually get over fit with data.12 This can be attributed to optimization proce-
dures implemented for specific statistical approaches and parameter selection to determine the most appropriate model
possible. This problem of credit risk assessment can best be solved with machine learning algorithms,13 as follows:
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1. Supervised learning: This type is composed of a target output variable (dependent variable) which is to be forecast from
a set of predictors (independent variable). From these sets of attributes, a function mapping inputs to target outputs is
generated. The training procedure remains in progress until the method attains the target level of precision. Examples
include: RF, regression, decision tree and k-nearest neighbors.14

2. Unsupervised learning for this algorithm, there is no target output variable to forecast. This algorithm is mainly used
to cluster a certain population into various groups to enable the segmentation of customers in different groups for a
certain intervention. Examples of unsupervised learning include: K-means and a priori algorithms.15

3. Reinforcement Learning for this algorithm, the computers are trained to make particular decisions. The computer
is exposed to an environment in which it can consistently train itself by implementing trial and error methods.
The environment also provides an addition to rewards, unique numerical values that the agent attempts to maxi-
mize over time. The machine in the end learns from previous experiences and attempts to obtain the most suitable
knowledge to make appropriate decisions. The best example of a reinforcement learning algorithm is the Markov
Decision Process.16

The concept of empirical data modeling is appropriate for numerous applications in the field of computer science.17,18

Empirical data modeling involves an induction procedure to create a model of the scheme from which it can derive
responses of the system which are to be tried or observed. The observed data is finite and is considered a sample. This
sampling is not uniform, and because of the great dimensional nature of the data, the input will be sparsely distributed.
The problem is therefore often misrepresented.

SVMs were initially introduced to machine learning algorithms by Boser, Guyon, and Vapnik in 1992.19 SVMs
have since become a popular algorithm, especially with regard to handwritten digit recognition. Currently, SVMs are
a crucial component of all research related to Machine Learning and are now regarded as a primary example of
kernel methods.20

SVMs are a family of machine learning algorithms that discriminatively classify variables that were initially defined by
a different hyperplane. In simpler terms, an input of labeled training data, the algorithm produces an output that consists
of an optimal hyperplane categorizing the data based on a set of objective conditions. On a two-dimensional plane, this
hyperplane is a line dividing the plane into two classes. For example, given two characteristics of an individual such as
height and hair length, the two characteristics (variables) would first be plotted in two n-dimensional spaces with each
point having two coordinates (support vectors) (Figure 1).

SVMs have been widely used in various machine learning applications such as facial recognition, target recognition,
object identification, speaker identification, and handwritten digit recognition.5,21

RF is a machine learning algorithm proposed by Breiman.8 It involves the construction of a forecast ensem-
ble consisting of a set of decision trees growing in arbitrarily identified subspaces of data. Breimans concepts

F I G U R E 1 Illustration of support vector machine model
[Color figure can be viewed at wileyonlinelibrary.com]
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were significantly subject to the prior scholarly works of Amit and Geman (1997)19 on geometrical feature
selection, the random subspace method developed by Ho in 1998.22 Dietterich's (2000) casual split selection approach
was also assimilated in the development of the RF approach.23 Various empirical studies have shown that RF are
increasingly becoming a strong competitor to some state-of-the-art approaches such as boosting (developed by Fre-
und and Shapire in 1996) and Support Vector Machines.24 The popularity of RF can be attributed to the fact that
besides being fast and easy to implement, they also produce precise predictions and they can handle numerous
input variables without overfitting.25 They are considered among the most accurate machine learning techniques in
the market.

In Breimans random trees method, each tree forming the collection is developed by first randomly choosing a small
set of input coordinates (features or variables) to split on at each node and then calculating the best split with regards
to these variables in the trained set. The Classification and Regression Tree methodology is then applied to grow the
tree to its extreme size without trimming. This scheme of randomizing subsets is combined with bagging to resample
with replacement, the training set of data whenever a new distinct tree grows.26 In simple terms, the algorithm creates
multiple decision trees and combines them to obtain a more precise forecast. Although the working of this approach
appears simple, there are many driving forces involved in the mechanism making it challenge to analyze. In fact, the
mathematical properties of RF remain mostly unknown to date, and most theoretical studies have focused on remote
parts or stylized forms of the procedure.27 Nonetheless, the arithmetic mechanism of true RF is yet to be entirely implicit
and is still being explored.

Throughout this study, RF is assumed to comprise of a training model Dn = {(X1,Y1),… , (Xn,Yn)} of independent
and identically distributed (i.i.d.) [0, 1]d × R − valued random variables (d ≥ 2) with a similar distribution to that of an
independent simple pair (X,Y) satisfying EY2 < ∞. Space [0, 1]d has a standard Euclidean metric. For fixed x ∈ [0, 1]d, our
objective is to approximate the regression function r(x) = E[Y|X = x] by means of the data Dn. In other words, a regression
function approximation rn is reliable if E[rn(X) − r(X)]2 ⇒ 0 as n ⇒ ∞.

2.1 Study using the SVM

The objective of this approach is to implement the SVM learning technique to forecast the probability of loan defaults.
The data needed training with each consisting of values for the set of input and output variables. The variables were
chosen, and only those whose behavior was predictable were included. For the current comparative study, the data
variables were considered the primary risk indicators and those borrowing were considered the subjects. The data
collected for this study was from a bank, and it consisted solely of short-term loans since they make up the most sig-
nificant share of loans. A dataset of 1890 credit files was sourced, and the subjects were classified as less risky or
risky clients. The most constant variable is the probability of default together with a dummy variable, Y is equal to
zero for a less risky client and one for risky clients. This means that Y = 1 when the repayment is delayed and Y =
0 when the payment is made in good time. SVM classifications were implemented to predict the potentials of class
membership.

Before the SVM model was constructed, it was necessary to process the datasets in two standard deviation procedures.
The data were split according to the average (mean) or assumed value, and all abnormal data was deleted. The final
dataset consisted of 1890 samples with 1100 of them classified as good credits while 790 were classified as bad debts. For
those in extremely bad credit positions, more than 3 years in default, they were classified as abnormal cases, and all their
data was erased; this data represented only 50 samples. Since the quantity of the two sorts of samples is close, the SVM
minimum requirements were met. The dataset is then divided into a training set and a test set. To show the learn and
generalization capabilities of the SVM algorithm with regards to small samples, 30% (567 instances) of the sample data is
chosen to build the SVM algorithm as a training sample. The remaining 70% (1323 instances) is randomly selected to test
the generalization capability of the approach as a test dataset.

2.2 Study using RF

The experiments for RF were conducted using Heuristic Lab and a modified RF Trees algorithm for classification. The
key parameters to configure include: r, the ratio between 0 and 1; m, the number of variables; and nT, the number of
trees. Appropriate selections of r and m impact the issue of noise tolerance in the training set meaning these parameters
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need careful adjustment. Empirical tests for this research showed that r, m, and nT are the most appropriate parameters.
In order to tune RF parameters, r and m were selected arbitrarily, and nine runs were analyzed for the various trees. The
trees ranged from 50 to 500 with an increment of 50 for each run. It was determined that changing the parameters has no
significant influence on the test performance and thus two tests were chosen for in-depth analysis.

3 RESULTS ANALYSIS AND DISCUSSION

From the above analysis, a sample set (x, y)was constructed where x = 4 and the dimension y acts as an attribution sample.
For good credits, y = 1 and y = −1 for bad credits. If the inner kernel function selects the polynomial kernel function or
any other function, SVM is able to acquire the results of estimated performance and distribution of support vectors. The
inner product function used for SVM in this paper is given by Equation (1) .

K(x1, xi) = exp
{
− |x − xi|2

𝜎2

}
. (1)

Figure 2 shows the results of the categorization model on the subject data over the 10-fold cross-validation with R = 0.3
and M = 0.5 (for the first) R = 0.66 and M = 0.3 (for the second).

The modified RDF algorithm makes the study of impacts of developed trees and variables easier. The relationship
between nT and the performance of the model is not clear, but it becomes better with 500 trees. Table 1 below illustrates
the mean, SD, median, maximum and minimum of the various measures used in this experiment.

Both SVM and RF models produced high evaluation results in the receiver operating characteristic (ROC) curve.
However, because the classifications were not balanced, this indicator could not be used independently. The high fre-
quency of hits from the majority class creates a bias in the results. Therefore, an alternative indicator is required,
the Percentage True Correctly Classified (PTCC), to identify the level of accuracy in the class of interest. A proper
assessment of this aspect shows a significant variation between the two projected models, in the range of 60%
to 80%, with the best result realized by the SVM algorithm (Table 2). Table 2 presents the classifier model (ful
l training set), 992 out of 1322 occurrences are correctly classified by the algorithm with 75.03% of accuracy. The table
also gives four different statistical error measurements that measure the degree of relationship among the predicted and
actual.

F I G U R E 2 Results for the implantation of 10-fold
cross validation for 10 runs (r = 0.3 and M = 0.5) [Color
figure can be viewed at wileyonlinelibrary.com]

T A B L E 1 Statistics from the test data
after implementation of the 10-fold
cross-validation for 10 runs
(r = 0.3,M = 0.5)

Mean SD Median Maximum Minimum

Sensitivity 0.916 0.007 0.914 0.931 0.901

Precision 0.80 0.004 0.79 0.8 0.788

f-Measure 0.851 0.004 0.852 0.86 0.844

Accuracy 0.781 0.006 0.773 0.741 0.766
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Training set Total

Percentage true 992 75.03%

Incorrectly classified incidences 330 24.97%

Mean absolute error 0.3672

Root mean squared error 0.5844

Relative absolute error 63.22%

Root relative squared error 96.4556%

Total number of incidences 1322 100%

T A B L E 2 Stratified cross-validation for
support vector machines

Accuracy Precision Sensitivity F1 Score

PCA SVM 98.34% 100% 91% 96%

RF 98.2% 100% 91.2% 93%

LDA SVM 97.8% 100% 94.6% 97%

RF 98% 100% 94.6% 97%

ISOMAP SVM 98% 100% 94.6% 96.85%

RF 98% 100% 94.3% 97%

Kernel PCA SVM 98% 100% 94.6% 97%

RF 98% 100% 91.2% 94%

T A B L E 3 Quality control of
support vector machine (SVM) and
random forest (RF) machine
learning algorithms when used with
various dimensionality reduction
techniques

The SVM and RF classifiers were analyzed using the error confusion matrix approach, which is representative of the
whole thematic classification. The error confusion matrix can be used to determine the overall accuracy as well as specific
endmember accuracy.28

The results of the error confusion matrices show that by using the RF classifier, a few of the endmembers are mis-
classified. However, the SVM algorithm produces more accurate classification results compared with RF(Table 3). The
classifier accuracy procedure requires that the confusion matrix be representative of the entire mapped data area.29 The
results for accurately classified, unclassified, and incorrectly classified data can be obtained from the error confusion
matrices. The overall accuracy of each algorithm is obtained by dividing the total number of accurate classifications by the
total number of variables in the error confusion matrix. An error confusion matrix with all non-major diagonals having
values of zero means that the classifier is 100% accurate. SVM showed the greater accuracy in this test having 53 (1.66%)
unclassified incidences with the RF classifier having 58 (1.8%). For each classifier to construct its classification model,
the RF classifier on average took 2.7 seconds while SVM took 27 seconds.

These data was sourced from a lending bank institution. The dataset included 1890 instances that were classified into
two categories: 1100 good credit and 790 "bad/ defaulted credit." The initial dataset consisted of 16 variables that were
classified into 10 qualitative and 6 numerical as shown in Table 4. The dataset used for this study was however processed
to convert the original into 16 numerical variables, with the number 16 being an output variable.

All the classifications were conducted using a 10-fold cross-validation approach using three different tools, Heuristic
Lab, Weka, and Keel. Default configurations were selected to create and test the models for comparison purposes. The
algorithm used with Weka was the SVM using Linear Kernel.

The problems of credit risks have been consistently addressed in conferences on artificial intelligence.30 The primary
concern has been that personal data is used and there is also a growing fear that an algorithm could replace human beings
in decision making. These questions are genuine, and this paper emphasizes the appropriate algorithms with regards to
decision-making in lending institutions. Algorithms can be implemented to simplify a process while at the same time
increasing its fluidity as well as increasing speed.11 Algorithms include a set of code modelled to achieve set objectives.
For example, an algorithm designed to perform a recruitment process introduces several discriminatory conditions based
on individual profiles. A similar approach is adopted by lending institutions when making lending decisions to banks.31

It is therefore of the essence to understand the underlying challenges and find ways to manage the use of algorithms.
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T A B L E 4 Original variables Nž Variable Type

1 Contract value Qualitative

2 Balance value Qualitative

3 Collateral value Qualitative

4 Number of collaterals Qualitative

5 Recovery value Qualitative

6 Value transformation rate Qualitative

7 Value transformation interest Qualitative

8 Value rate overdue Qualitative

9 Client size Qualitative

10 Main value delay Qualitative

11 Seniority level Qualitative

12 Percent used Numerical

13 Duration in months Numerical

14 Duration in years Numerical

15 Duration in days Numerical

16 Delay in days Numerical

This study's primary objective was to compare the SVM and RF machine learning techniques based on performance in
lending institutions and more precisely in the determination of recovery value. The credit risk concept is characterized by
a vagueness that complicates the formulation of a limited definition for its identifying risk factors, and suitable functional
forms to approximate and forecast its value is no easy task.27 In similar fashion, the range and complexity of the credit risk
concept render traditional mathematical models obsolete learning techniques.28 This study compared the performance
two approaches, the SVM and the RF approach in addressing the problem of credit risk assessment. In the study, the
variables were chosen with regards to the data collected from the banks' records. Despite the numerous capabilities of
support vector machines and RF prediction algorithms, the concern of credit risk estimation has barely been tackled with
regards to machine learning algorithms let alone a combination of them. The current study, therefore, fills existing gaps
that permeate intelligent systems from extremely puzzling bank modelling issues. The primary focus was on the idea of
insolvency as a characterization technique of the credit risk.

Internal factors have been consequently implemented to construct models that permit the forecasting of credit risks.
This case study that incorporated support vector machines on bank data exhibited high levels of precision, effectiveness
and swiftness of the data mining techniques when modelling recovery value as a credit risk. The implementation of
support vector machine and RF approach made it possible to establish the riskiest factors and estimation of the subject
risk through the training and learning processes, and the outcomes were also very consistent. Additionally, the binary
results from this study highlighted the capability of the support vector machines, and RF approaches to authenticate the
findings via a parallel and uninfluenced application on the set of data.

The SVM algorithm was determined to be the most appropriate solution for determining recovery value. The ROC
curves for SVM were generated and compared as in Figure 3. Both SVM and RF exhibited good performance in ROC
curves; however, SVM was marginally better.

4 CONCLUSION AND FUTURE WORK

Managing credit risks is important for the success of lending institutions. It is therefore of the essence to develop an
effective aid for credit decision-making processes. The results of this study indicate that the RF algorithm is promising for
use in credit risk management research. The main advantage of the RF approach over the SVM algorithm is its simplicity
of operation. The fact that RFs takes much less time to construct its model means that it is more desirable in computerized
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F I G U R E 3 Receiver operating characteristic (ROC) curves for support vector machine (SVM) and random forests (RF). ROC curve for
SVM (left) and ROC curve for RF (right) [Color figure can be viewed at wileyonlinelibrary.com]

environments. On the other hand, SVMs have the advantage of higher classification accuracy than RFs. A finding worth
noting is the impact of injected randomness and the procedure of growing trees to produce optimal classification results.
As has been experimentally proven, both algorithms are comparable, and each has a significant advantage over the other.
It is, therefore, more advantageous to maximize on the advantages of each of these algorithms by using a hybrid model that
will ensure the realization of highly accurate results that are also quite fast, rather than foregoing any of the advantages.

This being an initial study, it can further be enhanced to incorporate other predictive modelling approaches such as
ANNs and Bayesian network model. Additionally, it is possible that the behaviors of loan default rates vary seasonally
over a year due to circumstances that prevail over a year and the expenses tied to some specific dates throughout the year
such as taxes and school fees, as well as seasonal variations in customer incomes. Future work will focus on developing
more complex models accounting for seasonal variability.

More work can be done on how to grow the trees of RFs for optimal performance of decision trees, such as using
multiple splitting ratios: 30/70, 40/60, 60/40, and 70/30. If the accuracies are fairly consistent then the algorithm is not
sensitive to the number of samples. Hybrid models incorporating RF trees, SVMs, and other algorithms, also need to
be thoroughly investigated and tested to develop more efficient systems. The future research opportunities that may be
crucial for the prediction of credit risks may include the use of varying datasets, processing of the datasets to incorporate
or remove various variables, research on the impact of each variable on the test performances, and modelling of varying
problems.
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Chapter 7

Conclusion and Future Work

This chapter presents the main conclusions of the work performed in the course of this
thesis. Besides, it shows important research topics to be considered as future works.

7.1 Final Remarks

This thesis project has described the importance of the use of smart DSS to help
decision-makers in credit operations. This research is based on recent studies and identifies
approaches and technologies used in several knowledge areas. The study about the use of these
systems on credit scoring is vast, and it was divided into sub-topics, such as knowledge-based
systems, data-based systems, and model-based systems. During the preparation of this docu-
ment, several papers about these sub-topics are analyzed, enumerating the different methods.

Chapter 2 presented the survey paper entitled ”Classification Methods Applied to Credit
Scoring with Collateral.” The paper provides an in-depth review of the state-of-the-art of the
analysis includes 84 studies in this work to propose a using statistical methodology to conduct
a meta-analysis comparing the results of classification methods. The result shows that SVM is
the most commonly used classifier for credit scores, and while the system performs well, it
does not apply approaches with collateral. This paper presents an in-depth review and evalua-
tion of existing credit scoring classifier methods. An extensive review of literature focusing on
classification methods applied in credit scoring is performed. It focuses mainly on methods for
classifying an applicant for credit operations with the sufficiency of collateral, but we shall also
briefly consider other associated problems in the credit industry, to their likely repayment be-
havior (e.g. ’default’ or ’not default’ with repayments). The analysis in this work proposes the
use of statistical methodology to conduct a meta-analysis to compare the results of classification
methods. It shows some cases that consider various probability distributions and also survival
data. It also elaborates that collateral is not the first approach for credit scoring. There is a
satisfactory statistic available for the collateral, the posterior probability distribution depends
on the data only through this statistic, and thus, in many cases, we can reduce our data without
loss of information. The general result shows that collateral is not the first approach for credit
scoring, but when is used can be a high value on methods of model classification.

Chapter 3, entitled “Machine Learning and Decision Support System on Credit Scoring”,
is compares the credit scoring performance of fuzzy sets and decision trees based on an artificial
neural network to predict the recovered value. This paper is an initial study of collateral as a
variable in the calculation of the credit score. Fuzzy logic makes some implicit assumptions
that may make it even harder for credit grantors to follow a logical decision-making process.
The study concludes that both models enable modeling uncertainty in the credit-scoring pro-
cess. Therefore, mechanisms that help to characterize such complex scenarios are needed. The
literature suggests that the application of multiple criteria for decision making can facilitate
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the resolution of these issues. Other models, such as fuzzy logic, artificial neural networks,
and decision tree models explicitly consider the underlying relationships and recognize the un-
certainties (such as operational risks). In addition to the multi-criteria methods, additional
complementary tools such as fuzzy sets or numerical simulations are increasingly being used in
the credit-scoring process. Although fuzzy logic is more difficult to implement, it models more
accurately the uncertanty.

Chapter 4, entitled “Support System on Credit Operation Using Linear and Logistic
Regression,” aims to understand how predictive models can provide different estimations of
expected recovery based on the same data sets. Predictive analytics, which is the method of
obtaining knowledge from existing data sets to decide guides and predict future outcomes and
trends, including classification techniques and regression techniques. Classification techniques
such as decision tree analysis, statistical analysis, neural networks, support vector machines,
case-based reasoning, Bayesian classifiers, genetic algorithms, and rough sets help identify pat-
terns in large unstructured data sets and generate cluster sets. Regression techniques include
linear regression and logistic regression. A simple logistic regression model can easily be ex-
tended to a multiple logistic regression model by integrating more than one prediction variable,
which indicates increasing difficulty in obtaining multiple observations with an increasing num-
ber of independent variables.

Chapter 5, entitled “Artificial Neural Network and Bayesian Network Models for Credit
Risk Prediction”, compares Bayesian networks with artificial neural networks for predicting re-
covered value in a credit operation. The study explores this problem and finds that ANNs is a
more efficient tool for predicting credit risk than the naïve Bayesian (NB) approach. ANNs was
used to study the nervous system and the way the brain processes information. An ANN entails
processing algorithm to model the brains of humans and comprises a large number of intercon-
nected nodes (neurons) working as a system to solve pattern recognition or data classification
problems. The present study demonstrates that various algorithms can be used in parallel to
address the issue in question, which in the case presented here is loan provision. Multiple strate-
gies for identifying the choice of features (or variables), algorithm, and criteria can provide a
solution. For instance, in the new Big Data and digital era, transparency is critical. Strategies
based on deep learning are also necessary to train data on the application, and machine learning
algorithms and their use must be regulated to ensure accuracy. The comparative approach was
used to generate the best results of the iterations. The findings show that both ANN and NB
models provide credible outcomes, but the ANN model is more valuable for predicting credit risk.

Chapter 6 “Comparative Study of Support Vector Machines and Random Forests Machine
Learning Algorithms on Credit Operation”, showed advantages of the RF approach over the SVM
algorithm which are its speed and operational simplicity, and SVM has the benefit of higher
classification accuracy than RF. The objective of this approach is to implement the Support
Vector Machine learning technique to forecast the probability of loan defaults. The data needed
training with each consisting of values for the set of input and output variables. The variables
were chosen, and only those whose behavior was predictable were included. For the current
comparative study, the data variables were considered the primary risk indicators and those
borrowing were considered the subjects. The data collected for this study was from a bank,
and it consisted solely of short-term loans since they make up the most significant share of
loans. A dataset of 1890 credit files was sourced, and the subjects were classified as less
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risky or risky clients. The most constant variable is the probability of default together with
a dummy variable, Y is equal to zero for a less risky client and one for risky clients. This
means that Y = 1 when the payment is delayed and Y = 0 when the payment is made in good
time. SVM classifications were implemented to predict the potentials of class membership.This
study’s primary objective was to compare the SVM and RF machine learning techniques based on
performance in lending institutions and more precisely in the determination of recovery value.
The credit risk concept is characterized by a vagueness that complicates the formulation of a
limited definition for its identifying risk factors, and functional forms suitable to approximate
and forecast its value is no easy task. In similar fashion, the range and complexity of the credit
risk concept render traditional mathematical models obsolete learning techniques. This study
compared the performance of both approaches, the SVM and the RF approach in addressing the
problem of credit risk assessment. In the study, the variables were chosen with regards to the
data collected from the banks’ records. Despite the numerous capabilities of support vector
machines and random forests prediction algorithms, the concern of credit risk estimation has
barely been tackled with regards to machine learning algorithms let alone a combination of
them. The current study, therefore, fills existing gaps that permeate intelligent systems from
extremely puzzling bank modelling issues. The primary focus was on the idea of insolvency as a
characterization technique of the credit risk. The paper compares the SVM and RF algorithms to
forecast the recovered value in a credit task. The execution of the projected intelligent systems
uses tests and algorithms for authentication of the projected model.

The work presents the importance of qualitative and quantitative variables in the pro-
cess of granting credit to banks and thus proposes an alternative methodology for financial
institutions, based on sufficiency and especially their liquidity. The prediction of the recovery
of collateral creates great expectations, especially when smart classifiers are used. This ap-
proach makes it possible to identify patterns with maturity to update asset data in the context
of the guarantee, provided by financial institutions through the mapping of all guarantee related
variables. Moreover, the creation of those mechanisms for recovery in Credit Score Systems us-
ing those parameters of the support and classifier support processes were applied to machine
learning concept.

The main objective of this thesis was to create a model that uses contextual informa-
tion to assess whether collaterals allow the recovery of credit granted in the decision making
process that can help decision-makers in the credit operation. The impairment is related to the
devaluation of assets or securities due to the lack of buyers or the excess of supply, as can occur
in the real estate industry. In certain areas, prices for new apartments may not be “on par”
with previous prices. Thus, we will say that the new prices are in a situation of impairment.
The Client-Risk Assessment Model adopted by the banks has the function of classifying clients
according to the level of risk, providing greater security for credit decisions and other financial
and banking services, without becoming an element that inhibits the Institution’s competitive
power in the market. For this purpose, the research is based on previous studies, seeking to
detect a viable approach. The systems investigated in each subtopic present us with data mining
techniques as a necessary solution, and show the need to find the best classifier that will be
used to meet the objectives of this research.
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7.2 Future Work

To conclude this thesis, the following directions of future investigations that resulted
from the developed work are suggested:

• Perform new literary research to analyze another way to measure a meta-analysis, such as
from risk rate or risk difference, moreover, high-quality research is eventually published in
scientific journals, other forms of publication may be included in this list in the future in-
vestigations. Notwithstanding these limitations, our systematic review provides important
insights into the research literature on classification techniques applied to credit scoring
and how this area has been moving over time;

• The particular strength of artificial-neural-network-based decision trees is their tendency
to help comprehend sequential decisions and outcome dependencies. The model can play
a complementary role to other scoring tools such as fuzzy assets, whereby the classes it
creates can be used as fuzzy sets. However, a decision tree algorithm requires that the
target attribute has only discrete values. Another disadvantage is that it performs poorly
in terms of complex interactions in which the decision trees are redrawn every time new
data are added to the model. In addition, decision trees are over-sensitive to the training
set, irrelevant attributes, and noise. Create a model using fuzzy can be integrated, for
example, neural networks, leading to higher prediction accuracy;

• Since numerous factors may have an impact on affordability and over-indebtedness, it is
challenging to make predictions for the future. Affordability assessment is often based
on application data, credit reports, and estimation of expenditure. Little information on
the implemented affordability models is available in the public domain, except for the
solutions offered by credit bureaus. There is even less information on models for credit
operations. The existing literature on affordability and over-indebtedness models is also
sparse. Nevertheless, a dynamic approach to affordability assessment may be preferred
that takes into account possible changes in both income and expenditure and enables
predicting for the future. Create comprehensive validation of suggested methods with
another credit score database and be able to make comparisons;

• The proposed method is helpful for identifying a new way that has a strong possibility of
being more advanced than similar previous classifiers. Second, in the proposed method,
properties and functions were manually categorized into representative groups, but a fu-
ture topic will automate this task using semantic technologies. Apply the concept of nat-
ural language processing (NLP) to analyze the sentiment added to the credit score.

88



Appendix A: Decision Support Systems to Predict a Sufficiency of Collateral for Credit Risk
Operationsl

Appendix A

Decision Support Systems to Predict a Sufficiency
of Collateral for Credit Risk Operations

This appendix consists in the following poster:

Decision Support Systems to Predict a Sufficiency of Collateral for Credit Risk Operations

Germanno Teles, Joel J. P. C. Rodrigues

Poster Ciência 2018 - Science and Technology in Portugal Summit.

89



Decision Support Systems to Predict a Sufficiency 
of Collateral for Credit Risk Operations

Germanno Teles, 
Joel J. P. C. Rodrigues 

Instituto de Telecomunicações, University Beira Interior, Portugal; 
National Institute of Telecommunications (Inatel), Brazil; Instituto de Telecomunicações, Portugal, ITMO University, Russia; 

University of Fortaleza (UNIFOR), Brazil 

INTRODUCTION
- Basel Standards.
- The risk of non-payment.
- Probability of Default (PB) models.
- Kinds of Collateral

- Fiduciary or Real

METHODS
Models for measuring and estimate the probability of a customer 
becoming default.
- Credit Scoring
- Behavioural Scoring
An evaluation of existing credit scoring classifiers methods to
choose the best one that will be used as a reference to evaluate and
validate the proposed contributions. An extensive review of
literature through the use of classification methods applied in credit
scoring (Table 2)

CONCLUSIONS
Described the importance of the use DSS to help decision-makers in credit operations. This research is
based on recent studies and identifies approaches and technologies used in several areas of the knowledge.
In summary, we have performed a study of the current and essential condition for a decision support
systems starting from the Basel Agreement until now, this work makes clear the importance of DSS
system and the "intelligence" involved in them.

Figure 1: Decision Support Systems Proposal  

RESULTS
A review of the studies presented in Table 2 reveals that Bayesian
Network, Neural Network, Decision Tree Neuro-based, and
Logistic Regression are using collateral as a variable to improve the
measurement of credit risk. Among those techniques, it can
emphasize Support Vector Machine in Table 3 is a dominant
classifier in credit scoring

Table 1 Summary of credit scoring classifiers 

Problems
I. Which are the classifiers in the use of credit risk analysis and 

their performance on Decisions Support Systems (figure 1)?
II. Which classifiers use collateral as a parameter for calculating 

risk? 
III. How to estimate the recoverability of a credit operation with a 

collateral as asset? 

CLASSIFIERS Number of Papers
Bayesian Network 20
Neural Networks 19

Decision Tree Neuro-
based

15

Fuzzy logic 16
Support Vector Machine 26

Logistic  Regression 13
Linear Regression 13

Combined 17

CLASSIFIERS USING 
COLLATERAL

Bayesian Network
Neural Networks

Decision Tree Neuro-based
Logistic  Regression

Table 2 Summary of credit scoring classifiers  using collateral CLASSIFIER DOMINANT
Support Vector Machine

Table 3 Summary of credit scoring classifiers  dominant
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Operationsl

90



Appendix B: Intelligent Decision Support System on Credit Scoring

Appendix B

Intelligent Decision Support System on Credit
Scoring

This appendix consists in the following poster:

Intelligent Decision Support System on Credit Scoring

Germanno Teles, Joel J. P. C. Rodrigues

Poster IEEE UBI Student Branch.

@©2018 IEEE. All rights reserved.

91



Intelligent Decision Support 
System on Credit Scoring

Germanno Teles, Joel J. P. C. Rodrigues 
Instituto de Telecomunicações, University Beira Interior Covilhã, Portugal;

Instituto Nacional de Telecomunicações (Inatel), Brazil, Portugal

INTRODUCTION
Intelligent Decision support systems (IDSS) and
Knowledge-based Expert Systems (KES) are
two of the stronger general paths on Machine
Learning (ML). The mechanization of auditing
rules just implements true and high-speed
purposes that take over part of the
responsibility of the auditors, in particular,
tasks that are usually routine and are prone to
error if accounts lose concentration. Credit
scoring is considered an important tool to pre-
qualify borrowers and assist managers to make
better risk decisions to the business. Between
statistics and artificial intelligence (AI) there
are several techniques used in credit scoring,
such as Decision Trees, Neural Networks,
Linear Regression, Logistic Regression,
Bayesian Networks, Support Vector Machine
(SVM), etc.

METHODS
An extensive review of literature 
through the use of classification 
methods applied in credit scoring. 
Weighting of guarantees is the last 
aspect that indicates the quality 
(sufficiency and liquidity) that the 
guarantees must mitigating effect.CONCLUSIONS

Described the importance of a new IDSS approach focusing in help the credit operations
on financial institutions. Perform an evaluation and validation of the classifiers with a
real dataset.

Problems
I. Which are the classifiers in the use of credit risk analysis and their performance on Decisions Support Systems ?
II. Which classifiers use collateral as a parameter for calculating risk? 
III. How to estimate the recoverability of a credit? 

Table 2 Summary of credit scoring classifiers 

CLASSIFIERS Number of Papers
Bayesian Network 20
Neural Networks 19

Decision Tree Neuro-based 15
Fuzzy logic 16

Support Vector Machine 26
Logistic  Regression 13
Linear Regression 13

Combined 17

Table 1 Machine Learning Pipeline

Appendix B: Intelligent Decision Support System on Credit Scoring
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Using Natural Language Processing with Sentiment 
Analysis to Improve Credit Score on Collateral Reports  

- Sentiment Analysis is a field of NLP;
- Sentimental Analysis is helping Institutions

enhance their policies;
- Can reach the goal of gaining better insight into

different areas;
- Classifying the information expressed on

reports using Long Short Term Memory
networks(LSTM)

A conventional neural network is incapable of learning
from previous experiences because the information does
not pass from one step to the next. On the contrary,
Recurrent Neural Networks(RNN) learns information
from the immediately previous step. If was use Recurrent
Neural Network (RNN). An evaluation of existing credit
scoring classifiers methods to choose the best one that
will be used as a reference to evaluate and validate the
proposed contributions. Unfortunately, as that gap grows
between the relevant information and the point where it is
needed to become very large, RNNs become unable to
learn to connect the information. LSTM can resolve this
problem because it uses gates to control the memorizing
process

LSTM beats the other models when we
want our model to learn from long term
dependencies. LSTM’s ability to skip,
retrieve and renew the information pushes
it one step ahead of RNNs.

Challenges
I. Avoid ambiguous words 
II. Noise annotation
III. How to  treat gap to learn to connect the 

information

Germanno Teles1, 
Joel J. P. C. Rodrigues2,3,4

1Instituto de Telecomunicações, University Beira Interior, Portugal; 
2National Institute of Telecommunications (Inatel), Brazil; 3Instituto de Telecomunicações, Portugal, 

4Federal University of Piauí, Teresina - PI, Brazil

Figure 1: Sentiment Analysis Approach

Figure 2: LSTM network

Figure 3: Diagram for a LSTM cell at T time step(Source : http://colah.github.io/posts/2015-08-Understanding-LSTMs)

In summary, we have performed a study of real data of collateral data for a decision support systems
starting from the Basel Agreement, this work makes clear the importance of DSS system and the
"intelligence" involved in them.

Appendix C: Using Natural Language Processing with Sentiment Analysis to Improve Credit
Score on Collateral Reports
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